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4 Eisagwg 
H paroÔsa diatrib  parousi�zei ta pr¸ta apotelèsmata th
 anaz thsh
 nèwn barèwn,oudetèrwn dianusmatik¸n mpozon�wn sto pe�rama ATLAS, me qr sh th
 di�spas 
 tou
se miìnia (Z ′ → µ+µ−). Ta apotelèsmata aforoÔn afenì
 ta pr¸ta 42 pb−1 twn de-domènwn apì sugkroÔsei
 prwton�wn - prwton�wn pou sunelèghsan kat� th di�rkeiatou 2010 ston nèo epitaqunt  LHC (Large Hadron Collider) tou CERN kai afetèroudedomèna pou sunelèghsan mèsa sto 2011, sunolik 
 fwteinìthta
 1, 21 fb−1.H spoudaiìthta th
 èreuna
 gia thn anaz thsh tou nèou barèo
 mpozon�ou Z ′ ègkeitaisto gegonì
 ìti h anak�luy  tou ja apoteloÔse m�a s�gourh èndeixh gia nèa fusik .Up�rqei m�a seir� jewrhtik¸n montèlwn ta opo�a problèpoun thn Ôparxh nèwn oudèterafortismènwn mpozon�wn bajm�da
 (GUTs [7], E6 models [8], Left-Right Symmetric mod-

els [11], Little Higgs models [13], Kaluza-Klein models [12] k.a.). H m�za tou mpozon�ouden problèpetai apì th jewr�a kai mpore� na br�sketai opoud pote an�mesa sthn Eweakkai thn EGUT (dhlad , an�mesa sthn enèrgeia spas�mato
 th
 hlektrasjenoÔ
 sum-metr�a
 kai thn enèrgeia sthn opo�a h hlektromagnhtik , h asjen 
 kai h isqurh dÔnamhenopoioÔntai se m�a koin  dÔnamh).To mpozìnio Z ′ anamènetai na emfaniste� sto pe�rama ATLAS san èna
 suntonismì
me meg�lh m�za, sth diadikas�a Drell-Yan (pp → ℓ+ℓ− ìpou ℓ = e, µ kai τ). O mhqanismì
paragwg 
 upodeiknÔei ìti to Z ′, se analog�a me to mpozìnio Z tou KajierwmènouProtÔpou, e�nai hlektrik� oudètero, colorless kai self-adjoint (swm�tio qwr�
 qr¸ma,pou apotele� to antiswm�tio tou eautoÔ tou).H paroÔsa diatrib  apotele�tai apì pènte kef�laia. Sto pr¸to kef�laio d�netaim�a jewrhtik  eisagwg , xekin¸nta
 apì m�a sÔntomh episkìphsh tou KajierwmènouProtÔpou kai proqwr¸nta
 sth sunèqeia sth jewrhtik  perigraf  th
 Ôparxh
 nèwnoudetèrwn dianusmatik¸n mpozon�wn, me analutik  parous�ash twn idiot twn kai twnqarakthristik¸n tou
. Sto deÔtero kef�laio perigr�fetai o aniqneut 
 tou peir�mato

ATLAS, sumperilambanomènwn ìlwn twn sqetik¸n susthm�twn an�qneush
 (Eswterikì
Aniqneut 
, Kalor�metra, Fasmatìmetro Mion�wn), poiìthta
 dedomènwn kai prosomo�wsh




5. Sto tr�to kef�laio perigr�fontai oi mèjodoi anakataskeu 
 mion�wn me to logismikìtou peir�mato
 kai h apìdosh tou sust mato
 kai parousi�zontai analutik� ìle
 oimèjodoi melèth
 pou qrhsimopoioÔntai sthn ergas�a (algìrijmoi anakata-skeu 
, er-gale�a elègqou poiìthta
 dedomènwn k.lp.).Ta dÔo teleuta�a kef�laia anafèrontai sthn kur�w
 an�lush p�nw sti
 dÔo periìdou
l yh
 dedomènwn tou peir�mato
 (2010 kai 2011). Arqika, perigr�fetai h diadikas�al yh
 dedomènwn apì to pe�rama. Sthn sunèqeia parousi�zetai ìlh h diadikas�a epi-log 
 twn zeug¸n mion�wn kai ta krit ria poiìthta
 pou efarmìzontai, tìso sta prag-matik� dedomèna, ìso kai sta prosomoiwmèna de�gmata tou s mato
 kai twn diadikasi¸nupob�jrou. En gènei, ta krit ria epilog 
 stoqeÔoun sthn epilog  mion�wn me ar-ket� meg�lh egk�rsia orm , anakataskeuasmènwn kai apì to Mionikì Fasmatìmetrokai apì ton Eswterikì Aniqneut . Gia na exasfaliste� h poiìthta anakataskeu 
,ta miìnia prèpei na qarakthr�zontai apì ikanì arijmì iqn¸n (“hits”) kai sta dÔo up-osust mata. Tèlo
, apaite�tai na par�gontai kont� sthn prwteìusa korufh kai na mhnsunodeÔontai apì epiplèon drasthriìthta sto q¸ro gÔrw tou
 (¸ste na exasfaliste�ìti den apoteloÔn mèro
 enì
 p�daka).Melet jhkan di�fore
 diadikas�e
 upob�jrou, pou qarakthr�zontai apì thn paragwg dÔo ant�jeta fortismènwn mion�wn sthn telik  kat�stash. To basikìtero rìlo pa�zeih diadikas�a Drell-Yan se miìnia (Z → µ+µ−), en¸ sunupolog�sthkan oi diadikas�e
 tt̄,
W + jets (ìpou èna jet endèqetai na anagnwriste� esfalmèna w
 miìnio), h paragwg  di-mpozon�wn kai tèlo
 oi QCD diadikas�e
 bb̄ kai cc̄ se miìnia. H suneisfor� twn kosmik¸nswmatid�wn, w
 m�a �llh pijan  phg  upob�jrou, ep�sh
 exet�sthke. Ta epileqjèntagegonìta qrhsimopoi jhkan gia na kataskeuastoÔn oi katanomè
 th
 anallo�wth
 m�za
apì ta zeÔgh mion�wn sta pragmatik� gegonìta kai sti
 diadikas�e
 upob�jrou. Meautìn ton trìpo mpore� na ektimhje� an ta pragmatik� dedomèna parousi�zoun paragwg gegonìtwn p�nw apì ta anamenìmena apì to Kajierwmèno Prìtupo.Ta dedomèna kai twn dÔo et¸n den èdeixan paragwg  gegonìtwn epiplèon twn ana-menomènwn kai, kat� sunèpeia, upolog�sthkan ta ìria sto ginìmeno σ*B (energoÔ di-atom 
 * lìgo di�spash
) gia to Z ′, gia m�ze
 sthn perioq  0,3 me 2 TeV. Ta ìriaaxiolog jhkan qrhsimopoi¸nta
 statistik  an�lush h opo�a sumperièlabe kai to sq math
 katanom 
 th
 anallo�wth
 m�za
 (den  tan, dhlad , èna “counting experiment”),



se k�je pijan  m�za paragwg 
 tou s mato
.Prin thn ènarxh leitourg�a
 tou LHC, to ìrio sth m�za tou Z ′ e�qe ektimhje� apì to
Tevatron, gia to mionikì kan�li, �so me 1, 071 TeV/c2. Sthn paroÔsa ergas�a, me qr shtwn dedomènwn tou 2010, to ìrio upolog�sthke sta 874 GeV/c2. Ta dedomèna tou 2011epèkteinan autì to ìrio sta 1, 678 TeV/c2.
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Chapter 1

Theoretical Introduction

1.1 Standard Model

The Standard Model ([1],[2]) is a theory developed to explain what the world is and

what holds it together. It is a simple and comprehensive theory that describes all the

hundreds of particles that are observed in nature and all the complex interactions that

take place between them.

The model structure is based on two groups of particles: the six quarks (u, d, c, s,

t and b) and the six leptons (e, µ, τ along with their corresponding neutrinos νe, νµ,

ντ ). Those alone form the total amount of matter in nature and are characterized by

a half-integer spin (“fermions”). There are also four force-carrier particles (otherwise

“mediators”): the W± and Z bosons, the photon (γ) and the gluon (g), that have integer

spins (“bosons”) and are responsible for all the interactions between the fermions.

In other words, the basic picture of the Standard Model is that of fermions (quarks

and leptons) with spin equal to 1
2
, which interact through forces that are carried by

gauge bosons (the carriers), the spin of which is equal to unity: all the known matter

particles are leptons and composites of quarks, and they interact in several ways by

exchanging the force carrier particles.

The Standard Model is a renormalizable field theory, based on a local symmetry

(i.e. separately valid at each space-time point x). It describes strong, electromagnetic

and weak interactions. There are eight strong charges, called “color” charges (that

13



14 CHAPTER 1. THEORETICAL INTRODUCTION

they are carried by the gluons) and four electro-weak charges (that correspond to the

rest of the carriers, γ, W+,− and Z). The commutators of these charges form a GSM =

SU (3)×SU(2)×U(1) algebra. The theory is invariant under local gauge transformation

of the symmetry group.

Gravity (to which the -purely hypothetical until now- graviton is associated as the

carrier) is not included in the theory; moreover, it is negligible in the energy region

accessed through our experimental capability.

The matter fermions are categorized in three generations (“families”) with identical

quantum numbers but different masses. Each family contains a weakly charged doublet

of quarks, in three color replicas (Red, Green, Blue), and a colorless weakly charged

doublet with a neutrino and a charged lepton.

Some details about the elementary particles and the force carriers can be seen in

Tables 1.1, 1.2 and 1.3.

Symbol Name Generation Charge (·e) Mass (MeV) B C S T B

u up 1st +2
3

2 1
3

0 0 0 0

d down 1st −1
3

5 1
3

0 0 0 0

c charm 2nd +2
3

1,300 1
3

1 0 0 0

s strange 2nd −1
3

104 1
3

0 -1 0 0

t top 3rd +2
3

171,000 1
3

0 0 1 0

b bottom b 3rd −1
3

4,200 1
3

0 0 0 -1

Table 1.1: The six quarks of Standard Model and their quantum numbers



1.1. STANDARD MODEL 15

Symbol Name Generation Charge (×e) Mass (MeV) Le Lµ Lτ

e− electron 1st 1 0.5 1 0 0

νe electron neutrino 1st 0 < 2 · 10−6 1 0 0

µ− muon 2nd 1 105 0 1 0

νµ muon neutrino 2nd 0 < 1.9 · 10−4 0 1 0

τ− tau 3rd 1 1780 0 0 1

ντ tau neutrino 3rd 0 < 1.8 · 10−2 0 0 1

Table 1.2: The six leptons of Standard Model and their quantum numbers
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Force Carrier Charge(×e) Spin Mass (GeV)

Electromagnetic photon γ 0 1 0

Strong gluon g 0 1 0

Weak
W± ±1 1 80.4

Z0 0 1 91.2

Gravity graviton G 0 2 0

Table 1.3: The four forces of nature and their bosonic carriers

When a physical system has some sort of symmetry, according to Noether’s theorem,

there exists a current jµ that should be conserved:

∂µj
µ = 0 (1.1)

The existence of a current, consequently, implies that there must be some “charge”,

which is the generator of the (local) symmetry group (and, thus, called “Noether

charge”). As a trivial example, we could mention the electric charge “e”, the gen-

erator of the electromagnetic symmetry -a U(1) symmetry. The conserved current here

is, of course, the electric current.

According to this, the electric charge and the eight color charges are the generators

of the corresponding symmetries. Regarding the (bosonic) carriers, the photon and the

gluons have zero masses as a consequence of the exact conservation of those generators.

The fact that the weak bosons W+, W− and Z have large masses (mW± ∼ 80 GeV,

mZ ∼ 91 GeV), instead of a zero one, is a clear indication that the corresponding

symmetries are broken at some point. So, a crucial question is why and how the

electroweak gauge symmetry is broken.
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In Standard Model, this spontaneous breaking of the electroweak gauge symmetry

is incorporated in the Higgs mechanism (also called “Englert-Brout-Higgs-Guralnik-

Hagen-Kibble mechanism”). This is a theory [3] which predicts the presence of one (or

more) new, spin 0 boson, named after the English theoretical physicist Peter Higgs: the

Higgs boson. The discovery of the -not yet experimentally observed- Higgs particle is

the main interest of modern Physics, since it is the last missing link of the Standard

Model and its awaited appearance will complete the theory.

1.1.1 Interaction Formalism

Particles in nature interact either because they decay or because they respond to a force

(due to the presence of another particle).

The decay of a fermion into a different one takes place due to the action of the

mediator boson. Similarly, the interaction of two particles is again explained by the

exchange of a mediator.

Consider a fermion and a boson that interact. The system of the two particles can

be described by the following Lagrangian [4]:

L =
p2

1

2m1

+
p2

2

2m2

− 1

2
kV (x1, x2) (1.2)

The above Lagrangian consists of three parts. Firstly, the two kinetic terms corre-

spond to the free fermion and the free boson (the mediator). The third term, which is

a potential one, describes the interaction between the two: for example, the interaction

of a photon with an electromagnetic field.

In electromagnetic theory, the Lagrangian for a free particle of mass m and an free

electromagnetic field, represented from a potential A in vacuum, is written as:

Lfree =
p2

2m
+

1

8π

∫
d3x

(
1

c2

∣∣∣∣
∂A

∂t

∣∣∣∣
2

+ |∇ × A|2
)

(1.3)

We can get the Lagrangian with the interaction incorporated by simply replacing

the ordinary momentum by the canonical one:

P → p +
q

c
A (1.4)
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Therefore, Equation 1.3 transforms to:

Linter = Lfree +
q

2mc
A ·
(
2p +

q

c
A
)

(1.5)

1.1.1.1 Quantum-mechanical model

In Quantum Mechanics, fermions or bosons can be represented by specific fields with

some intrinsic properties. The interaction process is an exchange of energy and momen-

tum between fields, which is governed by laws of conservation of intrinsic quantities.

In order to pass from the classical description of the previous paragraph, to the

quantum-mechanical one, we have to do some replacements. First, a free particle state is

described by a spinor: Ψ = Ψ(xµ). Then, in the continuum, the Lagrangian L = L(q, q̇)

is replaced by a Lagrangian density L, the generalized coordinates q by the fields Ψ

and the generalized velocities q̇ = dq/dt by the Ψ field gradient ∂µΨ = ∂Ψ/∂xµ.

Therefore, we have a relation of the form:

L = L(Ψ, ∂µΨ) (1.6)

The Lagrangian density for a free particle and an electromagnetic field can be written

as follows (using natural units, i.e: ~ = c = 1):

Lfree = Ψ̄(iγµ∂µ − m)Ψ − 1

4
FµνF

µν (1.7)

In the above equation, Ψ̄ = Ψ†γ0 and Fµν = ∂µAν −∂νAµ. The term Ψ̄(iγµ∂µ−m)Ψ

is called the Dirac Lagrangian.

To incorporate the interaction and extract the quantum-mechanical version of Equa-

tion 1.5, we replace:

Pµ → pµ + qAµ (1.8)

pµ → −i∂µ (1.9)

Pµ → −iDµ (1.10)
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Dµ → ∂µ − iqAµ (1.11)

and we finally get:

Linter = Lfree + qΨ̄γµΨAµ (1.12)

We have, therefore, constructed the current Jµ = qΨ̄γµΨ, which is a conserved

quantity:

∂µJ
µ = 0 (1.13)

1.1.1.2 Local phase invariance

We can change the phase of all the fields that represent the particles (local phase change)

by applying the rotation operator:

Ψ → Ψ′ = e−iqα(x)Ψ (1.14)

Here α(x) depends on the coordinates and q is the generator of the rotation. The

Dirac Lagrangian ceases to be invariant, because of the second term of Equation 1.15:

LD = Ψ̄(iγµ∂µ − m)Ψ + qΨ̄γµΨ∂µα(x) (1.15)

By making the particle to interact with potential Aµ and based on Equation 1.12,

we can write:

LD = Ψ̄(iγµ∂µ − m)Ψ + qΨ̄γµΨ∂µα(x) + qΨ̄γµΨAµ (1.16)

We can calibrate the potential in such a way that the term of change of phase is

canceled:

Aµ → Aµ − q · ∂α(x) (1.17)

Considering now Equation 1.11, we finally have:

LD = Ψ̄(iγµDµ − m)Ψ (1.18)
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This Lagrangian (describing an interacting particle with a potential) is invariant

under a local phase change, if the potential is calibrated according to 1.17. The fields

represented by such calibrated potentials are called gauge fields.

1.1.2 Interactions

1.1.2.1 Strong Interaction

The strong interaction is based on a Lagrangian, invariant under local gauge transfor-

mations of the SU(3)C group. The subscript C indicates that the transformations only

act on particles with color charge.

The strong interaction is represented by eight gauge fields for the gluons Gα
µ (α =

1, 2, . . . , 8) and each of these fields is associated with a generator: Tα = λα/2, with

λα being the Gell-Mann matrices [5]:

λ1 =





0 1 0

1 0 0

0 0 0



λ2 =





0 −i 0

i 0 0

0 0 0



λ3 =





1 0 0

0 −1 0

0 0 0





λ4 =





0 0 1

0 0 0

1 0 0



λ5 =





0 0 −i

0 0 0

i 0 0



λ6 =





0 0 0

0 0 1

0 1 0





λ7 =





0 0 0

0 0 −i

0 i 0



λ8 = 1√
3





1 0 0

0 1 0

0 0 −2





Therefore, we have a spinor of the form Ψ → Ψ′ = e−igSTαα(x)Ψ. The gSTα = qα

factors correspond to the coupling constants of the fields with gluons.

The Tα generators commute, according to:

[Tα, Tb] = if c
αbTc (1.19)

Here, f c
αb is the structure constant of the SU(3)C group.
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1.1.2.2 Electroweak Interaction

In 1961, S.L. Glashow, S. Weinberg and A. Salam proposed the unified description

of electromagnetic and weak phenomena based on a Lagrangian, invariant under lo-

cal gauge transformations of the SU(2)L × U(1)Y group [6]. The subscript L means

that these transformations only act on components of the left chiral fermions and Y

corresponds to the hypercharge quantum number.

Electroweak interactions are represented by four gauge fields: an isotriplet of vector

fields W i
µ (i=1,2,3) and a single field Bµ. Each of these fields are associated with the

generators τi = σi/2 of the weak isospin group SU(2)L, where σi are the Pauli matrices:

σ1 =

[
0 1

1 0

]
σ2 =

[
0 −i

i 0

]
σ3 =

[
1 0

0 −1

]

and

y= I Y / 2

which correspond to the U(1)Y group (Y is the quantum number of hypercharge).

At low energies, we can only observe the U(1)EM symmetry (the gauge symmetry

of electrodynamics, transmitted by the photon). This fact indicates that the SU(2)L ×
U(1)Y gauge symmetry is broken at a particular energy scale EW . Therefore, the weak

interaction must be mediated by particles (gauge bosons) with masses of the order of

EW .

The weak β decay is performed via the virtual exchange of a relatively heavy, charged

(q = ±1) gauge boson, the W±. This charged boson is associated to the SU(2)L gauge

group. The SU(2)L gauge symmetry should also have one neutral (diagonal) generator,

thus a neutral gauge boson with mass of the same order: the well-known Z boson.

Because the electromagnetic symmetry U(1)EM is different from the U(1)Y symme-

try, the mass eigenstates γ and Z of the neutral gauge bosons are a linear combination

of the two neutral gauge bosons associated to the SU(2)L and U(1)Y gauge groups.

The Lagrangian of the electroweak interaction in the Standard Model can be written

in the form [9]:

−LEW = gJµ
i Wiµ + g′Jµ

Y Bµ (1.20)
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where g and g′ are the SU(2)L and U(1)Y couplings, correspondingly.

From the above relation, we can extract the neutral current interaction:

−LNC
EW = gJµ

3 W3µ + g′Jµ
Y Bµ (1.21)

The currents of Equation 1.21 are:

Jµ
3 =

∑

i

f̄iγ
µ[t3iLPL + t3iRPR]fi (1.22)

Jµ
Y =

∑

i

f̄iγ
µ[yiLPL + yiRPR]fi (1.23)

In the above equations, fi is the field of the ith fermion.

The factors:

PL =
1 − γ5

2
(1.24)

and

PR =
1 + γ5

2
(1.25)

are the left and right chiral projections. t3iL,R is the third component of the weak

isospin for the left and right chiral component of fi, for which the following relations

are valid:

t3uL = t3νL = +
1

2
(1.26)

t3dL = t3e−L = −1

2
(1.27)

t3iR = 0 (1.28)

The weak hypercharges yiL and yiR are chosen in such a way that they give the

correct electric charges qi of the fermions (with respect to the positron charge):

t3iL + yiL = t3iR + yiR = qi (1.29)
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Anticipating the spontaneous breaking of SU(2)L × U(1)Y to the electromagnetic

subgroup U(1)EM , we can write Equation 1.21 in the following form:

−LNC
EW = eJµ

EMAµ + g1J
µ
1 Z0

1µ (1.30)

The new states appearing in the above equation are the mass eigenstate neutral

gauge bosons: Aµ is the (massless) photon field and Z0
1µ = Zµ the (massive) Z boson.

Those are connected with the W i
µ (i=1,2,3) and Bµ vector fields through the weak angle:

Aµ = sinθW W3µ + cosθW Bµ (1.31)

Zµ = cosθW W3µ − sinθW Bµ (1.32)

The weak angle θ is given by:

θW = tan−1 g′

g
(1.33)

Therefore, we have the new couplings:

e = sinθW (1.34)

and

g2
1 =

g2

cos2θW

(1.35)

By inserting the chiral couplings:

ǫ1
L(i) = t3iL − sin2θW qi (1.36)

and

ǫ1
R(i) = t3iR − sin2θW qi (1.37)

the currents can be written in the form:

Jµ
EM =

∑

i

qif̄iγµfi (1.38)
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and

Jµ
1 =

∑

i

f̄iγµ[ǫ1
L(i)PL + ǫ1

R(i)PR]fi (1.39)

1.2 Models with new gauge bosons

The Standard Model is a very successful theory. It has been able to describe nature

and all physics phenomena -at elementary particles level- below 100 GeV and its predic-

tions have been experimentally verified, with great success. However, there are several

fundamental questions that remain unresolved. For example, the existence of exactly

three generations of fermions (see above) and their mass hierarchy is not explained, the

mechanism for electroweak symmetry breaking has not been experimentally confirmed

yet or, in addition, severall parameters still lack a theoretical explanation.

There are indications, therefore, that the Standard Model is not a fundamental

theory, but only a very good approximation of nature at the energy ranges that have

been so far accessible to experimental capabilities. The search for theories beyond the

Standard Model is an important part of modern Physics.

A large variety of such theories predict additional gauge bosons, that arise from

extensions of the electroweak symmetry of the Standard Model. There are two types

of such bosons, both electrically charged and neutral, which are named in analogy with

the Standard Model W and Z bosons, and share some of their properties.

1.2.1 Charged bosons: W ′

Any charged (q = ±1), spin 1, gauge boson, which is not included in the Standard

Model, is called W ′ boson (regardless of the theoretical model introducing it) and,

according to several predictions, such a boson can be discovered in LHC.

Theories and models which predict new charged gauge bosons range from Grand

Unified Theories [10], the various Left-Right Symmetric Models [11], Kaluza-Klein the-

ories [12] and Little Higgs models [13]. The new charged vector bosons may or may not

have similar properties to the Standard Model bosons, depending on the theory that

predicts them.
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As an example, a theoretical model, based on the gauge group SU(3)C × SU(2)L ×
SU(2)R ×U(1)B−L which is called a Left-Right Symmetric Model (LRSM), after spon-

taneous symmetry breaking, predicts a right-handed WR gauge boson which mixes with

the left-handed WL boson of the Standard Model. The WR gauge boson is a possible

W ′ boson candidate.

The D0 experiment, at Fermilab, has set the present lower limit for the W ′ boson

mass [14] to 1 TeV at 95% C.L. The LHC, with a final center-of-mass energy at 14 TeV,

will increase the search reach.

1.2.2 Neutral bosons: Z ′

The second case of new gauge bosons is the neutral one: a new, heavy gauge boson

which, in analogy with the Z, is neutral with respect to its electric charge and its name

is derived from the latter: Z ′ (again, regardless of the theoretical model predicting such

a particle).

The Z ′ boson is the subject of this study and will be further analyzed in the following

paragraphs.

1.3 The Z ′ boson

The Z ′ boson will appear in the ATLAS experiment as a massive (much above the 91.2

GeV mass of the Z boson) resonance, observed in the Drell-Yan process pp → ℓ+ℓ−,

where ℓ = e, µ and τ . The production mechanism indicates that the Z ′, in analogy with

the Z boson, is electrically neutral, colorless and self-adjoint.

However, the above procedure is not constraint to be a Z ′ boson. It is the spin of

the new resonance that will give a hint for what kind of new physics we are dealing

with [15]: a spin 0 ν̄ in R-parity violating SUSY, a spin 1 Kaluza-Klein excitation of a

Standard Model gauge boson from some extra dimensional model or a spin-2 Kaluza-

Klein excitation of the graviton, as in the Randall-Sundrum model.

The particle we are interested in, the Z ′ boson, is characterized by a spin equal

to unity. Therefore, we are dealing with a new, electrically neutral, colorless and self-

adjoint gauge boson with spin 1, arising from an extension of the Standard Model gauge
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group (see next paragraph).

It is a very short-lived particle, which can only be observed through its decay prod-

ucts (or through indirect interference effects). The decay products of the Z ′ will be

detected above the Standard Model background (with the Drell-Yan process consisting

the main background procedure). Such a background is always present because both

the Z and γ particles are produced by the same processes which create a Z ′.

1.3.1 Extensions of Standard Model

There are theories, beyond the Standard Model, which have been proposed and predict

that strong and electroweak interactions can be described by one simple gauge group G

at very high energies: E > EGUT (with GUT standing for “Grand Unified Theories”).

The Grand Unified Theories indicate that all fundamental interactions should have

one common origin and EGUT is the energy scale where the three running gauge coupling

constants of the Standard Model gauge group become equal. Obviously, for energies

below that scale, the gauge group G must be broken, in order to give the Standard

Model symmetry SU(3)C × SU(2)L × U(1)Y .

In Figure 1.1, we present the merging of the forces at the high energy limit.

Figure 1.1: Unification of the forces

The smallest simple gauge group G, which can contain the Standard Model, is G =

SU(5). The number n of neutral gauge bosons of a GUT is given by n = rank[G]. We
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know that the rank of SU(5) is equal to 4, which means that we can’t have additional

neutral gauge bosons. Therefore, the Z ′ boson can not be present in a SU(5) group.

Since the SU(5) group leaves no room for additional gauge bosons, we have to

consider groups larger than that. The next gauge group that can allow for such a new

particle is the SO(10) one. Its rank is equal to 5, therefore it allows for an additional

neutral gauge boson. Obviously, GUTs with groups larger than SO(10), will predict

more particles of that kind.

The minimal extension of the Standard Model gauge group is to add an abelian

factor U(1)′ [16]. If some of the Standard Model particles have non-zero U(1)′ charges,

the U(1)′ gauge symmetry must be broken at some scale (greater than the weak scale)

and, thus, lead to a massive Z ′ (vector) boson which should then decay into some

Standard Model particles and mixes with the known Z boson.

The extended group G′ will be of the form:

G′ = GSM × U(1)′ = SU(3)C × SU(2)L × U(1)Y × U(1)′ (1.40)

The mass of the Z ′ is not constrained by theory. It can be anywhere between EW

and EGUT . The LHC experiments have the potential to search the entire mass region

up to ∼ 4 TeV.

1.3.2 Z ′ couplings

We start from the neutral current Lagrangian of equation 1.30 and we expand it by

adding (in the general case) n additional U(1) groups. Therefore, for n ≥ 1, we have:

−LNC = eJµ
EMAµ +

n+1∑

α=1

gαJµ
αZ0

αµ (1.41)

(for the rest of this section, Reference [17] has been widely used).

In the summation term of 1.41, the factors with indexes equal to unity are the

Standard Model parameters: g1 the gauge coupling, Z0
1µ the boson and J0

1 the current.

Similarly, gα and Zαµ (for α = 2,3,...,n+1), are the gauge couplings and bosons for the

additional U(1)′s.
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The currents of the new models are given by:

Jµ
α =

∑

i

f̄iγ
µ [ǫα

L(i)PL + ǫα
R(i)PR] fi (1.42)

The above equation can also be written in the form:

Jµ
α =

∑

i

f̄iγ
µ[gα

V (i) − gα
A(i)γ5]fi (1.43)

The chiral couplings ǫα
L(i) and ǫα

R(i), which may be unequal for a chiral gauge sym-

metry, are the U(1)α charges for the left and right components of the fermion fi. The

factors

gα
V (i) = ǫα

L(i) + ǫα
R(i) (1.44)

and

gα
A(i) = ǫα

L(i) − ǫα
R(i) (1.45)

are the corresponding vector and axial couplings.

We specify the U(1)α charges of the left chiral components of both the fermion f

and the antifermion (conjugate) fC , symbolized by Qαf and QαfC , respectively. The

relations with the chiral couplings are:

ǫα
L(f) = Qαf (1.46)

ǫα
R(f) = −QαfC (1.47)

For instance, in the Standard Model, equations 1.36 and 1.37 for the u and ū quarks

give Q1u = 1
2
− 2

3
sin2θW and Q1uc = +2

3
sin2θW .

The additional gauge couplings and charges, as well as the gauge boson masses and

mixing, are extremely model dependent. Still, the gauge couplings and charges can be

modified simultaneously. For example, replacing gα by λαgα is allowed but under the

condition that the charges Qα are reduced by a factor 1/λα.
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For a complex SU(2) scalar multiplet φ:

φ =

(
φ+

φ0

)
(1.48)

we can extract the three and four point gauge interactions from the kinetic term Lkin
φ =

(Dµφ)†Dµφ, where Dµφ is the gauge covariant derivative.

The neutral current part of the gauge covariant derivative of an individual field φi

is given by:

Dµφi =

[
∂µ + ieqiAµ + i

n+1∑

α

gαQαiZ
0
αµ

]
φi (1.49)

Here qi is the electric charge of the φi field and Qαi its U(1)α charge.

1.3.3 Masses and Mixing

Consider the general case of a gauge group G=SU(N), with N-1 diagonal generators.

G can be broken by the vacuum expectation value (VEV) of a real adjoint Higgs rep-

resentation Φ, which can be represented by a Hermitian traceless N × N matrix:

Φ =
N2−1∑

i=1

φiLi (1.50)

where the φi are the real components of Φ and the Li are the fundamental N × N

representation matrices. When Φ acquires a vacuum expectation value 〈Φ〉, SU(N)

is broken to a subgroup associated with those generators which commute with 〈Φ〉.
Without loss of generality, 〈Φ〉 can be diagonalized by an SU(N) transformation, so

that the N-1 diagonal generators remain unbroken.

We assume that electrically neutral scalar fields φi acquire VEVs, so Aµ remains

massless, while the Z0
αµ fields develop a mass term Lm

Z = 1
2
M2

αβZ0
αµZ

0µ
β , where:

M2
αβ = 2gαgβ

∑

i

QαiQβi |〈φi〉|2 (1.51)

M2
11 ≡ M2

Z0 would be the (tree-level) Z mass in the Standard Model limit, in which

the other Z0’s and their mixing can be ignored.
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If the only Higgs fields are SU(2) doublets (or singlets), as in the Standard Model

or the Minimal Supersymmetric Standard Model, then we can write:

M2
Z0 =

1

2
g2
1

∑

i

|〈φi〉|2 =
1

4
g2
1ν

2 (1.52)

with ν2 = 2
∑

i |〈φi〉|2 ∼ (
√

2GF )−1 ∼ (246 GeV)2 being the square of the weak scale

(GF is the Fermi constant).

Diagonalizing the mass matrix of Equation 1.51, we obtain n+1 eigenstates Zαµ,

with mass Mα:

Zαµ =
n+1∑

β=1

UαβZ0
βµ (1.53)

where U is an orthogonal mixing matrix. It is straightforward to show that the mass-

squared eigenvalues are always non-negative.

Using Equations 1.41 and 1.53, we see that Zαµ couples to
∑

β gβUαβJµ
β .

For n=1 and writing Q2i ≡ Qi, we get the mass matrix:

M2
Z−Z′ =

[
2g2

1

∑
i t

2
3i |〈φi〉|2 2g1g2

∑
i t3iQi |〈φi〉|2

2g1g2

∑
i t3iQi |〈φi〉|2 2g2

2

∑
i t

2
3i |〈φi〉|2

]
=

[
M2

Z0 ∆2

∆2 M2
Z′

]
(1.54)

Many U(1)′ models involve an SU(2) singlet, S, and two Higgs doublets:

φu =

(
φ0

u

φ−
u

)
(1.55)

and

φu =

(
φ+

d

φ0
d

)
(1.56)

with U(1)′ charges QS,u,d.

Then, the elements of the matrix in Equation 1.54 can be written as:

M2
Z0 =

1

4
g2
1

(
|νu|2 + |νd|2

)
(1.57)

∆2 =
1

2
g1g2

(
Qu|νu|2 − Qd|νd|2

)
(1.58)
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and

M2
Z′ = g2

2

(
Qu|νu|2 + Qd|νd|2 + QS|s|2

)
(1.59)

Here, νu,d ≡
√

2〈φ0
u,d〉, s =

√
2〈S〉 and ν2 = |νu|2 + |νd|2 ∼ (246GeV )2.

The eigenvalues of a general M2
Z−Z′ are given by the following equations:

M2
1 =

1

2

[
M2

Z0 + M2
Z′ +

√
(M2

Z0 − M2
Z′)2 + 4∆4

]
(1.60)

and

M2
2 =

1

2

[
M2

Z0 + M2
Z′ −

√
(M2

Z0 − M2
Z′)2 + 4∆4

]
(1.61)

The rotation U is given by:

U =

[
cosθ sinθ

−sinθ cosθ

]
(1.62)

where

θ =
1

2
arctan(

2∆2

M2
Z0 − M2

Z′

) (1.63)

The θ angle is related to the masses through the following relation:

tan2θ =
M2

Z0 − M2
1

M2
2 − M2

Z0

(1.64)

An important limit is MZ′ ≫ (MZ0 , |∆|). This typically occurs because an SU(2)

singlet field (such as the S above) has a large VEV and contributes only to MZ′ . In

this case, we have:

M2
1 ∼ M2

Z0 − ∆4

M2
Z′

≪ M2
2 (1.65)

and

M2
2 ∼ M2

Z′ (1.66)

We also can write:

θ ∼ − ∆2

M2
Z′

∼ C
g2

g1

M2
1

M2
2

(1.67)
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where

C = −
∑

i t3iQi |〈φi〉|2∑
i t3i |〈φi〉|2

(1.68)

with C being model dependent.

1.3.4 The Sequential Standard Model Z ′

The Sequential Standard Model (SSM) Z ′ [17] is defined to have the same couplings to

fermions as the Standard Model Z boson.

It is not expected in the context of gauge theories unless it has different couplings

to exotic fermions or if it occurs as some excited state of the ordinary Z in models with

extra dimensions at the weak scale. However, it serves as a useful reference case when

comparing constraints from various sources.

In the present study, the SSM Z ′ is the “model” which our analysis is performed

on.

1.4 Z ′ Searches

Z ′ searches are of two kinds: indirect and direct. We can look for indirect Z ′ effects in

precise electroweak data and for direct Z ′ production at large colliders [18].

Important constraints arise from both sources.

1.4.1 Indirect searches

An indirect search can be performed when we look for deviations from the Standard

Model that might be associated with the existence of a Z ′. This usually involves

precision electroweak measurements at the Z-pole region, as well as below and above

it.

In a model-independent approach, the Z ′ can be directly described in terms of its

axial and vector couplings to fermions. Therefore, we can test the cross-sections and

asymmetries measured at energies around the Z peak. If this particle is not the Standard

Model Z but, instead, a mixture with a Z ′, the couplings to fermions will change [19].
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At energies above 130 GeV, the interference between Z and Z ′ becomes increasingly

important and the data are very sensitive to the mass of the Z ′. Since changes to

cross-sections and asymmetries arise from interference terms, the precise form of these

changes depends strongly on the model.

To obtain limits on the Z ′ properties, cross-sections for the processes e+e− →
µ+µ−, τ+τ−, qq̄ and the forward-backward asymmetries for the leptonic processes e+e− →
µ+µ−, τ+τ− at energies around the Z resonance are compared to the predictions of the

several Z ′ models (the forward-backward asymmetries are obtained by counting the

numbers of events in the forward and backward hemispheres).

LEP indirect searches constrain Z ′ bosons to be heavier than a few hundred GeV.

Similarly, in LHC, an indirect study would be focused on the dilepton invariant mass

distribution dN/dM and the forward-backward asymmetry, AFB, which is determined

by the dilepton angular distribution (for more details, see Reference [20]).

1.4.2 Direct searches

If heavy gauge bosons turn out to have a mass of the order of a few TeV, a large collider

is an ideal place to discover and study them. High-energy experiments can search for

on-shell Z ′ production and decay.

The direct search for a Z ′ focuses on the existence of high-mass dilepton resonances:

the production of the new boson takes place via quark-antiquark annihilation and it

is then followed by the decay to a lepton pair: electron-positron or a pair of opposite-

charged muons. The latter will give an invariant mass value much above the Standard

Model Z boson pole.

Prior to the LHC era, the strictest limits from direct searches came from the D0

and CDF experiments at the Tevatron. The SSM Z ′ was excluded, for a mass lower

than 1.071 TeV ([21],[22]).

Recently, CMS has also excluded a SSM Z ′ with a mass lower than 1.140 TeV [23].

A similar study of the ATLAS collaboration, using data taken during 2010, has set the

lower limit on the Z ′ mass at 1.048 TeV (that particular analysis is presented in detail

in Chapter 4).
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Chapter 2

LHC accelerator and experiments

2.1 LHC - Structure and operation

LHC is a circular collider, which is designed to accelerate beams of protons up to a

center of mass energy equal to
√

s = 14 TeV (7 TeV per beam). The protons included

in each beam come in a form of bunches, with a minimum time distance of 25 ns from

one another. The two beams are moving in opposite directions within two separate

tubes and collide at four specific points inside the accelerator (the so-called Interaction

Points: 1, 2, 5 and 8). These points are where the four major experiments that take

place at the LHC are located (see Figure 2.1): ATLAS (A Toroidal LHC ApparatuS),

CMS (Central Muon Solenoid), ALICE (A Large Ion Collider Experiment) and LHCb

(Large Hadron Collider beauty).

The LHC, apart from protons, will occasionally accelerate heavy ions as well. More

specifically, Lead (Pb) ions will be accelerated to energy up to 6TeV per nucleon, in

the center of mass system.

In recent years, in the design of the accelerator, two new, smaller experiments have

been added, namely TOTEM (TOTal Elastic and diffractive cross section Measurement)

and LHCf (Large Hadron Collider forward). All, six in total, LHC experiments will be

analyzed in the next paragraphs.

The LHC is installed in the existing tunnel of the older CERN accelerator LEP

(Large Electron Positron). The tunnel has a length of 26.7 km and outspreads between

35
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Figure 2.1: Underground representation of the LHC experiments

France and Switzerland.

The proton beams reach their final energy (presently 3.5 TeV each), following a

series of successive accelerations in various pro-accelerators prior to being injected into

the main LHC tunnel. The first stage is the production of protons from Hydrogen. The

produced protons undergo the first accelerating procedure with the use of electromag-

netic waves in the RF (radiofrequency) region. At this stage, their energy reaches the

level of 750 KeV.

The next step is to lead the beams in a linear accelerator (Linac), where their energy

upgrades to 50 MeV, just before entering the synchrotron (Booster), where the energy

achieved reaches the value of 1.4 GeV. The next steps consists of the insertion of the

beams in two successive accelerator systems, the Proton Synchrotron (PS), from which

they come out with energy 26 GeV, and finally the Super Proton Synchrotron (SPS),

which increases their energy up to 450 GeV. This is the energy the protons have when

entering the main ring, where the final stage of the acceleration, up to 7 TeV, takes

place. The above sequence of accelerations is shown in Figure 2.2.

Inside the LHC, in addition to the increase of the energy, a main concern is to

maintain the beam of protons in circular orbit and to avoid deviation of particles from

it, due to electrical repulsive forces. This is achieved by a strong -given the high energy

values- magnetic field. Specifically, there is a series of superconductive bipolar magnets,
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Figure 2.2: The LHC accelerating systems

which create a field larger than 8 T. It is obvious that two such magnetic systems

with opposite direction are required, in order to focus the two oppositely charged and

conversely moving beams.

In Table 2.1 some details of the LHC design are presented1.

2.2 LHC experiments

In this section, a brief description of the five LHC experiments is given. The sixth one,

ATLAS, since it is the one on which this thesis is based on, is being analyzed in more

detail in a following section.

The general operation of a detector in a collision experiment is as follows: First, the

particles produced in the interaction point are entering a magnetic field. The purpose

of this field is the bending of the particle track, for those particles that are electrically

charged, which leads to the calculation of their momentum: the greater the latter, the

less the curvature. This measurement takes place in the first part of the detector crossed

by the particles in their path, the Tracker Detector. There, the initial part of the track of

each particle is reconstructed and, also, their momentum and their charge is determined

(oppositely charged particles obviously obtain opposite curvatures). Thereafter, the

particles pass through the calorimeters. Moving outwards, the first one to be passed

1Table taken from http://www.lhc-closer.es/ : Taking a closer look at LHC - GLOSSARY
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LHC parameters

Circumference 26659 m
Dipole operating temperature 1.9 K
Number of arcs (2450 m long) 8
Number of lattice cells per arc 23

Number of straight sections (545 m long) 8
Main RF System 400.8 MHz

Number of magnets (dipoles, quadrupoles ... dodecapoles) 9300
Number of dipoles 1232

Number of quadrupoles 858
Number of RF cavities 8 / beam

Nominal energy (protons) 7 TeV
Momentum at collision 7 TeV/c
Momentum at injection 450 GeV/c
Nominal energy (ions) 2.76 TeV/nucleon

Peak magnetic dipole field 8.33 T
Current in main dipole 11800 A

Energy density of the LHC magnets 500 kJ/m
Main dipole coil inner diameter 56 mm

Distance between aperture axes (1.9 K) 194.00 mm
Distance between aperture axes (293 K) 194.52 mm

Main Dipole Length 14.3 m
Horizontal force at 8.33 T (inner and outer layer) 1.7 MN/m

Maximum current with NO resistence (1.9 K e 8.33 T) 17000 A
Maximum current with NO resistence (1.9 K e 0 T) 50000 A

Number de strands per cable 36
Bending radius 2803.95 m

Minimum distance between bunches ∼ 7 m
Bunch spacing 25 ns

Design Luminosity 1034 cm−2 · s−1

No. of bunches / proton beam 2808
No. of protons / bunch (at start) 1.15 · 1011

Circulating current / beam 0.54 A
Number of turns / second 11245

Stored beam energy 360 MJ
Stored energy in magnets 11 GJ

Beam lifetime 10 h
Average crossing rate 31.6 MHz

Number of collisions / second 600 millions
Radiated Power / beam (syncrotron radiation) ∼ 6 KW

Total crossing angle (collision point) 300µrad
Emittance ǫn 3.75 µrad

β 0.55 m

Table 2.1: A list of LHC parameters
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is the Electromagnetic Calorimeter, where electrons and photons lay almost all their

energy. Immediately after, those particles that have penetrated the Electromagnetic

Calorimeter without being absorbed, will enter the Hadronic Calorimeter where they

will stop. The only particles that pass by both types of calorimeters, without losing

a significant part of their energy, are the muons. This is the reason why, in such

experiments, there are, at the most outer part, specific devices for the identification

of such particles, the Muon Detection System. The Muon System must be inside a

magnetic field, as well. This helps to separate the muons from their antiparticles, since,

due to their opposite charges, muons and antimuons are curved into opposite directions.

Through the radius of the curvature, one can estimate the momentum of the incoming

particle.

Figure 2.3 shows the path followed by the different particles in their passage through

the detector.

Figure 2.3: Schematic representation of particles passage inside a detector

This is the mode of operation of the two major experiments to be performed at the

LHC, ATLAS and CMS. Their differences lie mainly in the choice of the technology

used in their manufacture.

2.2.1 CMS

CMS [24], like ATLAS, is a general purpose detector which aims to study all possible

physics that can be provided by LHC. The main feature of the CMS detector is a

tubular superconducting magnet which gives the whole detector its name (Compact
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Muon Solenoid). The magnet has a length of 13 m and a diameter of 5.9 m (Figure

2.4). It is made of a coil of superconducting material, which creates a magnetic field

around 100.000 times stronger than that of Earth. It is the biggest magnet of this type

ever built and its size allows the installation in the interior part of the Tracker and the

two types of Calorimeters.

Figure 2.4: The CMS detector

The Tracker identifies the tracks of the particles. To do this, measurements of the

position are taken with such precision, that ultimately the track can be well identified

with the use of only a few points. Each spatial measurement of particles has a precision

of 10 mm. Since, as the innermost part of the detector, the Tracker will receive the

largest amount of data -thus radiation- the detector design was such that ensured

great resistance to radiation for this subsystem. More specifically, the Tracker of the

CMS detector consists entirely of silicon. The individual sections are the pixels (in

the inner part) and the silicon microstrip detectors that surround the latter. These

subsystems, when being crossed by a particle, produce small electrical signals which

are then enhanced and measured.

The Electromagnetic Calorimeter, which is a homogeneous calorimeter of PbWO 4

crystals, produces a light pulse when penetrated by electrons and photons. The light

produced is proportional to the energy of the particle that passed. Specially designed

light detectors are attached to each crystal to convert light into electrical signals, which

are then enhanced in order to be analyzed.
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After the Electromagnetic Calorimeter, the particles are entering the Hadronic one.

The Hadronic Calorimeter of the CMS detector is a sampling calorimeter, which has

the ability to measure the position of a particle as well as its energy and time of arrival,

using alternating layers of absorber and scintillator, through light pulse production.

This light is collected by optical fibers and then treated appropriately. The Hadronic

Calorimeter is divided into sectors, the central (barrel) and two endcaps on the two

sides. The barrel consists of 36 sections, weighing 26 tons each, while the same number

of sections forms the endcaps.

Finally, the outermost part of the detector is where the Muon Detection System is

located. It consists of four layers of gas detectors, situated between iron plates. The

role of these layers of iron is to provide the return of the magnetic field (return yoke)

and to absorb those hadrons that did not stop in the Hadronic Calorimeter.

2.2.2 ALICE

As already mentioned, the ALICE detector [25] studies mainly the collisions of heavy

ions -namely lead ions- with a view to the discovery of quark-gluon plasma. In such

a study, a critical measure is the ability to identify particles, which, in this case, is

performed by the measurement of time of flight, the measurement of energy loss dE/dX,

the transition radiation and finally the Cherenkov radiation.

A schematic view of the detector is shown in Figure 2.5. It consists of a central

part (barrel), with a muon spectrometer on one side. A set of cylindrical detectors

(ITS Drift, ITS Strips, TPC, TRD), within a magnetic field, form the Tracker of the

experiment. These detectors identify the location of each particle using more than 100

points and provide tracks of great accuracy. The role of the magnetic field detector is

crucial, since it provides the necessary curvature of the tracks.

The Electromagnetic Calorimeter of ALICE is a sampling calorimeter. The structure

is based on the use of lead and scintillator that alternate. Each basic unit (module)

consists of four towers of such layers. A total of 12×24 modules make up a super module.

There are in total 11 super modules, which give a number of 12.672 towers, and provides

high partition (granularity). Each of these towers can be read independently by special

fibers.
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Figure 2.5: The ALICE detector

After the Electromagnetic Calorimeter comes the Muon Spectrometer. This can

study the full range of heavy quarkonia (J/Ψ, Ψ′, Y, Y ′, Y ′′), through their decay to a

pair of muons (µ+µ−).

In terms of pseudorapidity, the ALICE Muons Spectrometer covers the area 2.5 <

η < 4. The resolution in the invariant mass is of the order of 70 MeV, for the mass region

of J/Ψ, and approximately 100 MeV for Y. These values allow individual measurement

for all five possible resonances.

2.2.3 LHCb

The smallest of the four main experiments of the LHC accelerator, LHCb [26] is devoted

entirely to the study of the physics of the b-quark. In this case, the correct selection

of events containing B-mesons is very important, given the enormous number of events

that are being generated inside the accelerator. Therefore, emphasis was given in the

creation of an efficient trigger system. The schematic view of the detector is shown in

Figure 2.6.

B-mesons have the property not to flee in all directions after their formation, but, in

contrast, to be close to the beam axis. This fact played an important role in the design

of the LHCb detector. Thus, unlike other detectors in the LHC, the LHCb extends 20

m in length around the beam axis, with the various subsystems following one another

in a straight line.
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Figure 2.6: The LHCb detector

First comes the VELO (VErtex LOcator). This device selects the B-mesons between

the total number of particles that are formed in the accelerator. For this purpose, its

42 silicon detectors are located 5 mm from the interaction point. VELO measures the

distance from this point (that is, the point of the formation of the B-meson) to the

point where the B-mesons decay. The precision of the system is of the order of 100 mm.

The next subsystems are the two RICH (Ring Imaging CHerenkov) detectors. They

measure the Cherenkov radiation of charged particles passing through the interior and

calculate their speed. Then, in conjunction with other measurements, they determine

the mass, charge and ultimately the kind of particle. The two RICH detectors are

responsible, therefore, to detect a range of particles that come from the decay of B-

mesons.

The system of track identification consists of a set of four stations and it possesses

two detectors with different technologies. The Silicon Tracker uses microstrip silicon

detectors for particle detection. The Outer Tracker is positioned away from the beam

and consists of hundreds of gas pipes, so the particle is detected by the ionization it

causes to the gas molecules.

The Calorimeters, both the Electromagnetic and the Hadronic ones, are constructed

using a sandwich structure with layers of metal and plastic plates. The collision of

the incoming particles with the metal plates creates new particles, which excite the

molecules of plastic plates, resulting in the emission of ultraviolet light.

Finally, the Muon Spectrometer (which is very important, since very often the final
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states of B-mesons lead to muons), located at the end point of the LHCb detector,

consists of five plates of various sizes, each of which is filled with a combination of

three different gases: carbon dioxide, argon and tetrafluoromethane. The muons that

are penetrating those stations react with the mixture of the gasses and are, thus, being

identified.

2.2.4 TOTEM

The TOTEM experiment [27] aims to accurately measure the cross section of proton-

proton interactions, as well as to perform an in-depth study of the structure of the

proton. It examines the physical processes that take place in the region near the axis of

the beam and will be an excellent additional study beyond the general one of two major

experiments. In the case of elastic and (most) diffractive events, intact protons in the

final state need to be detected at a small angle relative to the beam line. The TOTEM

detector (Figure 2.7) is designed in order to provide high acceptance in a region with

such large flow of events such as the forward region. TOTEM detects particles coming

from the proton-proton interaction, at Point 5, and also provides good triggering for

the most important amongst them.

Figure 2.7: The TOTEM detector

The Totem detector consists of three different kinds of subdetectors. First come

the Roman Pots (RPS) which have the ability to move along the axis of the beam.

Each station consists of two units, located 4m from one another. Each unit consists of

two sensitive detectors in a cylindrical housing (known as pots), attaching the beam
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from above and below and another one that moves horizontally. They are located in

both sides of the Interaction Point 5, where the CMS detector is also located, and at

some distance from the latter. In the cavity of CMS there are placed the other two

subdetectors of the experiment. These two types of particle telescopes (T1 and T2) are

located at 10,5 and 13,5 m on either side of CMS. These telescopes fully cover the area

around the axis of the beam and they can reconstruct the tracks of charged particles

resulting from pp collisions, as well as identifying the primary vertex.

2.2.5 LHCf

The aim of the LHCf experiment [28] is to study the production of neutral particles in

proton-proton collisions at very small angles around the beam axis (forward region).

Figure 2.8: The LHCf Calorimeter

The detector consists of two small Calorimeters (Figure 2.8), which are located at

140 m from ATLAS interaction point. The two Calorimeters are more or less similar

but differ in the sensors used in their construction. The first one has scintillating fibers

(SciFi) and multi-anode photomultipliers (MAPMTs). The second one uses silicon

strips instead. Each sub-detector has four pairs of sensors placed at various locations.

The first two are used to detect the shower maximum of gamma-ray induced showers,

while the other two deal with the hadronic showers, developed deep in the Calorimeter.

2.3 The ATLAS detector

ATLAS ([29],[30]) is one of the six in total experiments that takes place at the LHC. It

employs almost 3000 physicists from 37 countries and from more than 179 universities
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and laboratories around the world. The decision to build it was first taken in March

1992, at a meeting in Evian-les-Bains, France, involving 600 scientists. There, EAGLE

(Experiment for Accurate Gamma, Lepton and Energy Measurements) and ASCOT

(Apparatus with Super COnducting Toroids) joined forces to proceed with the design

and creation of an ambitious experiment that would take place at the LHC: this was the

birth of ATLAS2. Several year later, in 1994, the design of the Detector was completed

and the formal proposal for the new experiment was ready.

The assembly of the individual parts of the detector was performed in the several

partner universities and institutes and their final assembly at the detector pit at CERN

began in 2003. The construction was completed in 2008, when it began to collect the

first data on September 10th, before the accident at LHC, 9 days later (9/19/2008),

which resulted in the closure of the accelerator for about a year.

The detector of the experiment has a length of 44m and a width of 25 m, and weighs

about 7000 tons (almost the same as the Eiffel Tower). It is composed of a number of

individual sub-detectors. More specifically, like in any such detector, the main parts are

the Tracker (named Inner Detector because of its position in the innermost part of the

system), the Electromagnetic Calorimeter (Liquid Argon), the Hadronic Calorimeter

(Tile Calorimeter) and finally the muon detection system (Muon Spectrometer), all

placed within a strong magnetic field.

The University of Athens participates in ATLAS with two groups, one working on

the Muon Spectrometer and another one on the Tile Calorimeter. In the preparation

and construction stages, the first group was responsible for the assembly of 30000 BIS

MDT tubes, while the second one was responsible for the assembly and the quality

control test of the totally 10,300 Photomultiplier tubes that are used in the Calorimeter.

The following pages present the various subsystems of the ATLAS experiment. Par-

ticular emphasis is given to the description of the Muon Spectrometer, since this is the

sub-detector on which mainly relies the study for the detection of the Z ′ particle.

The ATLAS detector, with all its subdetectors, is presented in Figure 2.9

2http://cerncourier.com/cws/article/cern/35867
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Figure 2.9: The ATLAS detector

2.3.1 Inner Detector

The Inner Detector (or Tracker) [31], [32] of the experiment has the main aim of identi-

fying and measuring the tracks of the particles that are created in the interaction point.

It is the first subsystem of the ATLAS detector, located at the innermost point. It con-

sists of three different types of detectors that make it possible to detect and precisely

measure the tracks of charged particles, among the huge number of tracks that will

be created. More specifically, the three types of the Inner Tracking detector (Tracker)

used are:

• Silicon semiconductor detectors (Pixel)

• Thin strips semiconductor detectors (Semiconductor Tracker - SCT)

• Transition radiation detectors (Transition Radiation Tracker - TRT)

In Figure 2.10, there is a schematic representation of the ATLAS Tracker, where

the exact location of the various subdetectors can be seen.

2.3.1.1 Pixel

Pixel Detector provides very high granularity and gives very accurate measurements

near the interaction point. Three measurements are provided throughout the accep-

tance region and the detector can also identify the impact parameters very close to
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Figure 2.10: Schematic view of ATLAS Inner Detector

the point where the particles were created, allowing discovery of short-lived ones (e.g.

B-hadrons).

The basic module of the detector is composed of a series of 16 chips connected to

an appropriate sensor. The detector consists of three cylindrical layers (namely, layer

1, layer 2 and B-layer) in the central area with a radius of 50.5 mm, 88.5 mm and 122.5

mm (a total of 1456 modules) and three disks on the two lateral regions, with radii

between 90 and 150 mm (288 modules in total).

The resolutions, averaged over a flat pseudorapidity distribution, are [33]:

• σ(Rφ) = 11µm for barrel layers 1 and 2

• σ(Rφ) = 12µm for the B-layer

• σ(Rφ) = 12µm for the disks

• σ(z) = 69µm for barrel layers 1 and 2

• σ(z) = 71µm for the B-layer

• σ(R) = 77µm for the disks
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2.3.1.2 SCT

SCT forms the central part of the Inner Detector. It has an active area of silicon of

totally about 61 m2 -more than 50 times larger than any other silicon detector- with a

total of 6.2 million read channels. The spatial resolution is 16mm at the ρ-φ plane and

580 mm at z direction.

The modules consist of silicon sensors, connected together in pairs, in a solid angle

of 40 mrad, and provide information on the hits in two dimensions. The SCT consists

of four concentric layers in the central region, with a total of 2112 subdetectors. In the

two sides, there are 9 disks in each, with 1976 subdetectors. The total system occupies

an area of 5.6 m in length and 56 cm in radius. On average, four spatial measurements

are taken for each track in the region of |η| < 2.5.

2.3.1.3 TRT

The TRT is responsible for determining the path followed by the particles, through

reading the various hits they left in their way.

The TRT, in the outermost part of the Inner Detector, gives measurements of the

track of charged particles through a total of more than 400,000 read channels. Moreover,

it can identify the electrons by measuring the transition radiation. It is composed of

a barrel and three end-cups on each side. Overall, it provides a total of 36 average

measurements per track in the pseudorapidity region |η| < 2.1.

The main unit is the straw. It is a cylindrical drift tube, with a diameter of 4 mm

and a length varying from 39 cm at end-cups up to 144 cm in the barrel. The gas

mixture used consists of 70% Xe− 27% CO2 − 3% O2. It achieves a spatial resolution of

about 170 mm at the ρ-φ plane.

The TRT also provides additional discrimination between electrons and hadrons,

with a pion rejection varying with h between a factor of 15 and 200 at 90% electron

efficiency [31].



50 CHAPTER 2. LHC ACCELERATOR AND EXPERIMENTS

2.3.2 Electromagnetic Calorimeter

Like any collider detector, the ATLAS Detector has two types of calorimeters, the

Electromagnetic Calorimeter, responsible for detecting electromagnetic objects (elec-

trons, photons) and calculate their energy, and the Hadronic Calorimeter, responsible

for studying and measuring the energy of hadrons. Moreover, in the greater η region,

there is also another Calorimeter, the Forward Calorimeter, which is a combination of

the two above mentioned types of calorimeters.

The Electromagnetic Calorimeter [34] covers the pseudorapidity area |η| < 3.2. It

makes use of lead as an absorber and Liquid Argon as the active material, while it

possess an accordion geometry (see Figure 2.11).

It is divided into three sections, the Barrel, which covers the region |η| < 1.475, and

the two End-Cups, with 1.375 < |η| < 3.2. The barrel is composed of two identical

pieces, separated by a gap at z = 0. Similarly, each end-cup is constructed by two

“wheels”, one internal and one external. The absorber of the calorimeter is made up

entirely of lead, while the electrodes used to read the signals are made from kapton.

Figure 2.11: The accordion geometry of the ATLAS the Electromagnetic calorimeter

In the pseudorapidity region of |η| < 2.5, the Electromagnetic Calorimeter is divided

into three sectors in the longitudinal direction. The first sector, of approximately
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6X0 length, operates as a pre-shower detector, allowing identification of the particles

(separation γ/π0, e/π, etc.) and determination of their position. The accuracy of the

latter is based on the granularity achieved: ∆η ×∆φ = 0.003× 0.1. The middle sector

is divided into sections of ∆η × ∆φ = 0.025 × 0.025. Finally, the third sector has

∆η × ∆φ = 0.05 × 0.025 and has a thickness ranging between 2X0 and 12 X0.

The material penetrated by an interactive particle, before it enters the Electro-

magnetic Calorimeter, equals 2.3 X0. In order, therefore, for the energy loss that the

particle has undergone until its entrance to be taken into account (i.e. to be corrected)

a presampler is used.

The accuracy in measuring the energy of the Electromagnetic Calorimeter is de-

scribed by the following equation [34]:

σz

E
=

0.1√
E

⊗ 0.3

E
⊗ 0.01 (2.1)

2.3.3 Hadronic Calorimeter

The Hadronic Calorimeter of ATLAS consists of several parts: the Tile Calorimeter

(Tile Cal), the Forward Calorimeter and the Liquid Argon Hadronic EncCup Calorime-

ter (LArHEC).

2.3.3.1 Tile Calorimeter

The Tile Calorimeter [35] is a sampling device, which uses steel as the absorption

material, while a large number of scintillating tiles play the role of the active medium.

These tiles are read by special fibers which are capable of shifting the wavelength of

the incoming light (Wavelength Shifting Fibers - WLS). The innovation of this kind of

calorimeter lies in the way the tiles are oriented: perpendicular to the direction of the

colliding beams.

The structure of the Tile-Cal is cylindrical (see Figure 2.12). It consists of a central

barrel (LB), with a length of 5640 mm, which is arranged along the axis of the beams,

and two outer barrels (EB), each one 2910 mm in length, which are mounted on the

two sides of the central part. The inner radius is equal to 2280 mm and the external

one to 4230 mm (these numbers are common for all three barrels).
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Figure 2.12: The cylindrical structure of the ATLAS Tile calorimeter

In the 60cm of the space between the central and the outer barrels, where the several

electronic devices are hosted, there is a place for the Intermediate Tile Calorimeter

(ITC). This is actually an extension of the Tile-Cal, which maximizes the amount of

active material in this region.

The principle design of the Tile Calorimeter is shown in Figure 2.13. It consists

of independent building units, of sphenoid shape, located in the azimuthal direction.

These units are composed of steel plates of two different sizes, which alternate. The

gaps between the steel plates is where the scintillating tiles are placed, as well as the

optic fiber optics used for reading (two fibers per plate).

A multitude of such units (19 for LB, 10 for the EB) are linked together to create

a total of 64 basic structures that make up the three sections of the calorimeter. The

structure is completely periodic and allows the construction of a massive detector, by

simply assembling a large number of smaller models.

The reading process in the Tile Calorimeter is as follows: an ionizing particle crosses

the plate, causing the creation of ultraviolet light. Due to the scintillator, this light

switches to the visible light region and it then spread to the edges of the tile. There

it is being absorbed by the optical fibers, which have the ability to shift it to even

larger wavelengths. This way, it falls within the sensitivity range of the total 10 300

photomultiplier of the calorimeter, to which it is lead.



2.3. THE ATLAS DETECTOR 53

Figure 2.13: The principle design of ATLAS Tile Calorimeter

2.3.3.2 Liquid Argon Hadronic End-Cap Calorimeter

The Liquid Argon Hadronic End-Cap Calorimeter [36] is a sampling device, with copper

as the absorbent and liquid argon as active medium, which are arranged in parallel.

The pseudorapidity region that is covered is 1.5 < |η| < 3.2.

It shares each of the two liquid argon end-cap cryostats with the electromagnetic

end-cap and forward (FCAL) calorimeters.

The LArHEC calorimeter consists of two cylindrical wheels in each ATLAS end-cap

cryostat (i.e., four wheels in total): a front wheel (HEC1) and a rear wheel (HEC2).

Each one of the wheels is constructed of 32 identical wedge-shaped modules. The HEC1

modules are made of 25 copper plates, while the HEC2 modules are made of 17 copper

plates. The thickness of the plates is different for the different type of wheels: 25 mm

for HEC1 and 50 mm for HEC2 (the front plates of each wheel has half the thickness

of the others). The inner radius is 475 mm for all wheels, apart from the first 9 plates

of HEC1 where it is 372 mm. The 475 mm inner radius region provides the place for

the Forward Calorimeter (see Section 2.3.4). The outer radius is 2.03 m and the length

of the gap between the plates is common everywhere: 8.5 mm.
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The resolution for jets for the Liquid Argon Hadronic is expected to be:

σE

E
=

0.5√
E

⊗ 0.03 (2.2)

2.3.4 Forward Calorimeter

For the Forward Calorimeter [37] a new technology is used. It consists of cylindrical

electrodes (rod structure), which are suitable for the high-radiation environment within

which the Calorimeter is located.

More specifically, the Forward Calorimeter is located very close to the beams and,

regarding the pseudorapidity, it covers the region between 3.1 and 4.9. The position in

which it is located, adjacent to other calorimetric devices and close to the interaction

point, has many advantages, such as to cover gaps in the system in terms of calorimetry

(seamless calorimetry) and it also provides a natural shield for the muon system.

The Forward Calorimeter is a complex calorimeter, providing both types of calorime-

try (electromagnetic and Hadronic). It consists of an electromagnetic sector (FCal1),

which is followed by two Hadronic ones (FCal2 and FCal3). The first uses copper as

absorber, while the other two use tungsten. The active means, in both cases, is liquid

argon.

A representation of the ATLAS Forward Calorimeter can be seen in Figure 2.14.

Figure 2.14: Schematic representation of the ATLAS Forward Calorimeter



2.3. THE ATLAS DETECTOR 55

2.3.5 Muon Spectrometer

The muon spectrometer of ATLAS forms the outer part of the detector, inside of which

all the other subsystems (Inner Detector, Electromagnetic and Hadronic Calorimeters)

are located.

The Muon Spectrometer will not be described here, since a later section (2.4) is

entirely dedicated to it.

2.3.6 Magnet System

The magnetic sytem of ATLAS [38] is composed of two distinct parts. The first one

is the Central Solenoid, which is responsible for producing a nearly uniform magnetic

field in the Inner Detector. The second part is the Toroid, which plays a crucial role

on the Muon Spectrometer function.

A schematic representation of the magnetic field can be seen in Figure 2.15.

Figure 2.15: ATLAS Magnetic Field

2.3.6.1 Central Solenoid

The central Solenoid of ATLAS [39] (a photo of which is presented in Figure 2.16) is the

first component of the magnetic sytem and is located just outside the Inner Detector. It

consists of a central coil (weighting almost 5 tonnes) which contains almost 9 kilometers



56 CHAPTER 2. LHC ACCELERATOR AND EXPERIMENTS

of superconducting wire an it is cooled by liquid helium. An electric current of 8,000

Amperes produces an axial magnetic field of an intension of 2 Tesla.

It has a total length of 5.3 m and a diameter of 2.3 m. Its construction makes

use of the minimim material thickness possible, since the Solenoid is surrouned by

the Electromagnetic Calorimeter and it should not affect the good performance of the

latter.

Figure 2.16: The ATLAS central Solenoid

2.3.6.2 Toroid

The ATLAS Toroid is responsible for generating the appropriate magnetic field for the

identification and determination of the muon tracks through the Muon Spectrometer.

It covers the pseudorapidity area 0 < |η| < 2.7.

The toroid is divided into three sections, the central toroid (barrel toroid), with a

length of 25 m and a diameter of 20.1 m and the two end cups, with a length and a

diameter of 5.0 m and 10.7 m respectively. The end-cups enter the two ends of the

central toroid, forming an angle of 22.5 degrees.

The barrel Torroid is presented in Figure 2.17. Each of the three sections consists

of eight coils, which are arranged radially and symmetrically around the beam axis.

Regarding the pseudorapidity, in |η| < 1.4, the magnetic bending is provided by the

central toroid. In contrast, for values of η between 1.4 and 2.7, the end-cups are
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Figure 2.17: The ATLAS barrel Toroid

responsible for the bending. In the intermediate range of pseudorapidity (transition

region), 1.4 < |η| < 1.6, there is a combination of the two fields.

The created magnetic field is, in the bigger part, orthogonal to the muon trajectories.

The same type of field is responsible for minimizing the losses caused by the multiple

scattering that undergo the particles, during their passage through the detector.

The efficiency of the magnetic field, in terms of the bending power, is characterized

by the integral
∮

B · ℓ (with B being the azimuthal component of the field intensity).

The integral is taken along a straight line between the inner and outer radius. This

integral is not stable, but it depends on the pseudorapidity. In the central part of the

detector, the integral varies between 2 and 6 T · m and in the end-caps between 4 and

8 T ·m. The variation of the bending power in terms of eta is shown in Figure 2.18(a).

The shape of the field is not perfectly toroidal, but displays a ripple, as shown in

Figure 2.18(b)

The toroidal magnetic field is responsible for the high spatial coverage of the Muon

Spectrometer, as well as for its high resolution.
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(a) (b)

Figure 2.18: Torroid field details: Bending power
∫

Bdℓ vs. η (left), Field map in the

transition region (right)

2.3.7 Trigger system

Due to the huge data flow that ATLAS has to deal with (of the order of billion collisions

per second), a specialized trigger system is necessary, in order to select only the most

interesting, in terms of physics content and new discovery potential, events.

The Trigger System of the ATLAS detector ([40],[41]) does the selection in three

levels. Each trigger level refines the decisions made at the previous level and, where

necessary, applies additional selection criteria. Starting from an initial bunch-crossing

rate of 40 MHz (interaction rate ∼ 109 Hz at a luminosity of 1034cm2s−1), the rate of

selected events must be reduced to ∼ 100 Hz for permanent storage. While this requires

an overall rejection factor of 107 against minimum-bias processes, excellent efficiency

must be retained for the rare new physics that is expected in ATLAS.

2.3.7.1 Level-1 Trigger

The level-1 (LVL1) trigger makes an initial selection based on reduced granularity

information from a subset of detectors.
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The high PT muons are identified using only the Trigger muon chambers, resistive-

plate chambers (RPCs) in the barrel and thin-gap chambers (TGCs) in the endcaps of

the Muon Spectrometer. The calorimeter selections are based on reduced granularity

information from all the ATLAS calorimeters (electromagnetic and hadronic; barrel,

endcap and forward). Objects searched for by the calorimeter trigger are high PT

electrons and photons, jets, and taus decaying into hadrons, as well as large missing

and total transverse energy.

It requires about 2 micro-seconds to reach its decision, including the propagation

delays on cables between the detector and the underground counting room where the

trigger logic is housed. All of the information from the detector must be stored in

pipeline memories until the LVL1 decision is available.

From the 40 million bunch crossings per second, less than 100,000 pass LVL1.

2.3.7.2 Level-2 Trigger

The LVL2 trigger must work at the LVL1 accept rate with an average event treatment

time of ∼ 10 ms.

In order to operate within this time interval, the LVL2 trigger will use a sequence of

highly optimized trigger selection algorithms which operate on only a fraction (typically

2%) of the event data. The LVL1 trigger identifies regions in the detector where it has

found interesting features (the so-called Regions Of Interest -RoI). The RoI Builder

(RoIB) combines the RoI information from the various parts of the LVL1 trigger and

passes it to the LVL2 supervisor (L2SV). The L2SV allocates an event to one of the

computing nodes in a PC farm and transfers the RoI information for the event to the

allocated processor. These RoIs are then used to seed the LVL2 algorithms.

Less than 1000 events per second pass LVL2.

2.3.7.3 Event Filter

The Event Filter works at the LVL2 accept rate with an average event treatment time

of about 1 second.

The EF receives fully built events and so the entirety of the data is available locally

for analysis. All the selection processing for a given event is done in a single processor
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of the EF processor farm.

Events not selected by the EF are deleted and those accepted are passed on the

appropriate storage system for offline analysis.

2.4 ATLAS Muon Spectrometer

In this section, great emphasis is given on the description of the Muon Spectrometer

of ATLAS [42], since the present study refers to the Z ′ decay in a pair of muons. The

Muon Spectrometer is therefore an essential tool for studying the possible discovery of

this new boson.

The study of procedures that give two leptons at the final state will play a crucial

role in discovering new physics. Especially, processes leading to muon-antimuon pair

production are very promising, given the small probability of interaction within the

detector (muons are Minimum Ionizing Particles, thus they can propagate at a very

long distance from the interaction point, without losing, in the majority of cases, a

significant amount of their energy), the purity of the signal and also their relatively

small -and, in general, easily restricted- background. The muon spectrometer is an

excellent and very effective tool towards this direction, which ensures on one hand the

triggering of events with highly energetic muons in the final state and, on the other

hand, the identification and the study of the motion of these muons.

The muon spectrometer of ATLAS forms the outer part of the ATLAS detector,

inside of which all the other subsystems (Inner Detector, Electromagnetic and Hadronic

Calorimeter) are located. It is composed of a very large number of different types of

detectors, located inside the magnetic field of the Toroid.

The several detectors lie within this field. There are two types of detector chamber

forming the spectrometer: the trigger chambers, used for triggering the muons, and the

precision chambers, which are responsible for determining the tracks. Each of these

two categories consists of two different types of detectors.

The triggering chambers are the RPCs (Resistive Plate Chambers), three levels of

which are located in the central toroidal, and the TGCs (Thin Gap Chambers), with

three levels in the end-caps. The muon trigger chambers measure the muon tracks with
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a spatial resolution of about 1-2 cm.

The second category is the precision chambers. Accurate measurement of muon

tracks is performed through three layers of such chambers, which are the MDTs (Moni-

tored Drift Tubes) in almost all the volume of the spectrometer and the CSCs (Cathode

Strip Chambers) in the forward region, for |η| > 2.0. The precision chambers provide

the desirable resolution for the patricle tracks, of about 35 mm.

Figure 2.19 shows a schematic representation of the Spectrometer, where all types

of detectors and their relative position within the Spectrometer can be seen.

Figure 2.19: Schematic representation of the ATLAS Muon Spectrometer, with its

different type detectors

The muon spectrometer of ATLAS can detect muons with transverse momentum

above 3 GeV. The design of the subdetector is such as to measure the muon momentum

with a spatial resolution of 3%, over most of the kinematic range, apart from very high

momenta, where it increases to ∼ 10%. The high particle flux expected in the LHC

(nominal luminosity of 1034cm−2sec−1, which corresponds to a data acquisition rate of

the order of GHz) was the determining factor in the design and implementation of the

spectrometer.

The high spatial resolution of the chambers itself is not enough to provide the

determination of momentum with high accuracy. To achieve this, it is necessary to have
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a continuous information on the location of the chambers inside the detector. The Muon

Spectrometer of the ATLAS experiment is also characterized by the very high precision

it provides on the determination of the location of the various chambers (accuracy better

than 30µm). This is achieved by a system of optical alignment monitoring sensors.

2.4.1 Muon Spectrometer Precision Chambers

2.4.1.1 Monitor Drift Tubes (MDTs)

The MDT is the main device used in the muon spectrometer to provide high precision

measurements of the track and momentum of muons.

It is essentially a drift chamber. It consists of an aluminum tube, 30 mm in diameter

and with a wall thickness of 400 µm, filled with a mixture of gas Ar/CO2 (93%/7%). In

the inner part, there is wire of 50 mm diameter, made of a combination of Tungsten (W)

and Rhenium (Re). The wire plays the role of the anode, while the walls of the tube

this of the cathode. Like what happens in every drift tube, the passage of a charged

particle from the interior generates electrons through ionization. The electrons, due

to the voltage difference of 3080 V, move to the anode (the W-Re wire), producing

secondary electrons. The drift time, which is the time taken for the electrons to reach

the wire, allows to track the point from which the initial charged particle passed. The

accuracy of the position determination is of the order of 100 mm.

In Figure 2.20, the drift tube operation in a magnetic field with the curved drift

path can be seen.

The ATLAS detector has in total 380000 MDT tubes. These are positioned in

groups, forming the MDT chambers (Figure 2.21). Three or four levels of tubes create

a super-level. Two super-levels connected together create a chamber. Overall, there

are 1194 such chambers in the Muon Spectrometer.

The MDTs cover the pseudorapidity region |η| < 2.0.

2.4.1.2 Cathode Strip Chambers (CSCs)

The CSC is a chamber with a big number of anode wires, which are located in equal

distances from one another.
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Figure 2.20: The MDT tube operation in a magnetic field

Figure 2.21: An MDT chamber
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An intersection of a CSC can be seen in Figure 2.22. The charge induced by the

anode is attributed to the cathode strips and, by measuring it, one can estimate the

position of the passing particle. The cathode strips are oriented perpendicular to the

anode and the precision achieved is of the order of 60 mm. The measurement of the

vertical component is done by using another set of strips, parallel to the anode wires

-this is the second cathode of the chamber. The gas mixture used in the chamber is a

non-flammable mixture of Ar (30%), CO2 (50%) and CF4 (20%), with a total volume

of 1.1 m3. The fact that the gas contains no hydrogen, explains why the sensitivity

of the detector to neutrons is small. This feature, combined with the small drift time

(< 30 ms), makes CSCs very useful in areas with large rates of events: this kind of

precision chambers are used to cover the region with |η| > 2.0.

Figure 2.22: Intersection of a CSC chamber

2.4.2 Muon Spectrometer Trigger Chambers

2.4.2.1 Resistive Plate Chambers (RPCs)

The RPCs, like the TGCs (that are analyzed in the next paragraph), are used for muon

triggering.

They are gas detectors that provide a typical spatial and time resolution of 1 cm ×
1 ns. The basic unit consists of two parallel plates of Bakelite (Figure 2.23), within which

there is a gas mixture with C2H2F4 as the main ingredient. The primary electrons,

which are produced by ionization due to the passage of a charged particle, are multiplied

under the influence of a large, uniform electric field of about 4.5 kV/mm. The electrical

signals are then recorded using metal plates on both sides of the RPC.

A chamber is created by two vertical layers, each of which is read by two rows of
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strips, perpendicular to each other: one row is parallel to the MDT wires of the MDTs,

so they are recording the bending of muons, while the second gives the position of the

muon in the direction of the wire of the MDTs.

Figure 2.23: Structure of an RPC

2.4.2.2 Thin Gap Chambers (TGCs)

The last category of detectors used in the Muon Spectrometer of the ATLAS experiment

are the TGCs (Figure 2.24).

These are designed like the multi-wired proportional chambers with a gas mixture

of 55% CO2 and 45% n-C5H12. The signals from the anode wires, which are oriented

parallel to those of the MDTs, provide the trigger information. There is also a contri-

bution from strips in the vertical direction, which are measuring the spatial component

in the direction of the wire of the MDTs.

Figure 2.24: TGC structure
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2.4.3 Muon Spectrometer Alignment

Since the measurements that will be taken from all the sub-detectors of the Muon Spec-

trometer require extremely high precision, it is of great importance for their position

to be known with great accuracy. For this purpose, an optical alignment system has

been developed, in order to continuously monitor all possible shifts or rotations of the

system components that can take place throughout the data taking procedure.

A 1 TeV muon track is bent by the magnetic field such as that the corresponding

sagitta varies from 500 µm at η = 0 to 1 mm at rapidity η = 2. Thus, in order to achieve

the resolution of 10% for a muon with a momentum of 1 TeV, the sagitta should be

measured with a precision of 50µm. The single tube resolution of 100µm (average over

the drift distance) makes the MDT contribution to the sagitta error equal to 40µm.

Therefore, the additional error from the alignment of the MDT chambers must not

exceed 30 µm in order to meet the specification (
√

302 + 402 = 50 µm).

The basic concept of the muon spectrometer barrel and endcap alignment system is

based on two principles, for both the Barrel and the Endcaps.

• The chambers have internal alignment sensors that monitor their individual dis-

tortions.

• There is a global alignment system that monitors the positions of the chambers

with respect to each other

Still, there are some slightly different strategies between barrel and endcaps, that

are going to be described in the next paragraphs.

2.4.3.1 Barrel Alignment

In the ATLAS spectrometer, the MDT chambers and their auxiliary alignment devices

are installed with a precision of about 5 mm and 2 mrad with respect to their nominal

position. To achieve the accuracy of 30 µm, the alignment system of the barrel [43]

determines the location of each chamber relative to that of its neighbors, both within an

MDT layer and along the r-z trajectories within MDT towers (r is the radial coordinate).

The chambers of each layer are optically connected by the “axial” and “praxial”

alignment systems in such a way that they form a “plane”. Then the three planes
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are directly connected by the projective alignment system which consists of a set of

three-point alignment monitors -see Figure 2.25(a). The relative position of the cham-

ber layers in the directions perpendicular to the projective direction, which is directly

related to the measured sagitta of a high energy muon, is controlled by the projective

system.

(a) (b)

Figure 2.25: Principle of the alignment of the ATLAS muon spectrometer. Left: Barrel,

Right: EndCups

2.4.3.2 Endcap Alignment

The design of the alingnment system in the Endcaps [44] can be seen in Figure 2.25(b).

The global alignment system in the endcap establishes a reference grid using align-

ment bars whose relative positions are measured by a system of bar-tobar alignment

sensors. Chamber positions are then related to the locations of the nearest bars with

chamber-to-bar sensors. This information is used to provide corrections to the nominal

chamber positions before calculating track sagittae.
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Chapter 3

Muon Reconstruction and System

Performance

One of the most interesting signatures of the new physics that may appear at LHC will

be characterized by the presence of highly energetic muons.

The present work studies the decay of the Z ′ boson to two oppositely charged muons,

so such a clear sign inside the detector is the basic tool of the analysis. The muons

that come from the decay of Z ′ will have a large transverse momentum, due to the

large mass of the new boson, and they are also going to appear isolated (by the term

“isolated”, we mean those particles that are not accompanied by additional activity in

the surrounding area, as would be the case, for example, if they were part of a jet of

particles).

It is therefore obvious that the correct reconstruction and identidication of the

muons is a great tool to study new physics with the ATLAS experiment.

For many points of this chapter, Reference [45] has been used -unless otherwise

stated.

3.1 ATLAS muon reconstruction algorithms

The ATLAS detector -and in particular the Muon Spectrometer- is designed to achieve

momentum measurement with high efficiency and good resolution over a wide range

69
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of transverse momentum, pseudorapidity and azimuthal angle, while simultaneously

providing stand-alone triggering capability.

Apart from the detector, important role in the muon studies play the corresponding

software used to reconstruct them. In the ATLAS experiment there have been used

two independent chains of algorithms for the identification, the reconstruction and

the kinematic description of the muons, namely MUONBOY/STACO/MuTag [46] and

MOORE/MUID [47].

3.1.1 MUONBOY/STACO/MuTag

The MUONBOY program was developed in order to cope with the challenging task of

muon reconstruction in the ATLAS detector.

The strategy of the pattern recognition algorithm can be summarized in four main

steps:

(a) identification of “regions of activity” in the muon system, through the trigger cham-

bers

(b) reconstruction of local straight track segments in each muon station of these regions

of activity

(c) combination of track segments of different muon stations to form muon track can-

didates

(d) global track fit of the muon track candidates through the full system

Another relevant task of the reconstruction is to perform backtracking from Muon

System down to the beam region.

In order to combine the tracks reconstructed in the Inner Detector and the Muon

System, the STACO program (the algorithm name is derived from the term “STAtis-

tical COmbination”) applies a strategy based on the statistical combination of the two

independent measurements using the parameters of the reconstructed tracks and their

covariance matrices.

Finally, the MuTag algorithm has been developed to tag low PT muons. The prin-

ciple is to start from the Inner Detector tracks, extrapolate them to the inner station
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of the Muon System, and try to match them with a segment reconstructed in these

stations, not yet associated with a combined track.

An analytical description of the MUONBOY chain algorithms can be found in [46].

3.1.2 MOORE/MUID/MuGirl

MOORE, standing for “Muon Object Oriented REconstruction”, is a software package

for track reconstruction in the ATLAS Muon Spectrometer, developed in C++ in the

ATHENA framework, according to modern Object Oriented design principles.

The MOORE structure is modular with a set of algorithms based on data objects

that can be shared by different types of algorithms. It was designed to take full ad-

vantage of the ATLAS ATHENA offline framework and, in particular, adhere to the

separation of data-like objects from algorithm-like objects. Thanks to its modularity, it

could be very easily adapted both as Event Filter in the High Level Trigger environment

and for the reconstruction of test beam data.

The reconstructed objects are tracks whose parameters are expressed at the first

measured point inside the Muon Spectrometer. A full event reconstruction requires the

extrapolation of the track parameters to the vertex. To accomplish this task the MUID

(MUon IDentification) package is used.

The purpose of MUID consists in combining tracks found in the Muon Spectrometer

with the corresponding Inner Detector ones. It takes the calorimeter information into

account, in order to provide the best estimate of the kinematic parameters of the muons

at the vertex. The first step is the extrapolation of tracks from the Muon Spectrometer

to the vertex region, in order to have a set of track parameters comparable to those from

the Inner Detector reconstruction. In this step, MUID accesses to the MOORE track

and propagates it through the magnetic field in order to obtain the track parameters

and their associated covariance matrix at the point of closest approach to the beam

intersection. The multiple scattering in the Calorimeters is parametrized with a set

of scattering planes; the muon energy loss is evaluated either from the calorimeters

measurements or from a parametrization as a function of η and the muon momentum.

In the next step, Inner Detector and Muon tracks are matched by forming a χ2

with five degrees of freedom from the parameter differences and summed covariance. A
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combined fit is performed for all combinations with a χ2 probability above a certain cut.

When no match satisfies this criterion, a combined fit is attempted for the best match

around the muon track. Tracks are combined using hits from the two subdetectors

which were found and used separately by the standalone reconstruction programs. All

the matches to the Inner Detector giving a satisfactory combined fit are retained as

identified muons.

All the above and even more details about the MOORE chain algorithms can be

found in [47].

3.2 Parameters of a Muon Track

A track is fully reconstructed if all the parameters necessary for its determination are

measured.

In order for a track to be fully determined, two things need to be known: its

momentum and at least one point in space from which it passes. This means that

a total of six parameters are required for each particle (the three coordinates of its

position and three for its momentum). It is customary, however, to measure a track at

the point of closest approach to the beam axis. This reduces the necessary parameters

to five, instead of six: in the point of closest approach, the straight line that connects

the primary vertex to the particle momentum vector is perpendicular to the momentum.

The parameters used to define the track of a muon are the following:

• 1/PT : The momentum is determined in this form, because the inverse of trans-

verse momentum (and not the momentum itself) is what the system measures.

• φ : The phi angle in spherical coordinates

• tanθ: The tangent of the theta angle in spherical coordinates

• d0: The transverse impact parameter (the vertical distance of the track from the

beam axis, at the point of closest approach)

• z0: The longitudinal impact parameter
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3.3 Muon Reconstruction

3.3.1 Categories of Muon Reconstruction

The muons that appear in the experiment can be rebuilt using three different proce-

dures. Both the Muon Spectrometer and the Inner Detector allow the reconstruction

of trajectories of charged particles passing through them, so the various reconstruc-

tion processes can make use of the information of one of the systems at a time or the

combined one.

In the first case, only the information from the Muon Spectrometer is used. Muons

reconstructed this way are called “standalone muons”. The standalone muons are

identified by reconstructing their trajectories at the Muon Spectrometer, and then

extending them to the beam line. This reconstrucion procedure is followed for muons

that fall outside the Inner Detector acceptance (i.e. possess a pseudorapidity of |η| >

2.5).

The second category is the “tag muons” . Here, the procedure is reverse. The

reconstruction is performed using the information from the Inner Detector and then

extending the track to the muon track system and seek close hits there (i.e., we are

doing a matching between the Inner detector tracks and the track segments that appear

in the Muon Spectrometer). This reconstrucion procedure is followed for low energetic

muons, that can not reach the outer layers of the Muon Spectrometer.

The third category is essentially a combination of the above procedures and muons

reconstructed this way are called “combined”. In principle, it consists of performing

a comparison between the standalone muon tracks (reconstructed in the Muon Spec-

trometer) with those of the Inner Detector. Then, between the latter, those that have

the required characteristics, in order to be considered as extension of the former, are

selected. Therefore, the combined information is used, so that a single track is recon-

structed.

Both reconstruction collections, MOORE and MuonBoy, are capable of using all the

above mentioned techniques.



74 CHAPTER 3. MUON RECONSTRUCTION AND SYSTEM PERFORMANCE

3.3.1.1 Reconstruction of Standalone Muons

For the reconstruction of standalone muons only the information from the spectrometer

is used.

The reconstruction methods is based on initially building segments of the track in

each of the three muon stations and then combine them in a final track. To extend the

track back to the Inner Detector the effects of multiple scattering of muons and energy

losses in the Calorimeters should be taken into consideration. The Muonboy calculates

the energy loss based on the material penetrated by the muons in the calorimeter, while

MUID additionally uses the measurements of the calorimeter where they are sufficiently

larger than the most probable value and the muon appears to be isolated [48].

The standalone muons, compared with the other categories mentioned, have the

advantage that the reconstruction can be done in a larger area of pseudorapidity η,

compared with the η obtained when using the Inner Detector (eg. combined muons).

While Inner Detector covers the region |η| < 2.5, the Muon Spectrometer has a slightly

larger coverage (|η| < 2.7).

Of course, gaps in coverage appear in the locations of the various provisions of the

detector, i.e. for |η| ∼ 0 and |η| ∼ 1.2 (see Figure 3.11 ).

Figure 3.1: Gaps in Muon Spectrometer coverage, as a function of η and φ

1Figure taken from Reference [45]



3.3. MUON RECONSTRUCTION 75

One drawback of the standalone muon reconstruction is that it becomes difficult in

the case of low energy muons, since it is hard for them to reach the outer layers of the

spectrometer.

3.3.1.2 Track reconstruction in Inner Detector

The reconstruction of tracks in the Inner Detector is done, briefly, as follows: The points

in the pixel and microstrip detectors from which the particle has passed are combined,

so as to construct track seeds in the four inner layers of the Inner detector. The actual

tracks are found by extending these seeds to add measurements from the outer layers.

The method gives excellent accuracy throughout the pseudorapidity area covered

by the Inner Detector: |η| < 2.5.

3.3.1.3 Reconstruction of Combined Muons

The next step is to combine the measurements of the Inner Detector and the Muon

Spectrometer, i.e. the tracks that have been reconstructed by the two subsystems.

What we want to to is to match to each track reconstructed by the muon system

the one of the Inner Detector that fits it best. The muons that satisfy this condition

(i.e. have a good couple of tracks) are called, as already mentioned, combined muons.

The good fit of the two individual tracks is being ensured by a match chi-square

between them. More specifically, we consider the following format:

χ2
match = (TMS − TID)T (CID − CMS)−1 (TMS − TID) (3.1)

In the above relation, T is a vector with the five orbital parameters (at the point

of closest approach). Obviously, the ID index corresponds to the variables in the Inner

Detector and the MS one to those of the spectrometer. C is the corresponding covari-

ance matrix. So, in principle, what is being measured is the difference between outer

and inner track vectors, weighted by their combined covariance matrix. Based on this

variable, one can decide which pairs of MS and ID tracks will be accepted (that is to

say, can be considered the one as continuation of the other), and also how good the

matching between them is.
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The difference between the two group of algorithms at this stage is that while

STACO (from the MuonBoy side) makes a statistical comparison between the vectors

of the two tracks to extract the one of the final track:

T =
(
C−1

ID + C−1
MS

)−1 (
C−1

IDTID + C−1
MSTMS

)
(3.2)

MUID (from the MOORE side) does a partial refit: it does not directly use the

measurements from the inner track, but starts from the inner track vector and covari-

ance matrix and adds the measurements from the outer track. The fitting procedure

accounts for the material (multiple scattering and energy loss) and magnetic field in

the Calorimeter and Muon Spectrometer.

3.3.1.4 Reconstruction of Tag Muons

The algorithms used for the reconstruction of the tag muons are MuGirl (for the

MOORE chain) and MuTag (for the MuonBoy one).

The basic idea is to extend the tracks from the Inner Detector towards the first

station of the Muon Spectrometer and then check for neighboring segments of tracks

there. MuTag estimates the χ2 by measuring the difference between each part of the

track segment in the Muon System and the corresponding prediction of the extended

track of Inner Detector. Instead, the MuGirl uses a artificial neural network to define

a discriminant. In both cases, if a track segment in the Muon System is close to the

extension of the track of the Inner Detector, then this track is recognized as a tag muon.

There is an important difference in the way these algorithms are run in the standard

reconstruction chain. MuGirl considers all Inner Detector tracks and redoes segment

finding in the region around the track. MuTag only makes use of Inner Detector tracks

and Muon Spectrometer segments not used by Staco. Thus MuTag serves only to

supplement Staco while MuGirl attempts to find all muons.

3.3.2 Combining muons of different categories

It is obvious that the use of muons that are reconstructed with more than one ways

may increase the system efficiency and performance and it also helps to better identify
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-and thus reject- the fake muons.

In such a case, it is obvious that overlap should be avoided, i.e. care must be

taken so as not to count as two muons, one muon that was reconstructed with several

algorithms (of the same family). For example, standalone muons that are successfully

combined are not recorded separately. If a standalone muon is combined with more

than one Inner Detector track, exactly one of the muons is flagged as “best match”.

In the MUONBOY collection, the tagged and combined muons do not overlap by

construction. In the MOORE collection, overlaps between MuGirl and MUID muons

are removed by creating a single muon when both have the same inner detector track.

3.4 Performance evaluation

3.4.1 Truth matching

The performance of muon reconstruction is evaluated by comparing the reconstructed

muons with the true ones.

The “true” muons are those within the Monte Carlo truth record. The muons

included in the truth record are those which were created in the initial event generation

(i.e., the muons coming straight from the Z ′ decay), but also secondary muons produced

during propagation through the tracking volume. Those muons that are produced in

the Calorimeter or within the Muon Spectrometer are not included. Apart from that,

the truth record excludes as well the very low energetic muons (i.e., the ones with

transverse momentum below 2 GeV/c). This is done in order to avoid spurious matches

with candidates that are not expected to be reconstructed.

For every event, a one-to-one matching is performed between the reconstructed

muons and those in the truth record. In general, the matching can be performed

by using two different distance metrics. The first one is the reference distance Dref

measured from the true muon to the reconstructed one and is given by the following

relation:

Dref =

√√√√
(

φreco − φtrue

0.005

)2

+

(
ηreco − ηtrue

0.005

)2

+

(
∆PT

PT

0.03

)2

(3.3)
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with:

∆PT

PT

=
1/PT,reco − 1/PT,true

1/PT,true

=
PT,true − PT,reco

PT,reco

(3.4)

The second metric is Deva, the evaluation distance, and it is measured from the

reconstructed muon to the true one:

Deva =
√

(Treco − Ttrue)C−1
reco(Treco − Ttrue) (3.5)

In the above equation T denotes the vector of the five track parameters (expressed at

the distance of closest approach to the beam line), while C is the associated covariance

matrix.

In this study, the matching between the reconstructed and the true muon takes

into account only the spatial distance between them. More specifically, what is being

tested is the angle formed by the momentum vectors of the two muons, the true and

the reconstructed, i.e. the angle in the η − φ space:

Dr =

√
(ηtrue − ηreco)

2 + (φtrue − φreco)
2 (3.6)

Obviously, the distance Dr should have a value up to some maximum, in order for

a pair of true and reconstructed muons to be characterized as associated to each other.

In general, this maximum value is set equal to 0.05. The matching is carried out by first

examining each reconstructed muon and assigning it to the nearest true muon, using

Equation 3.6. The reconstructed muon is left unmatched if no true muon is found in a

distance less than the maximum allowed value of 0.05.

The fact that, in this study, the transverse momentum is not taken into account

in the Dr relation is useful for avoiding to reject (at least in a first approximation)

the muons whose transverse momentum has been wrongly reconstructed (i.e., is much

greater or much smaller than the corresponding true value), as well as those muons

which have been reconstructed with the wrong charge (since, in these cases, the great

value of ∆PT would cause the rejection of the specific muon pair, which would have a

relatively large Dr). Therefore, the use of Equation 3.6 also serves as a measure of how

well our algorithm performs the muon reconstruction in terms of momentum.
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In the case that more than one matchings can be found for a true muon (i.e. more

than one reconstructed muons lie within a Dr distance less than 0.05), the reconstructed

muon which is retained and considered as the pair of the true one examined is the one

with the smallest Dr.

3.4.2 Track classification

True muons that are matched are said to be “found” and those left unmatched are

“lost”. Reconstructed muons are considered “real”, if they are matched to a true one,

and “fake”, if unmatched (i.e. there is no muon in the truth record of the event that

can be associated to the reconstructed one, in terms of the Dr distance).

These fake muons may correspond to true muons produced outside the tracking

volume (e.g. in the calorimeter) and hence are not included in the truth record or even

to other objects, such as jets, that are reconstructed by the Muon Spectrometer as

muons.

3.4.3 Quality cuts of muons

In general, before proceeding to the analysis, one applies several quality cuts, in order

to select the “good” muons in an event, possessing characteristics appropriate for the

analysis.

Since the present study concerns massive particles (of the order of TeV), one obvious

choice would be to retain muons with a relatively large transverse momentum. Other

quality cuts could include the requirement for isolation, the test of the matching between

the reconstructed and the true one or even the reconstruction category -for example,

in general, it is customary to use the combined muons, so as to have the maximum

amount of information possible about them.

The exact quality cuts applied in our Z ′ analysis will be described into detail in the

corresponding chapter.
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3.4.4 Performance measures

The performance measures include efficiency, fake rate, resolution and charge misiden-

tification.

3.4.4.1 Efficiency

The efficiency corresponds to the fraction of true muons that are “found” (i.e. there is

a reconstructed muon that can be matched to them).

It is applied after the matching procedure and typically evaluated for some kinematic

selection. More analytically, one can plot, for example, the η distribution for the found

true muons over the total true muon η distribution. The histogram of the division will

correspond to the η efficiency (and respectively for other kinematic variables).

In general, for a sample, one can evaluate either the PT -, η- or φ- efficiency or all

three of them -see also Section 3.5.2.

3.4.4.2 Fake Rate

Another important aspect which characterizes the performance of the Muon Spectrom-

eter is the “fake rate”.

The fake rate is calculated with respect to the true information of the sample under

investigation and is defined as the mean number of fake muons per event.

3.4.4.3 Resolution

The resolution is a measure that shows how well a kinematic variable of a reconstructed

muon is estimated.

For a given variable r, the relation used is described by the following format:

δr =
rtrue − rreconstructed

rtrue

=
∆r

r
(3.7)

Five kinematic variables characterize a track, but the most usual choices for esti-

mating the resolution are the transverse momentum and the pseudorapidity (in some

rare cases also the φ angle can be used).
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The usual procedure one follows, in terms of resolution estimation, is to plot the

above distribution for all matched reconstructed muons and then fit it with a Gaussian.

The resolution is then defined to be the σ of this fit.

The tails in the distributions are often more important than the core resolution

itself and are characterized by evaluating the fraction of found muons in several tail

categories. Namely, one checks the magnitude of this residual in a certain region of the

distribution (eg., |δr| > 1) to see if it exceeds a specific percentage. This region could

indicate, for example, the muons whose sign is incorrectly measured (which are called

“mischarged”) or even those for which the measured momentum is more than two times

larger than the true value.

3.4.5 Charge misidentification

Another measure of the performance of the muon reconstruction is the quality of the

reconstruction of the muon charge.

This is tested by comparing the charge (or, equivalently, the sign of the PT ) of the

reconstructed muon to the associated one within the Monte Carlo truth record (after

the “matching” procedure).

Misreconstruction and charge misidentification rates are around 0.01% for the com-

bined muons instead of 0.1% for the standalone

3.5 Efficiency estimation methods

3.5.1 The Tag-And-Probe method

The “Tag-And-Probe” method, which has already been used successfully in the Teva-

tron ([49],[50]) is a method developed in order to estimate the efficiency of the Muon

Spectrometer with the use of the real data. The name of the method is derived from the

terms “Tag” muon and “Probe” track, the definition of which is given in the following.

The method is initially performed in the simulated data, in order to later estimate

the efficiency of the real data taken from the experiment. The purpose of the following

paragraph is to make an evaluation of the method and examine how well it can be
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applied in the experiment.

The basic idea is as follows. First of all, we require a clean signal with two muons

in the final state. As such, we can use, for example, the (conventiontal) Z boson decay

into two muons: Z → µ+µ−. Then, in order to reduce the backgrounds, we combine a

‘good’ muon in the sample with all the Inner Detector tracks and we seek to find which

pair (muon-track) gives an invariant mass within the mass region of the initial particle

(here, Z boson) and, at the same time, have opposite charges. Then, we check whether

the particular Inner Detector track can be identified with another reocnstructed muon

in the event.

This measure gives the efficiency: out of the total number of tracks, we count how

many were also reconstructed as muons. The several steps of the method are analyzed

in the following paragraphs.

3.5.1.1 Tag Muon

We start by selecting every muon in the spectrometer, which meets certain quality

criteria. The latter are:

1. A transverse momentum adequate large (usually of the order of PT > 20 GeV).

2. The muon should be combined, namely should have been “seen” by both the

Muon Spectrometer and the Inner Detector (therefore, its pseudorapidity is auto-

matically limited to |η| < 2.5, since this is the η coverage of the Inner Detector).

3. Even if the muon is combined, it should be “well” combined. This means that

the fit between the parameters of two individual tracks (the Muon Spectrometer

and the Inner Detector ones), that were associated to each other to form the final

combined track, should have a match χ2 < 100, for five degrees of freedom.

4. The muon should be isolated, namely it should not be accompagnied by a lot of

additional activity in the space around it.

A muon which meets the above criteria is called “Tag”. Most muons in the Z →
µ+µ− sample we use satisfy the above conditions; therefore, we can usually use two tag

muons per event, which doubles the statistics.
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3.5.1.2 Probe Track

The next step regards the Inner Detector. We request there an appropriate, “good”

track, which should again satisfy certain criteria. Those are:

1. The transverse momentum, again, should be large enough (of the same order as

the muon momentum).

2. The track should be isolated from any other activity in the Inner Detector. This

is ensured by requesting the total transverse momentum in a certain cone around

the track to be less than a small percentage of the track transverse momentum

itself.

Every good track is then tested in combination with the tag muon, in order to

see whether the pair can result to an invariant mass within the Z boson mass region.

Usually, we let for a diversion of ± 10 GeV. The pair (muon and Inner Detector track)

should also possess opposite charges.

If a track satisfies all above conditions, it is called “Probe” (so we have a “Tag-And-

Probe” combination). In case we find two such tracks for a tag muon, we select the one

that gives an invariant mass closer to the Z boson peak -namely to 91.2 GeV.

3.5.1.3 Identification of the track as a muon

The next step is to check whether the Probe track can be identified with another good

muon in the event (the partner of the tag muon).

This is done by combining the track with all the other muons (except from the Tag

one) and checking whether the pair track-muon lies within a small cone in dR, where:

dR =
√

(dη)2
tag−probe + (dφ)2

tag−probe) (3.8)

What is being measured is the ratio of the probe tracks that have been reconstructed

by the Spectrometer over the total number of the probe tracks in the test sample (and,

later, the real data).
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The Tag-and-Probe technique is not restricted to the measurement of the stand-

alone reconstruction efficiency. It can, for instance, be used to measure the muon

reconstruction efficiency of the inner detector or the trigger efficiency.

An analytical example of the Tag-And-Probe method will be presented in later

chapters, where the main analysis on the ATLAS pp data is presented (chapters 4 and

5).

3.5.2 Generated Efficiency

The simplest way to measure the efficiency of the Muon Spectrometer with the sim-

ulated data is to use the information from the particle generator that produced the

simulated samples (in other words, the truth information of each sample). This is

called “generated efficiency”.

The process to obtain the generated efficiency is very simple. Essentially, we measure

the ratio of muons reconstructed from the Spectrometer (and follow, of course, some

adequate selection criteria, for example a cut on the transverse momentum: PT >

20 GeV) over the total number of muons generated (the true muons). For the true

muons there are also some loose selection criteria. For example, a necessary cut that

has to be applied on the true muons is the pseudorapidity cut: |η| < 2.5; this is done

in order to avoid a fictitious reduction of the efficiency due to the limited η coverage of

the Inner Detector, which affects the reconstructed -combined- muons.

Usually, we express the generated efficiency in terms of η and PT . This is done by

using two histograms for each case. First the η (or PT , accordingly) for all the generated

muons (that pass the imposed cuts) and then the η (PT ) of those true muons that have

been matched (i.e., associated) with a reconstructed muon (usually, a combined one).

The ratio of the two histograms gives the generated efficiency, in terms of η (PT ).



Chapter 4

ATLAS 2010 pp data Analysis

The present chapter describes the analysis that has been performed on the 2010 ATLAS

pp data, at center-of-mass energy of 7 TeV.

4.1 Structure of data taking - Run Periods

The ATLAS experiment started taking real data in November 2009. After March 2010,

the center-of-mass energy was raised to 7 TeV, which is half the designed maximum

value and the world record, up to now1. It is anticipated that, after a long upgrade

stop in 2012-2014, it will gradually reach its design energy of 14 TeV.

4.1.1 Run Periods and Subperiods

The data taken by ATLAS is divided to different parts. The primary division is done in

“Run periods”. The periods take their name from the 26 letters of the english alphabet

(A-Z, e.g. Period D) and these names are expected to be repeated every year.

These periods are divided in “Subperiods”. The subperiods within the same pe-

riod are differentiated by numbers (e.g., subperiod H2). The definition of a new pe-

riod/subperiod is based on the status of the detectors and the configuration of the

beam. A change in the configuration like the number of the bunches or the spacing

1end of 2011
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between the beams or the trigger objects or even some change in the configuration of

the detector defines a new period -or subperiod.

Each subperiod is, in its turn, divided into runs. A run is a time interval of (constant)

data taking, the length of which can vary from a few hours up to a few days. The runs

depend on the status of the beam and they are, therefore, determined by the LHC.

Every run is divided in luminosity blocks: they are fractions of the whole run with a

duration of a few minutes.

4.1.2 Description of a run

The procedure of a run is as follows. First, LHC control room declares the existence of

stable beams (which means that the data to be taken is useful for physics and the High

Voltage in the detectors can be risen). After this notification, the Shift Leader has to

ensure that every detector is in a state to take good physics data (i.e. the high-voltage

of each detector has reached its nominal value). There is a short delay, which gives

the detectors enough time to respond. The Shift Leader, from the Run Control desk,

declares the “warm start” command2. This is the moment when the “ReadyForPhysics”

flag is set and the actual data taking begins.

A similar procedure is followed when a run ends. At some point, LHC reports

that it is about to remove the stable beams condition. The several detectors then

should go down with High Voltage and we, thus, have a “warm stop” period (when

the “ReadyForPhysics” flag is removed). When the whole system goes back to the

not-taking-data state, the run is completed.

4.1.3 2010 data taking

ATLAS was taking 7 TeV p-p collision data from March 2010 until the end of October

of the same year, when the Heavy Ion running started.

The results presented in this chapter involve all 2010 Periods of p-p collision data,

which means that we are dealing with an integrated luminosity of the order of 42 pb−1.

The details of those periods, along with the corresponding luminosities, are shown in

2so-called, because the run is technically already underway and ATLAS is triggering on cosmics
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Table 4.1. The efficiency of the detector, in terms of the recorded luminosity, was of

the order of 94% (see Section 4.12).

Period Dates of data taking no. of Runs no. of Events Integr. Luminosity (nb−1)

A Mar 30 - Apr 19 19 52,680,828 0.4

B (B1-B2) Apr 25 - May 17 12 82,076,869 9

C (C1-C2) May 18 - Jun 05 8 27,776,622 9.5

D (D1-D6) Jun 24 - Jul 19 21 166,041,737 320

E (E1-E7) Jul 29 - Aug 18 22 134,651,378 1118

F (F1-F2) Aug 19 - Aug 30 10 76,047,580 1980

G (G1-G6) Sep 22 - Oct 07 18 110,117,334 9070

H (H1-H2) Oct 08 - Oct 18 9 41,045,862 9300

I (I1-I2) Oct 24 - Oct 29 7 72,903,547 23000

Table 4.1: ATLAS 2010 data taking periods

The whole 2010 amount of data taken by ATLAS was used in order to search for

high-mass resonances, such as heavy neutral gauge bosons Z ′, decaying to two muons.

The present chapter presents the results of this analysis. The methods are described

in detail and, since no Z ′ signal was observed, the limits on the cross section times

branching ratio (σ × B) are set for the new boson.
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Throughout the rest of the chapter, Reference [51] is widely used.

4.2 Skimming and slimming of the data samples

Due to the large (and continuously growing) amount of data, the basic format of the

analysis objects (AODs) have to undergo a specific proccess, in order for their volume

to be reduced.

This processing would remove entire events (“skimming”), remove entire data con-

tainers (i.e., specific variables) within an event (“slimming”) and remove parts of data

container (“thinning”) that were not needed for a particular analysis. The resulting

object (DPD) will be smaller, so that more events can be stored locally and be much

faster to analyze3.

For the scopes of our analysis, the preselection of the data samples that we have

used required the presence of at least one combined MuID muon, with PT > 25 GeV

and for the events to have pre-passed the trigger requirement.

4.3 Signal and Monte Carlo Samples

The Monte Carlo samples that are used in this analysis (both Z ′ signal and background

ones) are generated and simulated within the ATHENA MC10 framework [52].

4.3.1 Z ′ Signal

For the signal, we have used the Sequential Standard Model (SSM), already described

in an earlier section, in which a heavy gauge boson (Z ′) is considered identical to the

Z boson, i.e. it has the same couplings to fermions.

The samples were generated with Pythia [53], using MRST2007lomod4 PDFs [54],

with the Z ′ interference with γ and Z boson switched on. For the present analysis, we

3http://atlas-service-enews.web.cern.ch/atlas-service-enews/2007-8/features 07-

8/features data.php
4also known as LO*
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have generated the Z ′ → µ+µ− procedure for eight different Z ′ masses, raising from

250 GeV to 2 TeV.

The details for those signal samples are shown in Table 4.2. The cross-sections are

given on Leading Order level, since the higher-order corrections estimation is described

later in the text, in a dedicated paragraph (4.6).

Pole Mass (GeV) Mass Threshold (GeV) σB[pb] (LO)

250 125 36.136

500 250 2.664

750 375 0.488

1000 500 0.129

1250 625 0.042

1500 750 0.015

1750 875 0.006

2000 1000 0.003

Table 4.2: The Z ′ → µµ signal samples, used in the analysis
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4.3.2 Backgrounds

The final state of the Z ′ decay we are working on is characterised by the presence of

two, oppositely charged, muons. Therefore, any procedure with the same signature can

be a background process in our study.

The dominant and irreducible background is due to the Z/γ∗ → µµ (Drell-Yan)

process to muons. For this background, in order to increase the statistics, many binned

samples were produced, for the large masses. A Z/γ∗ → µ+µ− inclusive sample of 5

million events is used up to 250 GeV, then the high-mass binned samples are added.

Next is the tt̄ → µ+µ− process (with the top quark mass set to 172.5 GeV), generated

with a 2 muon with PT > 15 GeV filter, and the Diboson production (WW, WZ,

ZZ) (one muon filter). Other, less important, backgrounds include the production

of a W (decaying to a muon: W → µν) accompanied by jets, with PT > 20 GeV

filter (6 generated samples, according to the number of partons: 0-5), when one jet is

misidentified as a muon and, finally, the QCD procedures bb̄ → µ+µ− and cc̄ → µ+µ−

(originally generated with a one muon with PT > 15 GeV filter, then skimmed by

Athens group to have an additional muon).

The cosmic rays can also be a potential background source (an analytical study on

the cosmic background has been performed and will be presented in section 4.9).

For the production of the background samples, PYTHIA was used for the Z sam-

ples. For the tt̄, the samples are generated with MC@NLO [55] to generate matrix

elements, JIMMY [56] to describe multiple parton interactions and HERWIG [57] to

describe the remaining underlying event and parton showers. CTEQ6.6 [58] parton

distribution functions are used for the tt̄ sample. The W + jets background is gener-

ated with ALPGEN to generate matrix elements, JIMMY to describe multiple parton

interactions and HERWIG to describe the remaining underlying event and parton show-

ers. CTEQ6L1 [58] PDFs are used. Finally, the QCD background is simulated using

PYTHIA hard-QCD processes, i.e. quark-quark, quark-gluon and gluon-gluon scatters.

In our analysis, all the above mentioned backgrounds are estimated from the Monte

Carlo simulation, apart from bb̄ and cc̄, for which, due to the large uncertainty on their

cross-section, a data-driven estimation should be performed.

Several details for the Monte Carlo background samples used in our analysis can be
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seen in Table 4.3. The “generated” cross-section is given by the generator (e.g., Pythia),

while the “calculated” ones have the higher order corrections incorporated (apart from

the Drell-Yan sample, for which a more dedicated study has been performed -section

4.6).

4.4 Pile-Up Reweighting

Our Monte Carlo background samples incorporate in-time and out-of-time pile-up ef-

fects5, in order to simulate the pile-up conditions that are most representative of the

real data. In Figure 4.16, a real event with four (pile-up) vertices can be seen.

Figure 4.1: An event with four reconstructed primary vertices, consistent with an event

with four primary proton-proton collisions in the same beam-crossing

A way to “adjust” our background samples to the real pile-up conditions is to

compare them to the data, in terms of the number of the reconstructed vertices -as a

measure of how much pile-up there was in a given event.

The ATLAS exotics group has performed a study [51] on the compatibility of the

5in high-luminosity colliders, there is a non-negligible probability that one single bunch crossing

may produce several separate events
6https://twiki.cern.ch/twiki/bin/view/AtlasPublic/EventDisplayPublicResults
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Process σB[pb] (gen.) σB[pb] (calc.) (NNLO) Equiv.Luminosity (fb−1)

Z→ µµ (60 < Mgen < 250) 856 (see Section: 4.6) 5.84E+00

Z(250, 400) → µµ 0.416 4.81E+01

Z(400, 600) → µµ 0.0672 2.98E+02

Z(600, 800) → µµ 0.0112 1.43E+03

Z(800, 1000) → µµ 0.00274 7.30E+03

Z(1000, 1250) → µµ 0.000918 2.18E+04

Z(1250, 1500) → µµ 0.000249 8.03E+04

Z(1500, 1750) → µµ 0.000077 2.60E+05

Z(1750, 2000) → µµ 0.000026 7.69E+05

Z(> 2000) → µµ 0.000015 1.33E+06

tt̄ → µ+µ− 80.2 89.4 1.12E+01

WW (one lepton filter) 29.59 17.46 (NLO) 1.42E+01

WZ (one lepton filter) 11.23 5.543 (NLO) 1.26E+01

ZZ (one lepton filter) 4.59 1.261 (NLO) 1.98E+02

W→ µν (W+ 1 jet) 1304.2 1561.6 4.10E-01

W→ µν (W+ 2 jets) 377.8 453.5 4.14E-01

W→ µν (W+ 3 jets) 101.9 121.7 4.19E-01

W→ µν (W+ 4 jets) 25.8 31.0 4.19E-01

W→ µν (W+ 5 jets) 6.9 8.3 4.22E-01

bb̄ → µµ 28400 see Section: 4.8 1.41E-01

cc̄ → µµ 73900 see Section: 4.8 1.35E-02

Table 4.3: The Monte Carlo samples used in the Z ′ → µµ analysis
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number of vertices of the Monte Carlo and the whole real data set7, using the Z → µµ

sample. Based on this study, we apply a weight on each event of all the Monte Carlo

samples, which corresponds to the ratio of the data and Monte Carlo primary vertices.

The vertex distribution for the data and the Z → µµ, before and after pile-up

reweighting, is presented in Figure 4.2. The applied weights can be seen in Table 4.4.
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Figure 4.2: The vertex distribution for the data and the Z → µµ, before (left) and after

(right) pile-up reweighting

Nvertices 1 2 3 4 5 6 7 8 9

Weight 1.7955 1.2259 0.8834 0.6890 0.5686 0.4945 0.4511 0.4583 0.4513

Table 4.4: Event weights for the Monte Carlo samples

7the comparison was made using data events passing the good run list and the trigger requirement
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An example of the effect of the pile-up reweighting for the Drell-Yan and theZ ′

sample of 1TeV can be seen in Figure 4.3, where the ratio of the invariant mass, before

and after the weighting of the events, has been plotted.
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Figure 4.3: Ratio of the mass distributions of Drell-Yan (left) and 1 TeV Z ′ (right),

before and after the pile-up reweighting

4.5 Analysis Selection Criteria

Not the whole amount of data taken by ATLAS is appropriate to be analysed. In order

for an event to be taken into account in the analysis, certain quality criteria should be

fulfilled. Those, in general, ensure on one hand the quality of the events that apply for

analysis and, on a second level, that a Z ′ boson oriented analysis is applied.

The selection criteria can be divided, therefore, in two parts: the selection criteria

applied on the events and those applied afterwards to the muons within the event.
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4.5.1 Event Selection Criteria

4.5.1.1 GRL selection

To define a good dataset we need Data Quality (DQ) information, as assessed by the

DQ group. This is done by producing dedicated lists of runs and luminosity blocks

for every Period, known as “Good Run Lists” (GRLs). The GRLs are special scripts,

produced for every data run, that select those Luminosity Blocks that are appropriate

for physics analysis.

A Good Run List is formed by applying the appropriate DQ criteria to the whole

list of all physics runs and Luminosity Blocks and test which parts of data pass them.

What characterizes those criteria are the “Data Quality status” flags [60]. Each sub-

detector (e.g, the Muon Spectrometer) or system (e.g., the Trigger) has its own flags

and it’s responsible for filling them. The filing of each flag is performed in every

Luminosity Block. Those flags vary from detector conditions (for example, the voltages

and temperatures, usually automatically filled) up to more complex issues that have to

do with hardware and data-taking.

In Table 4.5, we present the collection of all the Data quality flags that are used for

the Z ′ → µµ analysis.

4.5.1.2 Trigger Selection

In order for an event (that has already passed the Good Run List criteria) to further

proceed for analysis, at least one of the candidate muons has to pass the muon trigger

with the lowest available threshold momentum.

This trigger is not common for all runs but it changes with time, to adjust to the

continuously increasing luminosity, during the several data periods.

The triggers used for every period/run are presented in Table 4.6, along with the

corresponding luminosity.

4.5.1.3 Primary Vertex Selection

In order to ensure that the event we are testing is, indeed, a result of a proton-proton

collision, we request the existence of at least one reconstructed primary vertex with at
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Flag Type Flag Name

General ATLGL,ATLSOL,ATLTOR,LUMI

Muon Detector
MDTBA ,MDTBC, MDTEA, MDTEC, CSCEA,

CSCEC, RPCBA, RPCBC, TGCEA, TGCEC

InnerDetector
PIX0, PIXB, PIXEA, PIXEC, SCTB, SCTEA,

SCTEC, TRTB, TRTEA, TRTEC, IDGL, IDAL

Trigger L1MUE, L1MUB, TRMUO

Muon Reconstruction MSTACO, MMUIDCB

Table 4.5: Data quality flags used for the Z ′ → µµ analysis

Period / Run Trigger Luminosity (pb−1)

A - E3 (152166 - 160879) L1 mu10 0.78

E4 - G4 (160899 - 165818) EF mu10 ||EF mu10 MG 6.02

G5 - I1 (165821 - 167576) EF mu13 ||EF mu13 MG 15.80

I1 - I2 (167607-167844 ) EF mu13 tight||EF mu13 MG tight 19.08

Table 4.6: The triggers used for every Run Period for Z ′ → µµ analysis
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least three associated tracks.

4.5.2 Muon Selection Criteria

After the good events are chosen, additional criteria have to be applied on the muons

of the event, which should be appropriate for a Z ′ boson oriented analysis. In addition

to that, the good reconstruction of the muons should be ensured, since a small PT ,

reconstructed as a large one, will “transfer” background events in the signal region,

while the opposite procedure (reconstruction of a large PT as a small one) would make

us lose signal events (“transfer” to the background region).

The cuts described below should be passed by at least two muons, in order for each

event to further proceed for analysis.

4.5.2.1 Muon Reconstruction Algorithm

For the present analysis, among the two muon reconstruction algorithms that are used

in this initial part of ATLAS data taking, MUID was chosen.

Both algorithms presented similar performances for resolution and efficiency (at

least in the PT region below 100 GeV, since the statistics did not allow for a higher

region study). However, a problem in the MDT hits variables of STACO (which are

used in the analysis, as it will be described in Section 4.5.2.6) was the reason that

MUID was favored.

4.5.2.2 2 Combined Muons

Since the most important aspect of this type of analysis are the two produced muons,

we only allow events which are characterized by the presence of at least two muons, with

the extra requirement that these muons are also combined (i.e., reconstructed by both

the Muon Spectrometer and the Inner Detector). This choice gives us the maximum

amount of information possible.
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4.5.2.3 Pseudorapidity

The muons of the event are restricted to have a pseudorapidity value within the geo-

metrical acceptance of the Muon Trigger System, namely |η| < 2.4. The latter should

apply for both muons that pass the previous cut.

4.5.2.4 Transverse Momentum

A cut in the transverse momentum value is necessary, in order to reject all the low

energy -and of no particular interest- physics. Hence, a PT > 25 GeV cut is applied for

the two muons under study.

4.5.2.5 Inner Detector Hits

Combined (as well as tagged) muons have associated inner detector tracks. Some cuts

on the associated inner detector tracks have to be applied, in order to ensure the quality

of the latter.

The cuts are constructed in such a way that the detector conditions are taken into

account for the silicon systems. For example, if a passed module is dead, it is added

to the hit count, ignored in the hole count and (in some special cases) the B-layer

expectation canceled.

• B-layer cut: We require a pixel B-layer (the innermost layer of the Pixel detec-

tor) hit on the muon, except from the case where the extrapolated muon track

passed an uninstrumented or dead area of the B-layer (in this case we cancel this

expectation)

• Pixel hits + Pixel Dead Sensors >= 2

• SCT Hits + SCT Dead Sensors >= 6

• Pixel Holes + SCT Holes <= 1

• TRT hits: A successful extension into the TRT. Namely, we require a minimum

number of TRT hits and a maximum one for the outliers (e.g., those hits that are

close to a track, but not associated to it).
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|η| < 1.9 : Hits+Outliers >= 5 and Outliers
Hits+Outliers

< 0.9

|η| >= 1.9 : If Hits+Outliers >= 5, then Outliers
Hits+Outliers

< 0.9

This cut is important to reject fake tracks.

4.5.2.6 Muon Spectrometer Hits

After the restrictions on the track that constructs the combined muons, we should also

impose some quality cuts on the Muon Spectrometer hits, so as to ensure the good

reconstruction of the muon.

• At least three hits in all of Barrel or Endcap Inner, Middle and Outer MDT/CSC

precision layers.

• At least one phi hit (in CSC/RPC/TGC chambers)

• We also veto BEE, EE and BIS78, due to alignment reasons.

The 3-station measurement is giving the best muon resolution estimation (compared

to the cases where muons have track segments in two layers only -for a relative study,

see Appendix B). So, under this selection, we avoid sources of badly reconstructed high

PT events.

4.5.2.7 Impact Parameter Cuts

In our analysis, special care is taken in order to reject the muons coming from cosmic

rays.

Those muons, since they are not originating from the interaction point, will have,

in the majority of the cases, a large set of impact parameters (z0, d0), compared to the

muons that come from collisions.

Therefore we remove muons that appear, in general, quite displaced with respect to

the primary vertex:

z0 < 1 mm (4.1)

d0 < 0.2 mm (4.2)
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In the vast majority of the cases, a muon fails to satisfy both Impact Parameter

cuts at the same time: a clear indication that we are dealing with a cosmic event.

In Figure 4.4, the distribution of the z0 and d0 variables is presented, for muons

passing all cuts except the Impact Parameters cut, for the data and all the background

samples. All samples are normalized to unity.
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Figure 4.4: The z0 (left) and d0 (right) distributions (all samples normalized to unity)

Further study of the Impact Parameter cut and a demonstration that it does indeed

reject muons from cosmic rays is presented in section 4.9.

4.5.2.8 Isolation

A very important characteristic of the muons coming from the Z ′ boson decay is the

fact that they are going to appear isolated. Therefore, we request, for both muons in

the event, to have no additional activity in the surrounding area.

The above condition is fulfilled by asking the sum over all the tracks’ PT (with the

PT of the muon itself not being taken into account), in a η − φ cone around the muon
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equal to 0.3, to be less than a small percentage of the PT of the muon:

∑
dR<0.3 PT,tracks

PT,muon

< 5% (4.3)

The distribution of the ratio of Equation 4.3 is presented in Figure 4.5, for data and

background8, for muons passing all other cuts, except the Isolation one. All samples

are normalized to unity.
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Figure 4.5: The Isolation variable distribution (all samples normalized to unity)

The isolation cut has been optimized, after trying several cone values and PT thresh-

olds. The combination of
P

dR<0.3 PT,tracks

PT,muon
< 5% was selected among others, since it

enhances the QCD rejection, while keeping the largest part of the signal. In addition,

the relatively small cone of 0.3, ensures that we avoid large pile-up contributions to the

sum of the tracks’ PT .

8the peak in the low region of the QCD distribution is due to the fact that the PT,tracks variable is

counted taking into account only tracks with PT > 1GeV
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4.5.3 Cuts on the muon pair: Opposite Charge and Invariant

Mass

After applying all the above selection criteria, we have to test if the pair of muons that

made it to the final step of the selection form a good Z ′ boson candidate.

At this particular point, we test whether the two muons possess opposite electric

charges. If so, we form their Invariant Mass and require for the latter to be greater

than 70GeV, in order for the event to be processed in the mass plot9.

In the case that we result with more than two good muons in the final stage of

the analysis, we search for the two most energetic ones and do the same as above (in

general, one every 300 data events possess more than two muons that pass all the steps

of our selection).

All the selection cuts that are applied in this analysis are summarized in Tables 4.7

(Event Selection) and 4.8 (Muon Selection).

Event Selection Cut Description

GRL LumiBlocks with Detector in full operation

Trigger Trigger PT increases with RunNumber / Luminosity

Primary Vertex >= 1 reconstructed P.V. with >= 3 associated tracks

Table 4.7: Selection Cuts for Z ′ analysis - Event Selection

In Table 4.9 we present the cut flow for the data samples, while Table 4.10 is the

corresponding table for the background procedures (for reasons of compatibility, the

skimming of the data has been applied to the background samples, as well). Finally,

9in a dedicated study of the ATLAS exotics group, it was estimated that only one out of 15,000

muons is misreconstructed, in terms of their electric charge
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Muon Selection Cut Description

Reconstruction Algorithm used MUID

Combined muons >= 2 Combined muons

Pseudorapidity |η| < 2.4

Transverse Momentum PT > 25 GeV

Inner Detector Hits

>= 1 B-layer hit (unless a dead area passed)

Pixel Hits + Pixel Dead Sensors >= 2

SCT Hits + SCT Dead Sensors >= 6

Pixel Holes + SCT Holes <= 1

TRT: |η| < 1.9 : (Hits+Outl. > 5), Outl.
Hits+Outl.

< 0.9

|η| >= 1.9: If (Hits+Outl. > 5), then Outl.
Hits+Outl.

< 0.9

Muon Spectrometer Hits

>= 3 hits in all of Barrel or Endcap Inner,

Middle and Outer MDT/CSC precision layers

>= 1 φ hit

no BEE, EE or BIS78 hits

Impact Parameter Cuts z0 < 1 mm, d0 < 0.2 mm

Isolation
P

dR<0.3 PT,tracks

PT,muon
< 5%

Charge Two muons with opposite charge

Invariant Mass Massµ+µ− > 70 GeV

Table 4.8: Selection Cuts for Z ′ analysis: Muon Selection
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Table 4.11 presents the cut flow for three Z ′ samples.

4.5.4 Further examining of the Selection Cuts

We studied the more dedicated cuts that have been applied (i.e., Inner Detector hits,

Muon Spectrometer hits, Impact Parameters and Isolation), in terms of their affect on

the data events.

For the whole amount of the 2010 data and for the four cuts mentioned above, we

plot the dimuon mass distribution for the events that undergo every cut requirement,

except a particular one (at a time). Then we reapply the whole set of cuts, to see how

many and what type of events this particular cut rejected.

The result of the above process can be seen in Figures 4.6 and 4.7. In general, it

can be seen from these plots that there seems to be no bias concerning the invariant

mass of the events rejected by each of the cuts.
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Figure 4.6: The events removed by IDhits cut (left) and MShits cut (right)

It has been estimated that, in the Inner Detector hits case, a percentage of 1.6% of

the events failed the cut, while for the Impact Parameter, the Isolation and the Opposite
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Selection Cut Absolute Efficiency (%) Relative Efficiency (%)

Trigger 100 100

Primary Vertex 99.83 99.83

2 CB muons 12.38 12.40

η < 2.4 11.80 95.35

PT > 25 GeV 3.13 26.52

ID hits 3.03 96.95

MS hits 1.77 58.43

Impact Parameters 1.72 97.53

Isolation 1.56 90.38

Opposite Charge 1.56 99.99

Table 4.9: Cut Flow for the 2010 Data samples (after skimming: one muon with PT >

25 GeV plus trigger)
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Cut Z/γ∗(%) tt̄(%) Dibosons(%) W+jets(%) bb̄(%) cc̄(%)

Trigger 100 100 100 100 100 100

PV 99.68 99.77 99.79 99.82 99.39 99.48

2CB 71.03 98.71 20.02 3.72 95.48 96.47

η 66.54 97.06 18.98 3.49 93.61 94.77

PT 54.5 24.13 9.75 0.14 3.2 2.98

ID hits 53.05 23.12 9.47 0.13 2.93 2.55

MS hits 31.72 13.55 5.71 0.04 1.64 1.4

IP 31.61 12.1 5.68 0.03 0.9 1.01

Isolation 29.9 7.17 5.22 0.01 0 0

Op. Charge 29.9 7.12 5.05 0.01 0 0

Table 4.10: Cut Flow for the background samples (after skimming: one muon with

PT > 25 GeV plus trigger). tt̄(%) is produced with a two muon filter and Diboson

samples with one lepton filter
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Cut Z ′ 750 GeV Z ′ 1000 GeV Z ′ 1250 GeV

Trigger 93.92 94.01 93.84

PV 93.65 93.76 93.60

2CB 76.67 77.20 76.75

η 74.34 75.48 75.29

PT 73.60 74.71 74.70

ID hits 71.22 72.17 72.27

MS hits 41.58 41.64 41.71

IP 41.48 41.57 41.67

Isolation 40.38 40.42 40.68

Op. Charge 40.38 40.42 40.66

Table 4.11: Cut Flow for the Z ′ samples
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Figure 4.7: The events removed by the IP cut (a), Isolation cut (b) and opposite charge

cut (c)
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Charge cuts the percentage was 0.8% and 9.8% and 10% correspondingly. The Muon

Spectrometer hits cut was the stricter one, since it rejects a 41% of the data events.

4.6 Cross Sections’ Higher Order corrections

All our Monte Carlo samples were typically generated using the Leading Order (LO)

cross sections and the corresponding Parton Distribution Functions (PDFs)10. However,

higher-order QCD (Next to Leading Order -NLO- and Next to Next to Leading Order

-NNLO) corrections and also Electroweak (E/W) ones should be taken into account,

which will affect the generated LO cross sections. The methods used to estimate those

corrections, for both cases, are described in the following.

4.6.1 QCD corrections

To estimate the NLO/NNLO corrections, we use the PHORZ program [61] with various

PDF sets.

The PDFs represent analytical fits obtained using a combination of theory and

experimental data. One possible parameterization of the PDFs, MSTW2008, is shown

in Figure 4.8 [62].

What we want to do is to extract a k-factor, which will then be used to multiply

the LO differential cross section to yield the NNLO one: kNNLO = σNNLO

σLO
. In the Drell-

Yan case, the k-factor is not a fixed number, but, instead, a mass dependent function:

kNNLO = f (Mµ+µ−).

For convenience, we assume that all colorless final states are characterized by the

same QCD radiation in their initial state. This allows us to use the same k-factor for

both the Drell-Yan background and the Z ′ signal.

The Standard Model group has performed extensive studies of the Drell Yan cross

section and associated uncertainties [63]. The general procedure is as follows: choice of

a kinematic region, which is valid in the approximations of the NNLO calculation and

the Monte Carlo generator and, then, normalization of the MC to NNLO in this region.

Some of the parameters used for this particular study are presented in Table 4.12.

10probability to find a parton, within the proton, with a momentum fraction x: f(x,Q2)
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Figure 4.8: The MSTW 2008 NLO PDFs at Q2 = 10GeV 2 (left) and Q2 = 104GeV 2

(right)

Parameter Symbol Value

Z width ΓZ 2.4958 GeV

Fermi constant GF 1.16637 × 10−5GeV −2

Electromagnetic coupling αem 1 / 132.34

Electroweak mixing sin2θW 0.22255

Table 4.12: Common parameters used in the NNLO k-factor estimation
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The differential production cross section M2
ℓℓ

dσNNLO

dM2
ℓℓ

was calculated at NNLO using

the MSTW2008NNLO PDF for dilepton masses 10 GeV < Mℓℓ < 3 TeV and so was the

mass dependent k-factor:

K∗
NNLO(Mℓℓ) =

dσNNLO

dM2
ℓℓ

(MSTW2008NNLO)/
dσLO

dM2
ℓℓ

( MRST2007LO∗) (4.4)

K∗
NNLO(Mℓℓ) is based on a LO prediction using the MRST2007∗ [54] modified LO

PDF set11 and shows a modest dependence on Mℓℓ over a wide range of the dilepton

masses.

In Table 4.13, we present several indicative values of the k-factor, for the Drell-Yan

procedure and for three Z ′ masses used in this analysis. The resulting mass dependent

function is schematically presented in Figure 4.9.
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Figure 4.9: Cross section ratio (QCD k-factor) for Drell-Yan pair and Z ′ production,

as a function of the dimuon mass

11the MRST2007LO* PDF is used in the Monte Carlo production
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Drell-Yan Mass (GeV) QCD k-factor Z ′ mass (GeV) QCD k-factor

70 1.144

80 1.138

91.2 1.136

100 1.138

200 1.151 250 1.149

400 1.139

500 1.131

700 1.114 750 1.109

1000 1.080 1000 1.080

1250 1.041 1250 1.041

1500 0.990 1750 0.929

2000 0.860 2000 0.860

Table 4.13: NNLO Drell-Yan lepton pair and Z ′ production k-factors, as a function of

the dimuon mass
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4.6.2 Electroweak (E/W) corrections

Apart from the QCD corrections, the electroweak ones should also be taken into ac-

count. For these, we use the HORACE program ([64],[65]).

The electroweak corrections are a sum of final state photon radiation, electroweak

loop corrections and the contribution of the initial photons (because of proton’s struc-

ture). The final state photon radiation (real QED correction) is already simulated by

the PHOTOS program [66] and incorporated in our Monte Carlo samples. Therefore,

we only consider the remaining two corrections and extract an electroweak k-factor.

This is also a mass dependent scale factor, which should be applied, additionally to the

QCD one, to the LO cross sections of the sample.

We define cross section weights (i.e., the correction factors) as a function of the

dilepton pair invariant mass M, as follows:

1. The ratio of the exact O(α) calculation matched with higher order QED contri-

butions over the prediction including only final state QED radiation in the parton

shower approximation (including higher orders): the correction due to electroweak

loop contributions

2. The ratio of the prediction including contributions with initial photons over the

one excluding these processes (with both calculations using the exact Oα calcu-

lation matched with higher order QED contributions): the correction due to the

photon contribution of the proton structure

The final correction will be a combination (product) of the above two.

For the differential cross section calculations we have used the MRST2004QED PDF

set [67], which provides a photon distribution function based on photon radiation and

splitting kernels, and a lepton acceptance of |ηℓ| < 2.5 and PT,ℓ > 20 GeV. As this

acceptance does not properly match the data selection applied, we have recalculated

the electroweak K factor for |ηℓ| < 2.4 and PT,ℓ > 25 GeV. It has been estimated that

the two predictions agree on a level of ∼ 0.2%.

Of course, due to the second contribution (electroweak loop corrections), the elec-

troweak k-factor can not be applied to the Z ′ signal, since it depends on the couplings
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of the latter to the weak bosons, W and Z (i.e, it is not universal, but, instead, model

dependent).

The mass dependence of the E/W k-factor for the Drell-Yan sample is presented in

Fig 4.10, while in Table 4.14 we give some indicative correction values.
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Figure 4.10: Electroweak correction factor (E/W k-factor) for Drell-Yan pair production

(only), as a function of the dimuon mass

In Figure 4.11 the dimuon mass of the Z → µµ sample can be seen, before and after

the higger-order corrections of both types, for two different mass ranges. In Figure 4.12,

the corrected plot for the Z ′ signal is presented (in this case, as explained earlier, only

the QCD corrections are applied).

4.7 Momentum scale and resolution smearing

The resolution function can be fitted with the sum in quadrature of three terms: the

uncertainty on the energy loss corrections P0, the multiple scattering term P1 and the

intrinsic resolution P2:

σ(PT )

PT

=
P0

PT

⊕ P1 ⊕ P2 × PT (4.5)
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Drell-Yan Mass (GeV) EW k-factor

70 1.000

80 1.004

90 1.008

100 1.011

200 1.033

400 1.020

500 1.013

700 0.997

1000 0.971

1250 0.946

1500 0.919

2000 0.858

Table 4.14: Electroweak k-factors for the Drell-Yan pair production, as a function of

the dimuon mass
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Figure 4.11: QCD and E/W corrections: Dimuon mass for the Drell-Yan background

before (blue) and after (red) applying the k-factors. Left: 70 < Mµµ < 400, Right:

Mµµ > 400
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Figure 4.12: QCD corrections: Dimuon mass for the Z ′ → µµ sample of 1 TeV, after

the QCD k-factor implementation
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At high transverse momentum, the first term can be neglected, as it can be seen

from Figure 4.13.

Figure 4.13: Contributions to the muon resolution vs. muon PT

To adjust the muon momentum resolution in simulations to the data, a gaussian

smearing of the Inner Detector and the Muon Spectrometer PT is performed, such that:

δ

(
q

pT

)
= S1 · g1 ·

q

pT

+ S2 · g2 (4.6)

In the above equation, g1 and g2 are random gaussian variables with mean=0 and

r.m.s=1 and S1, S2 are the smearing constants. These smearing constants are deter-

mined by computing the quadratic differences in the resolution parameters between

data and simulations:

Si = P data
i ⊖ PMC

i (4.7)

Finally, the corrected combined PT is the weighted average of the smeared PT ’s from

the Inner Detector and the Muon Spectrometer.

The S2 constant dominates the resolution in the higher PT region (since the term

S1 ·g1 · q
pT

falls rapidly with the increase of PT ). Furthermore, since we are working with

combined muons, it is the Muon Spectrometer that dominates the measurement of the

transverse momentum (see Figure 4.14). Thus, the S2 parameter of the Spectrometer
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plays the most important role in the determination of the S2 of the combined track of

the muon.

Figure 4.14: PT resolution contributions on the combined muons

We assume that the ATLAS simulation correctly models the tracker geometry of the

Inner Detector and the Muon Spectrometer and any mismatch between the data and

the Monte Carlo arises from possible misalignments in the Spectrometer. Therefore, it

is the Spectrometer misalignments that mainly determine the S2 parameter.

In this study, we have used the results of the ATLAS Muon Combined Performance

(MCP) group on the subject [70]. After analytic study of the Spectrometer misalign-

ments, the MCP group concluded that by combining the intrinsic curvature resolution

and the misalignments we get a factor δ
(

q
pT

)
= (0.2 ± 0.04) TeV−1 for the barrel and

endcaps and δ
(

q
pT

)
= 0.7 ± 0.2 TeV−1 for the CSC region (i.e. |η| < 2). There is

also an intrinsic resolution (found from the simulation) of 0.086 TeV−1 in the barrel,

0.096 TeV−1 in the endcaps and 0.12 TeV−1 in the CSC.

To estimate the total smearing parameter S2, we subtract this small simulation

value in quadrature and we finally get:

• Barrel / Endcup: S2 = (0.18 ± 0.04) TeV−1

• CSC region: S2 = (0.69 ± 0.2) TeV−1



4.7. MOMENTUM SCALE AND RESOLUTION SMEARING 119

For the S1 parameter, which plays a role in the low transverse momentum region,

we are constrainted from the measured width of the Z → µ+µ− peak. The Monte Carlo

is smeared using several different values for the parameter and the one chosen is the

one that gives the best with respect to the data.

Again, the study is performed separately in the several regions (barrel, endcups,

CSC). The final values are:

• Barrel : S1 = 0.00569+0.0045
−0.00338

• Endcups : S1 = 0.0199+0.00825
−0.00262

• CSC region : S1 = 0.0267+0.015
−0.009

In Figure 4.15, the effect of the PT smearing is presented on the Drell-Yan back-

ground, for the low and the high mass region. The same effect for the Z ′ sample can

be seen in Figure 4.16.
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Figure 4.15: Effect of the PT smearing on the Drell-Yan background. Left: Low mass

region (70 - 400 GeV) Right: High mass region (400 - 2000 GeV)
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Figure 4.16: The effect of the PT resolution smearing on the Z ′ → µµ sample of 1TeV

4.8 Data driven QCD background estimation

The QCD procedures (bb̄ → µ+µ−, cc̄ → µ+µ−), despite the fact that they do not have

an important effect to our analysis, should be treated in a special way, since, due to

the large uncertainty on their cross section, the estimation of their contribution should

be based on the data (“data driven”).

The idea is to compare the Monte Carlo samples of the QCD procedures with the

data and try to adjust the two distributions. This is going to be done by subtracting

the (well known) tt → µµ and Drell-Yan (with the NNLO cross-section) procedures.

At this point, since we are trying to estimate -and not to reject- the QCD back-

ground, which is characterized by non-isolated muons, we remove the isolation cut and

instead add an anti-isolation one: we request that the sum of the tracks’ PT in a cone

0.3 around the muon, relative to the muon PT , to be greater than 0.10 from the data.

Then we try to find a scale factor that adjusts the QCD distributions to the remaining

of the data12.

So, we firstly construct the mass distributions (with the anti-isolation cut applied)

12The anti-isolation cut erases almost completely the remaining backgrounds (dibosons and W+jets)

and this is the reason why they are not taken into account in the QCD study
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for the two QCD Monte Carlo samples as one common distribution. This is done by

appropriately multiplying each of the distributions by the following factor α:

αb,c =
σb,c · L
Nb,c

(4.8)

where σb,c corresponds to the cross-section of the bb̄ and cc̄ procedures, L is the lumi-

nosity (41.68 pb−1) and N is equal to the generated number of events in each sample.

The two weighted mass distributions are then added to give the total QCD one. We

then construct the same (anti-isolated) distribution for the 41.68 pb−1 amount of data

and we select a mass region where we have the highest statistics, in order to compare

the two distributions. As such, it has been selected the 50-100 GeV one.

The dimuon mass plot, with the anti-isolation cut applied, for the QCD background,

the data and the other two backgrounds to be removed can be seen in Figure 4.17.

Dimuon Mass (GeV) 

210

A
n

ti
-i

so
la

te
d

 E
ve

n
ts

 (
n

o
rm

al
is

ed
) 

-210

-110

1

10

210

310
DATA 2010

QCD 

 µ µ →* γZ/

 µ µ →tt 

 = 7 TeV s, -1L=41.7 pb∫ 

Figure 4.17: Dimuon Mass distribution, with the anti-isolation cut, for the QCD back-

ground (red), the Data (black dots) and the Z → µµ (blue) and tt̄ → µµ (magenta)

procedures

The next step is the measurement of the Scale Factor, which will be used to adjust

the QCD background distribution to this of the data. To calculate it, we subtract the

other two backgrounds (Z → µµ and tt̄ → µµ) from the data mass distribution and
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then divide the new mass plot with the QCD one. So, we get a ratio (per mass bin),

which we try to fit with a polynomial function. This way, we can test whether there is

a mass dependence of the Scale Factor (i.e., we should use a different one, depending

on the mass region) or it can be considered stable.

From Figure 4.18, we see that, within statistics, we can not estimate a slope for

the ratio. Therefore, we use the zero degree polynomial, thus the Scale Factor can be

considered stable and equal to S.F.Data/QCD = 0.64± 0.06, at least for the mass region

we are testing.
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Figure 4.18: Fits on the fraction Data/QCS in the Anti-Isolation case. Left: Zero

degree polynomial Right: First degree polynomial

Therefore, we have to rescale the QCD distribution of Figure 4.17 with the S.F.Data/QCD =

0.64, in order to fit it to the data. The rescaled distribution can be seen in Figure 4.19.

We can now transfer the results of the anti-isolation mass plot to the isolation one,

by calculating the ratio of the QCD distributions in the two cases (isolated dimuon

mass / anti-isolated dimuon mass). This ratio will give us a new scale factor that will

help us estimate how much QCD background we will have in the high mass region,

when the isolation cut is applied (i.e., after the whole set of the selection criteria).
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Figure 4.19: Dimuon Mass Distribution (Anti-Isolation) for the rescaled QCD back-

ground (red), Data (black dots), Z → µµ (blue) and tt̄ → µµ (magenta)

In order to increase the statistics (and reduce the errors), we perform this study by

using the distribution when at least one muon is isolated (instead of both) and convert

the results appropriately to the “both muons isolated” case.

We count the number of events for the at-least-one-muon-Isolated and the both-

muons-AntiIsolated mass plots in the region (50GeV,100GeV) -see Figure 4.20- and we

get:

p1 =
N1µIso

N2µAnti

= 4.9 × 10−4 (4.9)

Now, if p is the efficiency of exactly one muon being isolated (with respect to the

case where both muons are anti-isolated), the efficiency of both being isolated is equal

to p2. Therefore the efficiency of at least one muon being isolated can also be expressed

as:

p1 = 2 × [p (1 − p)] + p2 (4.10)

In the Equation 4.10, since we want the case where “at least” one muon is isolated,

we have a contribution of two terms: “exactly” one muon being isolated plus both
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Figure 4.20: The QCD dimuon mass distributions comparison, when at least one muon

is isolated (blue) and both muons are Anti-Isolated (red)

muons being isolated. This is represented in the two terms of 4.10: the first term,

[p (1 − p)] , gives the efficiency of one muon being isolated (p), while the other is not

isolated (1-p) (the multiplication by 2 is performed to account for both muons in the

event) and the second term is inserted to account for the case where both muons are

isolated (p × p).

So, for the efficiency p of exactly one muon being isolated, we get a second degree

equation:

p2 − 2p + p1 = 0 (4.11)

By solving Equation 4.11, we get p=0.022, therefore we conclude that the efficiency

of both muons being isolated, which gives the Scale Factor for the (Both Muons Iso-

lated)/(Both Muons AntiIsolated) distributions, is equal to:

p2 = S.C.2µIso/2µAnti ∼ 5 × 10−4 (4.12)

So, we get to the point where we can extract the dimuon mass distribution of the

QCD background after the final selection (i.e., including isolation): we simply rescale
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the anti-isolation one with the extracted Scale Factor of 5× 10−4. The original and the

rescaled distributions are presented in Figure 4.21.

Finally, for the QCD background, since it is expected to have an extremely small

contribution, we assign an uncertainty of 100%.
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Figure 4.21: QCD background dimuon mass distributions: Anti-isolated (blue), Isolated

(red)

4.9 Cosmic Background

The cosmic background can not be modeled by Monte Carlo simulation and, thus, has

to be estimated directly from the data.

The cosmic background is not a real background. A cosmic particle, traversing the

ATLAS detector, can be reconstructed by the Muon Spectrometer as two muons, that

will appear back-to-back (δφ ∼ 2π). Those particles can be rather energetic and also

isolated, therefore, if they remain in our sample, they can fake a signal signature. It is

obviously important that we find a way to remove them.

A basic characteristic of those particles is the fact that they can not be associated

to a primary vertex. The distribution, therefore, of their Impact Parameters (z0, d0)
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will appear much broader than the one for particles from actual collisions. This is the

main tool we have in our disposal to reject them: we impose some strict limits on the

impact parameter values (see Section 4.5.2.7).

A demonstration of the fact that the large Impact Parameters correspond to cosmic

muons can be seen in Figure 4.22, where we have plotted the z0 and d0 variables versus

the cosine of the angle between the muon pair. It can be seen that the pairs that are

characterised by large z0 and d0 values have a cosine extremely close to unity, therefore

they appear back-to-back (i.e., it is the same track, reconstructed as two different ones).
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Figure 4.22: Cosine of the angle of the dimuon pair versus a) z0 and b) d0

However, the cosmic particles traverse the detector randomly in space and time.

Therefore a small fraction of them will accidentally pass close to a primary vertex, thus

will not be rejected by the impact parameter cut and will remain in our data, even after

the whole selection is applied. This fraction of cosmic background we try to estimate

in the present section.
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4.9.1 “Constructing” a cosmic-including sample

In order to study the discrimination between collisions and cosmics events, we want to

use a sample that will contain cosmic particles.

Such a sample can be created from the real dataset, but with selection criteria that

have less rejection power against cosmics. At the same time, though, we want to keep

the high quality muon selection from the main analysis (see previous sections).

Therefore, first of all, we remove the Impact Parameter cuts and also the requirement

that the dilepton pair vertex should be classified as the primary vertex. All other

selection criteria remain unchanged and can be seen in Tables 4.7 and 4.8.

4.9.2 Estimation of Cosmic background Events

In Figure 4.23, we present the 2D distribution of the Impact Parameters (z0 vs. d0)

for the muons that make it to the final step of the dedicated selection described above

(i.e., no impact parameter cuts and no vertex requirements).
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Figure 4.23: Distribution of the Impact Parameters for all muons, after cosmic dedicated

selection

For estimating the total amount of cosmic background we will have within our data,

we use the Impact Parameter distribution and measure the fraction of entries that lie
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outside the region that we reject in our main analysis (z0 > 1 mm and d0 > 0.2 mm,

i.e. the fraction of the actual cosmic muons that are normally rejected by our criteria),

over the total number of muons in the sample. More specifically, we choose the region

of Figure 4.23 described by the following equations:

• 5 mm < |z0| < 200 mm

• 1 mm < |d0| < 10 mm

and count how many muons fall within. Then, assuming a uniform distribution, we

extract the number of (cosmic) muons in the “accepted” region by normalizing this

number to the ratio of the integrals of the two regions under study (rejected / accepted).

It turned out that we except 0.0033 cosmic events (corresponding to 0.0066 muons)

after our final selection (i.e., cosmics within the impact parameter accepted region).

We repeat the same study with two more test regions:

• 5 mm < |z0| < 100 mm

• 1 mm < |d0| < 10 mm

and

• 5 mm < |z0| < 50 mm

• 1 mm < |d0| < 10 mm

The expectations, for all three test regions, are shown in Table 4.15.

So, by summarizing the results of the three different regions, we can have the final

estimation for the number of cosmic events that we expect to remain within our data

after the whole selection is applied:

• Cosmics Events After Final Selection = 0.0033 ± 0.0015 (syst.) ± 0.0006 (stat.)
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Test Region Cosmics in Test Region Expected Cosmics In Data

5 mm < |z0| < 200 mm 33 ± 5.74 0.0033 ± 0.0006

|d0| < 10 mm

5 mm < |z0| < 100 mm 19 ± 4.34 0.0038 ± 0.0009

|d0| < 10 mm

5 mm < |z0| < 50 mm 12 ± 3.46 0.0048 ± 0.0013

|d0| < 10 mm

Table 4.15: Expected number of cosmic events in the three different test regions (second

column) and after the total set of the selection criteria (third column)
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4.9.3 Estimation of Cosmic background mass distribution

We now want to have an estimation about how these cosmic events that remain in our

data are distributed, in terms of the dimuon mass.

To do that, we plot the dimuon mass of the events that pass all the other cuts of the

analysis, but are characterised by large Impact Parameter values (namely |z0| > 5 mm

and |d0| > 1 mm). We then normalize this distribution to the 0.0033 events that we

expect.

The dimuon mass distribution of the cosmic background that we expect to remain

within our data after the final selection can be seen in Figure 4.24.
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Figure 4.24: Expected dimuon mass distribution of Cosmic background rejected by

(blue) and passing (red) our selection criteria. Black dots correspond to the final Data

distribution

4.10 Acceptance of the Z ′ signal samples

In Figure 4.25, we present the dimuon invariant mass of several Z ′ samples, after our

final selection. The total acceptance for those samples can be seen in Table 4.16. In

Figure 4.26 the variation of the acceptance, versus the Z ′ mass, is presented.
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Figure 4.25: Z ′ dimuon invariant mass, after final selection
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Figure 4.26: Z ′ overall acceptance versus mass
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The total acceptance includes the kinematic, fiducial and all the selection efficiencies.

As it can be seen from Figure 4.26, the overall event acceptance is of the order of 40%.

In the parallel study of the Z ′ → e+e− channel, the corresponding number was close

to 60%. The main reason for having a lower acceptance in our study is the requirement

that hits are observed in all three layers of the Muon Spectrometer, a fact that reduces

the coverage in some regions of η. This effect, however, is expected to be recoverd in

the future.

Z ′ Mass (GeV) Overall acceptance (%)

250 33.9

750 39.8

1000 39.7

1250 40.0

1750 40.6

2000 40.2

Table 4.16: Overall Acceptance for several Z ′ masses

4.11 Efficiencies

Muons from Z ′ decays are expected to be quite energetic and this could cause ineffi-

ciencies at high energies. Such effects may not be well reproduced in our Monte Carlo

samples and could, therefore, deteriorate the trigger efficiency. For this reason, we had
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to estimate the trigger efficiency on the data and then compare the Monte Carlo one

to the results.

In addition, a similar study has to be performed on the reconstruction efficiency, so

as to validate the Monte Carlo assumptions.

4.11.1 Trigger Efficiency

The single muon trigger efficiency has been measured by the ATLAS exotics group,

using the Tag-And-Probe method (see Section 3.5.1) on Z → µµ. Both muons are

required to pass all the offline selection cuts. The tag muon is further required to be

triggered by the different triggers used in the main analysis. The invariant mass of the

dimuon system has to be within the Z mass window ( |Mµµ−MZ | < 20 GeV) in order to

make sure the probe muon is a real muon from Z decays. Both muons are also required

to be back to back with ∆φ > 0.5π and to come from the same primary vertex with

∆d0 < 0.2 mm and ∆z0 < 1 mm.

The trigger efficiency is defined as the fraction of events where the probe muon

is matched to the L1 and HLT trigger objects within a cone of ∆R < 0.4 for the L1

trigger and ∆R < 0.2 for the HLT. The efficiency, averaged over the four trigger periods,

is (83.0 ± 0.5)% for the barrel and (94.5 ± 0.3)% for the encaps. The corresponding

numbers for the Monte Carlo are (82.32 ± 0.06)% and (93.56 ± 0.04)%. The data/MC

scale factor resulted equal to 1.008 ± 0.006 for barrel and 1.011 ± 0.004 for endcap

(statistical errors).

To estimate the systematic uncertainty on the trigger efficiency, several sources were

considered. First, the matching cone size for the offline muon and online trigger objects,

changed from the default value of 0.4 (0.2) for L1 (HLT) to 0.3 (0.1) for L1 (HLT) and

also 0.5 (0.3) for L1 (HLT). The next thing that was checked was the η dependence

of the data/MC scale factor for the whole period to reduce the statistical uncertainty.

The (scale factor vs. η) distribution was fitted by a maximum likelihood fit, for barrel

and endcap separately, to extract systematic deviation from mean value of scale factor.

Finally, the size of the mass window was also changed (±15 GeV). The total systematic

error on the trigger efficiency was measured equal to 2.1% (1.1%) for barrel (endcap)

and it is dominated by the uncertainty in the η dependence.
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Since either muon can trigger the whole event, it is necessary to define an event-

based scale factor:

SFµµ =
[1 − ǫµ1(Z, data)][1 − ǫµ2(Z, data)]

[1 − ǫµ1(Z,MC)][1 − ǫµ2(Z,MC)]
(4.13)

The event-based scale factor is 1.002 ± 0.002 (stat.) ± 0.006 (syst), for both muons

in the barrel, 1.002 ± 0.001 (stat.) ± 0.002 (syst) if one muon is in barrel and the other

in the endcap and, finally, 1.0009 ± 0.0004 (stat.) ± 0.0011 (syst) if both muons are in

the endcaps.

4.11.2 Reconstruction and Identification Efficiency

We are using the Tag-And-Probe method to estimate the muon reconstruction efficiency

in both data and Monte Carlo and derive the data/MC scale factor.

First, we look for a good muon in the event. This muon has to pass all the selection

criteria of the main analysis and it is also requested to have fired the trigger (this way we

do not take into account the trigger efficiency). Every muon satisfying those conditions

is the Tag.

The next step is to find the Probe track. The tracks are required to pass certain

quality criteria: PT > 25 GeV, η < 2.4 and z0 < 10 mm. We also want these tracks to

be isolated. If the track possess an opposite charge to the tag charge and forms with it

an invariant mass close to the Z boson pole mass (81 GeV < Mµµ < 101 GeV)13, it is

characterized as the Probe. In case more that one tracks satisfy the above conditions,

the one giving an invariant mass14 closest to the Z boson pole mass is retained.

We then examine the Probe to see whether it corresponds to a real muon: there

should be another muon (except the particular Tag) in the event in a adequately small

dR distance from the Probe, namely dR < 0.01. This procedure defines the efficiency:

it is the ratio of the matched probes over the total number of probes in our samples.

In the Monte Carlo part, we used the Z sample (the inclusive one) and the tt̄. The

QCD procedures (bb̄ and cc̄) were considered as well, but there were no events found

that passed the full selection criteria. In all samples, the smearing of the PT was applied.

13so as to remove the backgrounds
14with the Tag muon
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In Figures 4.27 and 4.28 we present the muon reconstruction efficiency, as a function

of PT , η and φ, for the data (red) and the Monte Carlo (blue).
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Figure 4.27: Muon reconstruction efficiency vs. PT

The overall efficiencies for the data and the Monte Carlo were found equal to:

Effidata = 0.698 ± 0.006 (4.14)

and

Effibkg = 0.707 ± 0.0012 (4.15)

The 3 Muon Spectrometer hits requirement is the reason for the decrease of the

efficiency to the level of 70% (see also Appendix C).

Combining Equations 4.14 and 4.15, we get the data/MC scale factor per muon:

SCµ = 0.987 ± 0.0019 (4.16)

In order to get the scale factor per event, we multiply Equation 4.16 with itself:

SCevent = 0.974 ± 0.004 (4.17)

Therefore, all our Monte Carlo samples have to be normalized to the data efficiency,

using the SCevent factor of Equation 4.17.
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Figure 4.28: Muon reconstruction efficiency vs. η (left) and φ (right)

4.11.2.1 Estimation of the systematic uncertainties on the Reconstruction

Efficiency

We have estimated the systematic uncertainty, by applying the following alteriations:

1. MassWindow: The invariant mass cut was varied from the nominal value (81

GeV, 101 GeV) to (86 GeV, 96 GeV) and to (76 GeV, 106 GeV)

2. Track isolation: The sum of the PT in a cone of 0.2 where the relative value with

respect to the PT of the probe track is less 0.04.

3. Tag muon PT : Varying the PT threshold from the nominal value 25 GeV to 20

GeV and to 30 GeV

4. Background: 10% of the backgrounds.

The systematic uncertainties are not correlated and are added in quadrature. There-

fore, for the reconstruction efficiency, we conclude:

SCevent = 0.974 ± 0.006(syst.) ± 0.004(stat.) (4.18)
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4.11.2.2 Extrapolation to the high-PT region

The Tag-And-Probe method provides a direct measurement of the muon identification

and reconstruction efficiency. However, the method applies only to the lower PT region,

due to the low statistics in momenta above 100 GeV. At the same time, the majority

of muons from the Z ′ decay have momenta of the order of 500 GeV and above. At such

high momenta, the impact of the intrinsic single-point detector resolution dominates

and muons become much more likely to lose energy via bremsstrahlung.

A dedicated study of the ATLAS exotics group showed that, although the impact

of catastrophic bremsstrahlung is high (an efficiency drop of about 30% for energy loss

as large as 600 GeV), at the same time the probability for a muon to radiate large

amounts of energy is small, for example 1.4% of muons from the 1 TeV Z ′ radiate more

than 50 GeV of energy.

Therefore, in general we don’t expect a large drop on the efficiency at the large PT

region, however we take all the drop expected by the Monte Carlo to be the systematic

uncertainty on the efficiency.

4.12 Luminosity uncertainty and normalization

ATLAS has a dedicated group (the “ATLAS luminosity group”) working on the de-

termination of the instantaneous and integrated luminosity for any data sample -with

sufficient data quality.

In Figure 4.29, we present the ATLAS Total Integrated Luminosity during the 2010

data taking. The “delivered” luminosity accounts for the luminosity delivered from the

start of stable beams until the LHC requests ATLAS to turn the sensitive detectors

off (to allow a beam dump or beam studies). The “recorded” one is the luminosity as

determined from counting rates measured by the luminosity detectors.

In Figure 4.30, we present the ATLAS data taking efficiency in 2010. The denomi-

nator is the luminosity delivered between the declaration of stable beams and the LHC

request to turn the sensitive detectors off to allow a beam dump or beam studies. The

numerator is the luminosity recorded by ATLAS. Each bin represents a week. The

empty bins are due to weeks in which no stable beams were delivered by the LHC. The
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Figure 4.29: 2010 ATLAS luminosity versus day, during stable beams and for pp colli-

sions at 7 TeV centre-of-mass energy: delivered to (green), recorded (yellow) by ATLAS

efficiency integrated (and weighted by the weekly luminosity) over this data taking pe-

riod is 93.6%. The inefficiency accounts for the turn-on of the high voltage of the Pixel,

SCT and some of the muon detectors (2.0%) and any inefficiencies due to deadtime

or due to individual problems with a given subdetector that prevent the ATLAS data

taking to proceed (4.4%)15.

ATLAS controls the systematic uncertainties that affect the determination of the ab-

solute luminosity using several luminosity detectors and comparing their measurements

[71]. The luminosity of a pp collider can be expressed as:

L =
µnbfr

σinel

(4.19)

where µ is the average number of inelastic interactions per bunch crossing, nb is the

number of bunch-crossings producing collisions per machine revolution, fr is the ma-

chine revolution frequency, and σinel is the pp inelastic cross-section. The product

Rinel = µnbfr gives the the rate of inelastic collisions.

ATLAS monitors the delivered luminosity by measuring the observed interaction

rate per crossing µvis independently with the variety of detectors and using several

15https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResults
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Figure 4.30: ATLAS data taking efficiency in 2010.

different algorithms. The total luminosity can then be written as:

L =
µvisnbfr

σvis

(4.20)

where σvis = ǫσinel is the total inelastic cross-section multiplied by the efficiency ǫ of a

particular detector and algorithm.

These multiple detectors and the algorithms used have different characteristics, in

terms of acceptance, response to pile-up and sensitivity to instrumental effects and

to beam-induced backgrounds. The level of consistency across the various methods,

over the full range of single-bunch luminosities and beam conditions, provides valuable

cross-checks as well as an estimate of the detector-related systematic uncertainties.

Further analysis on the luminosity determination procedure is out of the aim of

this study. However, what is important here is the fact that we have to find a way to

overcome the uncertainty in the data luminosity determination.

This is achieved in our analysis, by normalizing the total amount of the background

events to those of the data, in the Z pole mass region (70-110 GeV), where the majority

of our statistics lie. The resulting normalization factor, fDM , is then used to rescale

the mass distribution of the Monte Carlo backgrounds (with the exeption of the QCD

one, since it is already data-driven).
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fDM is extracted by Equation 4.21:

fDM =
NData

NBkg × fE

(4.21)

In this equation, the NData gives the number of the dimuon events in the Z pole

region, which was measured equal to 7563, and NBkg is the number of the events for all

background procedures:

NBkg =
∑

i

N i
Bkg (4.22)

Finally, fE = 0.974 is the reconstruction and identification efficiency scale factor

per event.

4.12.1 Weighting of the Monte Carlo samples

Each one of the Monte Carlo dimuon mass distributions is getting into the final mass

plots after being weighted by an appropriate factor.

For every background procedure “i”, the number of events in the test region (in

reality the whole dimuon distribution) has to be multiplied by a constant weight wi,

which is given by equation 4.23:

wi =
LDataσi

N i
gen

(4.23)

Here, LData = 41.68pb−1 is the most precise estimate of the ATLAS 2010 integrated

luminosity16 of the dimuon dataset, σi is the cross-section of the ith Monte Carlo sample

and Ngen the number of the initially generated events of each process. Therefore, if there

are in total N i
sel events of the ith sample in the selected mass region, the number of this

particular background events in the final dimuon mass plot will be equal to:

N i
Bkg = wi × N i

sel (4.24)

16at the time that this study was being performed, i.e. February 2011
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By summing over all the background samples, we get the total number of background

events in the Z pole:

NBKG =
∑

i

wi × N i
sel (4.25)

This procedures gives a total of 8182.69 bacground events in the 70GeV < Mµ+µ− <

110GeV region. Therefore, the fDM factor of equation 4.21 is equal to:

fDM = 0.949 ± 0.026 (4.26)

4.13 Final Dimuon mass distribution - Results

In Table 4.17, the number of all background events are presented, after being normalized

to the data events in the mass region 70 - 110 GeV. The final mass distributions of the

data and (normalized) Monte Carlo background samples are presented in Figure 4.31.

The mass distributions for three different Z ′ masses (750 GeV, 1000 GeV and 1250

GeV) can also be seen.

In Figure 4.31, we see that our Monte Carlo samples give a very good description

of the data points. The most signal-like feature is the event with a dimuon invariant

mass of 768 GeV.

4.13.1 The event at 768 GeV and the data p-value

A display of the highest invariant mass dimuon event can be seen in Figure 4.32. The

dimuon pair mass was calculated equal to 768 GeV. The leading muon (in terms of

momentum) has a PT of 186 GeV and the (η, φ) pair equal to (-2.39, -1.54). The

numbers for the second muon are, correspondingly, 165 GeV and (0.46, 1.95).

In searches for new hypothetical particles, like the present one, when one finds an

excess in the distribution of the data compared to the expectation of the background,

in terms of some observable -in our case, the excess in the dimuon mass- before coming

to any conclusion, oughts to test if the particular excess is statistically significant17.

17For a more analytical description of statistical methods, see Appendix A
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Mass (GeV) 70-110 110-130 130-150 150-170 170-200

Z/γ∗ 7546.6 ± 7.6 96.9 ± 2.6 33.4 ± 1.0 17.3 ± 0.6 12.8 ± 0.5

tt̄ 5.9 ± 0.2 2.3 ± 0.1 1.7 ± 0.1 1.2 ± 0.1 1.21 ± 0.1

Dibosons 10.2 ± 0.2 0.8 ± 0.0 0.6 ± 0.0 0.5 ± 0.0 0.4 ± 0.0

W+jets 0.2 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0

QCD 0.1 ± 0.1 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0

Total Background 7563 ± 176.1 100.1 ± 2.6 35.8 ± 1.0 19.0 ± 0.6 14.4 ±0.5

DATA 7563 101 41 11 11

Mass (GeV) 200-240 240-300 300-400 400-800 800-2000

Z/γ∗ 8.0 ± 0.3 7.5 ± 0.3 3.4 ± 0.2 1.4 ± 0.1 0.1 ± 0.0

tt̄ 1.0 ± 0.1 0.6 ± 0.1 0.3 ± 0.0 0.1 ± 0.0 0.0 ± 0.0

Dibosons 0.3 ± 0.0 0.3 ± 0.0 0.2 ± 0.0 0.1 ± 0.0 0.0 ± 0.0

W+jets 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0

QCD 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0

Total Background 9.4 ± 0.4 8.4 ± 0.3 3.9 ± 0.2 1.6 ± 0.1 0.1 ± 0.0

DATA 7 6 2 1 0

Table 4.17: Expected and observed number of events in the dimuon channel, normalized

to the 2010 data luminosity. The uncertainties quoted include both statistical and

systematic uncertainties. Entries of 0.0 indicate a value < 0.1
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Figure 4.32: The highest dimuon mass event, at 768 GeV

A way to test that it to calculate the p-value. The p-value gives the probability, in

the absence of signal (or, using statistical terminology, if the “null hypothesis” H0 is

valid) to find a particular excess. The common convention is that a p-value less than

1.35 × 10−3 constitutes evidence for a signal (“3σ” excess), while a p-value less than

2.87 × 10−7 constitutes a discovery (“5σ” discovery).

Therefore, in order to decide whether our large event (and the total high-mass data

distrubution, as well) is statistically significant, we must calculate the probability, in

the absence of a Z ′ (i.e., only because of the background contribution), to get an event

at the particular mass.

The confidence level for excluding the background hypothesis is given by:

1 − CLH0 = PH0(Q ≥ Qobs) (4.27)

1−CLH0 is the probability that the null hypothesis will give an outcome that looks

at least as signal-like as the one observed in the data.

p-value is estimated with the use of Poisson probabilities. We are searching the
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whole mass region between 200 GeV and 1.5 TeV and, for each mass bin, using Poisson

probabilities, we estimate how many times the background can give an upward fluctu-

ation that is equal or greater to the bin entry of the real data. This is the so-called

“local” p-value. As expected, the smallest local p-value was found in the mass bin that

included the event with the largest mass (768 GeV). This p-value was found equal to

3.8% (which, still, is not small enough to indicate a local excess).

To estimate the global p-value, we performed 100k pseudoexperiments, in which we

alternate, with Poisson statistics, the Monte Carlo bin contents (including the system-

atic uncertainties -see Section 4.14.3) and estimate in how many of these we get a local

p-value equal or lower than the one observed in the data (3.8%). The global p-value

was measured equal to 21.4%.

A p-value of that order means that there is no evidence of signal in our data.

Therefore, the next step is, based on our results, to set limits on the Z ′ boson mass and

cross-section. This is the object of the next paragraph.

4.14 Limits

In an analysis where the aim is the discovery of a theoretically predicted particle, an-

other very important task is to also manage to reject it, if it indeed is absent. Therefore

a study should be performed, to analyze the conditions required in order to positively

state that the particle under investigation does not exist.

4.14.1 Mass template method

Since only a few Z ′ mass samples are generated and fully simulated by the official

production group (see Figure 4.33), we use a flat mass sample which we reweigh to get

different mass templates of the signal.

Before describing the method, a few details about the Z ′ cross-section have to be

pointed out. In a proton-proton collision the cross section for a Z ′ of mass M is the

sum of the following three factors18:

18http://highenergy.phys.ttu.edu/∼gumus/dijetresonances/usefulnotes/ZpMass.txt
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Figure 4.33: The several fully simulated Z ′ mass samples for 2010 analysis

• f(q, x1) : the probability of finding quark q at momentum fraction x1 in the

proton

• f(q̄, x2) : the probability of finding antiquark q̄ at momentum fraction x2 in the

proton

• σ(m,M) : the cross section for producing a Z ′ of pole mass M at actual mass m

The f(q, x1), f(q̄, x2) are the parton luminosities and have an exponential shape.

The factor σ(m,M) is a Breit-Wigner, with a pole at M.

Based on the above, a dedicated “flat mass” sample was produced. The appropriate

changes were made to Pythia, in order to remove the Breit-Wigner shape, leaving only

the parton luminosity exponential shape. This exponential was in turn removed and

the final result was a sample flat in mass. The Drell-Yan interference has also been

turned off.

A fraction of the final mass distribution of the flat sample, after applying the selec-

tion cuts of our analysis, can be seen in Figure 4.34, without any scaling (apart from



4.14. LIMITS 147

the pile-up reweigthing).
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Figure 4.34: The mass distribution of the dedicated flat mass sample

Then we use an inverse procedure, in order to obtain a given mass. We first multiply

with an exponential factor, to incorporate the parton luminosity exponential shape

(common for all masses). Then, we reincorporate the Breit-Wigner weighting for the

several masses, using a Breit-Wigner function with the desired Z ′ pole mass and width.

In other words, we weight the final mass distribution, for each desired sample, with the

following factors:

W1 = exp(−ExpFactorZ′ · TrueMass) (4.28)

W2 =
1

(TrueMass2 − PoleMass2)2 + (TrueMass2 · PoleWidth2)
(4.29)

where ExpFactorZ′ = 0.00195.

Each template has then to be scaled with the appropriate NNLO cross-section and

the luminosity of our data (41.68 pb−1). Table 4.18 presents the cross-sections, the

k-factors and the widths (extracted from Pythia) that were used in the template con-

struction, for the several masses.
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Mass (GeV) LO cross-section (pb) k-factor Pythia width (GeV)

300 18.8 1.146 8.34

400 6.40 1.138 11.43

500 2.63 1.131 14.71

600 1.27 1.123 17.99

700 0.66 1.114 21.26

800 0.361 1.104 24.50

900 0.214 1.093 27.73

1000 0.129 1.080 30.94

1100 0.080 1.064 34.15

1200 0.052 1.049 37.37

1300 0.033 1.031 40.58

1400 0.022 1.010 43.80

1500 0.015 0.991 47.02

Table 4.18: LO cross sections, k-factors and widths for the Z ′ templates production
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The produced templates (per unit area) are presented in Figure 4.35, after the

reweighting procedure.
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Figure 4.35: The Z ′ templates used for the limit setting procedure

In order to adjust the templates to the full samples’ content, we must find a scale

factor that equates the integrals of the two distributions in the region near the pole

mass value. To do that, we must first remove the Z/γ∗ interference, which is incorpo-

rated in our full samples Z ′ samples. In Figure 4.36, the dimuon plot for the Z ′/Z/γ∗
interference is presented at a pole mass of 250 GeV, along with the Z/γ∗ distribution

to be removed.

Then, since we have a limited number of full samples, we parametrize this scale

factor, in order to get the corresponding values for all the mass templates that we

have. Figure 4.37 shows the several normalization steps for the template for the 1 TeV

template and the parametrization of the scale factor over the whole mass region.

The method has been validated at all the mass points where we have the fully

simulated samples.

4.14.2 Limit setting method

The method we have used is described in [72].
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Figure 4.36: Removal of the Z/γ∗ interference (blue) from the 250 GeV Z ′ (red)
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Figure 4.37: 1TeV template normalization (left) and scale factor parametrization (right)
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In a search like the present one, we expect that both the number of signal and

background events in the search region would be quite small and, thus, few candidate

events are observed in the data. In such cases, Poisson statistics are required.

The method is based on the computation of Confidence Levels. More precisely, we

have to compute the CLs+b, which is the confidence level for the H1 hypothesis, and

the CLb for the H0 one, which can be evaluated by integrating the corresponding LLR

distributions (via pseudoexperimets).

If LLRobs is the observed test statistic (derived from the real data), then we have:

1 − CLb = p(LLR ≤ LLRobs|H0) (4.30)

and

CLs+b = p(LLR ≥ LLRobs|H1) (4.31)

Equation 4.30 gives us the probability that the Standard Model background can

give an fluctuation which simulates a “signal-like” outcome, like the one presented

in the data (i.e., H0 is still valid). Correspondingly, CLs+b is the probability that the

(signal+background) case can lead to a (donwward) fluctuation. A small value of CLs+b

tells us that the outcome is inconsistent with the H1 hypothesis (i.e. limit setting).

So, we define the CLs parameter, which is the ratio of the two confidence levels:

CLs =
CLs+b

CLb

(4.32)

The exlusion limit for the theoretical particle is determined, if we increase the par-

ticle’s cross-section until we have:

CLs = 1 − α = 0.05 (4.33)

Therefore α = 0.95 ensures a 95% confidence level on the exclusion.

4.14.3 Summary of the uncertainties for the limit program

Since, as we have shown in section 4.12, we normalize all backgrounds to the data in

the region of Z → µµ mass peak, the residual systematic uncertainties are small at low

mass and grow at high mass.
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The mass-dependent systematic uncertainties are incorporated as nuisance parame-

ters in the likelihood function. Our study has proven that a linear increase of the uncer-

tainty with mass is a good approximation for all effects we have considered. Therefore,

we assume that the systematic uncertainties grow linearly from the Z boson pole to a

specified value at a reference mass of 1 TeV.

The main source of the theoretical uncertainties for the Z ′ signal and the Drell-Yan

background comes from the k-factors (both QCD and electroweak ones) and the Parton

Distribution Functions (PDFs).

The uncertainty in the QCD k-factor includes variations of the renormalization and

factorization scales by factors of two around the nominal scales and the difference in

obtained k-factors when computing them for Z/γ∗ vs for Z alone. This systematic

uncertainty grows roughly linearly with mass and reaches the level of 2% at 1 TeV.

The uncertainty on the Electroweak k-factors (which is applicable only on the back-

ground) arises from potential contributions from O(ααS) corrections, higher order elec-

troweak corrections and an assumed uncertainty of 10% on the contribution from photon

induced processes. As we define the correction factors with respect to the predicted

cross sections including FSR QED contributions, an additional uncertainty arises, if

these contributions modify the total integrated Z/γ∗ cross section. Since we use the

Gµ electroweak scheme to calculate the NNLO QCD cross section predictions, which

minimizes the correction at low masses, this additional uncertainty can be neglected

for small invariant masses. Based on the running of the fine structure constant19, we

estimate the uncertainty to be about 3% for M ∼ 1 TeV.

The PDF uncertainty was estimated to vary from 3% at the Z boson pole, up

to 6% at 1 TeV (9% at 1.5 TeV). Each PDF has a set of independent parameters

associated with it, the “eigenvectors” of the PDF. For each eigenvector, the Z ′ cross

section is calculated as a function of mass, by generating 100k events in PYTHIA. The

(asymmetric) uncertainty is calculated by the following equations:

∆σ+ =

√√√√
n∑

i=1

(max(σ+
i − σ0, σ

−
i − σ0, 0))2 (4.34)

19α(Q2) = α(0)
1−∆α(Q2)
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and

∆σ− =

√√√√
n∑

i=1

(max(σ0 − σ+
i , σ0 − σ−

i , 0))2 (4.35)

where n is the number of the PDF eigenvectors, σ+
i is the cross section for the higher

value of the ith eigenvector, σ−
i is the cross section for the lower value of the ith eigen-

vector, and σ0 is the cross section for the central value PDF. We take the larger of the

two variations as the systematic uncertainty on the Z ′ cross section.

Regarding the rest of the Monte Carlo samples, the diboson cross section is known

to next-to-leading order (NLO) with an uncertainty of about 5%. The W + jets cross

section is theoretically predicted at next-to-next-to-leading order (NNLO) with about

28% uncertainty when at least one parton is requested. The tt̄ cross section is also

predicted at NNLO, with 9.5% uncertainty.

The efficiency uncertainty also increases linearly with mass, with a value of 3% at

1 TeV.

We have used the parametrization performed by the ATLAS exotics group, in order

to control the uncertainties, described by Equations 4.36 to 4.39.

PDFunc = 0.0592 · Mµµ + 0.0176 (4.36)

QCD k − factorunc = 0.02 · Mµµ (4.37)

EW k − factorunc = 0.03 · Mµµ (4.38)

Efficiencyunc = 0.03 · Mµµ (4.39)

where Mµµ is expressed in TeV.

In addition to the above, an uncertainty caused by the resolution smearing was

considered. We raised the (already smeared) Muon Spectrometer PT by one standard

deviation20. This process changes the shape of the mass distribution and, consequently,

the number of entries of each signal histogram21.

20in the high PT region, the MS dominates the momentum measurement
21mainly in the region around the pole mass, that we use in the limit setting
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An example is presented in Figure 4.38.
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Figure 4.38: Change of smearing after the PT,MS raising by +1σ

By measuring the entries around the pole mass for every sample of the analysis,

we can have an estimation of the uncertainty due to the resolution smearing. In Table

4.19, we present some indicative values.

Finally, the normalization uncertainty arises from the uncertainty on the Z/γ∗ cross

section, which is of the order of 5% and mass independent. This last uncertainty is

applied to the signal only.

Table 4.20 presents the values of the uncertainty, from the several uncertainty

sources, for two reference masses: 90 GeV and 1 TeV.

4.14.4 Z ′ NNLO cross-section

The limit on the number of produced Z ′ events can be converted into a limit on the

cross section times branching ratio (σB), if we scale it with the observed number of the

background and the theoretical value of the σB of Z ′.

In order to set limits for the Z ′ boson mass and cross-section, we must, first of all,

calculate its cross-section for the several possible masses.
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Mass (GeV) Smearing Uncertainty (%)

200 1.5

500 3.9

800 6.0

1000 5.2

1200 6.8

1500 8.1

Table 4.19: Uncertainty vs. Mass due to momentun smearing
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Uncertainty source Value at 90 GeV (%) Value at 1 TeV (%)

PDF 2.2 7.7

QCD k-factor 0.1 2.0

EW k-factor 0.3 3.0

Efficiency 0.3 3.0

Resolution - 2.0

Normalization (signal only) 5 5

Total 2.3 9.2

Table 4.20: Uncertainty values for two reference masses: 90 GeV and 1 TeV
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Using Pythia, we produce the LO cross-section for several different masses and we

calculate the values in between those, using linear extrapolation. We then convert them

to the NNLO ones, by applying the QCD k-factor corrections, as described in section

4.6.1.

The variation of the Z ′ cross-sections, versus its mass, both LO and NNLO ones,

are presented in Figure 4.39.
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Figure 4.39: LO (blue) and NNLO (red) cross-section of the Z ′ boson, versus mass

4.14.5 Final Limits for 2010 ATLAS data

Figure 4.40 presents the 95% C.L. observed and expected exclusion limits on σB. For

the expected limit, we also estimated the values for a ±1σ and ±2σ deviation of the

background (the 68% and 95% envelope of the expected limits).

In the same figure, the theoretical cross section times branching ratio for the SSM

Z ′ is presented. The thickness of the theory curve represents the total theoretical

uncertainty (i.e., is a quadratic sum of the PDF and QCD k-factor uncerainties).

The observed mass limit on the SSM Z ′ from the 2010 ATLAS data is found to be

equal to 867GeV. The corresponding cross-section that was rejected was 0.278 pb. The

expected limits were correspondingly equal to 896GeV and 0.238 pb.
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Chapter 5

ATLAS 2011 pp data Analysis

The present chapter describes the analysis that has been performed on the 2011 ATLAS

pp data.

The work is based on the 2010 analysis -already presented in the previous chapter.

The data used for this second part of the Z ′ study was collected between March and

June 2011.

In the following, Reference [76] is widely used.

5.1 Run Periods

The data covers the ATLAS Run Periods B2 up to H4 for 2011 (data periods in ATLAS

are always named after the english alphabet letters and they are distinguished by the

year).

In Table 5.1 we present several details of the 2011 Periods we have used. Period A

is not included in the table (and, as a consequence, neither in our analysis) due to the

fact that a large fraction of the data was taken with solenoid and torroid fields off. For

Period B1, the solenoid was on but the torroid was still off. Finally, Period C is also

absent, since it was used as an intermediate energy run (at 2.76 TeV).

In Figure 5.11, we present the Total Integrated Luminosity in 2011, along with the

ATLAS data taking efficiency per day, for the same year.

1https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResults

159
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Period Dates of data taking no. of Runs Integr. Luminosity (pb−1)

B (B2) Mar 22 - Mar 24 3 12

D (D1-D7) Apr 14 - Apr 29 23 166

E (E1) Apr 30 - May 03 5 50

F (F1-F3) May 15 - May 25 17 137

G (G1-G6) May 27 - Jun 14 28 518

H (H1-H4) Jun 16 - Jun 28 9 265

Table 5.1: ATLAS 2011 data taking periods

(a) (b)

Figure 5.1: 2011 total integrated Luminosity (left), data taking Efficiency per day

(right). The black arrow marks the data used in the present analysis (up to June 2011)
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5.2 2011 data samples

The data is skimmed, requiring the presence of at least two combined Staco OR Muid

muons with PT > 20 GeV. All information in ntuples is kept in the skimming. The

luminosity in the muon channel, for the periods included in Table 5.1, was computed

by the ATLAS luminosity calculator and found approximately equal to 1.21 fb−1.

5.3 Signal and Monte Carlo Samples

In general, the Monte Carlo samples that we have used possess the same characteristics

with those of 2010 analysis (section 4.3).

Nevertheless, this time they were produced using 50 ns LHC bunch spacing, which

is consistent with the bulk of the 2011 data.

5.4 Differences from 2010 analysis

In comparison to the 2010 analysis, in the 2011 data there have been some minor

differences, which are presented in this chapter.

5.4.1 Pile-up Reweighting

For the 2010 data, we estimated the amount of the pile up there was in a given event

by counting the number of the reconstructed vertices. In the majority of the cases, this

was accurate, since it demonstrated the true in-time pile up (namely, the number of

interactions in the same bunch crossing).

For the 2011 data taking, though, the LHC is running with bunch trains with an

in-train bunch separation of 50 ns. This means that, in this case, the out-of-time pile

up (i.e., overlapping signals in the detector from other neighboring bunch crossings) is

very important. Therefore, instead of the number of vertices in a given event, we need

to use the average number of pile up interactions < µ >.

In Figure 5.22 the average number of interactions per crossing for the 2011 ATLAS

2http://atlas.web.cern.ch/Atlas/GROUPS/DATAPREPARATION/InteractionsperCrossing/
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data is presented (for a total luminosity of 3 fb−1).
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Figure 5.2: Mean number of interactions per crossing for 3 3 fb−1 2011 ATLAS data

Table 5.2 shows the pile up weights, which were obtained as the ratio of data/MC

of the distributions of the average number < µ > of pile up interactions. The Monte

Carlo samples are produced with the < µ > variable incorporated per each event and

the reweighting is performed according to the table, for every produced histogram.

< µ > 0 1 2 3 4 5 6 7 8 9 10

Periods B-H 0 0 0.0018 0.3506 3.2737 4.8911 3.0816 1.3117 0.0922 0 0

Table 5.2: Pile up weights, obtained as the data/MC ratio of the < µ > distributions

The ATLAS exotics groups has performed a study on estimating the uncertainty

caused by pile-up effects. We plot the µ variable from data, reweight the Monte Carlo to

reproduce the µ distribution from the data, then we shift the data µ (±3 RMS), reweight

the Monte Carlo one more time based on these shifted distributions and finally we plot

the acceptance (as a function of mµµ) with the nominal pile up reweighting and the one

obtained with the original µ histogram. It has been proven that the ratio of the two

curves is, within statistical uncertainties, equal to unity.
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5.4.2 Selection Cuts

The selection is more or less identical to the one of the 2010 data.

For the 2011 data, since we are dealing with a much increased luminosity, we have

used a set of tighter (i.e., in terms of PT ) triggers, which this time are common for all

runs (and the background). We have also removed the η cut we have used in the 2010

analysis.

Another important difference is the removal of the Muon Spectrometer Barrel and

Endcap overlap: a study on muons possessing both barrel and encap hits showed that

their inclusion significantly worsens the resolution3. This is caused by residual mis-

alignments between those two parts of the Spectrometer.

In Table 5.3, we present the differences in the selection cuts, between the two periods

of the analysis.

Cut 2011 analysis 2010 analysis

Trigger

EF mu22||EF mu22 MG|| EF mu13||EF mu13 MG||
EF mu40 MSonly barrel EF mu13 tight||EF mu13 MG tight

L1 mu10 (bkg)

|η| no cut < 2.4

pix.holes + SCT holes < 3 < 2

MS barrel/endcap overlap no yes

Table 5.3: Summary of changes in selection cut between 2010 and 2011 analysis

The cut flow for the 2011 data, the Drell-Yan background (after applying the data

3about 0.5% of 3-station Z ′ muons have mixed barrel-endcap MDT hits



164 CHAPTER 5. ATLAS 2011 PP DATA ANALYSIS

skimming4, for reasons of compatibility) and the 1.5 TeV Z ′ sample are shown in Tables

5.4 and 5.5.

Cut Data (%) Z → µµ (inclusive) (%)

Trigger 97.57 94.75

Primary Vertex (at least 3 tracks) 97.23 94.21

2 Combined muons 94.68 92.61

PT > 25 GeV 76.96 82.44

IDhits 74.32 80.15

MShits 42.52 47.56

IP parameters (z0 < 1 mm, d0 < 0.2 mm) 41.70 47.37

Isolation
P

dR<0.3 PT,tracks

PT,muon
< 5% 37.64 44.66

Opposite Charge 37.63 44.66

Table 5.4: Cut Flow for the 2011 Analysis: Data and Z → µµ

4two MuId or Staco combined muons, with PT > 20GeV
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Cut Absolute efficiency (%) Relative efficiency (%)

Trigger 90.8 90.8

Primary Vertex (at least 3 tracks) 90.4 99.6

2 Combined muons 75.8 83.7

PT > 25GeV 74.8 98.7

IDhits 72.7 97.1

MShits 42.8 58.9

IP parameters (z0 < 1mm, d0 < 0.2mm) 42.7 99.9

Isolation
P

dR<0.3 PT,tracks

PT,muon
< 5% 41.5 97.1

Opposite Charge 41.5 99.9

Table 5.5: Cut Flow for the 2011 Analysis: Z ′ 1.5TeV
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5.5 2011 ATLAS pp data Analysis

The procedure of the analysis is identical to this of 2010 and it was described in detail

in Chapter 4. We examine here the most important steps.

5.5.1 Data driven QCD estimation

As in the 2010 analysis, we have to estimate the QCD background in our study from

the data.

Again, we are using the anti-isolated muon pairs, in order to rescale the QCD

distribution. It is shown that, this time, a polynomial fit of first degree is a more

appropriate choice, at least for the low mass region where QCD is dominant (in the

anti-isolation case). This is demonstrated in Figure 5.3.
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Figure 5.3: Polynomial fits for the QCD distribution. Left: Pol 0 fit, Right: Pol1 fit

The fit function is:

f(x) = 0.005 + 0.010 × x (5.1)

The anti-isolated mass distributions for the data, the QCD background and the
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other two backgrounds that play a role in this estimation (Z → µµ and tt̄ → µµ) can

be seen in Figure 5.4, before and after the QCD rescaling procedure.
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Figure 5.4: Anti-Isolated dimuon mass, before (left) and after (right) QCD rescaling

The next step is to “transfer” the results in the isolation case. The new Scale Factor

which is used to rescale the anti-isolated distribution in order to give the isolation one

is 0.00057.

The final expected QCD background distribution is presented in Figure 5.5.

5.6 Cosmic Background

For the estimation of the Cosmic Background, we construct a “new” data sample,

keeping all selection cuts immutable, with the exception of the Impact Parameter cuts

and the requirement that the dilepton pair vertex should be classified as the primary

vertex.

The number of cosmic events that we expect to remain in our 2011 data, after the

final selection is:

• Cosmics Events After Final Selection = 0.0172 ± 0.0078(syst.) ± 0.0013(stat.)
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Figure 5.5: Final QCD mass distribution, after all cuts: the red histogramm is extracted

from the (anti-isolated) blue one, with a Scale Factor of 0.00057

As in the 2010 analysis (where we expected 0.0033 cosmic events in our final distri-

bution), the cosmic background in our study is negligible.

5.7 Muon efficiency studies

5.7.1 Trigger efficiency

The ATLAS exotic group has perfomed a detail study on the muon trigger efficiency

with the 2011 ATLAS data, which is presented in the following.

In the tag-and-probe analysis, the trigger efficiency is defined as the fraction of

events where the probe muon is matched to the corresponding HLT trigger objects.

Since we are working on a dilepton channel, there are two chances to pass a single-

lepton trigger. It is, therefore, necessary to define an event-based scale factor. This is

given by:

SFµµ =
[1 − ǫµ1(Z, data)][1 − ǫµ2(Z, data)]

[1 − ǫµ1(Z, MC)][1 − ǫµ2(Z, MC)]
(5.2)
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Table 5.6, shows the event-based trigger efficiency and data/MC scale factor. The

event-based scale factor is calculated to be 1.0056± 0.0002± 0.0042 if both muons are

in the barrel region, 1.0066±0.0001±0.0024 if one muon is in the barrel region and the

other muon is in the endcap region and finally 1.0061 ± 0.0001 ± 0.0014 if both muons

are in the endcap region.

Barrel-Barrel (%) Barrel-Endcap (%) Endcap-Endcap (%)

Data 97.32 ± 0.02 ± 0.41 98.46 ± 0.01 ± 0.24 99.11 ± 0.01 ± 0.14

MC 96.79 ± 0.01 97.81 ± 0.01 98.50 ± 0.01

SF 1.0056 ± 0.0002 ± 0.0042 1.0066 ± 0.0001 ± 0.0024 1.0061 ± 0.0001 ± 0.0014

Table 5.6: Event-based trigger efficiency and scale factor

5.7.2 Muon reconstruction efficiency

Again, we are using the Tag-And-Probe method to estimate the muon reconstruction

efficiency in both data and Monte Carlo.

The requirements for the Tag muon are the same as the ones of the main 2011 anal-

ysis, plus the trigger matching one (with the 2011 trigger objects). The requirements

for the Probe track are the same as in the 2010 analysis.

In Figures 5.6 and 5.7 we present the muon reconstruction efficiency, as a function

of PT , η and φ, for the data (red) and the background (blue).

The overall efficiency for data and background, along with the resulting data/MC

scale factor per muon and per event, are presented in Table 5.7.

The study for the systematic error included, as in the 2010 analysis, the alteriation

of the matching cone between the tag and the probe, by ±5 GeV, the change of the
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Figure 5.6: Muon reconstruction efficiency vs. PT
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Figure 5.7: Muon reconstruction efficiency vs. η (left) and φ (right)
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Reconstruction Efficiency Per Muon (%)

Data 71.72 ± 0.16

MC 72.02 ± 0.24

SF 99.59 ± 0.39

Reconstruction Efficiency Per Event (%)

SF 99.2 ± 0.23

Table 5.7: Muon reconstruction efficiency and (data/MC) ScaleFactor
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track isolation requirements and the limit on the tag muon PT . The quadratic sum of

these uncertainties resulted to a statistical error of 0.4%. Therefore:

SF = 0.992 ± 0.004(syst.) ± 0.0023(stat.) (5.3)

5.8 Muon kinematics

In Figures 5.8, 5.10 and 5.11, we present the distributions of the PT , η and φ variables,

for the two most energetic muons (“leading” and “subleading”) in the event, for the

data and the Drell-Yan background.

A good agreement between data and Monte Carlo is observed5. The spikes in the

PT plot are due to some low statistics of the Monte Carlo inclusive Drell-Yan sample in

the tail, which got multiplied by large factors. The errors of these particular bins can

be seen in Figure 5.9.
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Figure 5.8: PT distribution for the Leading (left) and Subleading (right) muons

5AlpGen samples showed a better agreement than Pythia ones, but could not be used, due to low

statistics
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Figure 5.9: The leading µ PT distribution with error bars
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Figure 5.10: η distribution for the Leading (left) and Subleading (right) muons
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Figure 5.11: φ distribution for the Leading (left) and Subleading (right) muons

In order to study the muon momentum resolution and its variance in the large PT

region, we are using four Monte Carlo Z ′ samples, namely the 500 GeV, 1 TeV, 1.5 TeV

and 2 TeV ones. The corresponding reconstructed masses can be seen in Figure 5.12.

We divide the reconstructed PT (of all the Z ′ samples combined) in a certain number

of bins (presented in Table 5.8) and measure the resolution in each one, given by

Equation 5.4.

δPT

PT

=
PT,true − PT,reco

PT,true

(5.4)

We also measure the resolution of the dimuon mass, for each one of the four samples

separetely, according to Equation 5.5:

δMµµ

Mµµ

=
Mµµ,true − Mµµ,reco

Mµµ,true

(5.5)

The next step is to perform Gaussian fits on all these distributions and study the

variance of their standard deviations, with the increase of the mass and PT . An example

of those fits, for the Z ′ of 1TeV and the PT bin 500-800 GeV can be seen in Figure 5.13.

In Figure 5.14, we present the variance of the resolution for the mass and the PT .
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Figure 5.12: Mass distribution of the Monte Carlo Z ′ samples used for the resolution

study

Bin 1 2 3 4 5 6

PT (GeV) 25-45 45-65 65-85 85-110 110-150 150-200

Bin 7 8 9 10 11 12

PT (GeV) 200-300 300-500 500-800 800-1200 1200- 1500 >1500

Table 5.8: The PT bins used for the muon PT resolution estimation



176 CHAPTER 5. ATLAS 2011 PP DATA ANALYSIS

-0.4 -0.2 0 0.2 0.40

20

40

60

80

100

120

140

160

180

h_SmearedMassResol h_SmearedMassResol
Entries  3973

Mean   0.04641

RMS    0.1192

 / ndf 2χ  60.79 / 31

Prob   0.001088

p0        3.8± 162.7 
p1        0.00168± 0.02189 
p2        0.00156± 0.08201 

h_SmearedMassResol

(a)

-0.4 -0.2 0 0.2 0.40

20

40

60

80

100

120

140

160

180

200

220

h_SmearPtCut9Resol h_SmearPtCut9Resol
Entries  7315

Mean   0.01179

RMS    0.1511

 / ndf 2χ   82.4 / 56

Prob   0.01239

p0        3.1± 194.5 

p1        0.001997± 0.005298 

p2        0.0020± 0.1456 

h_SmearPtCut9Resol

(b)

Figure 5.13: Examples of the resolution Gaussian fits: 1TeV Mass (left), PT 500-800

GeV (right)
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Figure 5.14: Variance of the σ of the mass (left) and PT (right) resolutions
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The natural width of the Z ′ boson is of the order of 3% of its mass6, therefore it is

negligible in our study. Even in the lower mass of 500 GeV, where, as it can be seen

from Figure 5.14(a), the mass resolution is equal to 6%, we see that
√

62 + 32 ∼ 6%.

In order now to compare the mass and PT resolutions, we first find the mean value

and the R.M.S. of the PT distribution for each one of the Z ′ samples, that can be seen

in Figure 5.15. Then we plot the mass resolution σ parameter, calculated earlier, versus

the mean values of the distributions of Figure 5.15.

To check the consistency, we add in the plot of the mass resolution the PT resolution,

after dividing it by factor of
√

2. Of course, this is only approximate and assumes that

all the Z ′’s are produced symmetrically, namely with both muons of the same energy:

M2 = 2 · P1 · P2(1 − cosθ) ⇒
2·M · dM = 2(P1dP2 ⊕ P2dP1) ⇒P1=P2=p

M · dM =
√

2p · dp ⇒

dM

M
∼

dp
p√
2

(5.6)

The results are presented in Figure 5.16. The PT distribution is fitted with a function

of the form:

δPT

PT

= [0] ⊕ [1] · PT (5.7)

The plots show that for the Z ′ limit which we finally calculated (see Section 5.12)

and which is of the order of 1.7TeV, the mass resolution would be of the order of 11%

(see Figure 5.17).

5.9 Z ′ signal acceptance

The total acceptance versus the Z ′ mass, for the 2011 analysis, can be seen in Figure

5.18. Again, it is of the order of 40%.

6http://arxiv.org/pdf/hep-ph/0610104v1.pdf
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Figure 5.15: PT distributions of the four Z ′ samples
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Figure 5.17: The mass resolution on the 1.7TeV Z ′ limit

Z’ Dimuon Mass (TeV) 
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

A
cc

ep
ta

n
ce

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 / ndf 2χ  8.86e-005 / 2

Prob       1

p0        0.0106± 0.1712 

p1        0.02284± 1.051 

p2        0.01719± -1.822 

p3        0.01027± 1.497 

p4        0.00545± -0.5818 

p5        0.002187± 0.08584 

 / ndf 2χ  8.86e-005 / 2

Prob       1

p0        0.0106± 0.1712 

p1        0.02284± 1.051 

p2        0.01719± -1.822 

p3        0.01027± 1.497 

p4        0.00545± -0.5818 

p5        0.002187± 0.08584 

 = 7 TeV s, -1L=1.21 fb∫ 

Figure 5.18: Z ′ overall acceptance versus mass
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5.10 Normalization

After applying the data/MC reconstruction efficiency Scale Factor of 99.2% to the

Monte Carlo samples (except from the QCD one, since this is estimated from the data

itself), we have to account for the uncertainty in the luminosity. The procedure was the

same as in the 2010 analysis: we count the sum of all the background mass histograms

in the mass bin of 70-110 GeV and then we request a (data/MC)lumi scale factor that

makes this sum equal to the data entries in the same mass region.

The resulting scale factor is equal to:

(data/MC)lumi = 0.962 ± 0.002 (5.8)

Table 5.9 shows the number of observed events in bins of reconstructed dimuon

invariant mass, along with the expectation from various background sources.

5.11 Results - Final Mass Distribution

In Figure 5.19, we present the final mass distributions for the 2011 data, the several

background procedures and three different Monte Carlo Z ′ masses (1, 1.25 and 1.5

TeV). Like in 2010, we see a very good agreement between the Monte Carlo samples

and the data points.

In Table 5.10, we present the four events with the largest masses in the 2011 Data

and the characteristics of the corresponding muon pairs.

The ATLANTIS event displays are shown in Figures 5.20 up to 5.23.

5.12 Limits

Since the p-value for the 2011 ATLAS data was very large (local p-value ∼11% in the

mass bin around 550 GeV and ∼99% globally in the search region 300 GeV - 2 TeV),

we proceeded to extracting limits on the Z ′ existence.

As in the 2010 analysis, we have used the template method. Again, we produced

the dimuon distribution for several Z ′ pole masses, using the flat sample mass and with

the same parameters (resolution widths and weights) as in the 2010 analysis.
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Mass (GeV) 70-110 110-130 130-150 150-170 170-200

Z/γ∗ 235627 ± 232.2 3117 ± 83.4 1060.6 ± 32.4 523.9 ± 18.4 399.5 ± 15.3

tt̄ 185.9 ± 7.3 69.3 ± 4.0 45.0 ± 2.6 35.2 ± 1.3 38.6 ± 1.5

Dibosons 303.0 ± 7.3 24.5 ± 1.1 17.4 ± 0.9 13.7 ±0.9 12.9 ± 0.8

W+jets 1.3 ± 0.4 0.4 ± 0.2 0.0 ± 0.0 0.2 ±0.2 0.0 ± 0.0

QCD 1.1 ± 1.1 0.2 ± 0.2 0.1 ± 0.1 0.1 ± 0.1 0.1 ± 0.1

Total Background 236118 ± 5494.0 3211.5 ± 83.5 1123.1 ± 32.5 573.2 ± 18.5 450.9 ± 15.4

DATA 236118 3158 1149 580 446

Mass (GeV) 200-240 240-300 300-400 400-800 800-2000

Z/γ∗ 221.9 ± 9.6 186.8 ± 7.3 90.3 ±4.0 40.3 ± 2.4 2.0 ± 0.2

tt̄ 29.4 ± 1.2 21.7 ± 1.0 11.3 ± 0.5 4.0 ± 0.2 0.1 ± 0.1

Dibosons 8.9 ± 0.7 7.5 ± 0.6 6.7 ± 0.6 1.3 ± 0.2 0.0 ± 0.0

W+jets 0.0 ± 0.0 0.1 ± 0.1 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0

QCD 0.0± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0

Total Background 260.3 ± 9.7 216.0 ± 7.3 108.2 ± 4.1 45.7 ± 2.5 2.1 ± 0.2

DATA 272 190 90 45 3

Table 5.9: Expected and observed number of events in the dimuon channel, normalized

to the 2011 data luminosity. The uncertainties quoted include both statistical and

systematic uncertainties. Entries of 0.0 indicate a value < 0.1
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Figure 5.19: Mass distribution for the 2011 ATLAS pp data, background and Z ′ sam-

ples. The Monte Carlo events are normalized to those of the Data, in the Z pole mass

region (70-110 GeV)
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Figure 5.20: RunNumber 183780, EventNumber 72206332 : Invariant Mass 949 GeV
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Figure 5.21: RunNumber 182424, EventNumber 122553194 : Invariant Mass 881 GeV



5.12. LIMITS 185

Figure 5.22: RunNumber 182796, EventNumber 115536613 8 : Invariant Mass 819 GeV
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Figure 5.23: RunNumber 183780, EventNumber 177396088 : Invariant Mass 777 GeV
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Dimuon Mass (GeV) PT,1 (GeV) PT,2 (GeV) η1 η2 φ1 φ2 MET

949 +533 -409 0.365 0.723 3.006 -0.116 138

881 +475 -374 -0.083 0.564 -0.453 2.46 16

819 +363 -328 -0.342 0.866 -0.662 2.489 34

777 -485 +308 -0.778 0.338 2.658 -0.551 180

Table 5.10: The four highest mass events of 2011 ATLAS data

In Table 5.11, we present the additional masses’ characteristics that were used in the

2011 analysis and in Figure 5.24, the produced templates per unit area are presented

(after passing the 2011 analysis selection criteria).

Regarding the uncertainties that are used in the limit setting procedure, these are

identical to the ones of 2010.

In Figure 5.25, the final limits on the Z ′ existence using the 2011 ATLAS data can

be seen. It is proved that a Z ′ boson can be excluded up to a mass of 1.678 TeV. The

corresponding cross-section is 7.3 fb−1.

For the expected limits, the corresponding values were equal to 1.676 TeV and

7.4 fb−1.
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Mass (GeV) LO cross-section (pb) k-factor Pythia width (Gev)

1600 0.010 0.965 50.23

1700 0.0072 0.941 53.43

1800 0.0050 0.915 56.08

1900 0.0036 0.887 59.83

2000 0.0025 0.860 63.03

Table 5.11: LO xs, k-factors and widths for the additional Z ′ templates of 2011
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Figure 5.24: The Z ′ templates used in the 2011 analysis
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Figure 5.25: Expected and observed 95% C.L. limits on σB and expected σB forZ ′
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Chapter 6

Summary

In this thesis, a search for a new, heavy, neutral gauge boson, namely the Z ′ boson with

Standard Model like couplings, is presented.

The study has been performed using the LHC p-p collision data, collected with the

ATLAS experiment, at a center of mass energy of
√

s = 7 TeV, covering two differ-

ent time periods: March-November 2010 and March-June 2011. The total integrated

luminosity for these periods was of the order of 42 pb−1 and 1.2 fb−1 correspondingly.

After a brief theoretical introduction of the models predicting such a new boson

and a description of its properties and characteristics, we essentially proceeded to the

analysis, by, first of all, presenting analytically the methods of reconstruction of the

muon software and the system performance and giving all the details regarding the

study methods that were used in this work (reconstruction algorithms, software tools,

data quality control, etc.).

The Z ′ boson is expected to appear as a resonance in the high mass region of the

Drell-Yan process (pp → ℓ+ℓ−, where ℓ = e, µ and τ). The production mechanism

chosen indicates that Z ′, in analogy with the Standard Model Z boson, is electrically

neutral, colorless and self-adjoint.

In the present study, we focused on the muonic decay of the new boson (Z ′ → µ+µ−),

therefore the final state will be characterized by the presence of two, oppositely charged

muons. Any Standard Model procedure with the same signature can be a possible

background source for the Z ′ signal.

191
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The dominant and irreducible background is the Drell-Yan process of the Standard

Model into muons Z/γ∗ → µµ. Obviously, we are mainly interested in the high mass

region, where the rapid decrease of the cross-section leads to small statistics. For this

reason, apart from an inclusive sample, several binned samples, generated in different

large mass bins, were used, in order to enlarge the statistics.

Other procedures that can also constitute background processes to our signal and

were examined are the tt̄ → µ+µ−, W + jets (where a jet may be identified incorrectly

as a muon), the di-boson production (WW, WZ and ZZ) and finally the QCD processes

bb̄ → µ+µ− and cc̄ → µ+µ−. The contribution of cosmic particles as another possible

source of background is also discussed.

The first element that was examined in our analysis were the pile-up conditions.

Since we can not know in advance the content of pile-up events in our data, so as

to appropriately adjust our Monte Carlo, this has to be estimated a posteriori. The

method adopted was to measure the number of primary vertices in the real data and

apply a weight on every Monte Carlo event versus its number of vertices “n”, that is

extracted by the ratio of the total number of the Data events with n vertices over the

total number of Monte Carlo events with n vertices:

• MCp.u.W.(n) = Data events with n vrts. / MC events with n vrts.

Not the whole amount of each data sample are appropriate for physics’ studies.

Before anything else, we had to choose, for each data sample, this part that was taken

with all the sub-detectors up on High Voltage. This was done by applying the Good

Run Lists (GRLs), a dedicated list that determines the “good” Luminosity Blocks for

every data sample.

After that, we proceeded to apply the appropriate selection criteria of our analysis,

on both data and Monte Carlo samples. These are:

1. Trigger: For the data, we have used different muon triggers, with a muon mo-

mentum that increased in time, due to the constantly increasing luminosity (PT

varied from 10 to 13 GeV). For the Monte Carlo, we kept one common trigger, of

10 GeV PT
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2. Primary Vertex: In order to ensure that the particular events that we tested are,

indeed, the product of a real collision, we requested the presence of one Primary

Vertex, displaced with respect to the interaction point 20 cm maximum, and with

at least three different tracks associated to it

3. Two Combined Muons: We requested at least two muons with both Inner Detector

and Muon Spectrometer information

4. PT : We only kept muons with a transverse momentum above 25 GeV

5. η: In order for the muon to fall within the 2010 trigger acceptance, we restricted

the muon pseudorapidity up to 2.4

6. Inner Detector hits: In order to ensure the quality of the track reconstruction,

we requested a minimum number of hits of the muon in the several parts of the

Tracker

7. Muon Spectrometer hits: Ensured quality of the reconstruction in the Spectrom-

eter

8. Impact Parameters: We used upper limits on the impact parameters of the muons

(z0 and d0), to reject muons coming from cosmic rays -which are expected to

appear displaced from the Primary Vertex

9. Isolation: We imposed a limit on the activity (i.e., additional tracks) around the

muons, to reject those within jets

10. Opposite Charge: We requested that the two most energetic muons of each event

should possess opposite charges

11. Dimuon Mass: Finally, we examined those events that had a dimuon mass greater

than 70 GeV/c2

The appropriate normalization of the background processes to the data luminosity

is performed via their cross-section. In contrast to the less important backgrounds,

where the higher-order cross-sections were used as a single number applied to the whole
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distribution, for the Drell-Yan background a more dedicated study was done. Emphasis

was given to the estimation of a k-factor (that includes both QCD and Electroweak

correction) which should vary with mass. The same study was performed for the Z ′

signal as well. Assuming that all colorless final states are characterized by the same

QCD radiation in their initial state, we can apply the same QCD correction as in the

Drell-Yan case. Nevertheless, because the EW ones are model dependent, we ignored

them in this case.

Part of the study was devoted specifically to QCD background processes, bb̄ and

cc̄. This background has little contribution to the analysis; however, due to the large

uncertainty on its cross-section, it has to be estimated based on the data distribution.

This is done by adjusting the distribution of the non-isolated muons (which is a char-

acteristic of these processes) of the Monte Carlo to this of the data. The final QCD

distribution with the isolation requirement included (i.e., after the whole selection) was

extracted from the non-isolated one with the use of an appropriate scale factor.

Another dedicated study was performed on the background from cosmics. Since

a cosmic muon can be reconstructed as two different ones, characterized also by high

momentum, it can be an artificial source of background. The impact parameter re-

quirement does remove the vast majority of these muons. The study has shown that

the remaining amount is negligible.

After the whole selection was applied, the dimuon mass distributions for the data

and the Monte Carlo samples were used to search for excesses that could be an indication

of the Z ′ presence. The data showed no evidence of signal and, thus, limits were set

on the σB of Z ′, in a mass range from 300 GeV to 1.5 TeV. The limits are evaluated

using a likelihood analysis that is taking the shape of the mass into account. With the

2010 ATLAS pp data, the limit on the Z ′ was measured equal to 867 GeV/c2. This is

equivalent to a σB exclusion of 0.278 pb.

A very much alike analysis was performed on the 2011 data, with only minor changes

implemented. In this case, too, the data was in agreement with the Standard Model

expectations and no important excess was presented. The 2011 data extended the mass

limit on the Z ′ σB to the level of 1.678 TeV. The excluded cross-section this time was

equal to 7.3 fb.
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The search on the Z ′ existence continues from the ATLAS exotics group. The total

amount of data taken in 2011 (∼ 5 fb−1) is studied and, since no excess is yet discovered,

the limits are expected to reach the level of 2 TeV. A new publication is anticipated

soon.
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Appendix A

Significance Studies and Limits’

setting

The interpretation of new particle search results always involves a confidence level

calculation, which is a measure indicating how safe the extracted results are -i.e. they

did not happen by chance.

In this type of studies, there are two basic hypotheses that have to be tested. The

first one, which is called the “null hypothesis” or “background hypothesis” (symbolized

with H0) is that the particle under investigation does not exist; only Standard Model

background processes appear. The second hypothesis is the “test hypothesis” or “dis-

covery hypothesis” (symbolized with H1): the particle under investigation does exist,

so there will be a combination of signal plus Standard Model background procedures

in our data.

Therefore, the observed data of an experiment (or even the simulation data) should

be analyzed regarding its “signalness”. Essentially, that is, it should be tested with

which of the two cases the data are more compatible to.

A.1 Types of Errors

An obvious error that this kind of study can lead to, is to conclude that one of the

above mentioned hypotheses is valid, while in reality the other one is. This error can

207
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be done in two ways:

• Type I error: We conclude that the particle under investigation exists, when it

actually does not; we reject the null hypothesis when it is in fact correct.

• Type II error: The particle under investigation does indeed exist, but we fail to

prove it; we accept the null hypothesis when it is actually wrong.

So, we have to find a way to estimate how safe the conclusion of such a study is,

in terms of the discovery or absence of the particle. This is where the measure of the

“statistical significance” enters. It indicates with how much confidence one can claim

to have discovered the new particle. More specifically, the significance level gives the

probability to reject the null hypothesis when it is actually true (probability of Type I

error).

Significance levels show how likely a result is due to chance. It is customary to use

the level of 0.95. This means that the result we have come to has a 95% chance of being

true1. However, the value mainly used is the inverse one: the probability of the error,

which, in this case, would be 0.05 or 5%. This means that the result has a 5% chance

of being false.

The error probability p < 0.05 in statistics determines a successful outcome to an

experiment.

Clearly, the purpose of any study concerning the existence of a theoretical predicted

particle is precisely to minimize this error probability -at least, to the level of 5%.

A.2 Significance and p-value

Lets now return to the two alternatives hypotheses H0 and H1 and suppose we have a

measurement whose value is a test statistic X. X is a random variable and can provide

some discrimination between these two hypotheses.

For example, there is a “critical region”, W, such that H1 is valid if X ∈ W and

H0 is valid otherwise [77]. Let now f0(X) and f1(X) be the probability distribution

functions for X, associated with the two hypotheses. This function describes all values

1The use of the 95% level is due to the great pioneer of significance testing, R.A.Fisher.
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that X can have, under each hypothesis, and the probability that a specific value of the

X variable is within this set.

Obviously, the probability of making a Type I error (i.e., reject H0, when it is

actually true) is equivalent with the (non-zero) probability that the assumption X ∈ W

has, when we calculate f0(X) function. This is equal to:

∫

X∈W

f0(X)dX = α (A.1)

This probability α measures the ability of a test to avoid Type I errors and is exactly

the definition of the “significance”: the probability of claiming discovery of the particle

under investigation, when it actually does not exist.

The corresponding probability for a Type II error (false rejection of the existence of

the particle) is given by a similar expression:

∫

X /∈W

f1(X)dX = β (A.2)

It is straightforward that the task of a statistic test is to choose the test statistic X

and the region W in such a way that α and β are as small as possible (see Figure A.1)
2

Suppose now that an experiment makes a measurement of the test statistic X, say

X0. The observations of X can be categorized, depending if they are more or less

consistent with H0.

Consider, for example, the great mass of the Z ′ boson: a resonance in high masses

is “less consistent” with the H0 hypothesis; it is less likely to be observed if Z ′ does not

exist. A measure of the inconsistency of the observed value X0 with the hypothesis H0

is then the probability:

∫

X>X0

f0(X)dX (A.3)

This is identical to the definition of the significance and is equivalent with Equation

A.1. Of course, in order for this equivalence to be valid, the critical region W should

be: W = [X|X > X0].

2Figure taken from Reference [77]
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Figure A.1: A schematic of the hypothesis test

Equation A.3 gives the probability of X to be greater than X0 (which is the rejection

value for H0), despite the fact that H0 is valid. In the previous example of the Z ′ boson

resonance, the above form gives the probability to observe a high-mass resonance if the

boson does not exist (i.e., due to a fluctuation of the Standard Model background).

The above form is known as the “p-value” of the observation. For a given mea-

surement and a specific hypothesis, the p-value depends on the measurement we make

and the probability density for the hypothesis under investigation. It actually provides

information on how consistent a measurement is with a particular hypothesis. A very

small p-value is used to support the inference that the specific hypothesis should be

rejected.

A.3 Significance estimation methods

There are several ways of estimating the significance for an experiment and several test

statistics X that can be chosen to work with.

In analyses like the present one, where the objective is the existence of a new particle,

we are mainly working with the excess of the observed or expected events of the new

signal above the background ones in a certain mass region. First of all, we should
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distinguish the significance in two classes [78]:

(a) the “internal significance” S of an experiment is extracted based on two param-

eters: the expected number of the signal events Ns and the expected number of

the background events Nb for a given experiment. It is a way of estimating the

potential of a particular discovery in a certain experiment, before it is performed

[79]

(b) the “observed significance” Ŝ is based on the observed number of events N̂obs (i.e.,

the number of events that we record in the mass region in interest, after the ex-

periment data is taken) and the expected number of events of the background Nb

[80]

Obviously, the estimation of the observed significance is based on the knowledge

of the internal one and cannot be performed otherwise. So, by using the expected

number of signal and background events, according to our simulated data, we extract

the expected internal significance (e.g. for a certain center-of-mass energy) in order to

measure the observed significance, once the real data arrives.

What we usually do is to construct an expected experiment estimator distribution,

against which the observed experiment’s estimator (that is, the real data taken) will

be later compared [81]; we construct a variable which quantifies the “signalness” of the

simulated experiment. In other words, the estimator helps to characterize the results

as to whether they are compatible with the H0 or the H1 hypothesis.

As mentioned above, the method followed consists of selecting an appropriate mass

region (in our case, the expected Z ′ resonance region, depending on each particular sim-

ulated mass sample that we examine) and the number of events of expected signal and

background are recorded there and used to give an measurement of the internal signif-

icance. In the following, we will describe several different methods for the significance

estimation.

A.3.1 Number Counting

The most simple method we can use for the significance estimation is the “number

counting” method[45].
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Here we are only interested in the expected number of events for the signal and the

background. With the use of Poisson statistics, we can estimate the probability that

background fluctuations produce a signal-like result, according to some estimator, e.g.

the likelihood ratio.

A.3.2 Shape analysis

The “shape analysis” approach [45] involves a detailed knowledge of the expected spec-

trum of the signal and the background, in terms of some observable (in our case, the

invariant mass distribution).

The data is fitted or compared to the two hypotheses H0 and H1. The input

signal and background shapes are given to the fitting algorithms either as histograms

or as functions. For each of the models, a likelihood distribution is computed and the

logarithm of the ratio of the two likelihoods (LLR) is estimated and used to compute

the confidence levels.

We can use either CLb = CLH0 alone or CLS = CLH1/CLH0 to estimate the

significance, according to:

S =
√

2 × Erf−1(1 − CLb) (A.4)

or

S =
√

2 × Erf−1(1 − 1

CLS

) (A.5)

In the above equations, the term Erf−1 is the inverse of the error function:

Erf(x) =
2√
π

∫ x

0

e−t2dt (A.6)

In order to claim a 5σ significance, we should have: 1 − CLb < 2.87 × 10−7 .

The shape analysis method can improve the sensitivity of the search, compared to

the number counting method.

We can compute the LLR, either with the generation of pseudoexperiments or by

using the Fast Fourier Transform (FFT) method. Those alternatives are described in

the following paragraphs.
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A.3.2.1 Monte Carlo Pseudoexperiments

The pseudoexperiments are based on the Monte Carlo distributions and are divided into

the “background-only” experiments (BO), containing only background contributions,

and the “signal-plus-background” experiments (SpB) having both the signal and the

background contribution.

The signal significance can be estimated from the log-likelihood ratios lnQBO and

lnQSpB, defined as:

lnQ = (NS + NB)ln
NS + NB

NB

− NS (A.7)

The signal significance is obtained from the probability of a Type-II error, defined

by the fraction of BO pseudoexperiments which have a log-likelihood ratio lnQBO larger

than the median of the lnQSpB distribution. The probability of a Type-I error, i.e. the

number of SpB pseudoexperiments which fall below the median of the lnQBO distribu-

tion, is used to determine the 95% CL limits.

A.3.2.2 Fast Fourier Transform

The pseudoexperiment method, described in the previous paragraph, is obviously time

consuming. Another method was proposed, in order to bypass this problem, which help

us estimate the significance by making use of Fast Fourier Transforms.

The Fourier transform moves a data sample from the time domain to the frequency

domain. This allows a random sample to be broken into its major frequencies.

Consider a continuous function f (x). The (continuous) Fourier transform is defined

as3:

f (v) = Ft [f (t)] (v) =

∫ +∞

−∞
f (t) e−2πivtdt (A.8)

For a discrete function f (tk), Equation A.8 can be generalized, to give the discrete

3http://mathworld.wolfram.com/
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Fourier trasnform:

Fn =
N−1∑

k=0

fke
− 2πink

N (A.9)

The inverse transform is then:

fk =
1

N

N−1∑

n=0

Fne
2πink

N (A.10)

A.3.2.3 Description of the FFT method

A analytical description of the method is presented in Reference [82]. We give a brief

outline in this paragraph.

The “Fast Fourier Transform” method, for the estimation of the significance, makes

use of the likelihood ratio estimator. This is the ratio of the probabilities of observing

an event (in our case, a high mass resonance), under the two search hypotheses (H0

and H1). For a single experiment, we have:

E = C · Ls+b

Lb

(A.11)

In the above form, Ls+b is the probability density function for H1 hypothesis (sig-

nal+background) and Lb the corresponding one for H0 (background only).

The constant factor C appears in each event’s estimator, so it cannot affect the

“signalness” of an event. Therefore we choose C = es

In studies like the present one, we can choose the discriminant variable to be the

mass m of a high mass resonance (i.e., the mass of the new particle under investigation).

The signal and the background will have different probability density functions of the

resonance mass, namely fs (m) and fb (m). Therefore, the estimator E, taking into

account the event weighting coming from the discriminant variables, will be:

E = es Ps+b

Pb

= es
e−(s+b) [sfs (m) + bfb (m)]

e−b [fb (m)]
(A.12)

More details about the advantages of the likelihood ratio estimator usage in the

search of new particles can be found in [83].
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The likelihood ratio estimator is a multiplicative estimator. This means that the

estimator for an ensemble of events is formed by multiplying the individual event esti-

mators.

For an experiment with 0 events, the calculation of the estimator is simple:

E = e−0 e−(0+0)

e−0
= 1 (A.13)

If we define F=lnE, for the 0 events experiment it is F=0 and for the probability

density function of F, we have:

ρ0 (F ) = δ (F ) (A.14)

We consider now the case of an experiment with exactly one event. For example, a

resonance at mass m1. It is straightforward that:

E1 = es
e−(s+b) [sfs (m1) + bfb (m1)]

e−b [fb (m1)]
=

sfs (m1) + bfb (m1)

fb (m1)
(A.15)

And of course:

F1 = lnE1 = ln

(
sfs (m1) + bfb (m1)

fb (m1)

)
(A.16)

Here, the probability density function will be defined as ρ1 (F ).

For the two events case, for example two reconstructed masses m1 and m2, equation

A.16 becomes:

E2 =
sfs (m1) + bfb (m1)

bfb (m1)

sfs (m2) + bfb (m2)

bfb (m2)
(A.17)

Therefore, the new estimator is the product of the two individual ones. For the F2

variable, the two logarithms should be added:

F2 = ln
sfs (m1) + bfb (m1)

fb (m1)
+ ln

sfs (m2) + bfb (m2)

fb (m2)
(A.18)

The corresponding probability density function is then given by:

ρ2 (F ) =

∫ ∫
ρ1 (F1) ρ1 (F2) δ (F − F1 − F2) dF1dF2 = ρ1 (F ) ⊗ ρ1 (F ) (A.19)
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therefore, its equal to the convolution of ρ1 (F ) with itself.

The next step is to extend the above results to the general case of n events. The

generalization is rather easy:

En =
n∏

i=1

sfs (mi) + bfb (mi)

bfb (mi)
(A.20)

and

Fn =
n∑

i=1

ln
sfs (mi) + bfb (mi)

bfb (mi)
(A.21)

and, finally:

ρn (F ) =

∫
...

∫ n∏

i=1

[ρi (Fi) dFi] δ

(
F −

n∑

i=1

Fi

)
= ρ1 (F ) ⊗ ... ⊗ ρ1 (F )︸ ︷︷ ︸

n times

(A.22)

Consider the functions A (F ), B (F ) and C (F ), for which:

A (F ) = B (F ) ⊗ C (F ) (A.23)

The corresponding Fourier transforms of these functions satisfy the following rela-

tion:

A (G) = B (G) C (G) (A.24)

By comparing this equation with A.19, we get:

ρn (G) =
[
ρ1 (G)

]n
(A.25)

The convolution has therefore been expressed as a simple power.

For any practical computation, the analytic Fourier Transform can be approximated

by a numerical Fourier Transform [FFT] [84].

The probability density function, for an experiment with s signal events and b

background events, would be:

ρs+b (F ) =
∞∑

n=0

e−(s+b) (s + b)n

n!
ρn (F ) (A.26)
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In the above equation, n is the number of the observed events in the experiment

under study. The Fourier Transform of the above probability density is given by:

ρs+b (G) =
∞∑

n=0

e−(s+b) (s + b)n

n!
ρn (G) =

∞∑

n=0

e−(s+b) (s + b)n

n!

[
ρ1 (G)

]n
(A.27)

The above equation can be written as:

ρs+b (G) = e(s+b)[ρ1(G)−1] (A.28)

The function ρs+b(F ) can be extracted by the inverse transform.

Equation A.28 tells us that the probability density function for any (s+b) combina-

tion of the number of signal and background events can be calculated, if the probability

density function of the estimator is known for a single event.

A.3.3 Combining results from several searches

Another advantage of the FFT method is the fact that it can be used to combine

the results of several search channels (for example, get a common significance from

Z ′ → e+e− and Z ′ → µ+µ− searches).

Since the likelihood ratio estimator is a multiplicative measure and assuming we

have N different search channels, we can write for the (combined) probability density

function:

ρs+b (G) =
N∏

j=1

ρj
s+b(G) = e

PN
j=1(sj+bj)

h

ρj
1(G)−1

i

(A.29)

A.4 Limits

In studies such as the present one, when the object is the discovery of a theoretically

predicted particle, another very important task is to also manage to reject it, if it indeed

is absent. Therefore, in addition to the significance estimation, a similar study should

be performed, to analyze the conditions required in order to positively state that the

particle under investigation does not exist.
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A.4.1 Limit setting method

The method we have used is described in [72].

In a search like the present one, we expect that both the number of signal and

background events in the search region would be quite small and, thus, few candidate

events are observed in the data. In such cases, Poisson statistics are required.

The method is based on the computation of Confidence Levels. More precisely, we

have to compute the CLs+b, which is the confidence level for the H1 hypothesis, and

the CLb for the H0 one, which can be evaluated by integrating the corresponding LLR

distributions (via pseudoexperimets).

If LLRobs is the observed test statistic (derived from the real data), then we have:

1 − CLb = p(LLR ≤ LLRobs|H0) (A.30)

and

CLs+b = p(LLR ≥ LLRobs|H1) (A.31)

Equation A.26 gives us the probability that the Standard Model background can

give an fluctuation which simulates a “signal-like” outcome, like the one presented

in the data (i.e., H0 is still valid). Correspondingly, CLs+b is the probability that the

(signal+background) case can lead to a (donwward) fluctuation. A small value of CLs+b

tells us that the outcome is inconsistent with the H1 hypothesis (i.e. limit setting).

So, we define the CLs parameter, which is the ratio of the two confidence levels:

CLs =
CLs+b

CLb

(A.32)

The exlusion limit for the theoretical particle is determined, if we increase the par-

ticle’s cross-section until we have:

CLs = 1 − α = 0.05 (A.33)

Therefore α = 0.95 ensures a 95% confidence level on the exclusion.
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A.4.2 A priori sensitivity

We use Standard Model only pseudoexperiments (for the appropriate luminosity and

conditions of the actual experiment). Then, for each pseudoexperiment, we perform a

counting experiment, in order to extract the upper limit on the σB parameter at the

95% confidence level.
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Appendix B

Muon Resolution Study

The purpose of this appendix is to investigate the so-called “Muon Spectrometer Hits”

(MS Hits) set of cuts applied on muons in the dimuon analyses . The study on the

cuts efficiency was based on the transverse momentum (PT ) resolution, between the PT

measurement of the Inner Detector and the one of the Muon Spectrometer of ATLAS.

We study the momentum resolution as a function of the muon transverse momen-

tum and pseudorapidity, and compare the results with expectations from Monte Carlo

simulation1. We compared the resolution in two cases: first, for muons with at least 3

hits in at least 3 layers of the Muon Spectrometer and second for those with at least 3

hits in only 2 layers.

The fractional resolution on the momentum measurement, σ(p)/p, is the result of

different effects related to the amount of material that the muon traverses, the spatial

resolution of the single track points and the degree of internal alignment of the two

subsystems that are used in the measurement (Muon Spectrometer and Inner Detector).

The ATLAS Muon Spectrometer is designed to provide a uniform momentum reso-

lution as a function of the pseudorapidity, which can be parameterized in the following

way as a function of the PT [59]:

σ(P )

P
=

PMS
2

PT

⊕ PMS
0 ⊕ PMS

1 × PT (B.1)

where PMS
2 is the energy loss in the calorimetry material and PMS

0 and PMS
1 are the

1here, the Monte Carlo samples are before smearing

221
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multiple scattering and intrinsic resolution terms respectively.

For the Inner Detector we expect a similar behaviour. The difference here is that the

curvature measurement depends on the track length of the muon in the active material,

which is reduced close to the end of the end of the TRT fiducial volume. In other

words, we expect a uniform response in the central part of the detector and a rapidly

worsening resolution beyond this region.

So, for the Inner Detector we have a parametrization of the resolution, described by

two terms. First, for |η| < 1.9:

σ(P )

P
= P ID

0 ⊕ P ID
1 × PT (B.2)

and, second, for |η| > 1.9:

σ(P )

P
= P ID

0 ⊕ P ID
1 × PT × 1

tan2(θ)
(B.3)

We divide the PT distribution of the single muons in a total number of seven bins,

presented in Table B.1.

PT bin (GeV) 20-30 30-40 40-50 50-70 70-100 100-150 >150

Table B.1: The PT bins where the muon resolution is calculated.

We also identify three regions in pseudorapidity for which we expect to have different

resolutions both in the Inner Detector and the Muon Spectrometer:

• Barrel (|η| < 1.05)

• Intermediate Region (1.05 < |η| < 2.0)

• EndCups (|η| > 2.0)

The selection cuts we use for the (single) muons, for the barrel and the intermedi-

ate/endcup region are seen in Tables B.2 and B.3 correspondingly.
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Muon Selection Cuts: Barrel Region (|η| < 1.05)

1) MDTBIS78Hits=MDTBEEHits=0 / RPCPhiHits>0 / 3 MDT hits in at least 3 layers

2) MDTBIS78Hits=MDTBEEHits=0 / RPCPhiHits>0 / 3 MDT hits in at least 2 layers

Table B.2: Selection Cuts for single muons, for Barrel region.

Muon Selection Cuts: Intermediate(1.05 < |η| < 2.0) and EndCup (|η| > 2.0) regions

1) TGCPhiHits> 0 / (nCSCEtaHits>0 OR 3 MDT hits) in at least 3 layers

2) TGCPhiHits> 0 / (nCSCEtaHits>0 OR 3 MDT hits) in at least 2 layers

Table B.3: Selection Cuts of single muons, for Intermediate and EndCup regions.
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For the above η regions and for each PT bin of Table B.1, we estimate the ratio

given by Equation B.4:

ρ =

1
PTMS

− 1
PTID

1
PTMS

(B.4)

We produced the ratio ρ, for the several PT bins, in each one of the three control

regions, first for the muons that have at least 3 layers of hits and then for those that

have exactly 2 layers. We then perform a Gaussian fit on the several ρ distributions

and extract the corresponding σ value.

Then, for each case (barrel, intermediate and endcaps for 3 and 2 layers hits require-

ments for data and background, i.e. twelve cases in total), we try to fit the distribution

of the σ values with a fit, of the form:

f(PT ) =
√

[0] ∗ [0] + [1] ∗ PT ∗ [1] ∗ PT (B.5)

which gives the P0 = [0] and P1 = [1] terms.

In order to avoid the incorporation of the cases with large energy loss in the calorime-

ter (i.e., the right region of the distribution, where the PTID
value is sufficiently larger

than PTMS
), we perform, if possible, the fit within the limits (−3σ, +2σ) from the mean

of the distribution.

In several cases, mainly because of low statistis -so, in the distributions of the

larger bins- the fit failed, therefore these particular cases cannot be included in our

measurements.

For the fits that succeed, we keep the σ value, along with its error. For each of the

two hit categories, and in all three control regions, we plot the distribution of the σ

value versus the PT bin. In Figures B.1, B.2 and B.3, we present the corresponding

σ distributions for muons with (a) at least 3 hits and (b) exaclty 2 hits, for all three

control regions.

In order now to estimate the correction factors between Monte Carlo and data,

we extract the quadratic differences of the P0 and P1 terms for the data and the Z

inclusive background sample, for each one of the η regions. The results are summed in

Table B.4.
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Figure B.1: σ distribution per PT bin: Barrel Muons with (a) at least 3 MS hits (b)

exactly 2 MS hits (red: data, blue: Z → µµ Monte Carlo)
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Figure B.2: σ distribution per PT bin: Intermediate region Muons with (a) at least 3

MS hits (b) exactly 2 MS hits (red: data, blue: Z → µµ Monte Carlo)
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BARREL 3 layers 2 layers

PMC
0 PData

0 Cor.Factor PMC
0 PData

0 Cor.Factor

0.03548 0.04253 0.0230±0.0008 0.04665 0.05948 0.036±0.003

PMC
1 PData

1 Cor.Factor PMC
1 PData

1 Cor.Factor

0.00040 0.00058 0.42±0.04/TeV 0.0009 0.00124 0.85±0.15/TeV

INTERMEDIATE 3 layers 2 layers

PMC
0 PData

0 Cor.Factor PMC
0 PData

0 Cor.Factor

0.0589 0.07108 0.0398±0.0026 0.07058 0.08302 0.0437±0.0039

PMC
1 PData

1 Cor.Factor PMC
1 PData

1 Cor.Factor

0.00077 0.001359 1.1 ±0.1/TeV 0.00101 0.00167 1.3±0.16/TeV

END CAPS 3 layers 2 layers

PMC
0 PData

0 Cor.Factor PMC
0 PData

0 Cor.Factor

0.06917 0.06854 0.0093±0.0066 0.08164 0.086 0.027±0.009

PMC
1 PData

1 Cor.Factor PMC
1 PData

1 Cor.Factor

0.001096 0.001997 1.08 ±0.06/TeV 0.001424 0.002407 1.90 ±0.0001/TeV

Table B.4: Resolution Correction Factors for MC and data, versus η, for 3 and 2 layers

requirements
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Figure B.3: σ distribution per PT bin: End Cup Muons with (a) at least 3 MS hits (b)

exactly 2 MS hits (red: data, blue: Z → µµ Monte Carlo)

From the above, we conclude that using the muons with hits in only 2 layers of the

Spectrometer would worsen the resolution in all three cases (Barrel, Intermediate, End

Cups).
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Appendix C

Study on the Reconstruction

Efficiency

The scope of this appendix is the comparison of the muon reconstruction efficiency, for

the different reconstruction categories for the muons.

The key point is the presence of two muons coming from the Z boson decay (Z →
µ+µ−). The samples used for this study include the whole 2010 ATLAS data, a Pythia

generated Z → µ+µ− sample and a bb̄ → µ+µ− one, that plays the role of the back-

ground to the Z decay. Other backgrounds (such as cc̄ → µ+µ−) are not expected to

have significant contribution in the overall efficiency.

As it was mentioned in Chapter 3, the main tool used to estimate the efficiency from

data is the “Tag-And-Probe” method. We begin by searching for a muon (“tag” muon)

which fulfills certain quality criteria and we try to associate it with an Inner Detector

track (“probe” track), in the sense that they should form the Z boson invariant mass

(81.2 GeV < Mtag−probe < 101.2 GeV) and, at the same time, have opposite electric

charges. Then, the probe track should be matched with another muon of the event, in

an appropriately selected η − φ cone.

The results extracted by the data should then be compared with those of the Monte

Carlo simulation.

For this work, we evaluate the efficiency in three different ways, by keeping the

characteristics of the Tag muon stable, but alternating the criteria for the muons that

229



230 APPENDIX C. STUDY ON THE RECONSTRUCTION EFFICIENCY

have to be matched to the probe track.

C.1 Reconstruction Details

The muon track, in general, is reconstructed using three layers of precision drift tube

(MDT) chambers in the pseudorapidity range η < 2 and two layers of MDT chambers

in combination with one layer of cathode strip chambers (CSC) at the entrance of the

Muon Spectrometer for 2 ≤ |η| < 2.71.

In general, the Combined muons are the ones with the best characteristics, in terms

of purity and reconstruction information. Still, they suffer from some drops in their

reconstruction efficiency, in several regions of the Muon Spectrometer. The first of these

regions lie at η ∼ 0, where, due to the presence of several services for the other sub-

detectors (namely, the Inner Detector and the Calorimeters) the Spectrometer is not

fully equipped. The other one is at η ∼ 1.2. There, due to staged end-cap chambers,

the muon traverses only one chamber and, as a result, the efficiency decreases for the

combined muons.

Another less efficient region is the one with φ ∼ 1 and φ ∼ 2, where the efficiency

drops due to the additional material introduced by the feet, which support the barrel

part of the detector.

C.1.1 Selection of Tag Muon

In the selection of the Tag muon, we follow in general the official Selection Criteria of

the ATLAS exotics group, described in section 4.5, that will ensure the good quality of

the candidates. Still, we loosen and alternate them a little (“minimum selection”), so

as to enlarge the statistics.

First of all, we use a lower PT cut of 20 GeV, in order not to loose a large amount

of muon candidates, since we are now working with a much lighter boson, compared to

the Z ′ case (MZ = 91.2 GeV). We also relax the Impact Parameter cut, by requesting

only z0 < 10 mm, and we finally remove the Muon Spectrometer hits request, in order

to have a compatible set of cuts for both the combined and the tagged muons, which

12.5 for Combined muons
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Selection Cut Description

Transverse Momentum PT > 20 GeV

No Muon Spectrometer Hits

Distance from P.V. z0 < 10 mm

Impact Parameter Cuts z0 < 1 mm, d0 < 0.2 mm

Table C.1: Differentiations of the Muon Selection Cuts for the Tag-And-Probe study,

with respect to the main analysis. The MS hits requirement (described in section 4.5)

will be applied in one muon category (see section C.1.3)

will be used later on in the method (the tagged muons can be seen only in the first

layers of the Muon Spectrometer, thus a request for hits in all three layers would reject

the majority of the candidates).

The differentiated cuts for this study are shown in Table C.1. All other cuts are the

same, as in Table 4.8.

C.1.2 Selection and matching of Probe Track

The next step is to find the “Probe” track. Tracks that are good probe candidates

should also satisfy certain selection criteria. Those can be seen in Table C.2.

Any tag that fulfills the criteria of Table C.2 is considered a “Probe”. The Probe

track is then compared with all the muons of the event (except, of course, the one with
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Selection Cut Description

Reconstruction Algorithm used MUID

Pseudorapidity |η| < 2.5 (Inner Detector coverage)

Transverse Momentum PT > 20GeV

Inner Detector Hits

>= 1 B-layer hit

Pixel Hits >= 1

SCT Hits >= 6

Pixel Holes + SCT Holes <= 1

TRT: |η| < 1.9: (Hits+Outliers > 5), Outliers
Hits+Outliers

< 0.9

|η| >= 1.9: If (Hits+Outliers > 5), then Outliers
Hits+Outliers

< 0.9

Distance from P.V. z0 < 10mm

Isolation
P

dR<0.4 PT,tracks

PT,probetrack
< 20%

Charge Probecharge · Tagcharge < 0)

Tag-Probe mass close to Z 81.2 GeV < MTag−Probe < 101.2 GeV

Table C.2: Selection Cuts for the Probe Track
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which it forms the Z mass) and the efficiency is increased if at least one muon is found

that can be associated to the track. The association is successful if the dR cone between

the Probe and the muon is less than 0.1:

dRprobe,µ =

√
(ηprobe − ηµ)2 + (φprobe − φµ)2 < 0.1 (C.1)

C.1.3 Choice of muon category

The requirements of all three categories follow in general the selection of Table C.1

(“minimum selection”), with some slight differentiations, that have to do mainly with

the reconstruction procedure. In the first category we include both Combined and

Tagged Muons and in the second one we remove the Tagged ones and estimate the

drop in the efficiency. Finally, we re-introduce the Muon Spectrometer hits, in order to

test what cost in statistics this cut causes (“extended selection”).

Therefore, we have:

• Category 1: Combined + Tagged Muons, with minimum selection

• Category 2: Combined Muons only, with minimum selection

• Category 3: Combined Muons only, with extended selection (MS hits)

In Figures C.1 and C.2 the PT and η, φ efficiencies respectively, for the Z → µµ

sample, can be seen.

In Table C.3, we present the efficiencies, for the same sample, for all three muon

caterories. As it can be seen, the efficiency in the case where the muons are Combined

only is very much compatible to the case where tagged muons are included, without a

significant loss in the statistics, while the third category, with the Muon Spectrometer

hits included, suffers, as expected, from both a low efficiency and statistics.

C.1.4 Incorporation of the bb̄ → µµ background

The QCD bb̄ → µµ procedure is a background to the Z → µµ one, therefore it should

be taken into account in the estimation of the muon reconstruction efficiency.
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Figure C.1: PT efficiency for Z → µµ, for the three different muon categories
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Figure C.2: η (left) and φ (right) efficiencies for Z → µµ, for the three different muon

categories
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Muon Category Matched Probes All probes Efficiency (%)

CB+TAG (min.selection) 3.31655 e+006 3.53865 e+006 93.72 ± 0.07

CB only (min. selection) 3.2606 e+006 3.53865 e+006 92.14 ± 0.07

CB only (ext. selection) 2.52707 e+006 3.53865 e+006 71.41 ± 0.06

Table C.3: Total Efficiency for the three different muon categories for Z → µµ
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Figure C.3: PT efficiency for Z alone (blue) and Z+bb̄ (red) decays to muons a) CB

muons with minimum selection b) CB muons with MS hits
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Since the muon tracks coming from the bb̄ decay are less energetic than the Z

ones (thus, it is quite rare to reproduce the Z mass and even more difficult to have

two adequately energetic ones in the same event), we expect that the incorporation

of this particular background will only cause a small drop in the efficiency. This is

demonstrated in the combined plot of the two samples, for CB muons with minimum

selection in Figure C.3(a) and for CB muons with MS hits requirement in Figure C.3(b).

Indeed, out of the almost 4 million events of the bb̄ → µµ sample, in only 18 events

we can find a probe track (i.e. a track that reproduces an invariant mass in the vicinity

of 91.2 GeV). Out of these 18 events, not even one possesses a pair of tag-and-probe,

namely a (second) good muon that can be associated to the probe track.

These 18 events can be normalized to the data luminosity, multiplied by the bb̄ cross-

section (73.9 pb) times the luminosity of 41.7 pb−1 and divided by the total number of

the generated evens of the sample. This multiplication results to 12.36 bb̄ events .

C.1.5 Efficiency of the data

The Tag-And-Probe method is now applied to the data.

The data should pass all the quality cuts mentioned in the previous sections (GoodRun-

List and Data Trigger), plus the most specific ones of this section with respect to the

muons. The procedure is then similar to the estimation of the Z → µµ efficiency.

Table C.4 presents the statistics and the overall efficiency of the data (again, for the

three different categories) while the comparison of the Data efficiencies for the three

categories of muons can be seen in Figures C.4 (PT ) and C.5 (η and φ).

C.2 Results for the extended muon selection

The incorporation of the Muon Spectrometer requirements provokes a drop in the ef-

ficiency of both Data and Monte Carlo of the order of 20%, if compared to the other

two categories of muons.

In Figures C.6 and C.7 the PT and η, φ efficiencies are presented, for both data and

Monte Carlo backgrounds, for the muons passing the extended Selection Criteria (i.e.,

Combined only muons with the Muon Spectrometer hits requirement included).
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Muon Category Matched Probes All probes Efficiency (%)

CB+TAG (min.selection) 19739 21112 93.50 ± 0.06

CB only (min.selection) 19315 21112 91.49 ± 0.07

CB only (ext.selection) 14715 21112 69.70 ± 0.11

Table C.4: Total Efficiency for the several muon categories for the Data
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Figure C.4: PT efficiency for Data,for the three different muon categories
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Figure C.5: η (left) and φ (right) efficiency of Data, for the three different muon

categories
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Figure C.6: Comparison of PT efficiency for Data (black) and Monte Carlo
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Figure C.7: Comparison of η (left) and φ (right) efficiency for Data and Monte Carlo

From the above study, we concluded that the third category of muons (combined

muons with Muon Spectrometer hits requirements) is the less efficient of the three.

However, for reasons of quality of the track reconstruction (which is extremely im-

portant in the search of the new boson), we are obliged to used this particular muon

selection in our analysis.
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