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Hepiinyn

Mn YPOUUIKES CUUTEPIPOPES TAPOLGLALOVTOL GYEOOV GE OAOL TOL TNAETIKOIVMOVIOKE GUGTNLOTO,
OM®G SOPVPOPIKAE GLGTIHLLOTO, TNAEPOVIKE KOVAALL, KOYEAMTA STKTLO KIVIITNG TNAEQ®VING, AGVPLLOTOL
TOMIKG SiKTLO, POOTOTNAEOTTIKA KOVAALL, YNQLOKE LoyvnTikd cvotipoata KAT. I'poppikés Tpoceyyi-
GELG OLTAOV TOV POLVOUEVAOV TTOV dEV AAUPEVOULY LTOYN 1N YPOLLKEG GUUTEPLPOPES LTOPOVV VO, LELD-
GOoVV TNV 0dS00T) TOV GLGTNHATMOV Kol VO, 001 YOOVV GTIV OTOAELN KuKAoPopiac. ['ia To Adyo avto,
KOTOAANAQ U1 YPOUUIKE TPOTLTO TTPEMEL VA avamtuyBovv. EnUoavtikd BEpa 6T HEAET YPOULIK®Y
AL KO U] YPOLUUK®V CUGTNRATOV gival ovtd Tov Ttopafhpov pviung (Tdéng) tov eUmAEKoUEVOV
vrocvotpdtov. Etvar kpioipo, kabdg n akping yvaon tov pmopel vor 00NyNnoeL 68 OmOTEAEGLO-
TIKT AVOYVAPLONS GUGTALOTOS KOl TOVTOTTOINON TOV EUTAEKOUEV@V KavoAdv. O KOPLog 6TOYOG AVTNG
™G OTpiPfnig €lvor 1 AOOM TOL YVOOTOV TPOPANUATOC TOL TPOGOOPIGHOV TNG OOUNG EVOC GLGTH-
Latog, OTMG avTd oYeTileTOn pe TNV 16006TAOMON Kot Tovtomoinon tov. Ewwodtepa, emrvyydvovton
N avantuén pebddmv Kot adyopiBpmy yio Tov Tpocdlopiopd TG TAENG, TOGO GE YPOLUUIKA OGO Kot
LN YPOLUIKGA GLUGTANATO, KaBMG Kot 1 avamtuén nefddwv kot adyopiBumy yio TV TovTomoinon twv
EUTAEKOLEVOV GUGTNHATOV KOl TNV 1G0GTAOHON TOV KOVIADV TOVG.

H extiunon g cmotg tdéng yia éva cvotnua eivatl 6OGKOAN, T0G0 Gg YPappIKO OGO Kol GE U
ypoppuko Tepairov. o TNy TEPITT®ON TOV YPUUUKOV CUGTNUATOV UIAG ELGOJ0V KOt TOAADV ££0-
dwv &yovv avantuybel oto TapeAbdv didpopec HEBOSOL 01 0OiEg TOPOVGLALOVY TAEOVEKTILOTO, AAAG
kot petovektnuata. H anddoomn toug eaptdton onpavtikd téco and tig petaforéc tov SNR, 6co kot
amd Tov apipd TV cVUPOA®V ££660V TOL YPNGIULOTOLOVVTOL Y10 TOVG VTOAOYIGHOVG. ['la To GVoTH-
HOTO TOALATADV €16000V-EE00®V OV EXOVV £mG TMPQ avarTuyOel avtioTotryol ahydopidpor.

H pebodoroyia mov avartieseTar oty £pyacio ot xpNoomotel VIGYWPOVS TOL TaPEyoVTaL
amd v Tpofolrn TV cuuPormv e£0d0v TOG0 o€ TapelBovces 0G0 Kat oe pEALOVTIKEG TinéS. H pe-
Bodoroyia emiAvong tov TpoPAnuatog Paciletar og TexVIKEG PEATIOTIG EEOUAAVVONC. ZVYKEKPIUEVO,
emAgyetal £va Tapabupo UVAUNG Kot OAES 0L TIUEG TNG €£000V TTOV EUTITTOVY G ALTO TPOPAALovVTOL
opBoydvia T060 6g TaparBovGES 0G0 Kot 68 LEAAOVTIKEG TYEG. T CLVEXELN LITOAOYILETAL O TTIVOIKOG
AGBovg TV mTpoPordv avtmdv Kat, pe Bdon to Pabud tov, Tpocdiopilovtal ot TAEES T®V VTOGLGTN-
UAT®V TOL ATOTEAOVV TO apyIKO cOOTNA. ATodeuvieTatl 6Tt 0 Babuodg Tov Tivaka Tpoformv givat
pio fnpotikn cvvdptnon g onoiog to Prpata avénong e€aptdviot Ypoppkd and tov apliud tov
VTOGLOTNUATOV TOL EUPOVICovY TNV 1010 TAEN OAAG Kot omd TNV T TG TAENS avths. Me Tov Tpomo

OVTO OTOLOVAOVOVTOL TO, VTOGLGTHHATO OV epPavilovv 1o 1010 Tapdbvpo puviung, TOGO YPUUUKA



OGO KoL Un YPOUUKE, apKel To TEAELTOLN VO TEPLYPAPOVTOL 0d TEMEPACUEVES GEPEG Volterra. X
OULVEYELD, £YOVTOG OMOUOVAOGCEL TO, VITOCLGTI LT PLE TNV 110 TAEN, ADvovpe TNV ££I0®GT VTTOAOYIGHOV
Tov Tivaka AaBovg TpoPoAng, Yo kKAOE OpAda VTOGLGTNUATOV UE TNV 1310 VUM Kot TPOY®POVLE GE

TOVTOTOIN GO KAVOA®MY OTN YPOUUKT TEPITTWOOT, 1] GE 1IG0GTAOUIGT TOVG OTN U1 YPOLLUKT TEPITTOON.

Ogpotiki weproyn: [Ipocdiopiopdg tdéng, Extipmon ypoppikov kavalov, Extipgnon un ypoppt-
KOV KOVOADV

A€&Ee1g kKhewond: Xepéc Volterra, TopAn tavtomoinor, TveAr 1cootduion



Abstract

Nonlinear behaviour appears in almost all digital communication systems, such as satellite systems,
telephone channels, mobile cellular communications, wireless LAN devices, radio and TV channels,
digital magnetic systems, etc. Linear approximations that do not take into account this type of behaviour,
may lead to system performance degradation as well as loss of information. Therefore, appropriate
models should be developed that tackle nonlinear system characteristics. Another important issue in
studying both linear and nonlinear systems is that of the order (memory length) of the associated
subsystems. It is critical, because knowing the exact subsystem orders may lead to accurate system
identification and channel equalization. The primary objective of this dissertation is the solution of
the structure determination problem in system identification. We develop methods and algorithms for
the order determination of both linear and nonlinear systems and also for system identification and
equalization.

Estimating the correct channel order is difficult in both SIMO and MIMO cases. For the case of
SIMO systems several order estimation algorithms have been developed with several advantages and
disadvantages. Their success depends highly on variations of SNR as well as the number of output data
samples used for computations. The approaches addressing the problem of channel order estimation
for MIMO systems are limited so far.

The methodology developed in this thesis builts upon subspaces induced by projecting system
output data into past and future values. The concept is based in smoothing techniques. Specifically, a
window of spesific length is chosen and data values that fall within window are orthogonally projected
into past and future values. Then, the error projection matrix is developed and rank detection techniques
are employed to identify subsystem orders. It turns out that, the rank of the error projection matrix
is a step function, with increments depending linearly on the number of subsystems that attain the
same order as well as the specific order value. This property helps identify and isolate the group of
subsystems that attain the same order. This approach proves efficient for nonlinear systems when finite
Volterra series is used for system modeling. Having identified discrete subsystem orders,we solve the
projection error matrix equation for each group of subsystems and either identify a linear channel or
equalize non-linear channels.

Subject Area: Order Determination, Nonlinear Channels Estimation, Linear Channels Estimation

Keywords: Volterra Series, Blind Identification, Blind Equalization



>t yuvaika pov Eypfvn kai to y16 pog Ztéeavo

To my wife Irini and our son Stephanos



Acknowledgements

First and foremost, I would like to express my sincere appreciation and gratitude to my advisor
Prof. Nicholas Kalouptsidis, who offered me the opportunity to pursue my Ph.D. degree and grow
as a researcher at the University of Athens. I am grateful to him, for his patience, his continuous
guidance, encouragement, enthusiasm and advice throughout my disseration efforts. His deep academic
knowledge and kindness give him a unique talent to inspire his students with enthusiasm for their work
and give them the right directions to reach their research targets. At difficulties, when research problems
or pressure at work seemed too much to overcome, Prof. Kalouptsidis was always there to support me
and give me a way out of the deadlocks. Having been his student from my early undergraduate years,
having performed my graduation thesis at the Department of Computer Engineering and Information
Science, at the Polytechnic School at the University of Patras with him as one of my supervisors, the
least I can say is that people like him are examples to be followed. I am grateful and proud to be his
student for all these years and I wish him health, family hapiness and academic success in years to
come.

In addition, I would like to express my appreciation to my co-advisors Prof. Sergios Theodoridis
and Assistant Prof. Serafeim Karambogias for their encourangement, help and support. A deep debt
of gratidute is owed to Prof. Sergios Theodoridis, also one of my inspirers into the field from the
early undergraduate years, for always being there to advise and support me. Besides my advisors, I
would like to thank the members of my dissertation commitee Prof. Kostas Berberidis, Associate Prof.
George-Othon Glentis, Associate Prof. Emmanouil Sagriotis and Assistant Prof. Eleftherios Kofidis
for accepting the membership and reviewing the work on a short notice.

Moreover, | want to express my warmest thanks to Dr. Panos Koukoulas. Without his support at
critical times of my research efforts it would be impossible to finish the requirements of the disseration.
Dr. Gerasimos Mileounis, Dr. Kostis Xenoulis and Dr. Alexandros Katsiotis should also be thanked for
helpful technical discussions as well their support and friendship.

Special thanks should also go to colleagues at work, Dr. Christos Vasilopoulos for his continuous
encouragement and understanding, Petros Vouddas, Charalabos Skoufis, Abraham Asimakopoulos,
Konstantinos Klotsotiras as well as Dr. Dimitrios Xenikos, for reading and commenting on drafts of
my thesis, encouraging and pressing me to complete it.

Finally, I dedicate this dissertation to my wife Irini and our son Stephanos, apologizing for the

hours I took away from them, as well as my parents and my brother for their endless love and support.



Table of Contents

............................................................................. 14
L INtrodUCtion . ...ouueuntnttee ettt teeeenseneaeeneensensensnssnsensensonssesnssnnss 15
L1 MOBIVALION . . . o . o v e e e e e e e e 15
L2 ObIECHVES . . . v v o v et e e e 16
......................................... 17

R Background.......c.veuienieninenienteneeneueeneensenstasentattnttnstssatatsncsneens 18
R.1 _Order Detection Methods . . . . . . .. ... ... .. ... ... ... ..., . 18

2.2 Blind Methods for LTI Systems Identification and Equalization . . . . . . ... ... 19
R2.1 SISO SYStEMY . . o v o v vt e e e e e 20

.22 SIMOSYStEMS . . . . v oo e 21

223 MIMOLTISYStemMS . . . . v v v oo e e e e e e e 24

2.3 Blind Methods for Nonlinear Identification and Equalization . . . . . . .. ... .. 27
R.3.1 _ Volterra Modelling of Nonlinear Systemg . . . . . . . .. ... ....... 27

R.3.2 HigherOrder Momentsand . . . . . . ... ... .. ... ......... 30

2.3.3 Identification and Equalization Algorithms for Nonlinear Systemg . . . . . . 32

2.4 Blind Source Separation (BSS) . . . . . . .. ... 34

B Order Determination . ......ovuvuneueeneeneeeeeeueeneenseeseesaeeassssssssssnssnssnsss 36
B.l ObJECHVES . . o v v o v v e i e e e e e 36

B.2 PrerequiSite§ . . . . « v v v i e e e e e e 36

B.3 Model Description . . . . . v v v i e e e 37
B.3.1 LTIFIRMIMO Systemy . . . . . v v oo vt ettt e e e e 37

B.3.2 Discrete Volterra Systems . . . . . . . . . . . ... 38

B.3.3  Model Equivalencd . . . . . ... .. ... ... 40

B.4

Variables, Projections and Isomorphic Relationg . . . . . . . . . . ... . ... ... 41




B.4.1 Definition of Data Structures . . . . . . . . o o 41

B.4.2 Lemmasand Theorems . . . . . . .. . .. ... .. ... 43

B.5 Algorithm Implementation . . . . . . . . . . . . o 50
B.5.1 SIMO, MIMO and Volterra Systems Order Determination . . . . . . .. . . 51
B.5.2 SIMOSYStEMS . . . . . o v v i 52

B.6  Simulation Example§ . . . . . . . . .. ... ... 52
B.6.1 LTIFIRMIMO and SIMO Systemd . . . . . . . . . ... .. ... ..... 53
B.6.2  Volterra SYStems . . . . . . . . vt 56

d4 LTI FIR MIMO Systems Kernel Identification and Volterra Systems Equalization ....... 67
Bl ObJECHIVES . o . v v o o o e 67
B2 Model Description . . . . . v v i e e 67
#.2.1 Discrete Volterra Systems . . . . . . . . .. .. 67

#.2.2 Discrete LTIFIR MIMO Systems . . . . . . . .. oot vv oot 70

#.3 Kernel Identification and Input Equalization . . . . . . . ... ... ... ...... 70
“.3.1 Lemmasand Theorems . . . . . . . . . .. . v .. 70

#.3.2  Algorithm Descripion| . . . . . . . . oo v vt 72

#.4 Simulation Examples . . . . . . . ... 74
#.4.1 Simulation Methodologyl . . . . . . . . .. ... ... 74

#42 LTIFIRMIMO SYStems . . . . . . v v vttt e e e e e 75

#.4.3  SIMO Volterra Systems . . . . . . . . . oo 76
........................................ 76
B CONCIUSIONS . .o vvetteeietteeteeeeeeeeeeseesasensenseosansassassssssssssnssnsansns 84
5.1 Order Determination . . . . . . . . . ..t v 84

5.2 LTI FIR MIMO Kernel Identification and SIMO Volterra Systems Equalization . . . 87

5.3 Future Workl . . . . . . . . 88




List of Tables

B.1 _MIMO Systems,example 1: Subchannel coefficients of subsystem 1| . . . . . . . .. 58
B.2 MIMO Systems,example 1: Subchannel coefficients of subsystem2 . . . . . . . .. 58
B.3 MIMO Systems,example 1: Percentage of successful order detection]. . . . . . . . . 59
B.4 MIMO Systems, example 2: Subchannel coefficients of subsystem 1| . . . . . . . .. 59
B.5 MIMO Systems, example 2: Subchannel coefficients of subsystem 2 . . . . . . . .. 60
B.6  MIMO Systems, example 2: Percentage of successful order detection] . . . . . . . . 60
B.7 _MIMO Systems, example 3: Subchannel coefficients of subsystem 3 . . . . . . . .. 61
B.8 MIMO Systems, example 3: Percentage of successful order detection) . . . . . . .. 61
B.9 SIMO Systems, example 1: subchannel coefficienty . . . . . . ... ... ... ... 61

B.10 SIMO Systems, example 1: LIAVAS et al, MDL, J-LSS,PROPOSED METHOD comparisonl 62

B.11_SIMO Systems, example 2: subchannel coefficienty . . . . . . ... ... ...... 62
B.12 SIMO Systems, example 2: Liavas et al, MDL, J-LSS and the PROPOSED METHOD
...................................... 63
B.13 SIMO Systems, Example 3 (Channel 10): Liavas etal, MDL, J-LSS and the PROPOSED
METHOD SUCCESS Tate . . . . . v v v v e e e e e e e e 63
B.14 SIMO Systems, example 4 (Channel 13). Liavas et al, MDL, J-LSS and the PROPOSED

METHOD SUCCESS TAtEY . . © « v v v v e e e e e e e e 64
B.15 Example 3: SIMO Volterra System Kernel§ . . . . . .. .. ... ... ....... 65
B.16 Example 3: Percentage of successful order detection . . . . . ... ... ...... 65
B.17 Example 4: SIMO Volterra System Kernel§ . . . . . . ... ... ... ....... 66
B.18 Example 4: Percentage of successful order detection . . . ... ........... 66
#.1 MIMO Systems example 1: Percentage of successful order detection . . . . . . . . . 81
#.2  MIMO Systems example 1: Channel 1 estimation . . . . . .. ... ......... 81
#.3  MIMO Systems example 1: Channel 2 estimation . . . . . . . ... ......... 81

#.4 MIMO Systems example 2: Percentage of successful order detection . . . . . . . . . 82




#.5 MIMO Systems, example 2: Channel 1 Estimationf . . . . . . . . . . .. ... ... 82

#.6 MIMO Systems, example 2. Channel 2 Estimation . . . . . . ... ......... 82
#.7 _Example 3. Real valued SIMO Volterra system kernel tapg . . . . . . ... .. ... 83
4.8 Example 3: Percentage of successful order detection . . . .. ... ......... 83
4.9 Example 3: SIMO Volterra Systems, SER Calculation. . . . . .. ... ....... 83
#.10 Example 4: Complex valued SIMO Volterra system kernel tapg . . . . . . . . .. .. 83
#.11 Example 4: Percentage of successful order detection . . . . . ... ... ...... 83

#.12 Example 4: SIMO Volterra Systems, SER Calculation . . . . . . .. ... ... ... 83




Nonlinear signal processing applied to telecommunications

1. Introduction

This dissertation addresses the problems of order determination and identification/equalization
for both linear and nonlinear communication channels. In this introductory chapter we present the

motivation and objectives of this work and we outline its contents.

1.1 Motivation

Equalization or deconvolution is essentially a signal processing procedure to restore a set of source
signals which were distorted by an unknown linear or nonlinear system, whereas system identification
is a signal processing procedure to identify and estimate the unknown linear or nonlinear system. The
two problems arise in a variety of areas such as digital communications, speech signal processing,
image signal processing, biomedical signal processing, seismic exploration, ultrasonic nondestructive
evaluation, underwater acoustics, radio astronomy, sonar, radar, and so on. As the source signals are
known a priori, the design of identification algorithms will be straightforward and effective. Certainly,
the design of equalization algorithms will also be straightforward and effective when the system is
completely known in advance. When both the source signals and the system are unknown, blind
identification or equalization can be performed, but in this case, the equalization and identification
problems are far from trivial. Obviously, the two problems are closely related to each other, and
therefore similar design philosophies may frequently apply to the design of both equalization algorithms
and system identification algorithms.

In this dissertation, we study blind equalization and identification methods, not only for linear
systems but also for nonlinear systems modelled by finite Volterra series. The Volterra series is a
power series with memory, first studied by the mathematician Vito Volterra in 1887 [[1]]. It was first
used in nonlinear system theory by N. Wiener in early 1940s. In 1954 the group “Statistical Theory
of Communication” was formed at the Massachussets Institute of Technology (MIT) by Y.W.Lee, a
student of N. Wiener. From 1950 till the late 1960s many students of Lee contributed to the theory
of nonlinear systems [2]. A first attempt on the applications of functionals on the study of nonlinear
systems was made by J.F. Barrett [3] Two fundamental works on the theory of Volterra series were the
works by M. Schetzen [4] and W.J.Rugh [5].

The approach we take towards blind identification/equalization is the following. We develop a
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Nonlinear signal processing applied to telecommunications

method that identifies the orders (memory lengths) of the discrete subsystems that comprise the total
system (either linear or nonlinear). This method is implemented by a computationally efficient algorithm.
The algorithm detects the different subsystem orders as well as the number of subsystems that attain the
same order. This is done both for Single Input Multiple Output (SIMO) and Multiple Input Multiple
Output (MIMO) Linear Time Invariant (LTI) Finite Impulse Response (FIR) systems as well as for
nonlinear SIMO Volterra systems.

Once the orders have been determined, subsystems are clustered in groups of the same memory
length. For linear systems, Blind Source Separation techniques (BSS) are used to identify the system
kernels. For nonlinear Volterra systems equalization is performed.

The complexity of the algorithm that is introduced depends on the number of subsystems that
comprise the total system, the number of output channels, the degree of nonlinearity, the number
of output samples and finally the statistical properties of the input. Our effort is concentrated on

developing an algorithm that minimizes complexity with respect to all the above parameters.

1.2 Objectives

The objective of this dissertation is to propose new blind identification/equalization techniques and
apply them to linear and nonlinear communication channels.

The research efforts focus on the following targets:

* To develop methods and algorithms for the order determination of both linear and nonlinear

systems.
* To develop methods and algorithms for system identification and equalization.

For LTI FIR systems the identification problem is related to that of correct order determination. As
it will be descibed in detail in the following chapter, order selection is a fundamental task in time-series
analysis and signal processing. A common assumption of blind channel identification methods, is that
the order of the true channel is known. However, this information is not available in most practice
applications.

Therefore, most of the existing algorithms try to estimate the channel order by applying a rank
detection procedure to an overmodeled data covariance matrix. Two commonly used approaches for

this task are the Akaike Information Criterion (AIC) and the Minimum Description Length (MDL)
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algorithms , which were originally proposed in [6] and popularized in the signal processing community
by Wax and Kailath [[7]. However, it is proved [6] that these criteria are very sensitive to SNR variations
and number of data samples. This fact prohibits their successful application for channel order estimation
in all cases.

The problem has been alleviated in [8] by channel approximation methods that attempt to model
only the significant part of the channel that is composed of the large impulse response terms because
efforts toward modeling small leading and/or trailing terms lead to effective overmodeling, which is
generically ill-conditioned. These methods, perform blind identification techniques that assume model
order equal to the order of the significant part of the true channel, called the effective channel order.

While the algorithm developed there applies to SIMO LTI FIR systems there is no work done
addressing the problem of order determination for MIMO LTI FIR systems and done for nonlinear
systems. In this dissertation, we present an algorithm for order detection that is applicable to both SIMO
and MIMO linear systems as well as nonlinear systems modelled by finite Volterra series. Based on

correct order detection, we next develop a procedure for kernel identification and equalization.

1.3  Outline

The dissertation is organized as follows:

* In Chapter 2 a review of the literature concerning order detection methods as well as blind

identification/equalization methods for linear and nonlinear systems is presented.

* In Chapter 3 we develop a new order detection method for both linear as well as nonlinear
Volterra systems. A computational efficient algorithm is then derived. QPSK inputs are used.
For the linear case, the method is applied to several microwave channels and comparisons made
to existing algorithms are discussed. The performance of the algorithm in a nonlinear context is

checked for various systems and SNR values.

* Chapter 4 we deals with a new method for blind identification of linear systems. In addition, it

addresses equalization of Volterra systems.

* The main conclusions of this work along with directions for future research are presented in

Chapter 5.
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2. Background

In this chapter background is introduced. We present the issues of order determination and channel
estimation. Next, we provide an overview of blind identification and equalization methods for Linear
Time Invariant (LTI) systems with Finite Impulse Response (FIR). Next, we provide an overview
of blind methods for nonlinear systems identification and equalization. The systems considered are
modeled by finite Volterra series. We give an exposition of methods that can be used to estimate a
Volterra system. Finally, we present the Blind Source Separation (BSS) concept and algorithms in

this category, as BSS techniques are used to develop our algorithm.

2.1 Order Detection Methods

Following the work of Tong et al. [9], many methods have been recently proposed that claim blind
single input/ multi-output (SIMO) channel identification under the so-called length and zero conditions
[10]. A common assumption in all these works is that the order of the true channel is known. Of course,
such information is not available in practice, and we are thus obliged to estimate the channel order by
applying a rank detection procedure to an overmodeled data covariance matrix. The use of information
theoretic criteria, as proposed in [|L1], has become the standard first step of many methods that treat the
blind channel identification problem.

The development of information theoretic criteria is based on the assumptions that successive
data vectors are i.i.d. zero mean Gaussian and that the noise is white Gaussian, uncorrelated to the
signal. These assumptions seem realistic in some applications, but in many other, such as blind channel
identification, they are not the most appropriate. First, in blind channel identification, the data covariance
matrix is built from vectors that exhibit the so-called [shift property;[ thus, successive data vectors
are not statistically independent. Furthermore, existence of [colored noise'! due to the influence
of long tails of [Ismalll] leading or trailing impulse response terms, is practically inevitable. These
terms should not be modeled because the quality of the estimate degrades dramatically and thus, their
influence on the data covariance matrix can be considered as [Icolored noise.[ | Hence, the assumptions
on which information theoretic criteria are based do not hold true in the blind channel identification
context and do not provide reliable effective channel order estimates.

In addition to the above shortcomings, research has shown that information theoretic criteria are
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very sensitive to variations in the SNR and the number of data samples. This is because these methods
depend on the estimation of the effective rank of a perturbed matrix using its singular values. This
problem has been addressed in [[11]] where several criteria have been introduced.

However, most of the above criteria, use threshold values that either do not appear to be based on
any explicit analytical expressions but are selected on an ad hoc basis, or lower and upper bounds
for them can be derived analytically assuming known noise statistics, which is not true for blind
identification. All the above reasons prohibit the successful application of information theoretic criteria
for effective channel order estimation. If used, they create, arguably, some ambiguity concerning the
classification of channels into under- or over-modeled. This, in turn, creates confusion regarding the
robustness and applicability of blind channel identification methods under realistic conditions.

In order to overcome the shortcomings of information theoretic criteria, Liavas at all [6] proposed a
new approach based on numerical analysis arguments. Using the concept of canonical angles between
subspaces and invariant subspace perturbation results, they developed a criterion that provides a stable
decomposition of the range space of an overmodeled data covariance matrix into signal and noise
subspaces. When used for the effective channel order determination of measured channels, the proposed
criterion proves to be insensitive to variations in the SNR and the number of data samples.

The algorithm permits a classification into stable or well-conditioned and unstable or ill-conditioned
cases. In the stable cases, it provides useful effective channel order estimates, leading to sufficiently
good blind channel approximation/equalization considerably improving information theoretic criteria.
In the unstable cases, however, sufficiently good blind channel order determination seems difficult.

Even though the above algorithm performs well in the case of SIMO systems, no extension of it
is available for MIMO systems. Thus, the problem of correct order determination has not been fully
addressed in recent years, even though a broad category of blind identification algorithms could benefit

from its exact knowledge [[12, 13].

2.2 Blind Methods for LTI Systems Identification and Equalization

Blind methods of system identification/equalization aim to identify the characteristics of a system
and its input by using measurements available only at the system’s output. They are desired in all
applications where the measurements at the input of the system are either not possible or too expensive

to obtain. Such applications include speech reverberation cancellation, seismic signal analysis, brain
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signal detection, deblurring of distorted images as well as blind channel equalization for wireless
communications [|14].
Generally, the system under consideration is assumed Linear Time Invariant and causal, described

as
L

¥(n) = H(n) % x(n) + w(n) = 3 H(I) + w(n) 1)

1=0
where * denotes convolution, x(n) is the sequence of the input vectors of dimension K x 1, y(n) is
the sequence of the output vectors of dimension M x 1, H(n) is the sequence of the system’s impulse
response of dimension M x K, L is an upper bound of the length of the system’s finite impulse response
(FIR) and w(n) is the noise vector. Noise is assumed to be additive, white, guassian.

An equivalent form to describe the same system is
y(n) = H(z) * x(n) + w(n) (2.2)

where H(z) is the system’s transfer function defined as H(z) = 3./, H(l)z~_. The main purpose of
a blind method is to estimate x(n) (blind equalization) and/or H(z) (blind identification) using y(n).
Giveny(n) alone, the system cannot in general be either equalized or identified. Further information
is needed. Specifically, even in the absence of noise, certain identifiability conditions are required so
that y(n) can be used to compute x(n) and/or H(z) to some extent of practical interest. In the following
subsections, we shall provide an overview of the blind identification methods and the identifiability
conditions. We shall describe the most representative algorithms for three categories of systems: single-
input single-output (SISO) systems, single-input multiple-output (SIMO) systems and multiple-input

multiple-output (MIMO) systems.

2.2.1 SISO Systems

A SISO system results from the above general model when M = K = 1. It is described by the
equation:

y(n) = h(z)z(n) +w(n) (2.3)

Given the above description, one can always write another SISO system as:

y(n) = hi(2)z1(n) + w(n) 24)
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h(z)
ho(z)

by simply knowing the output y(n), without knowing anything about the input. The identifiability

where hy(z) = and z1(n) = ho(z)z(n). For this reason, the SISO system is not identifiable

conditions that generally required to blindly identify the system are the following:
* The second-order statistics of the input is known.
» The second-order statistics of the noise is known.

* Both the input and the noise are white sequences.

All zeros of h(z) lie inside (or outside) the unit circle

The latter condition is known as the minimum (or maximum respectively) phase condition. If the

above conditions hold, /(z) can be constructed uniquely up to a scalar [[15].

2.2.2  SIMO Systems

A SIMO system occurs when M > K = 1. It is described by the equation:
y(n) = h(z)z(n) +w(n) (2.5)

It arises when data at the receiver are collected either from multiple sensors or using oversampling.
When h(z) is a constant vector (independent of z), the SIMO model is memoryless; otherwise it is an
FIR SIMO system. The two types of systems are discussed separately in the following.

The memoryless SIMO system

As already mentioned, this system is described by the equation
y(n) = hx(n) + w(n) (2.6)

One can estimate h and x(n) using the least squares criterion, with N samples. Specifically, using this

approach an estimate,

i(n) = (h""h)""h"y(n) 2.7)

is computed, where h is the first principal eigenvector of Cyy (0) = + Y ly(n)y(n)" = o2 hn 4

Cyww(0). Here, Cyy(0) and Cy,,(0) are the covariance matrices of the output and the noise. If the noise is
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spatially white, then its covariance matrix is asymptotically proportional to the identity matrix, leading
to estimates that are asymptotically exact up to a scalar. In the absence of noise, the above estimate is

exact, even when a short sequence of the system’s output is used [[15].

The SIMO system with memory

As with SISO blind equalization, some statistical assumptions about the system inputs and some
conditions about the unknown system are required by most algorithms that use either SOS or HOS
methods. In 1991, Tong, Xu and Kailath [9] proposed the blind identifiability and equalizibility of
SIMO LTI systems, using only SOS of the system outputs. Their work led to a number of SOS based
blind system estimation and equalization algorithms. All of them have the attractive characteristic that
system estimates can always be obtained by optimizing a quadratic cost function.

Among the most widely used approaches used for SIMO LTI systems are the Noise Subspace
Approach and the Single-Stage Linear Prediction Approach.

The Noise Subspace Approach

This approach exploits the separability of noise and signal subspaces for both system estimation
and equalization, provided that the system order is known in advance. The following assumptions are

used in general [[18]:
* The system order is known
* The system is BIBO stable.

* The polynomial columns of the system transfer function have no common factors, i.e. they are

mutually prime.

* The system input x(n) is a stationary zero-mean random process with full rank covariance matrix
R.(0). This condition holds for temporally white inputs. Not all subspace methods however,

require that the input is temporally white.

» The noise vector sequence is a zero-mean spatially uncorrelated and temporally white vector

random process with diagonal covariance matrix.

 The system input is statistically independent of the noise.
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Under the above conditions the impulse response of the system can be uniquely identified, up to
a nonzero scalar ambiguity. Having estimated the system impulse response, either a Zero Force (ZF)
or a Minimum Mean Squared Error (MMSE) equalizer can be built. The basic advantage of the noise
subspace approach is that it gives a closed form solution for system estimation. However, it has some
shortcomings. First of all, it requires that the system order is either given or estimated correctly in
advance. Actually, its performance is very sensitive to system order mismatch. Additionally, it tends
to fail when the channel disparity condition is nearly violated [[19, 20]. The method was modified [|15]
so that it remains robust in the presence of common subchannel zeros and system order overestimation
errors. This was achieved by exploiting transmitter redundancy using a trailing zero precoder. The use
of the precoding procedure limits applications of the modified subspace method. Another disadvantage
of the subspace based approach, is its computational complexity, due to the eigenvalue decomposition
of data correlation matrices of large dimension.

The Single-Stage Linear Prediction Approach

The fundamental concept of linear prediction approaches for system estimation arises from the
observation that a SIMO linear system can be modeled as a vector autoregressive process under certain
conditions. This allows for blind multichannel equalization and estimation using linear least squares
estimation, producing a closed-form solution [[15].

The assumptions used by linear prediction approaches, in general, are the following:
* The system is BIBO stable.

* The polynomial columns of the system transfer function have no common factors, i.c. they are

mutually prime.

2

T

* The system input is stationary zero-mean temporally white random process with variance o

Under the above assumptions the Linear Prediction method [22] produces an estimate of the system
input z(n). With this estimate available, channel estimation can be performed using input-output
system identification methods, such as for example, the least-squares method. The method does not
need knowledge of the system order and is therefore robust against system order misestimation error.
However, its performance depends critically on the accuracy of the estimation of the leading coefficient
channel vector of the SIMO system. If this coefficient is small then the system input estimate computed

by the algorithm may not be accurate. To improve this performance degradation some other prediction
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error based approaches have been developed such the outer product decomposition algorithm and the

multi-step linear prediction algorithm [23].

2.2.3 MIMO LTI Systems

The SOS based blind equalization algorithms presented in the previous sections for the SIMO case
could be extendable for the MIMO case. Unfortunately, this is not possible when the system inputs
are spatially uncorrelated and temporally white, due to inherent ambiguities of the SOS of the MIMO
system outputs. Some subspace methods can estimate the MIMO system up to an upper triangular
unimodular matrix ambiguity ([24, 25, 26] and references therein). To resolve this ambiguity further
information about the system structure is needed. This however may not be available in practice. The

assumptions used by subspace algorithms in this category are, in general, the following:
* The system orders are known, for all the diferrent subsystems that comprise the total system.
* There are more outputs than inputs.
« The source sequences x(n) are mutually independent and persistently exciting.
* The channel matrix is irreducible and column reduced.

Tugnait, in [27], presented a multistep linear prediction based approach that removed the columned
reduced requirement.

To design less restrictive algorithms for spatially uncorrelated and temporally white system inputs,
HOS methods should be used, that provide some advantages. These include provision of system phase
information without requiring channel diversity, ability to resolve matrix ambiguity to pure scaling
and permutation indeterminacies and asymptotic insensitivity to additive Gaussian noise. Blind MIMO
system identification using HOS has received much research attention over the recent years [|15, 28,
29,30, 81, 32, B3, 34, 35, 36] and references there in.

Among the algorithms that have been developed, a broad class is that of equation-error based
approaches [28, 29, 30, 31]. Giannakis et al. [37] proposed an algorithm that equalizes the system
provided that only the lower order and the higher order channel coefficient matrix have full column
rank. Later on, Swami and his colleagues [|15] presented a unified Kronecker product formulation to
define cumulants of vector processes of arbitrary orders. Based on these works, parameter estimation

algorithms for causal and noncausal multichannel AR,MA and ARMA models were developed. Channel
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estimation algorithms have been proposed which can handle MIMO systems with fewer outputs than
inputs [[15]. However, the algorithms’ implementations still needs improvement to avoid a number of
matrix rank tests that are not practical for estimated cumulant matrices.

Another category is that of HOS algorithms that are based on statistics matching or inverse filtering.
These cumulant matching techniques [38, 39, 40] usually involve nonlinear optimization problems
that require accurate initial conditions to avoid local convergence. Some of these algorithms adopt an
iterative procedure that successively recovers each active source signal using a MIMO equalizer and
then estimates the corresponding subchannels based on the recovered source signal and the observed
channel outputs. Adaptive equalization approaches such as the constant modulus algorithm [41],[42]
and the Shalvi-Weinstein algorithm [[15] have been also utilized. Both algorithms rely on the premise
of accurately converging MIMO equalizers; however they tend to suffer from error propagation error
when the number of users increases.

Recently, J. Liang and Z. Ding [44] proposed a HOS based algorithm that utilizes the common
null space of a set of fourth-order cumulant matrices to identify an uknown MIMO channel impulse

response up to a constant monomial matrix. The assumptions made by this algorithm are given below:
* The system orders are known, for all the diferrent subsystems that comprise the total system.
* There are more outputs than inputs.

+ Channel noises are zero mean, Gaussian stationary processes. They are mutually independent

and also independent of the channel input signals.
* The source sequences x;(n) are mutually independent and persistently exciting.
* The lower order channel matrix H [0] consists of non zero columns and has full column rank.

For the case of spatially uncorrelated and temporally colored system inputs with distinct power
spectra the identifiability of an irreducible MIMO system using SOS of the system output vector
has been proven by Hua and Tugnait [45]. In addition, some SOS based blind system identification
and equalization methods have been reported. Examples are the Gorokhov and Loubaton’s subspace
method [46], Abed-Meraim and Hua’s minimum noise subspace method [47], and, as explained in
[49]and references there in, the matrix pencil method proposed by Ma et al. , the blind identification via
decorrelating subchannels (BIVDS) approach proposed by Hua et al, An and Hua’s blind identification
via decorrelating the whole channel (BIVDW) approach and so forth. All of these SOS based methods
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require that the number of outputs is greater than the number of inputs. Moreover, both the BIVDS
and BIVDW methods require that the power spectra of the driving inputs are sufficiently diverse, an
assumption that may be invalid in some practical applications such as wireless communications. This
is avoided by the Matrix Pencil method, that is described below:

The Matrix Pencil Method

The method makes the following assumptions:
* The system orders are known, for all the diferrent subsystems that comprise the total system.
* The system transfer function is irreducible and column reduced.

* The channel inputs are persistently exciting, and mutually independent with distinct nonwhite

power spectra.

In summary, the matrix pencil approach is a two-stage approach. In the first stage a matrix-pencil
is utilized between the two chosen system output correlation matrices at different lags for extracting

filtered inputs. For the group of the extracted filtered inputs, SIMO blind equalization/identification

algorithms are used to estimate true inputs.
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2.3 Blind Methods for Nonlinear Identification and Equalization

2.3.1 Volterra Modelling of Nonlinear Systems

Modern high-speed communication systems are frequently operated over nonlinear channels with
memory. For example, most transmitters are equipped with Power Amplifiers (PAs) operating close
to saturation to achieve power efficiency. To properly analyze a communication system, the nonlinear
effects caused by the presence of PAs must be combined with the transmitting, receiving and channel
filters [50].

One of the most popular models that are applied for the description of nonlinear phenomena are
Volterra series. Volterra series allow for capturing combined effects of PAs, transmitting, receiving and

channel filters. A Volterra series is described by the equation:

[ee] o] 0 p
= Z Z Z o(T1, - - ,Tp)Hl’(n—Ti) (2.8)
p=lm=—c0  Tp=—00 i=1
Real physical systems are causal, of finite duration. Therefore, the Volterra kernels h, (7, - - -, 7,)
are typically taken to have have finite memory length M,, meaning that h,(7y,--- ,7,) = 0,Vi :

7; > M,. Accordingly, the infinite series described above reduces to a finite summation if we choose a
suitable upper bound P, such that all the important nonlinear characteristics of the system are captured.
The above methodology leads to causal discrete Volterra series of finite-order that have the following

form (also referred as passband Volterra systems):

P My p
=> > - Z hy(ri, - ) [[2(n — 7) (2.9)
p=1 11=0 Tp=0 i=1

The finite Volterra series has many important properties that are useful in the analysis of nonlinear

systems [52]. The most important among them are the following:

* Linearity in the parameters. The key feature of the Volterra series is that nonlinearities occur as

multiple products of delayed input values. On the other hand, kernel coefficients appear linearly

in the output and Volterra series can be modelled by Kronecker products. Define x%[) (n) =

[z(n),z(n—1),---,z(n — M;)]" and the pth-order Kronecker power x%}(n) = XS\IZ (n). The
Kronecker power contains all the pth-order products of the input. Likewise h = [hy(.), - -+ , h,(.)]"
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is obtained by treating the p—dimensional kernel as a (M,,)? column vector. Then the output y(n)
can be rewritten as

y(n) =x"(n)h (2.10)

The property of linearity allows linear estimation techniques to be exploited in the identification

of Volterra coefficients.

* Multidimensional convolution. The p-th order Volterra kernel can be considered as the impulse
response of a p—dimensional linear system, whose p—dimensional input is assumed to be the
product of p one-dimensional products. Volterra series can therefore be described as multidimensional
convolutions. To give an example, we describe the convolution model for a 2nd-order Volterra

system in the following table:

Regressor vectors Coefficient vectors
xz(n)---x(n— M) hy(0) -+ hy(M)
z?(n) - 2*(n — M) h2(0,0) -« ho(M, M)

z(n)x(n—1)---xz(n—M)x(n—M —1) | hy(0,1)---ho(M — 1, M)

z(n)x(n — M) ho(0, M)

Table 1: Convolution structure of a 2nd-order Volterra system

The above representation can be helpful for designing Volterra systems as multidimensional
linear systems. Moreover, using the above representation a pth-order homogeneous Volterra

system may be realized via a p-dimensional convolution along the diagonal slice.

* MISO interpretation. The Single Input Single Output Volterra model can be reformulated as
a Multiple Input Single Output (MISO) linear system. The regressor vector formulation of the
input presented abnove, allows us to express the p—th order regressor as a sum of multichannel
linear regressors. The above representation does not imply the existence of a multiple input single
output physical system but is only an equivalent way of modelling, useful for identification and

equalization purposes as it will be shown in the following chapters.

* Symmetric, triangular kernels. A Volterra system can be described by an equivalent one with

symmetric or triangular kernels. The p-th order Volterra kernel /,, contains //? Volterra kernels.
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This representation assumes that each permutation of the indices 71, 72, - - - , 7, gives a different
kernel. Without loss of generality the Volterra kernels can be considered to be symmetric. Thus,
to obtain the equivalent, unique, symmetric kernel representation we add together the kernels
for all the distinct permutation of the indices 7, 7o, - - , 7, and divide the sum by p!, that is

the number of terms in the summation. The symmetric kernel h,(f) is, therefore, given by the

equation:
W)= Y hy(nme ) @
" allpermutations
The second type of kernels that are of interest are triangular kernels. A kernel, h,(7y, 72, - - - , 7))
is called triangular if hy, (71, 72, -+ ,7,) = 0for7y < 7 < --- < 7,. Again, it should be noticed

that any Volterra series can be described by an equivalent one with triangular kernels, without

any loss of generality.

Interconnections. Many signal processing systems consist of building blocks properly interconnected.
The three basic interconnections are the additive, multiplicative and cascade connections.
The additive connection of two Volterra homogeneous systems 1 and H, is established by applying

the same inputs to both systems and summing their outputs, that is

y(n) = Hi(z(n)) + Ha(z(n)) = (H1 + Ha)(z(n)) (2.12)

Similarly, the multiplicative connection of two Volterra homogeneous systems is described by

y(n) = Hai(z(n)Ha(x(n)) = (HiHs)(x(n)) (2.13)

Both additive and multiplicative connections are commutative and associative.
The cascade connection of two systems is defined by applying the input to the first system #; and

taking its output sequence as input sequence for the second system 7, that is

y(n) = Hi(Ha(z(n)) = (H1 * Ha)(z(n)) (2.14)

The cascade operation is not commutative., but distributive with respect to addition, multiplication
in particular orderings. It can be shown that systems resulting from any of the three interconnections
are again Volterra systems.

In most digital communication systems signals are assumed band-limited, either because of channel
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bandwidth limitations (ADSL case) or regulatory constraints as in wireless communications. In such
cases the signal bandwidth and the receiver filter should be defined very carefully depending on the
application. Thus, the output signal only contains spectral components near the carrier frequency. To

model this type of applications the baseband Volterra system is used. It is defined as:

N-1 -1
y(n) =hy + Z Z e Z h,(my, -+, magr1)x(n —my) (2.15)
p=1 m;=0 mp=0

...x(n_mk_"_l)

2" (n — mgyo) -+ 27 (N — Mag41)

The above representation only considers odd order powers with one unconjugated input more than
conjugated input. This way the output does not create spectral components outside the frequency band
of interest [53].

In general, Volterra series based models are suitable to systems with moderate nonlinearities. Their
applicability is limited to weakly nonlinear systems, of low order. This is because of the non-convergence
of'the series for strong non-linearities and the fact that the number of coefficients increases exponentially

as a function of the memory length and the nonlinear order.

2.3.2 Higher Order Moments and

Higher order ststistics (HOS) are important for signal as well as image processing applications
[51]], as they can be used for the description of non-Gaussian processes, identification of non mimimum
phase systems and identification of nonlinear systems. HOS can be defined in terms of moments and
cumulants. Let x(n) = [2(1),z(2),--- ,x(n)] be a real random vector. The n-th order moment of

x(n) is defined as

B(x(w) = [ " x(m)p(x(n)dx(n)

where F(.) denotes the expectation operator and p(x(n)) is the probability density function of x(n).
The function M, (w(1),w(2), -+ ,w(n)) = My(w(n)) = E(exp(jw?(n)x(n))) is called the
moment generating function of x(n), since the n-th order moment of x(72) can be obtained by its n2-th

partial derivative around zero multiplied by (—j)".
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Having defined the function M, (w(n)) we define the function K, (w(n)) = In(exp(jw? (n)x(n))),
which is called the cumulant generating function. In accordance to the n-th order moment of x(n), the
n-th order cumulant of x(n ) is defined as the n-th partial derivative of the cumulant generating function
around zero multiplied by (—7)".

The n-th order cumulant ofa vectorx(n) = [z(1),z(2), - - , z(n)] will be denoted in the following
as cum{xz(1),z(2),--- ,x(n)}.

Higher order moments and cumulants are statistical measures of correlation designed to go to
zero whenever any one or more quantities under study become statistically independent of the rest.
Therefore, cumulants generalize the concept of a correlation measure.

Cumulants have some interest algebraic properties, that are listed below:

+ Cumulants are scalar. If a;”" , are scalars and x(4);_, are random variables, then
cum{a1z(1), asx(2), -+ ,a,x(n)} = H a;r_cum{x(1),z(2),--- ,z(n)} (2.16)
* Cumulants are symmetric functions in their arguments. That is
cum{z(1),x(2), - ,x(n)} = cum{x(iy), x(iz), - ,z(in)} (2.17)

where (41,149, ,1,) is any linear permutation of (1,2, - ,n)
* Cumulants are multi linear mappings. That is, if @ and are constants:
cum{az(1) +y(1),ax(2) + y(2),- - az(n) +y(n)} (2.18)

}
+ceum{y(1),y(2),--- ,y(n)}

&
S

= acum{z(1),z(2),- -

* Suppose that z(4);_; and y(4);_, are statistically independent random variables. Then,

cum{z(1) +y(1), - ,z(n) +y(n)} = cum{z(1),z(2),--- ,z(n)} + (2.19)

cum{y(1),y(2),-- ,y(n)}
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* Cumulants are blind to additive constant. That is, if ¢ is a constant, then:

cum{a+ z(1),2(2), -+ ,z(n)} = cum{z(1),2(2),--- ,z(n)}

* Suppose that a subset of the random variables (i), are statistically independent. Then,

cum{z(1),x(2), -+ ,z(n)} =0

« If z(n) is a k-th order stationary process then, the k-th order cumulants depend only on the time

lags between the variables and not the specific variable values.

2.3.3 Identification and Equalization Algorithms for Nonlinear Systems

Most of the existing work in the field of nonlinear system modeling involves identification methods
based on the availability of the input as well as the output signals. Blind identification and equalization
of nonlinear systems is therefore an emerging area of advanced research. As it has been mentioned in
the previous chapter, blind equalization approaches are of interest in digital communications since no
training input and no interruption of the transmission are necessary to equalize the channel. Therefore,
for channels exhibiting multipath phenomena, time-varying nonlinearitiies, or high data rates, blind
methods are attractive [52, 64].

Data clustering techniques ([53] and references there in) used for blind equalization or identification
of nonlinear channels require no explicit channel modeling. Blind decision feedback equalization is one
of these methods ([54] and references there in). A drawback of the method is that it assumes that all
the past detected symbols are correct, therefore it is not robust to error propagation. Significant work
in the field has also been done in [65, 66, 67, 68]

Canonical picewise linear models were also proposed in for the blind equalization of nonlinear
channels with memory, as a generalization of Donoho’s minimum entropy deconvolution approach.
An Maximum Likelihood algorithm for blind identification using expectation maximization was also
proposed. However, the resulting method is suboptimal. Although ML provides good performance
they suffer from computational complexity and the existence of local minima ([55] and references
there in. Blind equalization of satellite links is dealt in [56] through Bayesian methods using Markov

Chain Monte Carlo techniques. The disadvantage of this type of methods is that they require large data
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samples. Oversampling is used to overcome this problem.

An approach for blind identification of nonlinear single-input, multiple-output (SIMO) truncated
Volterra filters has been presented in [57]. It is shown that while impossible with a single output,
several outputs make it possible to blindly deconvolve several Volterra channels simultaneously. This
approach requires that the input sequence satisfies a persistent excitation condition and the channel
matrix has a full row rank. The input could be deterministic or random with unknown distribution. The
method, unlike previous algorithms, does not require knowledge of the higher-order statistics of the
input, for equalization. The nonlinear channels are equalized using linear FIR filters for modelling. This
can be justified intuitevely since the vector equalizer can be seen as a beamformer that, thanks to its
diversity, is capable of nulling the nonlinearities and equalizing the linear part. The results, involving
simulated magnetic recording channels as well as real and complex valued communication channels
look promising. However, a number of questions, about the potential capability of the method are
still open research issues. These involve analytic performance evaluation, the selection of optimum
equalizer delay, order determination of the Volterra data model as well as the effect of high SNR values
to the algorithm. The complexity is relatively high, and therefore, additional work on efficient on-line
versions are required before the method may be used in practice.

In [64] a blind equalization algorithm for SIMO nonlinear systems was introduced that builts
zero forcing (ZF) linear equalizers provided certain conditions are satisfied. Compared to the work
in [57] it relaxes the assumption that the associated channel matrix is full rank and square. Eventhough
squareness can always be achieved, if necessary, by decreasing the number of channels and increasing
the equalizer length, a longer equalizer would increase the computational complexity; further, if some
channels are to be dropped, it is not possible to ensure a priori that the surviving channels satisfy the
corresponding full-rank condition, even if the original set did. Thus, the selection of the channels to
drop is a difficult problem. Another advantage of the algorithm is that equalizers of any delay can
be computed as opposed to the work in [57] that computes equalizers of zero and maximum delays.
However, both the above algorithms assume that channel orders are known, an assumption that does

not hold true in practice, especially for nonlinear systems.
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2.4 Blind Source Separation (BSS)

When sensors are used to collect information or oversampling is used, the signals provided are
linear mixtures of the signals of interest. We then have the problem of recovering the signals of interest,
named as sources, from the observed signals. This problem, commonly known as Blind Source Separation
(BSS), is aggravated by the fact that in many practical applications we cannot directly observe the
sources nor the way that they are mixed. The BSS problem plays an important role in signal processing.
It can be solved using a minimum amount of prior information, namely that the mixing system is
invertible and that the sources are mutually independent. This model robustness makes BSS attractive to
a large number of extremely diverse applications such as array processing, multiuser communications,
signal restoration andbiomed ical engineering.

Specifically, we assume that we are given at the receiver some linear mixtures x;(n) of a number

of source signals s;(n),j = 1,2, - - , P that obey the equation:
P
zi(n) = Zaijsj(n) (2.20)
j=1

or in matrix form,

X = AS 2.21)
The nth column of X is x'(n) = [z1(n),-- -, zym(n)]. Matrix A with elements a;; has size M x P,
while the matrix of source signals S has column vectors s(n) = [s1(n), - , sp(n)]. The goal of BSS

is to recover A from the observed mixtures X.

As it is explained in [49] and references there in, since the pioneering work of Jutten and Herault,
many efficient and robust algorithms for BSS have been proposed and their properties investigated.
These algorithms have been developed from different points of view such as contrast functions ,
maximum likelihood estimation, information transfer maximization , Kullback[/Leibler divergence
minimization using the natural gradient approach , and non-linear principal component analysis (PCA)
[69]. Despite their disparity, all these rules have a common characteristic: the utilization of non-
linear functions of their outputs. This non-linearity is required because second-order statistics are not
sufficient to solve the BSS problem. However, their convergence properties are extremely dependent

on the sources distribution and the non-linearities used. Moreover, these properties are considerably
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different when there is Gaussian noise in the mixture.

In addition to the above algorithms, other algorithms and methods such as Joint Diagonalization and
the JADE algorithm, the Extended- Infomax algorithm, the Fast-ICA algorithm and the Zarzoso[ /Nandi
algorithm , have been shown to be able to separate sources from a broadclass of distributions ([69] and
references there in).

Joint Diagonalization is a BSS technique. Among the methods that perform joint diagonalization
the JADE algorithm mentioned above is a popular approach for determining matrix A using cumulants.
At first JADE, estimates a data whitening matrix W and sets Z = WX. Then, using fourth order
cumulants of the input signals, it computes a maximal set of cumulant matrices to be jointly diagonilized.
At a third step, it computes the rotation matrix R that makes the cumulant matrices as diagonal as

possible and estimates the matrix A as A = RW™1,
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In this chapter a method for the solution of the order determination is presented. First, an overview
of the necessary algebraic background and related definitions is provided. Next, we introduce for both
LTI FIR MIMO systems as well nonlinear systems described by Volterra series. A set of theorems and
lemmas is presented and finally the algorithm is introduced. Simulation results presented at the end

of the chapter, validate the performace of the method compared to existing schemes.

3.1 Objectives

Given an LTI FIR system or a nonlinear system described by a finite Volterra series, our objective

is to establish that
(a) The number of discrete inputs can be computed.
(b) The orders (memory lengths ) of the subsystems that comprise the total system are determined.

(c) Computations can be carried out by an efficient algorithm. Specifically, if Ly, Lo, --- , Lp are the
different subsystem orders, they may be grouped into 7 distinct numbers .J;, Jo, - - -, J,. such that
Jy < Jo < -+ < J.. Then forall 7, 1 <7 < r, the number m; of subsystems that have order J; can

be computed by the proposed algorithm.

3.2 Prerequisites

The notation employed is standard. Signals are discrete-time and complex in general. Upper- and
lower-case bold letters denote matrices and vectors respectively. (-)* and (-) are transpose and Hermitian
operations. 0,,,, stands for the m X n zero matrix. Given a matrix A, R(A) and C(A) stand for the
row and column space of matrix A and ||A||o I denotes the oo norm of the matrix. For a given matrix
X having the same number of columns as A, P,{X} denotes the projection of X onto the row space of
A. For a set of vectors Xy, - - + , X,,, Sp{xy, - - - , X,, } is the linear subspace spanned by x1, - - - , x,,. [ A,
B are vector spaces over the same field F', A @ B is their direct sum and A = B denotes that they are
isomorphic, that is there exists an one to one and onto linear map from A to B. If x, X are a vector and

a matrix respectively and A is a vector space, then x4 is the orthogonal projection of x onto A and X 4

'Tf A is an m rows by n columns matrix then ||A|| is defined as ||A] |oo=Maxi<i<m )iy |aij]
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is the orthogonal projection of the rows of X onto A. Finally, A/ denotes the set of positive integers.

3.3  Model Description

3.3.1 LTI FIR MIMO Systems

We shall be concerned with FIR MIMO systems of the form:

x(k) =3 D mj)silk = j) (3.1)

The system has P inputs and M outputs. Thus the output signal x(k) is an M x 1 dimensional
vector. The input sequences consist of the signals s1(k), s2(k), -+, sp(k). The orders of the P
subsystems are given by the integers L1, Lo, -+ ,Lp. Foreach1 < ¢ < P,and 0 < 5 < L,
h;(j) is the corresponding M x 1 kernel tap.

Equivalently, the above system can be described as

x(k) = [H(z)]s(k) (3.2)

where [H(z)] is the system transfer function and s(k) = [s1(k) - - - sp(k)]".
If L,,1 < g < P, denotes the maximum of Ly, Ly, - - - , Lp, then the channel polynomial matrix

H(z) can be written as

H(z) = i H(i)z™" (3.3)
=0
with
H(i) = [hy(9)ha(i) - - - hp(i)] (3.4)
The memory lengths of the P subsystems are given by the integers L1, Lo, - - - , Lp. In the general

case, some of the above integers may be equal to each other. Therefore, the 7 distint integer values

appearing in the set L, Lo, - - - , L p that denote the different subsystem orders, will in the following
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be denoted by Ji, Jo, - - -, J,. and we shall assume, without loss of generality, that J; < Jo < --- < J,.
In addition, for all 7, 1 < ¢ < r, m; will denote the number of subsystems attaining the same order .J;.
The following assumptions are made:
Al) The input sequences s1(k), s2(k), - - - , sp(k) are stationary Independent Identically Distributed
(I.1.D.) zero mean signals of finite variance that are mutually independent with each other.
A2) An upper bound L of the subsystems’ orders is known.
A3) The number of inputs P is strictly less than the number of outputs M. Furthermore, the channel
polynomial matrix H(z) is irreducible and column reduced.
Asaresult [70], for a smallest wy > 0, wy € N so that the matrix Hy,, (h) = [Fy, (h1) - - - Fy, (hp)]

where
hi(O) h@.(Li) N |}V

Onrsi +o0 hg(0) -+ hy(Ly)
has full column rank. F,, (h;) is an (Mwg) X (L; + wp) matrix. As stated in [70], to guarantee the full

column rank of H,,, (h) it suffices to select wy > S°1, L; — 1.

3.3.2 Discrete Volterra Systems

The nonlinear systems under consideration are assumed to be SIMO, discrete-time, time-invariant,
causal and of finite memory. Furthermore, we assume that any small changes to the system’s input
s(n) result in small changes in the system’s output. Any such system [54] can be approximated over a
uniformly bounded set of input signals by a truncated Volterra series expansion of finite order P.

The output y(n) of a real valued SIMO Volterra system, as stated in [43]], can be described as:

P N-1 -1
x(n) :h0+z Z h,(my, -+ ,mp)s(n —my)---s(n—m,) (3.5)
p=1 m;=0 mp=0

+n(n)

As stated in [53], for a narrowband communication system input-output relationship is described
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by the equation:

P N-1 N-1
= ho + Z o Z hy,(ma, - magy1)s(n —my) (3.6)
p=1 m;=0 mp=

- 8(n — mit1)
s (n — mpp2) -+ " (0 — Mmapy1)

+n(n)

We shall assume that 77(n) = 0 (noiseless case) and examine the effect of noise in simulations. In
the above equations , s(n) is the system’s input, V1 < p < P, h,, are the discrete p — th order Volterra
kernels and P is the order of nonlinearity. Furthermore, without loss of generality, we may choose the
range my, - -+ ,my so that 0 < my < my--- < m,, that is the Volterra kernels are upper triangular.

Using the aproach followed in [57] we may cast any SIMO Volterra system as an equivalent MIMO

linear system, by appropriate redefinition of the vector kernels and the system’s input.

Let M denote the number of output channels, then the vector kernel h,(my,--- ,m,) can be
indexed as:
hy,(my,---,my) =hy; (M) = [h;(m, miy, e, MAdp_q) - (3.7
h(m,m iy, Mt ig1)]

where0 <7, <--- <4y < N—landm=0,1,--- N —1—14,_;. To compactify the notation we
use i1 : i,_1 to denote the set (i1, - ,i,-1). For p = 2, the range notation (7, : ;) denotes just the
index ;.

Similarly, we define the signals:
Spivip_1 (M) = s(m)s(m — 1) -+ s(m —ip_1) 3.8)

with0 =45 <43 <--- <4, < N — 1. We denote hy = hy ., and s; = 51 ;,.;,. Using the change

of variables m, = m + 1,1, form = 1,2,--- | P we have that:
Np—ip—1

P
Z Z Z hp7i15ip71 (n)sp,i1:ip,1 (TL - l) (39)

p=1 0<i; <--<ip, 1<N—1 m=0
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Equation (4.3) describes a MIMO channel. Finally, for an appropriate 13, we introduce the variables
u;,1 < i < B and use lexigographical ordering to name the sequences u;(n) = Sp;.i,_, (7).
Then, applying the same technique and introducing variables g;(m) we rename the kernels g;(m) =

h, ;. .i,_, (m). Taking all the forementioned steps, the above equation takes the form

K;

x(n) = ZZgi(j)ui(n —7) = [G(2)]u(n) (3.10)

i=1 5=0

where [G(z)] is the system transfer function and u(k) = [u1(k) - - - up(k)]*. An example of how a
SIMO Volterra system is cast as a MIMO system is given in [57] for P = 2.

In general, B # P, so the number of the subsystems appearing in the MIMO representation is not
equal to the order of the system’s non-linearity. The memory lengths of the B subsystems are given
by the integers Ky, Ko, --- , Kp. In the general case, some of the above integers may be equal to
each other. Therefore, the 7 distint integer values appearing in the set K, Ko, - - - , K that denote the
different subsystem orders, will in the following be denoted by Ji, Js, - - -, J, and we shall assume,
without loss of generality, that J; < Jy < --- < J,.. In addition, for all 7, 1 < ¢ < r, m; will denote
the number of subsystems attaining the same order .J;.

We shall make the following assumptions:

B1) The input sequence s(n) is zero mean, i.i.d., with values in a finite alphabet of at least P + 1
complex numbers. Examples include PSK or QAM signals.

B2) The system transfer matrix G(z) is irreducible. This guarantees that there are no common zeros in
the (FIR) transfer functions of every pair of the subchannels involved. It is a common assumption in
all methods based on Second Order Statistics.

B3) The memory of the linear kernel is strictly greater than the memory of any nonlinear term. Moreover,
the first element of the zero-th tap of this kernel is equal to unity.

B4) An upper bound L of B is known.

3.3.3 Model Equivalence

As shown above, we may cast a nonlinear system described by a finite Volterra series as a linear
MIMO system. It should be noticed that there is no physical equivalence of the two types of systems
since the inputs of the casted Volterra system are products of the original input. However, the casting

is useful for algebraic manipulations. Due to the casting, in the analysis presented in the following
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chapters, we shall use the model as described for LTI FIR MIMO systems. It is obvious that this is

without any loss of generality. Thus, the system under consideration is described as:

x(k) :Zihi(j)si(k_j) (3.11)
or equivalently
x(k) = [H(2)]s(k) (3.12)

where [H(z)] is the system transfer function and s(k) = [s1(k) - - - sp(k)]".
If L,,1 < g < P, denotes the maximum of Ly, Ly, - - - , Lp, then the channel polynomial matrix

H(z) can be written as

H(z) = Z H(i)z™" (3.13)
with
H(i) = [hy(i)hy(3) - - - hp(i)] (3.14)

Again, the 7 distint integer values that denote the different subsystem orders, will in the following
be denoted by J1, Jo, - - -, J, and we shall assume, without loss of generality, that J; < Jp < --- < J,.

In addition, for all z, 1 < 7 < r, m; will denote the number of subsystems attaining the same order J;.

3.4 \Variables, Projections and Isomorphic Relations

3.4.1 Definition of Data Structures

The proposed approach extends the work by Tong et al, described in [5§]. Linear prediction and
smoothing techniques that exploit the isomorphic relationship between input and output subspaces are

employed. Precise definitions of relevant variables, spaces and projections are given next.
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Next we proceed with some definitions. Assuming that k, () € Nand Q > k. We collect successive

output vectors in the matrix
T(k)=[x(k) x(k+1) ---x(Q)] (3.15)
Likewise, we combine successive input values in row vector form as follows

si(k) = [si(k) si(k+1) ---51(Q)]

sp(k) = [sp(k) sp(k+1) - sp(Q)] (3.16)
Using a window of length w, we form the following array of output samples:

T(k)
Xpw = T(k,_ b (3.17)
T(k—w+1)

X}« 18 the data matrix defined by stacking w consecutive such observations, starting with T(k)

and going back to T(k — w + 1). Similarly, for all j,1 < j7 < B, we have

s; (k)
s, = | Y (.18
s;j(k—w+1)
Next, we consider the row spaces
Xew = R (Xew) (3.19)
Stw = R(SL.) (3.20)
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Finally, for any [ € AN we define the vector space

Skl = (31171,L1+w SERRR Slil,LB+w)

U (511+z+w,L1+w SERR Sl§+l+w,LB+w) (3.21)

If we think of [ as a smoothing window, we see that SM is a subspace constructed from both past and

future data observations.

3.4.2 Lemmas and Theorems

In this subsection, we state and prove lemmas and theorems that establish the validity of the
algorithm. First, we shall use the following lemma, the validity of which is established in [70]:
Lemma 1: For all w > wy, H,(h) has full column rank.

Based on the above lemma we present Theorem 1, which establishes the isomorphic relationship
between input and output subspaces.

Theorem 1: For all w > wo, Xy = St 1 40 @ - OSP4

The definitions preceding the theorem lead to

1
Sk‘,Ll +w

2
Sk’,LQ-i-w

B
Sk,L3+w

Due to Lemma 1, H,, (h) has full column rank, therefore

1
Sk,L1+w

S2
flatw (3.22)
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When the system under consideration is LTI FIR MIMO the rows of the matrix

S}C,Ll “+w
Sttt (3.23)

B
Sk,LBer

are orthogonal with respect to the inner product induced by correlation in the Hilbert space of zero
mean random vectors with finite second moments. This is due to the .I.D. and mutual independence
assumptions stated in Al). Therefore, the rows of the above matrix are linearly independent with
probability one.

For SIMO Volterra systems, it suffices to notice that the above matrix equals the transpose of matrix
S(O:@+k) a5 defined in [57]. There, it is proved that its rows are linearly independent with probability
one, provided that assumption B1 holds. This, proves the theorem.

Theorem 1 imlies that
Xt = (Shotzasw @ O Silt pyiu) (3.24)

and

Xirtrww = (Skstvwzisw @ ® SihtiwLprw) (3.29)

Using (B.21]), (B.24) and (B.25) we conclude that,

Skt = X1 D Xt 1w (3.26)

Before proceeding, we define the projection error matrix and the kernel-input product matrices that

are necessary to the development of the algorithm.
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The projection error matrix Ey, ; is defined as

T(k+1) = T(k+1)s,,

T(k+1—-1)=T(k+1-1)4,,

Ey;, = ‘ ’
T(k) — T(k)s,,

Eypisa (M(l+1)) x (@ — k + 1) matrix. Each block entry T(k +m) — T(k + m) g, of Ex is
formed by the error resulting from the projection of T(k + m) on the space Sk.,l generated by past and
future input values.

In the following analysis,we shall fix k, without loss of generality since the carried out analysis is

valid for any choice of it. Forall 7,1 <1 <, leth;  h;,,---, h;,, be the m; subsystems that attain

219

order .J;. Denote by s;,, Siy, -+, Si . the inputs to the above subsystems.

m

Then, for a given subsystem h;_, forall [, J; <[ < Landt,1 <t < m;, we define the matrix:

h;,(0) -+ Opxa
Dy s (h;,) = h;,(J;) :  h;(0) )
Orrscr -+ hy ()

Next, for all subsystems attaining the same order J;, we form the matrix:

Gy, = ( Dy (hyy) - Dyg(hy, ) > )

Collect input values of the above subsystems, to form the matrix:
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Sil(k’ + l — Jz)

Siy (k)
Si,= :

1T

Simi (k?)

Finally, for all 2,1 < ¢ < rand forall [, J; <[ < L we define the kernel-input matrices

Y15, = GiuS;

(3.27)

Having defined the projection error matrix and the kernel-input product matrices we proceed to

Theorem 2.
Theorem 2
(i) Forany [ : 1 < Jq, E, =0
(i) Forl: J; <[ < Js,
E =Y,

(iii)Forn:3<n<randl: J, 1 <l < J,,
n—2
E, — Z Y 5. = Y.,
m=1
(iv)Forl: J. <I <L,
r—1
E, — Z Y, = Y
m=1
We first observe that the dimension of D, (h;,)) is M (I + 1) x (I — J; +1).
We have that:

(i) [ < Jp : By the definition of Sk,l (see (B.21))) we see that forall 3,5, 1<i < P,
si(k+1—j) € Skl Therefore, T(k + l)\Skz = T(k + 1) and E;; = 0.
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() J; <1< Jy:Let0 < g < [ All vectors of the form s; (k + ¢ — j) where 1 < s < m; and

q— 1+ J; <7 < gqdonot belong to Skl Therefore, we have that

T(k+q) = T(k+q)g,, = Z Z )si,(k+q—j) —si,(k+q—1)s,) (33D
s=1 j=q—I+J1
The assertion follows if we take into account that, by definition, h;_(j) = 0 for j < Oorj > J;
and write the previous equation in matrix form.

(iii) Foralln,3 <n <r,let J,_1 <l < J,and 0 < ¢ < [. Similar arguments lead to

T(k+q) = T(k+q),, = Z Z Dsi,(k+q—3) —si(k+q—5)s,,) +
s=1 j=q—Il+.J1

Mn—1

D Z hi, () (si, (k + g = ) = si,(k + = j)js, ) 3.32)
s=1 j=q—I+Jn_1
Note that by definition forall i,s,j: 1 <i<r,1<s<myandj <0orj> J;, h(j)=0.Ifwe
write (B.32) in matrix form the equation is proved.
(iv) Proceeding in a similar fashion we prove the equation.
Next we establish the ranks of the projection error matrices E;.
Theorem 3: The following statements are true:
(i) Forany [ : [ < Jy, rank(E;) =0
(i) Forl: J; <[ < Js,
rank(E;) = (I — J; + 1)my (3.33)

(i) Forn:3<n<randl: J, 1 <[l < J,,

n—1
rank(E) =Y (I—J;+ 1)m; (3.34)
i=1
(iv)Forl: J, <1l <L,
rank(B) = (I—J;+1)m (3.35)
=1

Foreachn : 1 < n < r we define the matrix ®,, as

0, = ( H |- |Hy, )
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Using induction on n we easily prove that @,, has full column rank foreachn : 1 <n <.
For notational purposes set ./, 1 = L + 1. According to Theorem 2, foralln : 2 <n < r+1and
alll - J,_1 <l < J,,

E = ¥, + Y., (3.36)

Equation (B.36) is written compactly as

Si.n
E =0,_; : (3.37)

Sl,Jn71

We know that ©,,_; has full column rank. Therefore,

S
rank(E;) = rank( : ) (3.38)

St,7, 4

Note that each block entry §l7 J; 1s a projection error. More precisely it has the form

Sil(kf + 1 — Jl) — si1<k + [ — JZ)|Sk,l

Sil (k) - sil (k)|8kyl
S, ;= : (3.39)

Sipm, (k) — Sim, (k)ISk,l

Using arguments similar to the ones used in the proof of Theorem 1, we conclude that for all
it,7:1<i<r,1<t<m;,0<7<I0—J,s;(k+j)is orthogonal to the vectors belonging to

Sk,l- Therefore, s;, (k + j)|$k,l = 0.
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As a consequence, (for any k)

NS : (3.40)

Sim,i (l{?)

Using similar arguments as the ones used in Theorem 1, we notice that the rows of the matrix

Sl,Jl
(3.41)

Slw’nfl

the rows of the above matrix are linearly independent with probability one.

The theorem then follows from (B.38) and (B.40) by a straightforward counting argument.E

The definition of the p-norm of a matrix and the previous theorem imply the following corollary:
Corollary 1: The following statements are true:
(i) Forany [ : | < Jj, ||Ersll, =0
(i) Forany [ : J; <1< L, [|Ell, >0

The proof is obvious for case (i).

We shall prove case (ii) by contradiction. Assume that there exists an [ : J; < [ < L such that

||E;||, = 0. This implies that E;,; = 0. The latter as well as (8.37) imply that the rows of the matrix

Sl,Jl
(3.42)

Slvt]n—l

are linearly dependent, something that cannot be true according to the proof of the previous theorem.

2The 1.I.D. and mutual independence assumption on the input sequences can be replaced by a suitable deterministic
condition. An example is a multichannel adaptation of the linear complexity condition stated in [58], guaranteeing that the
input is generated by a multichannel AR model of sufficiently high order.
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In the noiseless case, Theorem 3 indicates how to compute the system’s different orders, as well as
the number of subsystems that attain it in a straightforward manner.

Indeed, starting with [ = 0 we compute rank(Eg) and we increase [ by one until rank(E;) > 0.
Equation (8.33) suggests that this value of [ equals the smaller of the orders .J;. Moreover, it also gives
the number m; of the subsystems that attain it.

Having determined m;, we increase [ in steps of one. As long as | < Js, rank(E;) remains a
multiple of m. When this stops to hold (B.34) suggests that [ = J,. At this point having computed
mq, J; we use (B.34) to determine the number m4 of the subsystems that attain the order .J,. We
continue increasing [. As long as | < J3, rank(E;) increases by m; + mq each time [ increases by
one. Again, when this stops to hold, (B.34) suggests that [ = .Js. At this point, having computed
Ji,mq, Jo, mo we use (B.34)) to determine the number m of the subsystems that have order equal to
Js.

We keep increasing [ by one until we reach L and proceed in the same way, using (3.34) and (B.33)

to determine J;, m; forall i : 1 < ¢ < r. When [ = L, we compute the number P of input signals as:

P = i m; (3.43)
i=1

The above approach is effective in a noiseless setting, where the rank of a matrix can be computed in
a straightforward manner simply by counting the number of its nonzero singular values. In the presence
of noise, however, the problem of rank determination can be proved difficult to solve because singular
values that should be zero in theory could become small, but not necessarily zero. We address this
issue in the next section, where we describe the implementation of our algorithm, using the concept of
effective (numerical) matrix rank (Criterion 1) and a property implied by Corollary 1 (Criterion 2).
Moreover, we provide a simpler version of the algorithm that applies when it is apriori known that the

system is SIMO.

3.5 Algorithm Implementation

Two versions of the algorithm are supplied. The first applies in the general SIMO/MIMO and
Volterra case. It can be used without any information regarding the application type. The second version
is preferable in cases where it is apriori known that the system is SIMO, as it reduces significantly

computation time by avoiding unnecessary SVDs.
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Noise can be managed via the use of two criteria. The first one is employed to determine the
effective (numerical) rank of a matrix [[L1].

Criterion 1: Let B be an m X n matrix perturbed by noise and denote (31,82, -, 5., 7 =
min(m,n), its singular values with 51 > [y > --- > (.. The effective rank of B is given by
the integer ¢ in the range 1 < ¢ < r — 1 for which the ratio v, = (; /641 is maximized.

The second criterion is suggested by Corollary 1.

Criterion 2: For fixed k € N, the ratio 0x; = ||Ex,|l,/||Ek, 41|, i minimized for | = J; — 1,
where J; is the smallest of the system orders.

Next, we present the two versions of our algorithm. We denote by L and () an upper bound of the

system orders and the number of output data vectors used, respectively.

3.5.1 SIMO, MIMO and Volterra Systems Order Determination

The proposed algorithm consists of the following steps.

1. For a fixed w > wy and for all [, 0 < [ < L define the overall data matrices Z,,; as

xu+l+1) - x(Q)
: Fo
x(w+1+2)
x(w+1+1)
Z,,= : Yo,
x(w + 1)
x(w)
: P,

x(1)

2.Foralll,0 <[ < L,use SVD and Criterion I to compute the effective rank of Z,, ;. Reconstruct Z,,, ;,

using the singular values that correspond to its effective rank and the associated left and right singular

~

w,l

. , that
Pw,l

vectors to compute the matrix Zw,l. From Zw,l, compute the matrices ‘A{w,l and ]A)w,l =

w,l

Pwl

)

correspond to the matrices Y,,; and D,,; = defined in the previous step. Step 2 will be

referred as the denoising step.
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3.Foralll,0 <[ < L, compute an orthogonal base of R(]A)w,l), {v1,---,vs}. Use Theorems 1 and

2 to compute E,, ; in a way analogous to that given in [58], that is

Vi

Ey; = Yo, — Yo, VV, V=

)

Vf

4.Forall 0 <[ < L compute d,,; and use Criterion 2 to find .J;. Then use Criterion 1 to compute the
effective rank of E,, ,. Conclude that this is the number m; of subsystems that have order J;.
5.Forall J; < < L,use Criterion I to find the effective rank of the matrices E,, ;. Having determined
J1, my, use Theorem 3 to compute the pairs J,,, m,, forall 1 <n < r.

6. Determine the number P of system inputs from (3.43)).

3.5.2 SIMO Systems

If it is apriori known that the system is SIMO the algorithm is simplified as follows.
1-3. Steps 1-3 remain the same as with the version described above.
4.Forall 0 <! < L compute ,,; and use Criterion 2 to find the order .J; of the system.

Remark: In [58] it is proved that for a SIMO system, in the noiseless case, rank(Z,, ;)=2w+[+ L+
1, where L,, is the true order of the system. Simulations showed that for some cases of low SNR values
the estimated effective rank of Z,,; could be either too low or two high introducing significant error
when Zw,l is computed. Therefore, in our simulations we slightly modified Step 2 for SIMO systems,
so that if for a given [ the effective rank ¢; of Z,,; is less than 2w or greater than 2(w + L) the following

actions are taken:
« If1 >0, ¢ is set to ¢;_; + 1, where ¢;_; is the effective rank of Z,, ;.

e If{ =0, t;is setto 2w + 1.

3.6 Simulation Examples

In this section we present the simulation experiments that we have performed for the LTI FIR SIMO

and MIMO case as well as the nonlinear Volterra case.
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3.6.1 LTI FIR MIMO and SIMO Systems

We assume that the system’s output is given by the equation
y(k) = x(k) +n(k) (3.44)

where x(k) is given by eq. (B.11) and n(k) = [ (k)---na(k)]t is an M x 1 spatial-temporal
white noise vector sequence. Furthermore, the additive noise 7(k) is a zero mean stationary sequence
uncorrelated to the inputs. For all i, 1 < i < M, o? is the finite variance of n;(k). Let () denote the

number of output vectors used. The signal-to-noise ratio is defined as

5 i lly(R)|[? = Mo?

SNR = 10[0910 Mo2

(3.45)

Even though Corollary 1 is true for any matrix norm, ||Ej;||o was used in simulations, because
the experiments showed that it achieves better performance over other known matrix norms. Finally,
we mention that whenever the term denoising is used in the following, it refers to Step 2 of versions
A and B of the proposed algorithm, as given in the previous section. Moreover, we shall use the terms
output vector and output sample interchangeably to refer to the M x 1 output data vector collected at
the receiver.

A. MIMO Systems

Simulations entailing three different systems have been performed. In all cases the input sequences
are QPSK, while 100 independent Monte-Carlo runs were obtained per system, number of output
samples and SNR value. We depict the percentage of successful order detection related to SNR and the
number of output vectors used. In all examples the predictor’s size w equals to the upper bound of the
system’s orders L = 10.

Example 1. In this case we have simulated a two-input six-output MIMO system. The two subsystems
hy, hy, with orders L.; = 3 and Ly = 5 respectively, are shown in Tables and . According
to Criterion 2 and Theorem 3 the minimum order .J; of the system should be equal to 3, while for
[ = 3,4, --10 the corresponding ranks of E,, ; should be detected as 1,2,4, 6, 8,10, 12, 14.

Simulation results are presented in Table B.3. The algorithm’s success rate exceeds 90% using
1000 output vectors for SNR> 20 dB. For SNR values between 20 and 25dB, increasing the amount

of output samples from 400 to 800 or 1000 improves significantly the algorithm’s performance. For
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SNR values greater or equal to 27 dB high success rates are achieved even using 400 output samples.

Example 2. In this example, another two-input six-output MIMO system was tested. Subsystems
h;, h, comprising the total system are shown in Tables B.4 and respectively. Both their orders
Ly, Ly are equal to 4. According to Criterion 2 and Theorem 3 the minimum order J; of the system
should be equal to 4, while for [ = 4, 5, - - - 10 the corresponding ranks of E,,; should be detected as
2,4,6,8,10,12, 14.

Results are shown in Table B.4. The method’s success rate exceeds 90% using 800 output vectors
for SNR> 28 dB. As with the previous example we notice that for SNR values greater than 30dB high
success rates are achieved even using 400 output samples.

Example 3. In this example a three-input six-output MIMO system was tested. The two subsystems
of Example 1 were maintained and an extra subsystem hg of order L3 = 3 shown in Table B.7 was
added. According to Criterion 2 and Theorem 3 the minimum order J; of the system should be equal
to 3, while for [ = 3,4, - - - 10 the corresponding ranks of E,,; should be 2, 4, 7,10, 13, 16, 19, 22. The
results are shown in Table B.§.

In comparison to the previous examples we observe a performance degradation that can be explained
by the extra amount of information that has to be detected by the algorithm due to the introduction of
the new subsystem.

B. SIMO Systems

Simulations of SIMO systems are performed. The proposed method is compared with existing
SIMO system order estimation techniques, namely those presented in [58], [6] and the MDL algorithm
[59]. In order to study the effect of denoising, both J-LSS and the proposed algorithm were tested using
denoised as well as non denoised data matrices. To make fair comparisons, all the algorithms were
tested against the same data sequence. That is, in each Monte Carlo run, all the algorithms worked on
the same received data. A success rate threshold of 90% was employed for comparison.

Four systems were simulated the first two of which are artificial. The remaining are real microwave
channels given in http://spib.rice.edu/spib/microwave.html.

In all cases the input sequences were assumed to be QPSK and 200 output samples were used.
One hundred independent Monte-Carlo runs were run per system and SNR value. Finally, in all the
experiments the upper bound of system order L was set equal to 15 and the predictor’s size w was set
equal to L.

Example 1. A two-output SIMO system is considered. The subchannel coefficients are shown in
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Table B.9, while simulation results are presented in Table B.10. The first and the last taps of the system
concentrate 11% and 9, 6% approximately of the total power. Therefore, the estimated system order
should equal 7.

Simulations showed that the proposed algorithm achieves a success rate greater than 90% for
SNR> 20dB. The corresponding SNR level for Liavas et al. method is 26dB, for MDL 21dB and for
J-LSS’s 35dB. Denoising improved J-LSS, giving an over 90% success rate for an SNR values equal to
or greater 28dB. Applying no denoising slightly improves the proposed method giving a success rate
of over 90% for an SNR value of 19dB.

Example 2. A two-output SIMO system is considered. The subchannel coefficients are shown in
Table B.11]. It is easily verified that even though the last tap of the second subchannel is zero, the
power of the corresponding tap of the first subchannel approximates 24% of the total channel energy.
Therefore, blind order estimation should detect the maximum order of the subchannels, which equals
4. The results are shown in Table B.12.

Simulations showed that the proposed algorithm achieves a success rate greater or equal to 90%
for SNR> 12dB. The corresponding SNR level for Liavas et al. method is 20dB, for MDL 15dB and
for J-LSS is 26dB. Denoising improves J-LSS, giving an over 90% success rate for SNR values greater
than 20dB. Applying no denoising improves the proposed method giving a success rate of over 90%
for SNR values equal to or greater than 8dB.

Examples 3 and 4. Two FIR microwave radio channels chosen from the library above were tested,
namely channel 10 and channel 13. Channels were oversampled by a factor of 2. Their characteristic
is that their true impulse response is very long, but they can be partitioned into a “significant part”
that contains the “large” channel terms and concentrates the most of the channel power and a “non-
significant” part that comprises of “small” leading and/or trailing terms. The order of the significant part
is the “effective channel order” as defined in [6]. Intuitevely, the satisfactory effective order estimate
of these channels is two, giving three taps per subchannel. Simulation results are shown in Table
and Table B.15.

Interpreting the results for channel 10, we should notice first that the 14th, 15th and 16th taps
concentrate approximately 99% of the total channel power, while all the remaining leading and trailing
taps account only for approximately 1%. Therefore the effective order of channel 10 should equal 2.

Simulations showed that the proposed method’s success percentage exceeds 90% when SNR>

14dB, while the corresponding SNR level for Liavas et al. method is 22dB and for MDL 15dB. J-LSS
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success rate was not satisfactory. However, applying denoising in J-LSS dramatically improved its
performance, giving a success rate exceeding 90% for SNR> 22dB. MDL’s performance proved poor
for SNR> 35dB, verifying that it tends to overmodel systems at high SNR values, as opposed to the
proposed algorithm that kept a 100% success rate even for high SNR levels. For SNR values between
10 and 20 dB denoising improves significantly the performance of the proposed method and results in a
5dB gain in achieving the 90% success rate. For the same range of SNR values, the proposed algorithm
proved superior to the Liavas et al. method. Finally, we notice that when the proposed algorithm failed
to determine the channel’s effective order it undermodelled it by one, giving one as the estimated order.

In case of channel 13 we mention that the 22nd, 23rd and 24th taps concentrate approximately 99%
of the total channel power, while all the remaining leading and trailing taps concentrate approximately
the remaining 1%. Therefore the effective order of channel 13 should equal 2.

Simulations showed that the proposed algorithm achieves a success rate greater than 90% for
SNR> 17dB. The corresponding SNR level for Liavas et al. method is 27dB and for MDL 16dB. As it
was the case with channel 10, J-LSS’s performance was not satisfactory, but again it was improved by
denoising. For SNR> 30dB MDL showed poor performance, due to overmodelling. On the contrary,
the proposed method kept the 100% success rate even for high SNR levels. Similar overmodelling
behaviour proved true for J-LSS, that is for SNR> 40dB its performance dropped significantly even
though denoising was used. For SNR values ranging between 10 and 20 dB the proposed method
achieved superior performance compared to Liavas et al. algorithm. Furthermore, for SNR values
between 10 and 20 dB denoising improves the performance of the new algorithm, gaining 4dB in
achieving a success rate greater than or equal to 90%. As with the previous case, when the algorithm
failed to determine the channel’s effective order it undermodelled it by one, computing it as 1 rather

than 2.

3.6.2 Volterra Systems

In simulation example 1 uniformly distributed, mutually independent, temporally i.i.d. symbols
drawn from a QPSK constellation {1 + j,1 — j,—1 + j, —1 — j} with variance equal to 2 were
used as input. In simulation example 2 (real valued SIMO VOLTERRA system), uniformly distributed,
mutually independent, temporally i.i.d., input symbols drawn from a BPSK constellation with variance
equal to 1 were used. QPSK as well as BPSK input sequences were randomly generated, using MATLAB

functions. Simulations were performed according to the following methodology. For each system,
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1000 independent Monte-Carlo experiments were executed. For each experiment, an input sequence
consisting of 1500 symbols was generated, as described above. Having fixed the SNR value, 1000
runs of the algorithm per input sequence were performed. Then, the Symbol Error Rate (SER) was
computed per experiment and SNR value, executing 1000 runs. The average was then calculated, per
SNR value, for all different input sequences, executing 1000 Monte-Carlo runs, giving the SER per
system and SNR value. The above procedure was repeated for all SNR values.

Example 1 We applied the proposed algorithm to the SIMO Volterra system described in Example

1 of [57]. It is a three-output system, described by the following equation:

2 1

y(n) =Y h(Ds(n—1)+> hyy(l)s(n —Ds(n —1—1) +1(n)
1=0 1=0
where 7)(n) is additive white Gaussian noise. As already mentioned, BPSK input was used. Kernel
values as well as order determination results are presented in the following paragraphs.

Example 2 We applied the proposed algorithm to a three-output system as given in [64], described
by the following equation:

3 1

y(n) =Y h(Ds(n—1)+> hyp(l)s(n—)s(n — 1 —1)s*(n — 1 —2) + n(n)

=0

where 77(n) is additive white Gaussian noise. As already mentioned, QPSK input was used. Kernel

values as well as order determination results are presented in the following paragraphs.
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Table 3.1. MIMO Systems,example 1: Subchannel coefficients of subsystem 1

h (0) h(1) h(2) h,(3)
0.15 + | 0.0747+ | 0.2241 + | —0.0148—
0.0187¢ | 0.0825: | 0.2469¢ | 0.0151:
0.124 + | 0.0934+ | 0.1905+ | —0.0160—
0.0261¢ | 0.0844: | 0.2099¢ | 0.0175¢
0.199 + | 0.1120+ | 0.1569+ | —0.0147—+
0.0336¢ | 0.1236: | 0.1692¢ | 0.1199:
0.173 + | 0.1307+ | 0.1233+ | —0.0134+
0.0411¢ | 0.1255¢ | 0.1285¢ | 0.1423:
0.15 + | 0.2747+ | 0.2241 + | —0.0448—
0.1187¢ | 0.2825: | 0.2469¢ | 0.0751:
0.124 + | 0.2934+ | 0.2905+ | —0.0560—
0.1261¢ | 0.2844: | 0.2099¢ | 0.0975:¢

Table 3.2. MIMO Systems,example 1: Subchannel coefficients of subsystem 2
hy(0) hy(1) hy(2) hy(3) hy(4) hy(5)
0.04 + ]0.056 + | 0.126 + | —0.047+ | —0.013—| 0.069 —
0.017¢ 0.007: 0.020: 0.010: 0.041: 0.100:
0.10 + |0.065 + | 0.104 + | —0.043+| 0.010 — | 0.004 —
0.02¢ 0.008:2 0.019:¢ 0.0062 0.062:¢ 0.034:
0.07 +10.074 + | 0.082 + | —0.039+| 0.034 — | 0.039 —
0.037 0.0102 0.018: 0.001z 0.084: 0.1002
0.04 + |0.082 + | 0.061 + | —0.034—| 0.058 — | —0.061—
0.037 0.012:¢ 0.017¢ 0.019¢ 0.067: 0.065¢
0.04 +10.026 + | 0.226 + | —0.247+ | —0.213—| 0.069 —
0.027: 0.0272 0.220¢ 0.210¢ 0.2414 0.1002
0.10 + |0.265 + | 0.204 + | —0.243+| 0.210 — | 0.004 —
0.22¢ 0.208: 0.219 0.206¢ 0.262¢ 0.034:
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Table 3.3. MIMO Systems,example 1: Percentage of successful order detection.

SYMBOLS | 17dB | 20dB | 22dB | 25dB | 27dB | 30dB | 32dB | 40dB | 50 dB
400 0% 2% 17% | 64% | 83% | 96% | 100% | 100% | 100%
800 1% 79% | 95% | 98% | 100% | 100% | 100% | 100% | 100%
1000 6% 96% | 99% | 100% | 100% | 100% | 100% | 100% | 100%

Table 3.4. MIMO Systems, example 2: Subchannel coefficients of subsystem 1

h;(0)

h (1)

hy(2)

hy(3)

hy (4)

0.15 +
0.0187:

0.1747+
0.1825¢

0.1241+
0.1469¢

—0.1148—
0.1151¢

—0.1148—+
0.0151¢

0.124 +
0.02612

0.1934 +
0.18444

0.2905 +
0.1099¢

—0.1160—
0.1175¢

—0.1160—
0.0175¢

0.199 +
0.0336¢

0.2120+
0.2236¢

0.1569 +
0.1692¢

—0.1147+
0.1199¢

—0.1147+
0.0199¢

0.173 +
0.04112

0.2307 +
0.22551

0.2233 +
0.228517

—0.1134+
0.1423¢

—0.1134+
0.0423:

0.05 +
0.1187%

0.0747 +
0.0825¢

0.0241 +
0.0469:

—0.0448—
0.0751z

—0.0448—
0.07514

0.224 +
0.04617

0.2934 +
0.28444

0.1905 +
0.1099:

—0.1560
0.1975:

—0.1560—
0.0975¢
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Table 3.5. MIMO Systems, example 2: Subchannel coefficients of subsystem 2
hy(0) hy(1) hy(2) hy(3) hy(4)
0.04 +|0.256 + | 0.226 + | —0.147+ | —0.113—
0.017: 0.107: 0.120: 0.110:¢ 0.1412
0.10 + |0.265 + | 0.204 + | —0.143+ | 0.110 —
0.122 0.208: 0.119:¢ 0.1067 0.162:
0.07 + 0274 + |0.182 + | —0.139+ | 0.134 —
0.13: 0.210: 0.118: 0.101z 0.184:
0.04 +|0.282 + |0.161 + | —0.134—| 0.258 —
0.137 0.212: 0.117¢ 0.119¢ 0.267:
0.04 + 0126 + | 0.226 + | —0.247+ | —0.213—
0.127:¢ 0.127: 0.220: 0.210: 0.2412
020 + | 0.3656 + | 0.104 + | —0.243+ | 0.210 —
0.12¢ 0.308: 0.119:¢ 0.2064 0.262:

Table 3.6. MIMO Systems, example 2: Percentage of successful order detection.
SYMBOLS | 25dB | 27dB | 28dB | 30dB | 35dB | 40dB | 50 dB
400 0% 8% 17% | 88% | 100% | 100% | 100%
800 12% | 62% | 98% | 100% | 100% | 100% | 100%
1000 20% | 87% | 100% | 100% | 100% | 100% | 100%
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Table 3.7. MIMO Systems, example 3: Subchannel coefficients of subsystem 3
h3(0) h3(1) h3(2) hs(3)
0.15 + | 0.1747+ | 0.1241 4 | —0.1148—
0.1187¢ | 0.18257 | 0.14697 | 0.1151¢
0.124 + | 0.1934+ | 0.1905+ | —0.1160—
0.1261¢ | 0.18447 | 0.1099: | 0.11752
0.199 + | 0.1120+ | 0.1169+ | —0.1147—+
0.1336¢ | 0.11362 | 0.1192¢ | 0.1099:
0.173 + | 0.0307+ | 0.0233+4 | —0.1134—+
0.1411% | 0.0255¢ | 0.02857 | 0.0423:
0.15 + | 0.1747+ | 0.1241 + | —0.1448—
0.0187¢ | 0.1825¢ | 0.1469: | 0.1751¢
0.124 + | 0.1934+ | 0.0905+ | —0.1560—
0.0261¢ | 0.18447 | 0.0099: | 0.1975:

Table 3.8. MIMO Systems, example 3: Percentage of successful order detection.

SYMBOLS | 25dB | 27dB | 30dB | 33dB | 35dB | 40dB | 50 dB
400 0% 0% 0% 16% | 73% | 100% | 100%
800 0% 0% 60% | 97% | 100% | 100% | 100%
1000 0% 4% 73% | 99% | 100% | 100% | 100%

Table 3.9. SIMO Systems, example 1: subchannel coefficients
h(0) |h(1) |h(Z) |[h@3) |[h4) |h(5) |h(6) |h()
0.4 0.18 0.22 0.5 0.4 0.16 0.43 0.38
0.25 0.31 0.16 0.41 0.20 0.61 0.43 0.22
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Table 3.10. SIMO Systems, example 1: LIAVAS et al, MDL, J-LSS,PROPOSED METHOD

comparison
SNR | LIAVAS | MDL J-LSS J-LSS,.D | PROP PROP
(dB) et al METHOD METHOD,D
10 0% 0% 0% 0% 36% 16%
15 0% 0% 0% 0% 65% 20%
19 0% 59% 0% 12% 95% 84%
20 0% 82% 0% 15% 98% 92%
21 0% 94% 0% 31% 100% 93%
25 74% 98% 1% 71% 100% 100%
26 91% 98% 3% 76% 100% 100%
28 99% 99% 11% 92% 100% 100%
30 100% 99% 31% 95% 100% 100%
35 100% 99% 93% 97% 100% 100%
40 100% 99% 100% 100% 100% 100%
50 100% 99% 100% 100% 100% 100%

Table 3.11. SIMO Systems, example 2: subchannel coefficients

h(0) | h(1) | h(2) |h(3) |h(4)
—0.215 0.086 | 0.688 | O —0.688
0.868 | 0 —0.496 0 0
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Table 3.12. SIMO Systems, example 2: Liavas et al, MDL, J-LSS and the PROPOSED METHOD
success rates

SNR | LIAVAS | MDL J-LSS J-LSS,D | PROP PROP
(dB) | ET AL. METHOD METHOD,D
8 0% 0% 0% 0% 92% 56%
10 0% 4% 0% 1% 98% 82%
12 0% 31% 0% 3% 100% 90%
15 1% 90% 0% 22% 100% 98%
20 95% 99% 28% 93% 100% 100%
25 100% 100% 88% 100% 100% 100%
26 100% 100% 92% 100% 100% 100%
30 100% 100% 100% 100% 100% 100%
40 100% 99% 100% 100% 100% 100%
20 100% 99% 100% 100% 100% 100%

Table 3.13. SIMO Systems, Example 3 (Channel 10): Liavas et al, MDL, J-LSS and the PROPOSED
METHOD success rates

SNR | LIAVAS | MDL J-LSS | J-LSS,D | PROP PROP

(dB) | ET AL. METHOD METHOD,D
10 0% 0% 0% 0% 2% 62%

14 0% 69% 0% 11% 13% 91%

15 0% 96% 0% 16% 23% 97%

19 15% 99% 0% 50% 90% 99%

22 99% 100% 0% 93% 100% 100%

30 100% 90% 9% 99% 100% 100%

40 100% 0% 31% 78% 100% 100%

50 100% 0% 46% 56% 100% 100%
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Table 3.14. SIMO Systems, example 4 (Channel 13). Liavas et al, MDL, J-LSS and the PROPOSED
METHOD success rates

SNR | LIAVAS | MDL J-LSS J-LSS,D | PROP PROP
(dB) | ET AL. METHOD METHOD,D
10 0% 0% 0% 0% 0% 47%
15 0% 80% 0% 14% 1% 82%
16 0% 99% 0% 23% 2% 85%
17 0% 100% 1% 30% 6% 90%
20 0% 99% 3% 29% 71% 95%
21 0% 100% 7% 60% 92% 97%
25 39% 100% 18% 88% 100% 100%
27 97% 94% 22% 98% 100% 100%
30 100% 4% 26% 94% 100% 100%
40 100% 0% 0% 14% 100% 100%
50 100% 0% 0% 6% 100% 100%
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Table 3.15. Example 3: SIMO Volterra System Kernels

hy(0) | hy(1) [ hy(2) | hy1(0) | hyq(1)
1 —2.5 1 2 0.7
0.5 3 ) 0.3 1.2
2 0 2 —-0.7 3

Table 3.16. Example 3: Percentage of successful order detection

NUMBER OF SYMBOLS | 10dB | 12dB | 15dB | 18dB | 20 dB
500 10% | 32% | 77% | 94% | 100%
1000 68% | 80% | 95% | 98% | 100%
1500 90% | 96% | 99% | 100% | 100%
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Table 3.17. Example 4: SIMO Volterra System Kernels

h; (0) h; (1) h;(2) h;(3) h3 12(0) h3 15(1)
1 —25+4+2i | 141 4+0.3¢ 2 0.7—0.8
0.5+ 0.4 3+ 21 -1+ d+1 0.3+0.2¢ 1.2+
-1+ 1—2 2+13: | =34+13¢| =0.74+0.7: | 34+0.12

Table 3.18. Example 4: Percentage of successful order detection

NUMBER OF SYMBOLS | 10dB | 12dB | 15dB | 18dB | 20 dB
2% | 93% | 100%

500 10% | 30%
1000 60% | 85% | 94% | 99% | 100%
1500 90% | 95% | 99% | 100% | 100%
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4. LTI FIR MIMO Systems Kernel Identification and Volterra

Systems Equalization

This chapter presents the algorithm for LTI FIR MIMO kernel identification and Volterra systems
equalization. Definitions and algebraic notations remain the same as described in the previous chapter.
Next, we describe briefly the system model for both LTI FIR MIMO systems as well nonlinear systems
described by Volterra series and the assumptions used. A set of theorems and lemmas is presented and
finally the algorithm is introduced. Simulation results presented at the end of the chapter, validate the

performace of the method compared to existing schemes.

4.1 Objectives

Given an LTI FIR system or a nonlinear system described by a finite Volterra series the objective

of the algorithm is
(a) To identify the kernels of the system in case it is LTI FIR MIMO.

(b) To equalize input symbols in case of SIMO Volterra systems.

4.2  Model Description

The model remains the same as described in the previous chapter for both finite memory SIMO

Volterra systems as well as LTI FIR MIMO systems.

4.2.1 Discrete Volterra Systems

The nonlinear systems under consideration are assumed SIMO, discrete-time, time-invariant, causal
and of finite memory. Furthermore, we assume that any small changes to the system’s input s(n) result
in small changes to the system’s output. As already mentioned, any such system can be approximated
over a uniformly bounded set of input signals by a truncated Volterra series expansion of finite order
P.

The output y(n) of a real valued SIMO Volterra system, as stated in the previous chapter, can be

described as:
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P N-1

y(n) =hy + Z Z 2_: h,(my, -+ ,mp)s(n —my)---s(n—m,) 4.1)

p=1 m;=0 mp=0

+n(n)

On the other hand, for a narrowband communication system input-output relationship is described

by the equation:

P N-1 -1
y(n) :ho—i—z Z Z h,(mq, -+, mags1)s(n —myq) 4.2)
p=1 m;=0 mp=0

...S(n_mk+1)
s* (N — Myy2) - - 87 (N — Magy1)

+n(n)

We shall assume that 77(n) = 0 (noiseless case) and examine the effect of noise in simulations. In
the above equations , s(n) is the system’s input, V1 < p < P, h,, are the discrete p — th order Volterra
kernels and P is the order of nonlinearity. Furthermore, without loss of generality, we may choose the
range mq, - -+ ,my so that 0 < my < my--- < my, that is, the Volterra kernels are upper triangular.

The SIMO Volterra system is then casted as an equivalent MIMO linear system, by appropriate

redefinition of the vector kernels and the system’s input. Let M denote the number of output channels,

then the vector kernel h,,(m, - - - ,m,,) can be indexed as:
h,(my, -+ ,mp) =hy; (M) = [h;(m, mAig, e, mAlp_q) - (4.3)
h;;\/[(mam—’_ih” ' 7m+im—1)]

where 0 <7, <--- <4y < N—-Tlandm=0,1,---N —1—1,_;. To make the notation simpler,
we use i1 : i,_1 to denote the set (i1, -- ,i,_1). For p = 2, the range notation (¢; : ;) denotes just
the index 7.

Similarly, we define the signals:

Spiiriip_y (M) = s(m)s(m —iy) -+ s(m —ip_1) 4.4
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with0 =29 <73 <--- <14y < N — 1. Wedenote hy = hy ., and s; = 1 4,.;,. Using the change

of variables m, = m + 1,1, form = 1,2,--- | P we have that:

Np—ip_1

y(n) = Z Z Z hp7i11ip—1(n)5p7i12ip—1(n_l) (45)

p=1 0<iy <--<ip 1<N—1 m=0

Equation (#.3) describes a MIMO system. Finally, for an appropriate 3, we introduce the variables
u;,1 < i < B and use lexicographical ordering to name the sequences u;(n) = sy, ,(n).
Then, applying the same technique and introducing variables g;(m) we rename the kernels g;(m) =

h,;,.i,_, (m). Taking all the aforementioned steps, the above equation takes the form

K;
¥(n) =Y g(iuiln — j) = [G(2)]u(n) (4.6)
i=1 j=0
where [G(z)] is the system transfer function and u(k) = [ui(k) - - up(k)]’. An example of how a

SIMO Volterra system is cast as a MIMO system is given in [10] for P = 2.

In general, B # P, meaning that the number of the subsystems appearing in the MIMO representation
is not equal to the order of the system’s nonlinearity. The memory lengths of the B subsystems are given
by the integers K1, K5, - - , K. In general, some of the above integers may be equal to each other.
Therefore, the 7 distinct integer values appearing in the set K, K, - - - , K and denote the different
subsystem orders, will in the following be denoted by .J1, Jo, - - -, J,. and we shall assume, without loss
of generality, that J; < Jy < --- < J,.. In addition, for all 7, 1 < ¢ < r, m; will denote the number of
subsystems attaining the same order J;.

We shall make the following assumptions:

Al) The input sequence s(n) is zero mean, i.i.d., with values from a finite alphabet of at least P + 1
complex numbers. Examples include PSK or QAM signals.

A2) The system transfer matrix G(z) is irreducible. This guarantees that there are no common zeros in
the (FIR) transfer functions of every pair of the subchannels involved. It is a common assumption in
all methods based on Second Order Statistics.

A3) The memory of the linear kernel is strictly greater than the memory of any nonlinear term. The
first element of the zero-th tap of this kernel is equal to unity.

A4) An upper bound L of B is known.
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4.2.2 Discrete LTI FIR MIMO Systems

A discrete-time Linear Time Invariant FIR MIMO system can be described as:

y(n) = Z g,(J)ui(n = j) = [G(2)]u(n) (4.7)

where [G(2)] is the system transfer function and u(n) = [u1(n) - - - ug(n)]’. The number of system
inputs is B, while the number of output channels is M. The following assumptions hold:
B1) The input sequences u; are zero mean, complex i.i.d. processes. Moreover, forth-order kurtosis
of all source signals have the same sign. For a broad class of digital communication signals, such
as uniformly distributed QAM and PSK constellations their fourth-order kurtosis are negative. This
assumption guarantees the validity of applying the JADE algorithm, as it will be described in the
following section.
B2) M > B.
B3) G(z) is irreducible. As already mentioned above, this guarantees that there are no common zeros
in the (FIR) transfer functions of every pair of the subchannels involved.

B4) An upper bound L of B is known.

4.3 Kernel Identification and Input Equalization

Data structures required, have already been defined in the previous chapter. In this section we state
and prove a number of lemmas and theorems that establish the validity of the algorithm. In addition,

the steps of the algorithm are presented.

4.3.1 Lemmas and Theorems

In this subsection, we state and prove lemmas and theorems that establish the validity of the
algorithm. Assuming £ is fixed, we shall denote Ey, ; by E;, to simplify notation.

We state theorem 1 that is essential to the development of the proposed algorithm:
Theorem 1

Foralli, 1<i<randeachl!, J; <[ < L,theelements ofeach one of the matrices ¥; ;, can be
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computed from the elements of the matrices E;,,E;,,--- ,E;..
Proof:
Assume that [ > L; and that memory length J; is attained by subsystem kernels g, , g;,, "+ ,g; .

By definition ; j, = Gy, Jifjh J;» 0 each element p, ¢ of ; , is the vector inner product of the p — th row
of G; ;, and the ¢ — th column of U, ;.. Denote the p — th row of U, j, by @, and the ¢ — th column by
B,. Thus, a, isan 1 x (m; x (I — J; + 1)) row vector and B, is an (m; x ({ — J; + 1)) x 1 column
vector. Denote

a, = [a(l),a(2),--- ,a(m; x (I —J; +1))] (4.8)
B, = [b(1),b(2),- -, b(m; x (I = J; +1))] (4.9)

Due to the structure of G; ;, we see that all the elements of a,, that are [ — J; columns apart are either
zero or they belong to the same row of G, ;,. Similarly, due to the structure of le, J;» all the elements
of B, that are [ — J; rows apart belong to the same column of U, ;..

Therefore, the row by column inner product a,, X B, is equal to:

l—Jri-l m;—1

X Bi= > > a(i+kx({—T)b(i+kx(1-1J) (4.10)

j=1 k=0
From the analysis above it occurs that the sum

m;—1

> ali+kx (1= J)b(+kx (I—J;)) (4.11)

k=0
it equals zero or it is a product of a row of G, ;, by a column of U J;.J;- By definition, this product
belongs to ¥, ;,, proving that all elements of ¥; ;, can be computed from elements of ¥ 5, ;. Therefore,
to prove the theorem it suffices to show that all elements of ¥, ;, can be computed from elements of
E; ,E;,, - ,E; . For that, we use theorem 1 stated in the previous chapter. Start, with .J;. According
to theorem 1, stated in the previous chapter, ¥ ;, ;, = E,, so the elements of all matrices ¥; ;, can be
computed from the elements of E ;,. Then, we use equation (3.29) of theorem 1 to compute ¥ Jo,Jp frOm
the elements of the matrix E ;,. Having computed ¥ j, ;, we can compute all matrices ¥; ;,. Then, we
use (8.30) to compute ¥ Js,J; from E 7, and continue the same way until all the corresponding matrices

have been evaluated, proving the validity of the theorem.
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4.3.2 Algorithm Description

A batch algorithm that performs system identification/equalization is developed. For LTI FIR
MIMO systems the algorithm uses the Joint Diagonilization Principle through the JADE algorithm
as described in [61]]. The outline of the algorithm is the following.

A. Order Estimation
« Step A;: At the receiver, group the collected symbols in blocks of () symbols per block.

* Step A,: Using the first block, for all [, J; < [ < L compute the matrices E;, using the method

described in Appendix A. Store the matrices.

« Step As: Compuite the orders Jq, Js, - - - J,. of the different subsystems that comprise the overall

system following the algorithm established in [12]. Store Jy, Jo, - - - J,..

* Step A4: For FIR LTI MIMO systems execute part B of the algorithm, for SIMO Volterra systems

execute part C'.
B. LTI FIR MIMO Systems Identification

+ Step 1: Use matrices E; computed in part A, to compute the matrices ¥; ;,, according to theorem

I.

* Step 2: Set [ = J;. Using the equation

E;, =Y, (4.12)

and the JADE algorithm identify the kernels corresponding to the subsystems of order .J; as

columns of the matrix G, j,.

* Step 3: Set [ = J,. Using the equation

EJ2 —‘I’J27‘]1 :‘PJQJQ (413)

and the JADE algorithm identify the kernels that correspond to subsystems of order ./, as columns

of the matrix G, j,.
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» Step r + 1: Set | = J,.. Use equation

r—1
Ej =) Y5.5=Y¥5 (4.14)
=1

and the JADE algorithm to identify the kernels corresponding to subsystems of order .J, as

columns of the matrix G, ;.
* End of Kernel Identification
C. Volterra Systems Equalization
* Step 1: Based on theorem 3, compute the matrices ¥, ., forallm,1 <m <r — 1.

* Step 2: Set [ = J, and compute the matrix
r—1

E;,—> Y5, = Y5 (4.15)
m=1

» Step 3: Use the first row of the computed matrix ¥, ; to equalize the nput vector. Due to

assumption A3 and the definition of ¥ ;, ;,, the firstrow of ¥ ;, ;. equals the vector [s(k) s(k+

- sk+Q— 1)

* Step 4: Use the next block of () received symbols, to compute for all 2, 1 < ¢ < r the matrices

E ;,, using the method described in Appendix A and theorem 1. Store the matrices.

* Step 5:Repeat steps 1 — 4 to equalize next block of () symbols. Do so, until all received symbols

have been processed.
+ Step 6:End of Equalization

For Volterra systems, after equalization has been performed, the vector of the linear kernel taps
can be evaluated as the first column of ¥, ;, divided by s(k). Furthermore, in order to equalize input
symbols using equation(4.15) we only need to know the values of the first row of each of the matrices
¥, j..- It is also important to point out the difference in executing the algorithm in the case of LTI
FIR MIMO systems, as opposed to that of SIMO Volterra systems. In the first case, having computed
the matrices £, E,,-- - , E/; , using the first block of () symbols (or any block of () symbols) at

the receiver, we use theorem 3 to compute the matrices Wy, j,, ¥, 75, -+ , ¥, . and identify the
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corresponding subsystem kernels. Once this is done and the algorithm stops. In case of SIMO Volterra
systems, for each block of () received symbols, we compute the matrices £, Ej,, -+ , E/; and use
theorem 3 to compute the matrices ¥ ;, s, and equalize the corresponding input symbols. This is done
repetitively until all symbol blocks of length () are processed. At the j-th repetition, symbols [s((j —
DQ+k) s(k+1)--- s(k+ jQ — 1)] are equalized.

4.4 Simulation Examples

In this section, we present the simulation experiments conducted for the LTI FIR MIMO case, as
well as the SIMO Volterra case. To be able to correlate order estimation and kernel identification/symbol

equalization performance we simulate both parts of the algorithm.

4.4.1 Simulation Methodology

In simulation examples 1,2 and 4, uniformly distributed, mutually independent, temporally i.i.d.
symbols drawn from a QPSK constellation {1 + j,1 — j,—1 + j, —1 — j} with variance equal to
2 were used as input. In simulation example 3 (real valued SIMO VOLTERRA system), uniformly
distributed, mutually independent, temporally 1.i.d., input symbols drawn from a BPSK constellation
with variance equal to 1 were used. QPSK as well as BPSK input sequences were randomly generated,
using appropriate MATLAB functions. Simulations were performed as follows. For each system, 1000
independent Monte-Carlo experiments were executed. For each experiment, an input sequence of 1500
symbols was generated, as described above. Having fixed the SNR value, 1000 runs of the algorithm

per input sequence were performed. Then,

* For LTI FIR MIMO systems: The normalized mean-squared error per experiment and SNR value

was computed, for each subchannel h; of the system. It was computed as

> (i — K7 /i)
1000

10log1o(

)

where ﬁz is the subchannel estimate computed by the algorithm for the specific SNR value at the

J — th run. The procedure was repeated over all 1000 independent Monte-Carlo experiments.
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The resulting value of N M S'E per subchannel and SNR value was then computed as

1000 129 (I —h7[2 /[ [2)
NMSE = =4 <10l0910( = 1000 ))

1000

The above procedure was repeated for all SNR values and 95% confidence bounds, based on the

1000 Monte-Carlo experiments conducted, were computed.

* For SIMO VOLTERRA systems: The Symbol Error Rate (S E R) was computed per experiment
and SNR value, executing 1000 runs. The average was then calculated, per SNR value, for all
different input sequences, executing 1000 Monte-Carlo runs, giving the SER per system and

SNR value. The above procedure was repeated for all SNR values.

4.4.2 LTI FIR MIMO Systems

The results of simulations entailing kernel identification for the two first out of total three different
LTI FIR MIMO systems presented in the previous chapter are presented. As already mentioned, QPSK
input was used in both cases.

Example 1. In this example, we have simulated a two-input six-output MIMO system, described

by the following equation:

3 5
y(n) =Y m(D)si(n— 1)+ > hy(l)sa(n — 1) +1(n)
=0 =0

where 71)(n) is additive white Gaussian noise. Order detection and kernel identification were performed.
The performance of the proposed method was checked against the algorithm presented in [61]. Order
detection results are shown in Table 1. Kernel identification results are presented in Tables II and III.
The proposed method achieves a slight performance gain.

Example 2. In this example, the second two-input six-output MIMO system was tested. The system
is described by the following equation:

4 4

y(n) =D m(Dsi(n =1+ Y hao(D)ss(n —1) +(n)

=0 =0
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where 7(n) is additive white Gaussian noise. Both subsystem orders are equal to 4. Order detection and
kernel identification were performed. The performance of the proposed method was checked against
the algorithm presented in [62]. Order detection results are shown in Table IV. Kernel identification

results are presented in Tables V and VI. The proposed method achieves significant performance gain.

4.43 SIMO Volterra Systems

Simulations for SIMO Volterra systems were performed. Specifically, the proposed method is
compared to the methods presented in [57, 64].
Example 3. We applied the proposed algorithm to the SIMO Volterra system described in Example

1 of [64]. It is a three-output system, described by the following equation:

2 1
y(n) =Y m(Ds(n =)+ haea()s(n —)s(n — 1= 1) +(n)
1=0 1=0

where 7(n) is additive white Gaussian noise. As already mentioned, BPSK input was used. Kernel
coefficients are presented in Table VII. Order determination results are presented in Table VIII.

Comparison was made against the methods presented in [57, 64]. Results are presented in Table
IX.

Example 4. We applied the proposed algorithm to a three-output system, described by the following

equation:

3 1

y(n) =Y h(Ds(n— 1)+ > hgp(l)s(n —)s(n — 1 —1)s*(n— 1 = 2) + n(n)

=0

where 7(n) is additive white Gaussian noise. As already mentioned, QPSK input was used. Kernel
coefficients of the simulated system are presented in Table X. Order determination results are presented
in Table XI. The proposed algorithm was checked against the methods presented in [57, 64]. Results

are presented in Table XII.

4.5 Remarks

In this chapter we developed an algorithm for kernel identification of LTI FIR MIMO systems

as well as channel equalization for SIMO Volterra systems. For this type of systems, simulations
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showed that accurate order detection and channel equalization can be achieved for SNR values as low

as 10dB. Theorem 1 and Appendix A allows for lower complexity computation of the data matrices

Ey,Epn, - E;and¥Y;, 5, ¥, 5, -, ¥, s thatare needed to perform either kernel identification
or symbol equalization. Moreover, based on assumption A3, a more efficient approach is developed

for equalization of SIMO Volterra systems.

For LTI FIR MIMO systems the algorithm allows kernel identification in steps, based on the JADE
algorithm. Kernels are identified in groups, depending on the memory length of the subsystems they
belong to. Simulations showed that it achieves a slight performance improvement when compared to
the method presented in [61]. When compared to the algorithm presented in [62], the method showed
superior performance. Performance improvement emanates from the fact that kernel identification is
performed in steps, starting with the subsystems attaining the lower memory and progressing to the
subsystems with the higher memory. The systems used in simulation examples were two out of the three
presented in [60]. Their kernels were generated randomly. Extensive simulation experiments performed
using randomly generated LTI FIR MIMO systems, led to similar conclusions. The computational
complexity of the proposed method is O(Q* + (ML Qlog,(Q))), where Q is the size of symbols
block, This is because, even though the method is SOS based, the involvement of the JADE algorithm
increases the complexity.

For Volterra systems, the performance of the algorithm is quite satisfactory, compared to the methods
presented in [57, 64]. Simulations showed that the new method performs better than the one given in
[57]. Compared to the algorithm presented in [64], the performance of the two methods is similar. An
exception is made in case of Example 3, for SNR equal to 20dB. In this case, the proposed algorithm
needs twice the number of input samples (that is 3000 samples) to achieve the performance of that
in [64]. We should, however, notice that, compared to the method given in [57], the new method has
several advantages. At first, it does not require that the input covariance matrix be positive definite.
Instead, it can be applied when input constellation is strictly greater than the order of the system under
consideration, an assumption easily achieved in practice. Next, the memory length of the linear channel
part should not be known in advance. It is computed by the algorithm. Furthermore, it should not be
greater than the sum of the memory lengths of the system’s nonlinearities. It suffices that it is greater
than the memory length of each individual nonlinear kernel. On the other hand, the proposed algorithm
does not built equalizers, as it is done in [57, 64]. Instead, as explained in Section @, equalization is

performed by processing output data in blocks of () samples per block. Since the processing is done
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in a batch mode, according to Appendix A, the per block computational complexity of the algorithm,
increases as high as O(M L @ log 2(Q)), where () is the block size. The overall algorithm complexity
is therefore, (%)O(ML Qlogy(Q)).

For both LTI FIR MIMO systems and SIMO Volterra systems, selecting the appropriate size ()
of symbol blocks affects the correct order determination and by that the matrices £; based on which
identification/equalization are performed. Selection of () depends on SNR as well as the complexity
of the system examined, that is the number of subsystems it comprises of and their orders. Extensive
simulation experiments, involving both LTI FIR MIMO and Volterra systems triggered by different
types of PSK input, suggested that () > 1500.
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Appendix A. Computation of the Error Projection Matrices

In the following, we provide an efficient way of computing residual error matrices F; denoted for

simplicity purposes as E(¢). Assume that () is the symbol block length.

as

or

yow+L+1) ... y(@Q)
: Z(0)
y(w+{+1)
y(w +0)
V= : D(/) (A-1)
y(w+1)

y(w)

Define

Z(0) = (A-2)

D(¢)isalM x (Q — L — 2w) matrix.
Z(l)isa 2w+ L —1)M x (Q — L — 2w) matrix.

We define the projection matrix Py, onto the subspace spanned by the columns of Z(¢),
Paoy = Z(O)(Z(OZ (€))7 2(L) (A-3)

The projection matrix onto the orthogonal complement of the column space of Z({) is expressed

Py =1— Pz (A-4)

The residual error is given by
E(() = PyyD({) = (1= Pz))D(() (A-5)
E(() = D(¢) — Z'(¢)(Z(¢)Z'(¢))~'Z'(¢)D(¢) = D(¢) — Z(()C'(¢) (A-6)
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The smoother is defined as the solution of

Z(O)Z'(0)C(0) = Z(0)D'(0) (A-7)
Define
R(() = Z(0)Z' (), d(() =Z(¢)D'(¢) (A-8)
Then
R({)C(¢) = d({) (A-9)

The minimum squared error attained is given by

A*(0) =D()D'(¢) — C'd(0) (A-10)

Notice that

1) Matrix Z(¢) is block Toeplitz and corresponds to a multichannel FIR system having 2 entry
channels.

2) Matrix D(¢) corresponds to a multichannel FIR system having ¢M output channels.

3) The optimal smoother C(¢) can be obtained as the solution of the normal equations at a cost of
O(A*(M?) + O(M{ Qlog2(Q)) where A = (2w + L — 1) M.

4) Residual error E(/) can be obtained at a cost of O(M{ Q) log 2(Q)).
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NUMBER OF SYMBOLS | 17dB | 20dB | 22dB | 25dB | 27dB | 30 dB
400 0% 2% 17% | 64% | 85% | 96%
800 1% 79% | 95% | 98% | 100% | 100%
1500 6% 96% | 99% | 100% | 100% | 100%

Table 4.1. MIMO Systems example 1: Percentage of successful order detection

SNR (dB) NMSE (dB) 95% Confidence Bound NMSE (dB)
Proposed Method Proposed Method Ding’s Algorithm
20 —12.1 (—12.6,—11.6) —10.7
25 —13.3 (—13.7,—12.9) —11.2
30 —22.6 (—22.9,—22.3) —20.9
35 -30.7 (—30.9,—30.5) —28.5

Table 4.2. MIMO Systems example 1: Channel 1 estimation

SNR (dB) NMSE (dB) 95% Confidence Bound NMSE (dB)
Proposed Method Proposed Method Ding’s Algorithm
20 —12.9 (—13.6,—12.2) —10.8
25 —14.5 (—15.1,—13.9) —12.3
30 —22.7 (—23.2,—22.2) —19.6
35 —-30.4 (—30.6,—30.2) —27.3
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NUMBER OF SYMBOLS | 20dB | 25dB | 28 dB | 30dB
400 2% 8% 17% | 88%
800 42% | 62% | 98% | 100%
1500 90% | 93% | 100% | 100%

Table 4.4. MIMO Systems example 2: Percentage of successful order detection

SNR (dB) NMSE (dB) 95% Confidence Bound | NMSE (dB)
Proposed Method Proposed Method SSUB
20 —20.1 (—20.6,—19.6) —15.4
25 —23.8 (—24.3,—-23.3) —17.6
30 —30.5 (—30.8,—30.2) —25.9
35 —32.6 (—32.8,—32.4) —26.7

Table 4.5. MIMO Systems, example 2: Channel 1 Estimation

SNR (dB) NMSE (dB) 95% Confidence Bound | NMSE (dB)
Proposed Method Proposed Method SSUB
20 —214 (—22.1,—-20.7) —14.3
25 —24.7 (—25.2,—-24.2) —19.2
30 —27.5 (—27.8,—-27.2) —26.7
35 —31.3 (—31.5,-31.1) —28.5

Table 4.6. MIMO Systems, example 2. Channel 2 Estimation
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1 —2.5 1 2 0.7
0.5 3 ) 0.3 1.2
2 0 2 -0.7 3

Table 4.7. Example 3. Real valued SIMO Volterra system kernel taps

NUMBER OF SYMBOLS | 10dB | 12dB | 15dB | 18dB | 20 dB
500 10% | 32% | 77% | 94% | 100%
1000 68% | 80% | 95% | 98% | 100%
1500 90% | 96% | 99% | 100% | 100%

Table 4.8. Example 3: Percentage of successful order detection

SNR | Proposed | Valcarce | Giannakis
dB | Algorithm et al et al
10 O(1071) O(1071) 0(10%)
15 O(1072%) O(107%) | O(1071)
20 O(107%) O(107%) | O(10™)

Table 4.9. Example 3: SIMO Volterra Systems, SER Calculation

h; (0) hy (1) h;(2) h;(3) h3 12(0) h3 12(1)
1 —25+4+2i | 141 440.37 2 0.7—0.8
0.5+0.4i 3+ 21 -1+ o+1 0.3+0.2¢ 1.2 41
-1+ 1—2 2+13: | =34+13¢| =0.74+0.7¢ | 340.12

Table 4.10. Example 4: Complex valued SIMO Volterra system kernel taps

NUMBER OF SYMBOLS | 10dB | 12dB | 15dB | 18dB | 20 dB
500 10% | 30% | 72% | 93% | 100%
1000 60% | 85% | 94% | 99% | 100%
1500 90% | 95% | 99% | 100% | 100%

Table 4.11. Example 4: Percentage of successful order detection

SNR | Proposed | Valcarce | Giannakis
dB | Algorithm et al et al
10 O(10™1) O(10™1) O(10Y)
15 O(1072) O(107%) | O(1071)
20 O(1073) O(1073) | O(1071)

Table 4.12. Example 4: SIMO Volterra Systems, SER Calculation
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5. Conclusions

We have presented a uniform algorithm, which, knowing the type of system under examination,
can perform order detection and kernel equalization or symbol equalization, by solving the problem
in steps. Order detection computations produce data structures that can be used for identification
and/or equalization. This chapter presents the conclusions of our work and points out the direction

for future work

5.1 Order Determination

The performance of the proposed algorithm in the presence of noise relies heavily on the validity of
Criteria 1 and 2. Among them, the first one, that is the determination of the effective rank of a matrix
perturbed by noise, is the most sensitive. In [[11]] various criteria are given that estimate the effective
rank of a perturbed matrix using its singular values. All but one out of these, use threshold values that
either do not appear to be based on any explicit analytical expressions but are selected on an ad hoc
basis, or lower and upper bounds for them can be derived analytically assuming known noise statistics.
The only criterion among those presented in [|1 1] that does not use either an ad hoc threshold value or a
threshold with upper and lower bounds based on known noise statistics, determines the numerical rank
t of a perturbed matrix B from its singular values { > 5 > --- >, as the index ¢ for which ; >> ;1.
It is straightforward to see that it is equivalent to Criterion 1, used by the proposed method. That is, it
is equivalent to determining the effective rank ¢ of a perturbed matrix B as the index ¢ for which the
ratio ; /41 is maximized. This is the reason it is also referred as the “ratio test”.

It is well known that the squares of the singular values of a matrix B are the eigenvalues of the matrix
BB'. Therefore, maximizing the ratio of successive singular values of B is equivalent to maximizing
the ratio of the corresponding eigenvalues of the matrix BB'.

It is also equivalent to the one given in [(] by Liavas et al, provided that there exists at least one ¢
for which the successive eigenvalue ratio A; /\; 11 > 3.

Simulation experiments showed the following:

* For MIMO systems, the validity of Criterion 2 was established even for low SNR values. On the

other hand, the rank pattern suggested by Theorem 3 is harder to detect in the presence of noise.

* For SIMO systems the proposed method outperforms Liavas et al algorithm in all cases at least
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by 6dB. MDL achieves the 90% success rate at about the same SNR levels with the proposed
method, with an exception occurring in Example 2, where it proved worse by 3dB. For the
microwave channels tested in Examples 3 and 4 MDL’s performance proved poor for high SNR
values due to overmodelling, while the proposed algorithm achieved a 100% success rate. The
new method outperforms the J-LSS algorithm by at least 14dB, while J-LSS performed poorly

in the case of true microwave channels.

* Numerous simulations conducted for MIMO systems showed that increasing the number of
outputs improves the algorithm’s performance. This implies additional hardware complexity and

increases computational cost. On the contrary, two outputs proved sufficient for SIMO systems.

* Denoising improved dramatically the algorithm’s performance for MIMO systems. In Examples
2 and 3, using 1000 output vectors and no denoising, the method achieves a success rate greater
or equal to 90% for SNR levels of 37-38 and 41-42 dB respectively. The corresponding levels
when denoising is applied drop down to 27-28 and 32-33 dB respectively.

For SIMO systems, denoising had a mixed effect. In case of Examples 1 and 2, where all taps of
the system have significant power, the performance was reduced because finding the effective
rank of Z,,; took away significant data information. In the case of Examples 3 and 4, that are
real microwave channels where the system’s energy is concentrated in a few taps but there also
exist non zero head and tail taps, denoising improved the method. Finally, we should mention

the performance boost that was achieved when denoising was applied at the J-LSS method.

* When the algorithm misses the correct value of the system order for the case of SIMO systems
this results in system undermodelling in the vast majority of cases. Misses in the MIMO case can
be interpreted as the false detection either of systems attaining non existing orders or of more

systems that attain a specific order than they really are.

* In all our simulation experiments w was chosen equal to L the upper bound of system’s orders.
This is because, as noticed in [60], for a fixed data length, large values of w imply fewer columns
in the algorithm’s data matrices that correspond to smaller sample size when projections on

subspaces are evaluated. Therefore, we tried to keep w as small as possible.

* We have conducted extensive simulation experiments on the microwave channels given in

http://spib.rice.edu/spib/microwave.html. Most of these channels, (12 out of a total of 15), are
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“good shaped”. This means that their significant part (the part that contains most of the channel
power) consists of a small number of successive taps. Applying the proposed method to all
these channels, we saw that the estimated effective channel length varied, depending on the
channel, from two to four taps that correspond to over 95% of the total channel power. As it was
the case for channels 10 and 13, simulations verified the superiority of the proposed method’s

performance against all the other methods.

However, there are a few channels in http.//spib.rice.edu/spib/microwave.html such as 3, 14
and 15, (3 out of a total of 15), that are “bad shaped”. This means that most of the channel’s
power is not contained in a number of successive taps as it was the case with “good shaped”
channels. Rather, there exist groups of successive taps that concentrate a significant amount of
the channel’s power as well as sporadic taps of significant power. An example of a “bad shaped”
channel is channel 3. For this channel, kernel taps 0 to 9 are approximately zero, tap 10 accounts
for 29% of the total channel power, tap 11 for 58.5%, tap 12 for 2.6%, tap 13 for 1%, while taps
13 to 37 are “small”. However, tap 38 is a significant, sporadic tap, accounting for approximately
5% of the total channel power while the remaining terms of the channel impulse response are
again “small” tail taps. Simulation experiments that were run using the proposed as well as all the
other methods indicated one as the estimated effective channel order. The two taps found (taps
10 and 11) account for 87.5% of the total channel power, while the remaining 12.5% missed

makes equalization poor for this channel, when SNR<40dB, as it is stated in [6].

The algorithm gives analogous results for order detection of Volterra Systems. It is important to
notice that using 1500 symbols the algorithm achieves high rates of successful order detection
even for low SNR values such as 10dB. This is due to the special structure of the Volterra systems,
that is due to linearization of the system, where the new inputs were redefined as subproducts of

delayed input values.

* The proposed algorithm performs L + 1 SVD operations in step 2, L + 1 SVD operations in
step 3 and L — J; + 1 SVD operations in steps 4 and 5 in case of MIMO systems. For SIMO
systems it performs L + 1 SVD operations in step 2 and L + 1 SVD operations in step 3, since
SVD calculations associated with steps 4 and 5 are not performed. To calculate its complexity
we take into account the cost of an SVD decomposition in flops, as well as the number of flops

required for matrix multiplications in steps 2 (due to the reconstruction of Z,, ;) and 3. Thus, we
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conclude that the computational complexity of the proposed algorithm is O(M3Q*(L + 1)* +
M3QL3(L + 1) + M3Q*L3(L + 1) + M3Q(L + 1)*(L — J; + 1)) for MIMO systems. This
reduces to O(M3Q?*(L + 1)* + M3QL3*(L + 1) + M3Q?*L3(L + 1)) for SIMO systems. In
the above M is the number of outputs and () is the number of output data samples used. This
suggests that the oversampling rate or the number of diverse sensors M used at the receiver
should be kept small to avoid heavy computations. In addition, the less output samples used and
the tighter the estimate of the system orders’ upper bound L is, the less expensive computations

become.

5.2  LTIFIR MIMO Kernel Identification and SIMO Volterra Systems
Equalization

For LTI FIR MIMO systems the algorithm allows kernel identification in steps, based on the JADE
algorithm. Kernels are identified in groups, depending on the memory length of the subsystems they
belong to. Performance improvement emanates from the fact that kernel identification is performed in
steps, starting with the subsystems attaining the lower memory and progressing to the subsystems with
the higher memory.

The computational complexity of the proposed method is O(Q* + (M L Q log,(Q))), where Q is
the size of symbols block, This is because, even though the method is SOS based, the involvement of
the JADE algorithm increases the complexity, as it requires the computation of fourth-order cumulants.

For Volterra systems, the performance of the algorithm is quite satisfactory. It has several advantages
as it does not require that the input covariance matrix be positive definite. Instead, it can be applied when
input constellation is strictly greater than the order of the system under consideration, an assumption
easily achieved in practice. The method computes the memory lengths of the subsystems involved,
without requiring any explicit assumption about them. On the other hand, the proposed algorithm does
not built equalizers. Instead, as explained in Section §.3, equalization is performed by processing output
data in blocks of () samples per block. Since the processing is done in a batch mode, according to
Appendix A, the per block computational complexity of the algorithm, increases to O(M L Q log 2(Q)),
where () is the block size. The overall algorithm complexity is therefore, (%)O(M L Qlog,(Q)).

For both LTI FIR MIMO systems and SIMO Volterra systems, selecting the appropriate size ()

of symbol blocks affects the correct order determination and by that the matrices £; based on which
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identification/equalization are performed. Selection of () depends on SNR as well as the complexity
of the system examined, that is the number of subsystems it comprises of and their orders. Extensive
simulation experiments, involving both LTI FIR MIMO and Volterra systems triggered by different
types of PSK input, suggested that () > 1500.

5.3 Future Work

As it has already been mentioned the algorithm algorithm’s complexity is O(M3Q?(L + 1)* +
M3QL3}(L+ 1)+ M3Q*L3(L + 1) + M?Q(L + 1)3(L — J; + 1)) for the order identification part
of MIMO systems and O(M3Q?*(L + 1)* + M3QL3(L + 1) + M3Q*L3(L + 1)) for SIMO systems.
Moreover, we pay O(Q* + (M L Q log,(Q))) operations for identification or (%)O(M L Qlog,(Q))
for Volterra systems equalization. It is obvious that there should be some future work to improve
computational complexity. This can be achieved either by ausing a recursive implementation scheme

or by introducing other type of BSS techniques, with less complexity than the JADE algorithm.
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