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ABSTRACT

This dissertation presents the search for Higgs-like bosons, in the decay mode H —
Z7 — £T0qq, using data collected with the ATLAS detector, at the CERN Large
Hadron Collider (LHC). Despite the fact that this channel is mostly sensitive in the
Higgs boson mass range above 200 GeV, before the discovery of the Standard Model
Higgs boson the search was extended over the mass interval 120-180 GeV. Reasonable
sensitivity is observed above 140 GeV. The search uses 4.7 fb~! of proton—proton
collision data, at a centre-of-mass energy of 7 TeV.

After the discovery of the Standard Model Higgs boson, the search focused to-
wards the detection of additional, heavy Higgs bosons, in the mass range 200 —
1000 GeV. Proton—proton collision data, at a centre-of-mass energy of 8 TeV were
used, corresponding to an integrated luminosity of 20.3 fb~!. Since no significant
excess of events is observed over the Standard Model prediction, upper limits are
set, at 95% confidence level (CL), on the production cross-section of a heavy Higgs
boson times the branching ratio of its decay to a pair of Z bosons. The results are
also interpreted in the context of the Type-I and Type-II 2-Higgs-Doublet Models
(2HDM). Finally, exclusion limits are estimated by combined statistical interpreta-
tion of the results of the H — ZZ: ZZ — {0~ qq, ZZ — W00, ZZ — {0~ vi and
Z 7 — vuqq search channels, over the Higgs boson mass range 140 — 1000 GeV.
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ITepiAndn ota EAANnvIxd

To Kadiepwuévo Ilpdtuno tne Puoixric Ltotyelmddv Lopatidlony ivon 1 emxpotoboa
Yewpla Tou unoaTouxo xoouou. Tlpdxeiton yio wa Vewpio Boduidag 1 omola eyxoAmwveL
TNV LOYURT| TUENVLXY), TNV AGUEVH XU TNV NAEXTEOUNY VNTLIXY) OAANAETOpaoN TS PUoTC
oo mhaloto ouddag cuuuetpiog SU(3)@SU(2)@U (1) and dmou oL vouoL Tng XNUaTxhc
%o BUVOIXNG TWV COUATIOWY TEOXUTTOUY PECW amuuThoEwY cuupetplac. H »Bov-
T YewUodLVOULXY|, 1) VeUeMmONG Yewplo TwV LoYLUEOY AAANAETLOPICEWY, CUVIOTA TO
SU(3) tuhua tou Kadiepwuévou Ipotinou, ye yevvitopo tov xBovtind aprdud ypoua.
H dewplo twv aoleviv aliniemdpdoewy ouyxpotel, pall ye tnv »xBavtins nhextpo-
oLV, TNV «NAexTEAoUEVTy GAANAETIOEAOT 1) OTOlol BIATUTIMVETOL G OUAdN CUY-
wetploc SU(2) ® U(1) pe yevvhtopes toug xPoavtxois aptduole acdevols toomiv xou
acvevolg uneppopTiou.

H anoftnon ouppetplag g AoyxpavtliavAc cuvdpetnone o Tomxols UETATY NUO-
TiopoUg Barduldoag amoxahOnTel OTL oL BUVAUELS TG PUONE OLaBldoVTOL ATd TA YVWGC TA
ofuepa purnolovia Baduidoc. H oyuer muenvixd 80vaun Sobdideton and 8 yxhouodvia,
N aclevic and 1o (dupala) WE xou Z unolédwia, evdy SioB6Tng Tne MAexTpoudyv-
A aAnienidpoaong eivon to dualo pwtovio. Ilopd v eviunwotaxr avtr TedBredn
Tou Katepwuévou Ilpotinou, 1 onola 06Xynoe otny nopatipnon twv acVeVOY ahhn-
AedpdoEWY OUBETEPOU PEUUATOC XIS o TNV avaxdAudn tou Z unoloviou, eivon
adVvato va tpoctedoly ot Aayxpavtliavr 6pot udloc tewv unoloviov Baduidag ywels
va xatahudel 1 SU(2) @ U(1) ouppetpio. Ltnv npoonddetor vor Stapuloytel 1 oup-
uetpla, To TEOBANUA Tne udlag avtwetwriotnxe and Toug Steven Weinberg xou Abdus
Salam pe to unyovioué Brout-Englert-Higgs (BEH). O unyaviouéc BEH anodidet
udlot oo pmolovia Porduidoc, uéow tng aAAnAenidpaone autoy ue to Tedlo BEH, ywelg
vou xatohleTton 1 ouuuetela g Aayxpavtlavic. Emnpdoteta duwe, o pnyoviopog
TpoPiénel to urolovio Higgs, n netpopatiny avaxdiuvn tou onolou anotéeoe xevipnd

Chtnue g Puoic TV LTotyelndny Louoatidlewy xotd Tic TeEAeuTales dexaeTies.

Avalritnon tou uroloviouv Higgs olupwva ue to Katcpwuévo Ilpéturo:

Abyw tou Beayéoc ypovou (whc tou, to unolovio Higgs dev umopel vor mapatneniel
dueoca og €vay aviyveutr) cwuatodiwy. H aviyveuor tou elvar epuxty pévo péoa and
TaL xavdhlal SLC TG OTIC OLdpopeS TEAES xatactdoelg. H avalAtnomn tou uroloviou
Higgs pe to xavdh ddonaone H — ZZ — (107 qq, yenowonoel to dedopéva tou
netpdpatog ATLAS and v mpmtn meplodo Acitoupylag TOU PEYIAOU ABEOVIXOU ETL-
tayuvth) (LHC), ue déopec mpwtoviwy evépyelag 3.5 TeV. Adyw tou oyetixd yeydhou

eLUUO0 ToEUYWYNE TNS TEMXAC XATACTAOTNE OF BUO AETTOVIAL Xou VO XOUdEX, AAAGL Ko
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Tou yeyovotog OTL 1) wdlo tou umoloviou Higgs pmopel vo avoxataoxevootel mhpng
a6 ToL TEOLOVTA NG BIAOTAOTG, TO CUYXEXPHIEVO XOVAAL Evol VL Tt ToL OTNUAVTIXOTERA,
yioe TV aviyveuon tou unoloviou, oty teptoyh palov my > 150 GeV.

H avdhuon towv dedouévev meplopileton otny mepoyn Twov pdlag 120 < my <
180 GeV xou 1 emAOYY TWV YEYOVOTOV GXOTEVEL GTNY OVAXUTACKELY| TwV 800 Z uno-
Loviwv and dvo Aemtévia (d0o wdvia 1 B0 nhextpdvia) pe avtideto goptio, xou dVo
adpovIX00g TUBUXES UE UEYAAN Y xdpata opur|. To undBudpo oe auty TN UeAETN TpoXUTTEL
xuplwe and napaywyy Z unoloviwy o cuvduaoud pe adpovixols nidaxes (Z-+jets), ue
T0 Z va BlaomdTon 6 AeTTOVLa, xodde xou amd Sadixaciec omou mapdyovtar Lebyn top
xoudpx (tt), mohhomhol adpovixol midoxec (multijet) ¥ Ledyn proloviwy, xupine ZZ.
H extipnon tou vrofBddpou and ddixaciec Z+jets xon tt hopfdveton and tpocopolwon
Monte Carlo oAAd puduileton ye Bdomn to dedopéva. To undBadpeo and Sdixacie Toh-
AmAGY TdExwY uTohoY(leTar amoXAEIC TS amd Tar Oedopéva, eved Sodixacieg pe Levym
umoloviwy EXTIUOVTOL ATOXAEICTIXA Ye Tpocouoiwan Monte Carlo.

It Sroywploud vodnelny YeYovotwy chuatog and yeyovota utoBddpou epap-
uolovton xpitiplo eMAOYHC ToL 0TI ATOUOVIVOULY TIC TEPLOYES TV SEGOUEVLY TOL fvan
OCUUPATES UE TO PEAETOUEVO XOVIAL dldonaone. Ltny neptoyn) 120 < my < 180 GeV
omou avalnreltan To prolovio Higgs, touhdyiotov éva omd ta 600 Z unoldvio avopéve-
Tou extéc Tou xehdgoug palac. Abdyw tou udhniol utofddpou and dadixaciec Z(—
00) +jets, n avédhuon ectidlel 6TnV TEPLOY T} 6TOL Eval TEAY TG Z untol6vio BlaoTdTon
aBEOVIXA xou Vo BUVNTIXG, e Ualo uxedTeen and T @uolxn udla tou Z urnoloviov,
OLOTIATOL OE AETTOVIAL LT CUVEYEL, amoute(ton 1 eEAAeimovca eyxdpotlor EVERYELXL Vol
elvon pixpn), OoTe vo anoppetpioly TEMXEC XUTACTACELS Ue VETEiva LPNATC evépyetlag,
YUEAXTNELO TIXES TWV OLABXACLWY Tapaywyhc top xoudpx. Télog, n avdiuvon xatatdo-
oel o umodrigLa yeyovota oe 600 xatnyopleg exelva mou nepthapBdvouy 600 b midaxeg
(dnhad midoxec mou gaivovton va amopeéouy amd bottom xoudpx) xou exeivo ye 0 7 1
b nidaxec. H Sidxpion auth| yivetar mpog exUeTdAAEUCT) TOU YEYOVOTOC OTL b TidaxeS
TEOXVUTTOUY oTdviaL oe dladxacieg Z+jets.

Ta tehixd cupnepdopata and TNy Topolod PEAETT eEdyovTon avalnTOVTIC XOPUPT
oTo Oedopéva, Tave and To avouevouevo umoBaldpeo, otny xatovour g paloag Tou
CUCTARATOS TV 0VO AETTOVIWY Xou TwV BUO AdpOVIXGY TOAX®Y. AEedouévou OTL OEV
Tapatneeiton TéTolo xopu@n, utoloyilovial dve Oplal ATOXAEIGUOY, OE ETUMEDO EUTIO-
Too0vne 95%, tne evepyol duatophc mapaywyfc Tou unoloviou Higgs, yio tic didpopec

uno¥éoelg palag mou eetalovron.

Avalrtnon répa ané to Kathepwuévo Ilodtumo

Me tnv aviyveuon tou unoloviou Higgs, n omolo avaxowveydnxe omd to newpduota ATLAS

xar CMS tov IoOhio tou 2012, éva and Tl ONUAVTIXOTERN EQWTAUATA TOU YEVVOVTOL
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elvon €4V TREOXELTAL Yior LOVaOXO 1) €dv LTdpyouy emimhéov urolovia Higgs, omwe npof-
Aémouv Yewpntixd npotina nou enexteivouy To Kathepwuévo Ipdtumo. Tétola npdtuna
amotehoUV Loy ued xivNTeo Yo cLVEYLoN TG avalHTNONS OF TEPLOYES axOUa UEYUAUTERNS
udlac.

H avalftnon pe 1o xavdh ddonaone H — ZZ — 707 qq xohlnter tnv meployh
ualev 200 < mpy < 1000 GeV, ypnoyonouwvtag dedouéva Tou GUVEAAEYNOAY UE TOV
aviyveutr) ATLAS, xatd to €tog 2012, ue evépyeia deoucyv otov LHC 4 TeV. E&etdle-
T To oevdplo evog PBapéoc unoloviou Higgs, ue pixpd mhdtog cuvtoviopol, xoog
enione xou povtéla mou mpoPiénouy Levyoc dimhetddyv Higgs (2 Higgs Doublet Mod-
els). Ko o auth v neplntomom, 1 aveAuon ETXEVIPOVETAUL OTNY AVOXUTUOXEUT TGOV
800 proloviwy Z and d0o hentévia (d0o pévia ¥y 800 nhextpdvia) xou V0 adEOVIXOUC
Tidaxeg Ue YeydAn eyxdpaoto opur). To 800 Lebyn avauévovtar var €youy udla xovid ot
udlo tou uroloviou Z vy 1 eMhelnouca eYxdpoto EVEQYELN TRETEL VoL Efval UixE).

H orotio x| mou ntpoc@épouy ta dedouéva ETITEETEL T1) BEATIOTOTOMOT TNE Avdhuong
UE OLEXELOT ETLUEQOUS XOVOALDY CUUPWVO UE TO UNYAVIOUO TopoywYNE Tou unoloviou
Higgs (ggF: ouyydvevon yxovoviwy, VBF: cuyydveuon diavuopatixey proloviwy)
OARG XU GUUPOVAL PE TWV apldud TOV b abpovIXDY TUOAXWY GTNY TEAXT| XAUTAC TooT).
Téhog, yio peydhes twéc pdloc my > 700 GeV npootideton €vo emtmhéov xavdht To
OTol0 ETUTEEMEL TOV GUYUTIOAOYIOUO TEQITTWOEWY OTOU Tot Z UTOLOVIAL EXTEUTOVTAL [UE
UEYGAN opun, Ue amoTéheoua ol 2 adpovixol TBUXES Vo avaxaTooXEVALOVTOL KOS EVaG
nidoag pe peydin pala. To anoteréopato tne Yeétng e€dyovton pe TNy avalitno
%0pLETE oToL BEBOPEVA, TV Amd To avapevouevo undPBatpo, oty xatavouy| Tng walag
TOU GUGTAUATOS TWV BVO AETTOVIKY o TV 5V0 adpovix®y mddxwy. Acdouévou 6T
dev mopatneeiton TéTol xopuET, utohoyilovto dvew dplo amoxAeloUoy, oe eninedo eun-
wotoolvne 95%, tne evepyol datourc twv unyovioumy ggF xar VBE, xadde xar tou

TopoeTELXoL Yweou Twv 2HDM yovtéhwy mou eletdlovta.

Yuvovaouos aroteEAeoudTwWY

Hpoxewévou vo TpoceyYicouy TNV andvInon 0To 4V UTERYOLY TEPLOCOTERA UTtoLOVLaL
Higgs, ouddeg tou mewpduatoc ATLAS nou emxevipdvovion e SlopopeTixés TEMUES
xatootdoelg g didonaone H — ZZ, cuvdlocoy 1o ATOTEAEGUATE TOUS YLOL TOV UTIOA-
OYIOUO TWV AVe 0plwV ATOXAELOUOU UE UEYIAT G TATIo T BUVOUT. Ol TEAXES XUTAO TA-
oec Tou cuunephaufdvovion ebvoan oo ZZ — (T07qq, ZZ — W, ZZ — (T vw
o ZZ — vqq. EZetdleton 1600 10 oevdplo evog Bapéoc unoloviou Higgs, pe uixed
TAdTog cuvtoviouol, 6co xou 2HDMs, otny meployn palav 140 < mpy < 1000 GeV.



xXVvi




Contents

Introduction

1.1 The Glashow—Weinberg—Salam Model . . . . . . ... ... ... ..
1.1.1  Electroweak Unification . . . . .. . ... ... ... .....
1.1.2 The Brout—Englert—-Higgs Mechanism . . .. ... ... ...

1.2 Experimental Evidence . . . . . . . . ... ... oL

1.3 Theories Beyond the Standard Model . . . . . . . ... ... .....

1.4 Production and Decay of the Higgs boson . . . . .. ... ... ...

The ATLAS experiment

2.1 The Accelerator Complex . . . . . . . . ... .. ... ... ...,

2.2 The ATLAS Detector . . . . . . . . . . . ... ... .. .. ...,
2.2.1 Coordinate System of ATLAS . . . .. ... ... ... ....
2.2.2 Magnet System . . . . . ...
2.2.3 Imner Detector . . . . . . ... . ... ... ..
2.2.4  Calorimeter System . . . . . ... ... L.
2.2.5 Muon Spectrometer (MS) . . ... ... ... L.

2.3 Luminosity Measurement . . . . . . ... ... ... ...

2.4 Trigger System . . . . . . ...

Calibration of Cathode Strip Chambers
3.1 High Voltage corrections . . . . . . .. .. ... ... ... ... ...
3.2 Channel-to-channel gain variations . . . . . .. ... ... ... ...

Search for the SM Higgs boson

4.1 Data and Monte Carlo samples . . . . . .. ... ... ... .....
4.1.1 Signal samples . . . . ... ... oo
4.1.2 Background samples . . . ... ..o
4.1.3 Pile-up reweighting for Monte Carlo samples . . . . .. . ..

4.2 Lepton and Jet selection . . . . . ... ...
421 Muons . . ...
4.2.2 Electrons . . . . ...
423 Jets . ..
4.2.4 Missing transverse energy . . . . . . . . ...

4.3 Event selection . . . . .. . ... ...
431 H —ZZ —{t0qgselection . ... ... ... ........
432 Kinematic Fit . . . . . . . . ... o o

4.4 Background Modelling . . . . .. ... .. ... .. .. ... ...
4.4.1 DY + jets background . . . . .. ... ..o
4.4.2 Top quark background . . . . . . ... ... ... L.
4.4.3 Diboson background . . . . ... ... ... 0L
4.4.4 Multijet background . . . . .. ... L
4.4.5 Summary of backgrounds . . . ... ... ...

4.5 Systematic uncertainties . . . . . .. ..o

21
21
21
23
26
27
27

31
31
32
33
33
34
36
37
40
42

45
45
46



xviii CONTENTS
4.5.1 Experimental systematic uncertainties . . . . . . .. .. ... 84
4.5.2 Signal and background modelling systematics . . . . . . . .. 85
4.6 Results. . . . . . . o 86
4.7 Limit extraction . . . . . . .. ... oL 90
4.7.1 Results with MCLIMIT . . ... .. .. ... .. ....... 90
4.7.2 Results with RooSTATS . . . . . . . ... ... ... 91

5 Beyond the Standard Model 95

5.1 Data and Monte Carlo samples . . . . . ... ... ... ... .... 95
5.1.1 Signal samples . . . . . . . ... ... 96
5.1.2 Background samples . . . ... ... 96

5.2 Definition of physics objects . . . . . . ... ... oL 98
5.21 Muons . . ... 98
5.2.2 Electrons . . . . ... 99
5.23 Jets ... 100
5.2.4 Overlap removal . . . . . . ... ... L. 103

5.3 Event selection . . . . ... ... oL 104
53.1 H— ZZ — (T4 qqgselection . ... ... ........... 104
5.3.2  Summary of event selection criteria . . . . .. .. ... ... 110

5.4 Background Modelling . . . . . .. .. ... 0o 111
54.1 Z+jets background . . . . .. ..o 112
5.4.2 Top quark background . . . . ... ... 00, 117
5.4.3 Multijet background . . . . ... 0oL 117
5.4.4 Diboson background . . . . .. .. ... 0oL 119
5.4.5 W-jets background . . . .. ... Lo 119
5.4.6 SM Zh,h — bb production . . . . . .. ... ... 119

5.5 Systematic uncertainties . . . . . . . ... ... 119
5.5.1 Experimental systematic uncertainties . . . . . . .. ... .. 119
5.5.2 Signal and background modelling systematics . . . . .. . .. 123

5.6 Results. . . . . .. .. 126
5.6.1 Resolved ggF . . . . . . . ... 126
56.2 VBF . . . .. 126
5.6.3 MergedggF . . . . .. 126

5.7 Limit extraction . . . ... ... ... L 130
5.7.1 Exclusion limits on narrow-width Higgs . . . .. .. ... .. 130
5.7.2 Exclusion limitson 2HDM . . . . . . ... ... .. ... ... 134

6 Statistical treatment 137
6.1 Likelihood definition . . . . . . . . .. ... ... ... .. .. ... 137
6.2 Fit inputs and variables . . . . .. .. ... 0oL 137
6.3 Nuisance parameters: normalization and systematic uncertainties . . 138
6.4 Nuisance parameters: statistical uncertainties . . . . . . . . ... .. 139
6.4.1 Understanding the fit configuration . . . . . . . ... ... .. 139

6.5 Nuisance parameter ranking . . . . . . .. ... ... Lo 140



CONTENTS Xix
7 Combined interpretation 153
71 H—ZZ =00 0T0 selection . . . . ... ... ... ... ..... 153
72 H—ZZ {0 vuselection . . ... ... .. .. ... ....... 154
73 H—>ZZ —viggselection . . . . . .. ... 155
7.4 Combination and statistical interpretation . . . . . . .. ... .. .. 156
7.5 Limit extraction . . . .. ... ... 157
Appendices 173
A Study of the DY +jets control region 175
B Multijet background (ABCD method) 179
B.1 Shapestudies . . . . . . . . . . ... 179
B.1.1 Multijet background shape in the muon channel . . . . . . . . 179

B.1.2 Multijet background shape in the electron channel . . . . .. 180

B.2 Normalization studies . . . . . . . . ... ... . ... ... ... 181

C Resolution and binning of my;; 185
C.1 Resolution . . . . . . . . . . . . 185
C.2 Binning . . . . . ... 185

D Optimization of the VBF selection 187
Efficiency of event selection criteria 191



XX

CONTENTS




CHAPTER 1

Introduction

The modern understanding of the subatomic world is embraced by the Standard
Model (SM) of particle physics [1]. The SM is a gauge quantum field theory that ac-
commodates the strong, weak and electromagnetic forces of nature in the framework
of an SU(3)®SU(2)®U (1) symmetry group [2], from which particle dynamics emerge
through symmetry principles, on the basis of Noether’s theorem [3]. For instance,
symmetry of the Lagrangian under global phase rotations leads to the identification
of a conserved current while local phase (gauge) invariance reveals that forces are
mediated by gauge bosons which couple to conserved currents.

Quantum chromodynamics, the fundamental theory of strong interactions, consti-
tutes the SU(3) component of the SM. It is generated by the color quantum number
which reflects a continuous symmetry of the strong interaction Lagrangian. Invari-
ance under local transformations in the color space shows that the strong force is
mediated by eight gluons which couple to color charge. The theory of weak interac-
tions, due to their V' — A structure, forms a unified SU(2) ® U(1) symmetry group,
in conjunction with quantum electrodynamics, within the context of the electroweak
(EW) theory. As described in the sections that follow, local gauge invariance dic-
tates that the weak force is mediated by massive W* and Z bosons which couple
to weak isospin while electromagnetic interactions are mediated by massless photons
that couple to electric charge.

The classification of elementary particles in the SM is illustrated in Figure 1.1.
Particles are distinguished into bosons (force-mediators of integer spin) and fermions
(matter fields of spin-1/2). The twelve flavours of fermions are further classified
according to how they interact (or equivalently, by what charges they carry) as
quarks (strong, electromagnetic, weak), charged leptons (electromagnetic, weak) and
neutrinos (weak). Each fermion has an associated antiparticle with identical mass
but inverted internal quantum numbers. The Higgs boson is the latest addition to
this list. As pointed out in the following sections, it is a by-product of electroweak
symmetry breaking that couples to mass and its discovery has been a major subject
of scientific interest in the last decades.

1.1 The Glashow—Weinberg—Salam Model

1.1.1 Electroweak Unification

In 1961 Sheldon Glashow showed that the weak and electromagnetic interactions can
be accommodated by the gauge group SU(2)r, @ U(1)y [4]. “L” denotes left-handed
chiral states of fermion fields which form weak-isospin doublets x, = (v, E)—Lr, while
right-handed components ¥ r = ¢ transform as singlets in the space of weak isospin.
The weak hypercharge (V) is related to the weak isospin (7") and the electric charge
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Figure 1.1: Schematic depiction of the SM particles.

(Q) through the Gell-Mann—Nishijima formula:

Q=Ts+y, (1.1)

and acts on both left- and right-handed fermion components.

Local gauge invariance is established in the electroweak theory with the coupling
of electroweak currents to gauge boson fields. Three vector fields W, are expected to
couple to weak isospin currents, with coupling strength g, whereas a neutral vector
field B,, couples to weak hypercharge with coupling strength q /2. These couplings
are embedded into the free-fermion (Dirac) Lagrangian by substitution of the normal
derivative operator d,, with the covariant derivative:

Dy =0y +igT W+ 5V By, (1.2)

Terms such as D,¢ then simply undergo the same transformation as the fields,
namely:

Duxr — eia(z)-T—H’B(m)YDMXL (1.3)
Dybr — €POYD hp, (1.4)

and consequently quantities such as &Dﬂw are gauge invariant, provided that the
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gauge fields transform as:
1
W,—-W,—--0,a—-—axW, (1.5)
g
1
B, — B, — 7 8. (1.6)

The local gauge invariant Lagrangian obtained with the above procedure is:

/

Lok = X1 (@)iy" (D +igT - W, +i5Y By)xu (@) + (L.7)

D p()int (9, + i%YBM)z/JR(x) +

1 1
ZWWWW + ZBWBW.

The last two terms are gauge invariant and describe the kinetic energy of the gauge
fields, W, =0,W, - 0,W, —gW, x W, and B, = 0,B, — 0,B,,. Finally, the
Lagrangian (1.7) describes the case of a massless charged lepton. The lepton mass
term has been deliberately omitted, and so are terms corresponding to the masses
of the gauge bosons, since they would ruin local gauge invariance. This inability of
the electroweak theory to describe massive bosons or fermions was lifted a few years
later with the brilliant contributions of Steven Weinberg and Abdus Salam.

1.1.2 The Brout—-Englert—Higgs Mechanism

The electroweak theory discussed in the previous section, cannot account for massive
bosons or fermions as observed in nature. Terms describing massive bosons, of the
form %mAMA“, are not gauge invariant and neither are massive fermion expressions,
such as meee, since they mix left- and right-handed fermion components. This ob-
stacle was overcome by Steven Weinberg [5] and Abdus Salam [6], who attributed
the masses of gauge bosons and fermions to the Brout—-Englert-Higgs (BEH) mech-
anism |[7-9]. The simplest description of the mechanism introduces a complex scalar
field, the “BEH field”, which acquires a non-zero vacuum expectation value through
Spontaneous Symmetry Breaking. Mass terms are then revealed as couplings to the
BEH field, in a way that respects the symmetry of the Lagrangian.

The SM assumes the simplest realization of a BEH field; a complex doublet of

scalar fields:
n
¢—(i;)—(io>. (1.8)

which transforms as an SU(2)r, spinor and therefore must have weak hypercharge
Y = 1, due to Equation (1.1). By definition, the BEH field is governed by the
Lagrangian:

Lppn = (Du) (D"6) — 1?6'o — Me'¢)?, (1.9)
where V = p2¢T ¢+ A\(¢!¢)? describes self-interaction of the field. For u? < 0 and A >
0, the potential exhibits infinite, non-zero degenerate minima which lie symmetrically
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Figure 1.2: Visualization of the BEH potential as function of one of the doublet’s
components. As u? < 0 (for A > 0), the potential acquires the shape of a “Mexican
hat”; the center of symmetry ¢ = 0 becomes unstable to small perturbations and the
system falls into the lower energy state.

around ¢ = 0, in the space defined by the real and complex components of ¢1,¢9
(see Figure 1.2). Those vacuum states are defined by:

2)2

- (1.10)

P oK
Pl = o

The system will naturally reside in a vacuum state, arbitrarily chosen, however dis-
placed from the center of symmetry. Hence, although the Lagrangian (1.9) is kept
invariant, gauge transformations will rotate the vacuum to a different physical state.

Since the BEH field (1.8) is a Y = 1 doublet, the appropriate vacuum state to
consider is a T3 eigenstate with T5 = —1/2 [10]. In that case, although the symmetry
is broken for all of the generators of the SU(2),®U (1)y group, the linear combination
Q = T5—Y/2 yields 0; the vacuum is hence unaffected by transformations generated
by the electric charge and consequently photons remain massless. Without loss of
generality, the vacuum is chosen to lie on the real axis of ¢o:

P(x) = \}5 ( U+%($) ) , (1.11)

where v is the vacuum expectation value and h(x) represents radial excitations about
the vacuum.!. By developing the partial derivatives from Equation (1.2), the La-

'Rotational excitations about the vacuum correspond to gauge transformations and have no
physical interest. They can be canceled by a change of gauge due to Eq. 1.5
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grangian (1.9) becomes:
1 — 1 —v v —
Copn = 9" WIW ™ = (0,W,F = 0,W) (W™ = 0"W ™)+ (112)
]_ " ].
< (4% +9") ? 2,21 - 1 OuZy = 0,2,) (9" 2" — 0 2") -
1 1
1w "+ 50,00 — [Ph + .

where:

WE =W Tiw?)/Vv2 (1.13)

appear as physical, charged bosons with mass myy = %vg. A neutral vector boson Z
has also emerged as linear combination of W3 and B,

g _ —g B, +gW3
B "
Vg +g"7?

with mass my = %v\/g2 + ¢"2. The orthogonal combination to Z,, on the basis of
WB and B:

(1.14)

_gBM+gW3

A, =
lu/ 192 + g//2

is attributed to the photon, provided the condition:

99 IV +g%=e (1.16)

for compliance with quantum electrodynamics. The absence of the photon term in
(1.12) indicates that photons are massless. Finally, it is convenient to introduce a
weak mixing angle 0y to parametrize the mixing of the neutral gauge bosons. With
the definition:

(1.15)

g = gtanby, (1.17)

equations (1.14) and (1.15) can be rewritten as:

Z, = —Bysinfw + Wj’cos@w (1.18)
A, = Bysinby + W36089W (1.19)

Due to spontaneous symmetry breaking, the gauge bosons acquire masses by
interacting with the BEH field. Furthermore, the h-field appears as a physical boson,
with mass m% = —2u% = 2\w? > 0; it is identified as the physical Higgs boson. The
values of v and g can be estimated from measured quantities such as the Fermi weak
constant G, the electric charge e and sin? fy,. The parameter ) is a free parameter
of the theory, related to the Higgs mass.

Fermion masses can also be incorporated into the electroweak theory, through
gauge-invariant interaction terms, which involve Yukawa couplings of the fermions

to the BEH field:

‘CYukawa = _GZ[@R(QZ)TXL) + (XLQS)MJR} (120)
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In the case of the electron, setting ¢ to the vacuum state (1.11) yields:

v+h,_ _
£Yukawa = -G, ﬂ (eReL + €L€R) (121>
h
—a. " e, (1.22)

V2

where G, is the electron Yukawa coupling. The electron has acquired a mass m, =
G.v/+/2 and the coupling of the Higgs boson to the electron is proportional to that
mass (me/v).

The electroweak theory has been proved to be renormalizable, by Gerard t” Hooft
and Tini Veltman [11]. For their contribution to the unification of the weak and
electromagnetic interactions, Glashow, Weinberg and Salam shared the Nobel prize
in 1979, while t” Hooft and Veltman were awarded the Nobel prize in 1999. Finally,
the authors of the BEH mechanism, Peter Higgs and Francois Englert? shared the
Nobel prize in 2013, one year after the discovery of the Higgs boson.

1.2 Experimental Evidence

The predictions of the electroweak theory lead to a streak of astounding experimental
discoveries. In 1973, muonless events in deeply inelastic v,N — ©,NN scattering
were observed by the Gargamelle bubble chamber collaboration [12], working at
the CERN Proton Synchrotron. This observation of weak neutral currents “marked
the experimental beginning of the Standard Model of electroweak interactions and
triggered huge activity at CERN and all over the world, both on the experimental
and theoretical sides” [13].

The next step came a decade later, with the construction of the Super Proton
Sychnotron proton-antiproton collider, at CERN. There, the UA1 and UA2 collab-
orations recorded W — ev, Z — ete” and Z — ptpu~ decays, making the first
observation of the mediators of the weak force, the W and Z bosons [14-18]. This
major discovery led to the Nobel Prize for physics being awarded to Carlo Rubbia
and Simon van der Meer in 1984.

The continuously increasing amount of knowledge on weak interactions justified
building the Large Electron Positron collider (LEP) for further study of the Z boson
decay, W boson pair production and most importantly the precise measurement of
the W and Z boson masses [19,20]. In total, four detectors operated on the LEP;
ALEPH (Appartus for LEP Physics), DELPHI (Detector with Lepton and Hadron
Identification), L3 (Letter of Intent 3) and OPAL (Omnipurpose Apparatus for LEP).
The results of those experiments established the SM with unprecedented precision,
including the confirmation that the light neutrino species are three, in agreement
with the observed generations of fundamental fermions |20].

Around 2001, the LEP finally gave way to the Large Hadron Collider (LHC) [21]
for the search of the last missing piece of the electroweak puzzle, the Higgs boson.
After years of searching, the collaborations of ATLAS and CMS, the two largest
experiments operating at the LHC, announced the discovery of a heavy scalar boson

2Englert’s co-author Robert Brout had passed away in 2011
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on July 2012 [22,23]. Subsequent data point strongly to properties as expected for
the boson associated with the Brout—Englert—Higgs mechanism [24, 25].

1.3 Theories Beyond the Standard Model

The existence of a single Higgs boson is only the simplest theoretical scenario. Since
the proposal of the BEH mechanism, numerous extensions Beyond the Standard
Model (BSM) have been developed, treating the Higgs boson as part of an extended
scalar sector and predicting the existence of additional bosons. The electroweak
singlet (EWS) [26] model is the simplest extension of the SM Higgs sector. In this
model, a heavy real singlet is introduced in addition to the SM scalar field of the
original BEH mechanism. Spontaneous symmetry breaking then gives rise to two
CP-even Higgs bosons.

The 2 Higgs Doublet Model (2HDM) [27] is another simple extension to the SM
which assumes two complex, scalar SU(2) doublets, ¢; and ¢o. Both fields acquire
vacuum expectation values, v; and vg, through spontaneous symmetry breaking,
revealing five physical Higgs bosons; two CP-even particles (h and H), a neutral CP-
odd one (A) and two charged ones (H*). The Higgs sector of 2HDMs is described
by seven free parameters:

e the masses mp, mg, m4 and mg+ of the Higgs bosons,

e the ratio tan = v1/ve, of the vacuum expectation values v; and vy of the two
doublets,

e the mixing angle a between the two CP-even bosons,
e the potential parameter m?3, that mixes the two Higgs doublets.

Since the Lagrangian of the 2HDM has a very general form, another degree of freedom
comes from the choice of symmetry for its Yukawa sector (which models the interac-
tion of the two fields with fermions). Several types of 2HDM have been developed
depending on this choice. In the Type-I model, ¢ couples to all quarks and leptons,
whereas in Type-1I, ¢ couples to down-type quarks and leptons and ¢s couples to
up-type quarks. The ‘lepton-specific’ model is similar to Type-I, except that leptons
couple to ¢7 instead of ¢o, while the ‘flipped’ model is similar to Type-II, except
that leptons couple to ¢ instead of ¢1. In all of these models the coupling of the H
boson to vector bosons is proportional to cos(8 — «). In the limit cos(8 — a) — 0
the light, CP-even Higgs boson h is indistinguishable from a SM Higgs boson with
the same mass.

1.4 Production and Decay of the Higgs boson

The mass of the Higgs boson my is not predicted by SM. Production cross sections
and decay branching ratios (BRs) are therefore calculated as functions of mpy. At a
hadron collider such as the LHC, SM Higgs production mainly occurs through the
following mechanisms, given in order of decreasing cross section:
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Figure 1.3: Leading order Feynmann diagrams for Higgs boson production via (a)
gluon fusion (ggF) and (b) vector boson fusion (VBF). Examples of leading order
diagrams are also shown for the (¢) WH/ZH and (d) ttH associated production
mechanisms.

gluon fusion process gg — H (ggF), as in Figure 1.3(a),

vector boson fusion ¢qq¢ — ggH (VBF), as in Figure 1.3(b),

associated production with a W or Z boson, qq,99 — ZH (ZH), qq,q9 — W H
(WH), as in Figure 1.3(c),

associated production with a pair of top quarks, qq,99 — ttH (ttH), as in
Figure 1.3(d).

Since the Higgs boson does not couple to massless gluons, ggF proceeds via loops
of massive coloured particles, predominantly top quark; contributions from lighter
quarks are suppressed as a function of mg. The cross sections for the different Higgs
production modes are shown in Figure 1.4. Although ggF is the dominant mode up
to ~ 1 TeV, VBF is a powerful discovery channel as well, as it gives rise to final states
with distinctive signatures which can be exploited in order to reduce the background.
Associated Higgs boson production modes are also important in the low mass range.
Due to their distinctive signatures, these channels provide information on the top-
Higgs Yukawa coupling (¢H) and also give access to the Higgs decay into bottom
quarks.

The Higgs boson itself cannot be directly observed in a detector, due to its short
lifetime. Its discovery is therefore pursued with multiple search channels following
its various decay modes. The decay branching ratios for the SM Higgs boson are
shown in Figure 1.4(b). For a given myy, the sensitivity of a search channel depends
on the production cross section of the Higgs bosons, its decay branching fraction,
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Figure 1.4: (a) SM Higgs boson production cross sections at the LHC, at a center
of mass energy of 8 TeV. The production modes ggF (blue), VBF (red), WH (green),
ZH (gray) and ttH (purple) are shown. The bands correspond to theoretical uncer-
tainties. (b) Branching ratios of important Higgs boson decay modes as functions of
its mass.

reconstructed mass resolution, event selection efficiency and the level of background
in the final state. For a low mass Higgs boson (110 < mgy < 150 GeV), where the
natural width of the Higgs boson is only a few MeV, the most sensitive channels
are H — vy and H — ZZ — (*{~{T¢~, in which all final state particles can
be precisely measured and the reconstructed mpyg resolution is excellent. While the
H — WW — fvly channel has relatively large branching fraction, the m g resolution
is poor due to the presence of neutrinos. The H — bb and the H — 771 channels
suffer from large backgrounds and poor mass resolution. For mpy > 150 GeV, the
sensitive channels are H — WW and H — ZZ, where the W or Z boson decays
into a variety of leptonic and hadronic final states. Among the channels with fully
reconstructube final states, H — ZZ — {T¢~qq is the dominant. The chapters that
follow describe how this search channel has been exploited in the ATLAS experiment
towards the discovery of the SM Higgs boson as well as the examination of BSM
scenarios.
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CHAPTER 2

The ATLAS experiment

The Large Hadron Collider (LHC) is the world’s largest and most powerful particle
accelerator, residing in a 27 km circular tunnel, 50-175 m beneath the surface of
the earth, at CERN, in Switzerland [21]. Bunches of protons circulate the two LHC
rings, in opposite directions, guided by superconducting magnets. The rings intersect
at four points around which detectors have been assembled in order to record the
products of the proton-proton collisions. During the first running period of the LHC
(Run-I, 2010-2012), collisions took place at center-of-mass energies 7 and 8 TeV.
In the second running period (Run-II, 2015-2018), the LHC will be operating at a
center-of-mass energy of 13 TeV.

The largest of the experiments operating at the LHC are ATLAS (A Toroidal
LHC ApparatuS), CMS (Compact Muon Solenoid), LHCb (The Large Hadron Col-
lider beauty) and ALICE (A Large Ion Collider Experiment). ATLAS and CMS
use general purpose detectors, optimized for precision measurements of Standard
Model as well as new physics signatures. ALICE specializes in the study of the
phenomenology in heavy ion (Pb-Pb) collisions, while LHCD is designed to make
precision B-physics measurements.

The smaller experiments at the LHC are TOTEM and LHCf which focus on
“forward particles”, i.e. protons or heavy ions that brush past each other rather than
meeting head on when the beams collide. TOTEM uses detectors positioned on either
side of the CMS interaction point, while LHCf is made up of two detectors which sit
along the LHC beamline, at 140 metres to either side of the ATLAS collision point.
MoEDAL uses detectors deployed near LHCDb in search of a hypothetical particle
called the magnetic monopole.

2.1 The Accelerator Complex

A schematic of the accelerator complex at CERN is shown in figure 2.1. The proton
bunches circulating the LHC rings, originate from a duoplasmatron source where
hydrogen gas is ionized, breaking down into its constituent electrons and protons.
The latter are then guided through a radio frequency quadrupole (QRF), that speeds
up and focuses the particle beam, towards the linear accelerator (LINAC2). LINAC2
accepts proton bunches at an energy of 750 keV and injects them into the Proton
Synchrotron Booster (PSB) at 50 MeV. The beam is further accelerated by the PSB,
up to 1.4 GeV, followed by the Proton Synchrotron (PS) through which it reaches the
7 km in circumference Super Proton Synchrotron (SPS), at 25 GeV. The SPS feeds
the beam pipes of the LHC with 450 GeV proton bunches of appropriate spacing.
The proton bunches are accelerated by the LHC to the desired energy and continue
to circulate the LHC rings for many hours. The LHC is designed to hold 2808
proton bunches per beam, corresponding to 25 ns bunch spacing, each containing
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Figure 2.1: The LHC accelerator complex at CERN.

~ 1.15 x 10! protons.

2.2 The ATLAS Detector

ATLAS (“A Toroidal LHC ApparatuS”) is a cylindrical, general purpose particle
detector, designed to fully exploit the physics potential of the LHC [28-30]. It
measures 46 m in length, 25 m in height and weighs approximately 7000 tn. The
subdetector compartments of ATLAS are: the inner detector, which provides tracking
very close to the interaction point, the calorimeters, which measure the energies
of charged and neutral particles (other than muons and neutrinos) and the muon
spectrometer, which identifies and measures the only charged particles that penetrate
the detector, muons. A cut-away view of the ATLAS detector is shown in figure 2.2,
while the main performance goals are listed in Table 2.1.

Detector component Required resolution 7) coverage
Measurement Trigger

Tracking ope/pr = 0.05%pr ®1% + 2.5

EM calorimetry op/E = 10%/VE ®0.7% + 3.2 +25

Hadronic calorimetry (jets)

barrel and end-cap op/E = 50%/VE & 3% + 3.2 + 3.2

forward og/E = 100%/VE & 10% 31<|n <49 31<|n <49

Muon spectrometer opr/pr = 0.05%, at pr =1 GeV + 2.7 + 24

Table 2.1:  General performance goals of the ATLAS detector [29]. For high-pr
muons, the muon-spectrometer performance is independent of the inner-detector sys-
tem. The units for £ and pr are in GeV.



2.2: The ATLAS Detector 33

44m

25m

Tile calorimeters

LAr hadronic end-cap and

forward calorimeters
Pixel detector

Toroid magnets LAr electromagnetic calorimeters
Muon chambers Solenoid magnet | Transition radiation tracker

Semiconductor fracker

Figure 2.2: Cut-away view of the ATLAS detector. The dimensions of the detec-
tor are 25 m in height and 44 m in length. The overall weight of the detector is
approximately 7000 tonnes.

2.2.1 Coordinate System of ATLAS

ATLAS uses a right-handed coordinate system, centered at the interaction point.
The z-axis points towards the center of the LHC ring, the y-axis points upwards and
the z-axis points along the beampipe. Quantities labelled as “transverse” refer to
projections of observables on the x — y plane. Cylindrical coordinates (r,¢) are used
in the transverse plane, ¢ being the azimuthal angle around the z-axis.

The pseudorapidity is defined in terms of the polar angle 6 as:

n = In(tan g) (2.1)
in order to measure the polar separation of particle tracks. The angles of tracks
originating from the interaction point are then described as coordinate pairs (1,¢)
and the angular separation (for highly relativistic particles), expressed as (An,A¢),
is a Lorentz invariant under boosts along the beam axis. Finally, the (dimensionless)
distance AR in the n — ¢ plane is defined as:

AR = /{An)? + (Ag)2. (2.2)

2.2.2 Magnet System

ATLAS features a unique hybrid system of four large superconducting magnets. It
consists of a central solenoid that surrounds the inner detector, and a system of three
large, air-core toroids which generate the magnetic field in the muon spectrometer.
A schematic of the magnet system is shown in Figure 2.3. The central solenoid is
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Figure 2.3: Schematic of the ATLAS magnet system.

aligned on the beam axis and provides a 2 T axial magnetic field for the inner detec-
tor, while minimising the radiative thickness in front of the barrel electromagnetic
calorimeter. To achieve the desired calorimeter performance, the layout has been
carefully optimised to keep the material thickness in front of the calorimeter as low
as possible, resulting in the solenoid assembly contributing a total of ~0.66 radiation
lengths at normal incidence.

The cylindrical volume surrounding the calorimeters and both end-cap toroids is
filled by the magnetic field (~0.5 T) of the barrel toroid, a set of eight coils, encased
in individual racetrack-shaped vacuum vessels. The overall size of the barrel toroid
system, as installed, is 25.3 m in length, with inner and outer diameters of 9.4 m and
20.1 m, respectively. The bending power in end-cap regions of muon spectrometer
system, is further optimized by end-cap toroids, which provide a 1 T magnetic field.

2.2.3 Inner Detector

The inner detector is the ATLAS subdetector closest to the interaction point [31]. In
the barrel region, it comprises a set of concentric layers of fine granularity tracking
systems, while in the end-caps the detection elements are installed on disks, per-
pendicular to the beam axis. The powerful axial magnetic field, generated by the
ATLAS solenoid, bends the tracks of charged particles, allowing the measurement of
their momentum and electric charge from the curvature. The solenoid is installed
between the inner detector and the calorimeters. A cut-away view of the ATLAS
inner detector is shown in figure 2.4.

Pixel Detector
The Pixel Detector is the innermost subsystem and therefore provides critical
tracking information and determines the ability of the inner detector to measure
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Figure 2.4: Cut-away view of the ATLAS Inner Detector.

vertices. Three cylindrical shells on the barrel (at radial positions 5.05, 8.85
and 12.25 ¢cm) and four disks installed on each side (between radii of 9 and
15 c¢cm) cover the full acceptance of the inner detector, |n| < 2.5, providing at
least three precision measuremets per track. There are about 80.4 x 10° silicon
pixels with intrinsic accuracy 10 x 115 um? in 7¢ — z (r¢ — r) in the barrel
(end-caps) [32].

The innermost layer of the pixel detector is called the B-Layer since its close
proximity to the interaction point determines the impact parameter resolution
for B-physics and for b-tagging (i.e. the identification of high-pr jets originating
from b-quark decays). In 2014, the pixel detector was upgraded with a fourth
pixel layer, called the Insertable B-Layer (IBL) [33], which was intalled at a
radius of ~ 3.3 cm between the existing Pixel Detector and a new (smaller
radius) beam-pipe.

Semiconductor Tracker (SCT)
The SCT provides precision measurements in the intermediate radial range and
contributes to the measurement of momentum, impact parameter and vertex
position. The barrel compartment is divided into four layers of silicon strip
modules, at radii of 30.0, 37.3, 44.7, and 52.0 cm, which measure the r, ¢ and z
cylindrical coordinates of particle traces. In the end-cap regions, modules are
installed on 2 x 9 disks with the strips running radially.

ATLAS contains 61 m? of silicon microstrip detectors, adding up to a total
of 6.2 million readout channels. Each silicon detector spans 6.36 x 6.40 cm?
with 768 readout strips of 80 pum. An SCT module consists of two pairs of
silicon detectors, glued back-to-back, at a 40 mrad angle, in order to allow the
estimation of the z coordinate. The intrinsic accuracy per module is 17 pym in



36 Chapter 2: The ATLAS experiment

r¢ and 580 pum in z (r) in the barrel (disks).

Transition Radiation Tracker (TRT)
The TRT enhances particle tracking by recording multiple hits per track, in
the pseudorapidity region |n| < 2.0. It makes use of straw detectors, able to
operate at very high rates, because of their small diameter (4 mm) and the iso-
lation of the anode wires within individual gas volumes. Electron identification
capability is also added by employing Xenon gas to detect transition radiation
emmited in the radiator interleaved between the straw layers. Given that a
particle track typically intersects 36 straws, the precision obtained from the
collective information is 170 pm in the direction perpendicular to the straws.

The barrel section of the TRT covers the radial range from 56 to 107 cm.
It contains about 50000 straws alligned in parallel with the beam-pipe, each
divided in two at the center and read out at each end in order to reduce
occupancy. The end-caps contain 320000 straws aligned radially, with readout
at the outer radius. Each end-cap consists of 18 wheels. The innermost 14
cover the radial range from 64 to 103 cm, while the last four extend to an inner
radius of 48 cm. FEach readout channel provides a drift time measurement
and two independent thresholds. The latter allow the detector to discriminate
between tracking hits, which pass the lower threshold, and transition radiation
hits, which pass the higher one.

2.2.4 Calorimeter System

The inner detector is succeeded by sampling calorimeters which stop particles in
order to measure their energy. An inner electromagnetic calorimeter (ECal) and an
outer hadronic calorimeter (HCal) cover the pseudorapidity regions || < 3.2 and
In| < 4.9 respectively. A cut-away view of the ATLAS calorimeters is shown in
figure 2.5. The size and material of the calorimeters has been optimized in order to
minimize punch-through into the muon system.

Electromagnetic calorimeter

The ECal is divided into a barrel part (|| < 1.475) and two end-cap compo-
nents (1.375 < |n| < 3.2). Lead absorber and liquid argon (LAr) sampler layers
are installed in an “accordion-shaped” arrangement (Figure 2.6) [34], providing
full coverage in ¢, without any cracks, and fast extraction of the signal at the
rear or at the front of the electrodes. In the region (|n| < 1.8), a pre-sampler de-
tector is used in order to measure the energy lost before electrons and photons
encounter the ECal. The granularity of the ECal varies with 1 and has been
optimized for powerful electron/photon identification, rejection of the hadronic
background and distinction of single photons from 7° — v decays.

Hadronic calorimeter
The ATLAS HCal consists of a tile calorimeter, covering the region |n| <
1.7, a Hadronic End-Cap (HEC), covering 1.5 < |n| < 3.2, and a Forward
Calorimeter (FCal), covering 3.1 < |n| < 4.9. The tile calorimeter is placed
directly outside the ECal envelope. It is a large sampling calorimeter which uses
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Figure 2.5: Cut-away view of the ATLAS calorimeter system.

steel as absorber and scintillating tiles, read out by wavelength shifting fibers, as
active material. The HEC and FCal both use LAr for sampling, mainly because
of its intrinsic radiation hardness. The HEC uses a copper absorber, while
the FCal uses copper in its first layer, which is optimized for electromagnetic
measurements, and tungsten in the two subsequent layers which predominantly
measure the energy of hadronic interactions.

The calorimeters that make use of LAr are enclosed in three cryostats. The bar-
rel cryostat contains the barrel ECal, whereas the two end-cap cryostats each con-
tain an end-cap ECal, a HEC and an FCal. The total thickness of the electromag-
netic calorimeter corresponds to > 22(24) radiation lengths in the barrel (end-caps),
whereas the total thickness of the entire calorimeter corresponds to > 10 interac-
tion lengths. Figure (2.7) shows the material distribution, broken-down in detector
elements.

2.2.5 Muon Spectrometer (MS)

The ATLAS MS is instrumented with both trigger and precise position measurement
chambers [35]. Muon momentum is determined from the magnetic deflection of tracks
by a system of three large air-core toroid magnets; a long barrel and two inserted
end-cap magnets. Figure 2.8 shows an overview of the spectrometer.

Monitored Drift Tubes (MDT)
MDTs are the main muon detection elements in |n| < 2.7. They are pressurised,
cylindrical drift tubes with a diameter of 29.970 mm, operating with Ar/CO2
gas (93/7) at 3 bar. The tube wall thickness is 400 gm and their length varies
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Figure 2.6: Sketch of the accordion structure of the ECal.

between 70 cm and 630 cm. The single-wire resolution is typically 80 pm,
except very close to the anode wire.

MDT chambers are assembled with two sets (multi-layers) of three or four
closely-spaced MDT layers (mono-layers). The multi-layers are arranged in
parallel, on each side of a rigid support structure, as shown in figure 2.9. The
arrangement in multi-layers improves the spatial resolution, beyond the single-
wire limit, to =35 um. Deformations of the chambers are monitored by built-in
optical systems, which explains the “Monitored” of the MDTs.

Cathode Strip Chambers (CSC)

Althouth MDTs are well suited for precision measurements of muons in ATLAS,
their large diameter and high operating pressure make them unsuitable for use
in areas where high counting rates (>150 Hz/cm?) are expected. Such high
background rates are encountered in |n| > 2.0, in the first end-cap layer (Small
Wheel), where CSCs operate. CSCs combine high spatial, time and double
track resolution with high-rate capability and low neutron sensitivity. Their
operation is considered safe up to counting rates of about 1000 Hz/cm? which
is sufficient up to the forward boundary of the muon system, at |n| = 2.7.

CSCs are multi-wire proportional chambers with cathode readout and a small
anode wire pitch (2.54 mm), equal to the distance between the cathode-anode
plane. The gas used is Ar/CO2 (80/20). A total of 32 four-layer chambers are
arranged in the innermost end-caps (Small Wheels) of ATLAS, covering the
pseudorapidity interval 2.04 < |n| < 2.7. There are two chamber versions, large
and small, which differ slightly in the active area. Chambers of both types are
installed alternately and partially overlapping, as shown in figure 2.10. They
are also inclined by an angle of 11.59° so that, on the average, tracks are normal
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Figure 2.7:  (a) Material distribution, in units of radiation length, at the exit of
the ID envelope. The distribution is shown as a function of 7 and averaged over
¢. (b) Cumulative amount of material, in units of interaction length, in front of
the electromagnetic calorimeters, in the electromagnetic calorimeters themselves, in
each hadronic layer, and the total amount at the end of the active calorimetry. Also
shown for completeness is the total amount of material in front of the first active
layer of the muon spectrometer (up to |n| < 3.0)

to the chamber plane.

In each of the four gaps, the position-sensing cathode strips are lithographi-
cally etched. One of the cathodes has precision strips, parallel to the MDT
anode wires, measuring the n-coordinate. The second cathode is segmented in
coarser strips which are parallel to the CSC wires and provide the transverse,
¢-coordinate as well as bunch-crossing timing.

Resistive Plate Chambers (RPC)

RPCs are gas chambers used for triggering in the barrel region. They provide
rather coarse spatial resolution (~1 cm) but excellent time resolution ~1 ns.
Two layers of RPC modules sandwich the MDT’s of the middle layer, while a
third one is located close to the outer MDT layer. Each RPC module consists
of two parallel bakelite plates, separated by a 2 mm gas-filled gap. Their
outer surfaces are coated with graphite layers attached to a high-voltage power
supply. The uniform electric field established between the plates ensures that
RPC units operate in avalanche mode for fast readout and triggering.

Thin Gap Chambers (TGC)
TGCs provide muon trigger in the end-caps, covering 1.05 < |n| < 2.5. They
are multi-wire chambers operated in saturated mode. The cathode to anode
gap is small (1.4 mm), smaller than the anode wire pitch (1.8 mm), hence the
drift time of electrons emitted from ionization is very short, ensuring excellent
time-resolution 2-3 ns.

Unlike RPCs, which are attached on MDT modules, TGCs are independent.
One ring layer of TGC modules is located in front of the innermost tracking
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Figure 2.8: Schematic of the ATLAS muon spectrometer.

layer, at |z| &~ 7 m, covering the pseudorapidity interval 1.05 < |n| < 1.92.
Three more layers are installed at |z| ~14 m, the first one in front of the
middle end-cap, covering 1.05 < |n| < 2.7, and the other two behind the
middle end-cap, covering 1.05 < || < 2.4.

2.3 Luminosity Measurement

For the online calculation of luminosity, ATLAS uses two dedicated detectors, BCM
(Beam Conditions Monitor) and LUCID (LUminosity measurement using a Cherenkov
Integrating Detector). The BCM employs radiation hard diamond sensors, mounted
around the beam pipe, at z = £184 cm and » = 55 mm. Equipped with fast electron-
ics (2 ns rise time), the BCM measures the difference in time-of-flight between the
forward and backward stations in order to distinguish halo beam particles (machine
losses) from normal proton-proton interactions. The BCM was initially designed to
monitor the background levels and issue beam-abort requests when beam losses risk
damaging the Inner Detector. Its fast readout also provides a bunch-by-bunch lumi-
nosity signal at |n| = 4.2, with a time resolution of 0.7 ns. LUCID is a Cherenkov
detector located at a distance of ~17 m from the interaction point. Its main purpose
is to detect inelastic pp scattering in the forward direction in order to both measure
the integrated luminosity and to provide online monitoring of the instantaneous lumi-
nosity and beam conditions. Both BCM and LUCID count the number of activated
readout channels per bunch crossing and assume that the number of interactions in
a bunch-crossing is proportianal to the measured interaction rate.
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Figure 2.9: Schematic of an MDT chamber.

The luminosity of a pp collider can be expressed as:

I — Rinei _ ,Unbfr7 (2.3)

Oinel Oinel

where 0;,¢; is the inelastic pp cross-section and R;,; is the rate of inelastic collisions
which depends on the revolution frequency f,, the number of bunch pairs colliding per
revolution ny and the average number of inelastic interactions per bunch-crossing p.
Since the measurement of both p and 7,5, is subject to the efficiency of the particular
detector and algorithm used, the luminosity is formulated as:

I — Nvisnbfr’

Ovis

(2.4)

where 0,;s = €0;ne 1 the total inelastic cross-section, multiplied by the effciency of a
particular detector and algorithm, and similarly fi,;s = €f. fhyis is measured with the
dedicated ATLAS detectors, however o,;s has to be measured in a separate study.

For the measurement of o, it is convenient to express the luminosity as a
function of the collider’s parameters:

_ nnang fr

= 2.
213,y (2:5)

where nj 2 are the known numbers of protons in each of the colliding bunches (esti-
mated by dedicated beam-charge monitors) and ¥, , are the convolved beam sizes,
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Figure 2.10: Layout of a CSC end-cap with eight small and eight large chambers.

defined by Simon van der Meer as:

J R(6u)d(éu)

e )

(2.6)
R is the interaction rate and u (= x,y) measures the transverse displacement of
the two crossing bunches. ¥, are measured with dedicated “van der Meer scans”
(vdM) [36], in which event rates R are measured for various, known transverse dis-
placements in the z or y axis. The values of ¥, and X, are obtained numerically
from the measurements.

In addition to the detectors listed above, further luminosity-sensitive methods
have been developed using components of the ATLAS calorimeter system. These
techniques do not identify particular events, but rather measure average particle
rates over longer time scales and improve the luminosity estimation offline.

2.4 Trigger System
The LHC has been designed to produce an instantaneous luminosity of 1034 cm=2s71,
with 25 ns (40 MHz) bunch-crossing rate. With an average of more than 20 inter-
actions per bunch crossing, the incoming data flow is predicted to be ~60 TB/s,
which greatly surpasses the offline computing power and storage capacity. There-
fore, ATLAS employs a trigger and data acquisition system (TDAQ) [28,29], designed
to capture the physics of interest with high efficiency while providing sufficient back-
ground rejection to reduce the event rate to as low as 200 Hz (=300 MB/s).

The ATLAS trigger system is based on three levels of event selection; Level 1
(L1), which is hardware-based, Level 2 (L2) and Event Filter (EF). L2 and EF are
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collectively referred to as the High Level Trigger (HLT) and are based on software
algorithms. The L1 trigger searches for high transverse-momentum muons, electrons,
photons, jets and 7-leptons decaying into hadrons, as well as large missing and total
transverse energy. Its selection is based on information from a subset of detectors,
using a limited amount of information in order to make a decision in less than 2.5 us.
The L1 trigger reduces the event rate to ~75 kHz.

For each event passing the L1 selection, the L1 trigger also defines one or more
Regions-of-Interest (Rols), i.e. geographical coordinates in 7 and ¢ where interesting
features have been detected. This information is used by the HLT. L2 selections use
all the available detector data within the Rol, at full granularity and precision. The
L2 menus are designed to reduce the trigger rate to approximately 3.5 kHz, with an
average event processing time of ~10 ms. The final stage of the event selection is
carried out by the EF which reduces the event rate to roughly 200 Hz. Its selections
are implemented using offline analysis procedures within an average event processing
time of ~1 s, achieving a data rate of ~1 GB/s.
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CHAPTER 3

Calibration of Cathode Strip Chambers

As discussed in Section 2.2.5, CSCs are the ATLAS elements used for muon track-
ing close to the beam pipe, in the critical pseudorapidity region 2.04 < |n| < 2.7.
Each CSC plane consists of 192 precision strips, measuring the 1 coordinate, and 48
transverse strips, measuring the ¢ coordinate. The readout pitch of precision strips
is 5.308 and 5.556 mm for large and small chambers respectively, whereas for trans-
verse strips it is 12.922 and 21.004 mm. This segmentation of the readout cathode
allows good spatial resolution, < 60 pym in the n coordinate.

The spatial resolution of the CSCs is not particularly sensitive to variations in the
gas gain, since reconstruction algorithms scan the arrays of strips looking for charge
peaks and determine a hit position from the ratio of the charge induced on strips
adjacent to a peak. Of course, it is still important that variations in the gas gain
among CSC layers are monitored and that they remain small, so that an effective
charge threshold may be defined for distinction between signal and noise. On the
other hand, variations in the electronics-gain between neighboring readout channels
are crucial to the spatial resolution of the chambers. Such gain measurements were
performed in 2012, using the first data collected with ATLAS, corresponding to
~ 5.4 fb~1.

3.1 High Voltage corrections

Although the gas gain in a CSC layer cannot be measured from the data, the gain
ratio of two layers can be approximately calculated by the ratio of the charge induced,
considering that the average amount of ionization is the same in all layers. Hence,
charge measurements can be used to correct the high voltage applied to each CSC
layer in order to establish uniform gain.

For each precision strip ¢, the induced charge (Q;eak) distribution is constructed
from charge clusters in which the particular strip exhibits the maximum (peak)
charge, compared to its neighbouring strips. Only clusters that belong to recon-
structed muon tracks are considered. The most-probable value Q,inpv is then ex-
tracted by fitting a Landau line shape to the distribution, as shown in Figure 3.1 for
one CSC strip!. Subsequently, the distribution of Qmpov 1s constructed from the fit
results on all CSC channels and the measured mean value is set as benchmark. The
distribution of @y, obtained with the 2012 ATLAS data set, is shown Figure 3.2.
The mean value is Qrme]f,cv =197.8 £ 0.3 Ke.

Once the benchmark has been defined, the high voltage applied to each layer £ is

corrected so that the most-probable charge induced within the layer (anpv) acquires
14

the reference value. Q..

is obtained from the distribution of @Qpeqx of all clusters

!The naming scheme for CSC chambers defines the wheel as “A” or “C”, followed by the chamber
(sector) number. Small chambers have even numbers whereas large chambers have odd.

45
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Figure 3.1: Distribution of induced charge (Qpeqx) on sector C03, layer 2, channel 17.
Ouly clusters in which the particular strip exhibits the maximum (peak) charge,
compared to its neighbouring strips, are considered.

in the layer. The correction to the high voltage is derived from the relationship?:
14 AV,
Q:rigv = Qmpve /Ca (31)

where ¢ = 50(V)/In2. The results obtained with this procedure, using the 2012
ATLAS data, are summarized in Tables 3.1 and 3.2. Those corrections were applied
during a scheduled technical stop of the LHC.

3.2 Channel-to-channel gain variations

For the measurement of variations in the electronics-gain, the gain ratio Rg =
G'/G**! between adjacent strips is estimated from the ratio of induced charges
Rg = inpv / Qi%lv, as defined in the previous section. The anp,u values measured
in the 2012 analysis, are presented in Figures 3.6-3.9, while the distribution of the
Rg ratios is shown in Figure 3.3. The latter has a mean value of ~1, as expected,
and its standard deviation is found 1.88%. Part of the uncertainty is contributed by
errors in the determination of the Qinpv values. The distribution of 6Qmpy/Qmpv,
formed from the fit results on all strips (Figure 3.4), shows a relative uncertainty of
0.64% (0.87%) for large (small) chambers. Hence, the corresponding contribution to
the ratios Rg is 0.91% (1.23%). By subtracting this component, an uncertainty of
1.65% (1.42%) remains as the upper limit of the contribution of gain variations.

An alternative approach, less prone to statistical errors, uses information from

2This relationship is derived from the fact that the amplitude increases roughly exponentially
with the applied voltage and the knowledge that it doubles for each 50 V increase, for the particular
chambers.
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layer an,pv (Ke) anpv Q;r(izj)cv H‘/LO“(V) layer an,pv(Ke) Qfﬂp?)/@lﬁ[{v HV‘CO""“ (V)

Co1 C02
1 185.0 0.94 5 1 190.7 0.96 3
2 218.2 1.10 -7 2 185.3 0.94 5
3 146.8 0.74 21 3 177.2 0.90 8
4 177.4 0.90 8 4 182.3 0.92 6
C03 Co4
1 202.8 1.00 -2 1 231.7 1.20 -11
2 0.0 0.00 0 2 156.8 0.79 17
3 193.4 0.98 2 3 195.5 0.99 1
4 227.0 1.10 -10 4 139.8 0.71 25
C05 Co06
1 173.9 0.88 9 1 192.4 0.97 2
2 144.4 0.73 23 2 173.7 0.88 9
3 185.8 0.94 5 3 197.9 1.00 0
4 153.9 0.78 18 4 167.6 0.85 12
cor Co8
1 221.8 1.10 -8 1 179.7 0.91 7
2 211.0 1.10 -5 2 192.9 0.98 2
3 151.8 0.77 19 3 192.3 0.97 2
4 152.9 0.77 19 4 174.8 0.88 9
C09 C10
1 208.0 1.10 -4 1 206.2 1.00 -3
2 164.8 0.83 13 2 183.6 0.93 5
3 194.9 0.99 1 3 207.4 1.00 -3
4 200.7 1.00 -1 4 174.4 0.88 9
Cl11 C12
1 201.6 1.00 -1 1 168.8 0.85 11
2 179.3 0.91 7 2 195.5 0.99 1
3 196.5 0.99 0 3 178.1 0.90 8
4 157.6 0.80 16 4 186.6 0.94 4
C13 C14
1 180.9 0.91 6 1 190.2 0.96 3
2 190.8 0.96 3 2 191.9 0.97 2
3 185.4 0.94 ) 3 193.6 0.98 2
4 171.0 0.86 11 4 188.3 0.95 4
C15 C16
1 182.1 0.92 6 1 195.7 0.99 1
2 199.4 1.00 -1 2 182.1 0.92 6
3 193.4 0.98 2 3 187.7 0.95 4
4 173.7 0.88 9 4 187.6 0.95 4

Table 3.1: HYV corrections for CSC layers (sectors C16-C01), estimated using ATLAS
data.
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layer an,pv (Ke) anpv Q;r(izj)cv H‘/LO“(V) layer an,pv(Ke) Qfﬂp?)/@lﬁ[{v HV‘CO""“ (V)

A01 A02
1 169.4 0.86 11 1 225.9 1.10 -10
2 201.8 1.00 -1 2 179.4 0.91 7
3 169.0 0.85 11 3 188.8 0.95 3
4 161.1 0.81 15 4 199.0 1.00 0
A03 A04
1 185.3 0.94 ) 1 183.5 0.93 )
2 166.4 0.84 12 2 176.7 0.89 8
3 191.5 0.97 2 3 192.5 0.97 2
4 177.1 0.90 8 4 182.4 0.92 6
A05 A06
1 176.3 0.89 8 1 193.0 0.98 2
2 204.5 1.00 -2 2 193.3 0.98 2
3 0.0 0.00 0 3 197.1 1.00 0
4 174.2 0.88 9 4 170.7 0.86 11
AQ7 A08
1 2224 1.10 -8 1 205.4 1.00 -3
2 202.4 1.00 -2 2 209.2 1.10 -4
3 168.4 0.85 12 3 194.1 0.98 1
4 199.2 1.00 -1 4 205.5 1.00 -3
A09 A10
1 0.0 0.00 0 1 171.6 0.87 10
2 212.7 1.10 -5 2 193.2 0.98 2
3 185.5 0.94 ) 3 181.1 0.92 6
4 167.5 0.85 12 4 214.2 1.10 -6
All Al12
1 251.9 1.30 -17 1 210.1 1.10 -4
2 154.9 0.78 18 2 181.6 0.92 6
3 183.5 0.93 5 3 204.5 1.00 -2
4 122.7 0.62 34 4 189.7 0.96 3
Al13 Al4
1 212.3 1.10 -5 1 171.1 0.86 10
2 170.0 0.86 11 2 227.7 1.20 -10
3 178.0 0.90 8 3 142.9 0.72 23
4 152.4 0.77 19 4 216.9 1.10 -7
Al5 Al6
1 168.4 0.85 12 1 183.0 0.93 6
2 168.2 0.85 12 2 186.1 0.94 4
3 198.2 1.00 3 165.3 0.84 13
4 190.1 0.96 3 4 208.3 1.10 -4

Table 3.2: HV corrections for CSC layers (sectors A01-A16), estimated using ATLAS
data.
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Figure 3.2: Distribution of Q;,,;, obtained from all CSC channels. The distribution
is fitted with a gaussian line shape.

matched clusters, i.e. pairs of clusters in 7 and ¢, induced by the same avalanche.
First, for each transverse strip j, the distr‘ibution of Rg = ;e k) Q]JD cak 18 constructed
from clusters peaking at that strip j. Q;mk is the peak-strip charge of the matched
clusters in 7. Assumming that the peak-strip charge induced by the same avalanche
is approximately equal in the two coordinates, then Rg is an estimate of the gain

ratio G*/G7. Therefore, the mean value of each distribution provides:

R =< G, > |G (3.2)

where < G, > is an estimate of the average layer gain in precision strips. Although
it is measured for a specific transverse strip j, it assummed to be the same for all
transverse strips.

With the R/ values at hand, a second iteration follows, this time on precision
strips. For each strip ¢, the distribution of Q;eak /( i) o) is constructed, using
matched clusters, as in the previous step. From this distribution, the relative gain:

<G>y,

g (3.3)
is evaluated by fitting a gaussian line shape. The ratios R'/R**! are finally used as
estimates of the gain ratios R (instead of the ratios in @y, which are used in the
first approach).

The R values measured in all precision strips, in the 2012 analysis, are graph-
ically depicted in Figures 3.10-3.13, while the distribution of R!/R**! is shown in
Figure 3.5. The latter has a mean value of ~1, as expected, and its standard deviation



50 Chapter 3: Calibration of Cathode Strip Chambers

hratios
1000— %2 I ndf 36.5/33
B Prob 0.3094
800— Constant 946.2+ 8.7
C Mean 0.9987 + 0.0002
600 N Sigma  0.01876 = 0.00015
400—
200—
P P PN B S T e e
8.9 092 094 0.96 0.98 1 102 1.04 106 1.08 1.1
Q;npv/Q%plv

Figure 3.3: The distribution of induced charge (Qpy) ratios in adjacent strips.

is found 1.2%. Part of the uncertainty is contributed by errors in the determination
of the R ratios. The distribution of §R/R, formed from the fit results on all strips,
shows an average error of 0.36% (0.49%) for large (small) chambers. Hence, the
contribution of these errors to the ratios R is 0.51% (0.69%). By subtracting this
statistical component, an uncertainty of 1.09% (0.98%) remains as the upper limit
of the contribution of gain variations. These results showed that channel-to-channel
gain variations were not the dominant source of uncertainty in the position resolu-
tion of the CSCs. Furthermore, the measurements could be used in order to correct
the position reconstruction algorithms but, given the size of the corrections and
the statistical uncertainties that accompany the measurements, the results would be
marginal.
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Figure 3.4: Distribution of the relative error in the measurement of the induced
charge (Qmpv) on each strip.
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Figure 3.5: Distribution of R'/R*1.
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Figure 3.7:  Induced charge (Qmpy) on each precision strip (sectors C08 - C01).
Dead or problematic channels are not used in the measurements.
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Figure 3.8: Induced charge (Qmpv) on each precision strip (sectors A01 - A08).
Dead or problematic channels are not used in the measurements.
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Dead or problematic channels are not used in the measurements.
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Dead or problematic channels are not used in the measurements.
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CHAPTER 4

Search for the SM Higgs boson

The search for the SM Higgs boson, in the decay channel H — ZZ — (T qq
(¢ = e, p), is well motivated since this final state has a large branching fraction
compared to other interesting Higgs final states (see Section 1.4) and, in addition, it
allows full reconstruction of the Higgs mass. On the other hand, it is a challenging
study due to the high rates of background processes that give rise to signatures
similar to the signal. These are mainly Z+jets processes, in which the Z boson
decays leptonically, with secondary contributions from top quark and QCD multijet
production.

The search in the Higgs boson mass range 120-180 GeV [37] uses data collected
with the ATLAS detector during the 2011 LHC run, at a centre-of-mass energy of
7 TeV. The analysis strategy is to look for candidate events containing a pair of
leptons and a pair of high-pr jets, with each pair resembling a Z boson decay. Of
course, it is taken into account that in the mass range under study, only one of the
Z bosons may typically be on-shell. Due to the overwhelming background from real-
Z+jets production, it is convenient to restrict the analysis to the region where the
dilepton mass is well below the Z resonance while the dijet mass is consistent with
the nominal Z boson mass. By imposing an upper limit on the missing transverse
energy Effliss, the analysis also exploits the absence of neutrinos in the signal final
state to reduce the background from ¢t processes. Events are finally classified into
two categories; those with 2 b-tagged jets (“tagged”) and those with 0 or 1 b-tagged
jets (“untagged”), in order to benefit from the lower rate of Z-+jets processes in the
former. The conclusions of the search are drawn by looking for a peak above the
background expectation in the invariant mass of the ££jj system, myg;;.

4.1 Data and Monte Carlo samples

A number of quality criteria ensure the operation of the LHC with stable beams and
that the ATLAS detector was operational with good efficiency while the data were
being collected. These criteria are implemented using a “Good Runs List” (GRL)
that defines the luminosity blocks in which the required quality conditions are met.
The filtered data set corresponds to an integrated luminosity of 4.71 fb=! [38].

Trigger requirements use both single-lepton and dilepton non-prescaled triggers
with the lowest available py (muons) and Et (electrons) thresholds. Thresholds
of 18 GeV and 20 GeV were employed for the single muon and the single electron
trigger respectively. The latter was increased to 22 GeV for the second half of the
data (characterized by a higher instantaneous luminosity). The dilepton triggers
require two same-flavour leptons with a threshold of 10 GeV for muons and 12 GeV
for electrons.

Monte Carlo (MC) samples simulating the signal as well as background processes

61
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mpg  Gluon fusion  Vector-boson fusion  T'yreq/T'm (%) Total
(GeV) o (pb) o (pb) o- BR (fb)
120 16.65 1.2690 0.222 39.8
125 15.32 1.2110 0.370 61.2
130 14.16 1.1540 0.559 85.6
135 13.11 1.1000 0.789 112
140 12.18 1.0520 0.965 128
145 11.33 1.0040 1.110 137
150 10.58 0.9617 1.160 134
160 9.202 0.8787 0.583 99.8
170 7.786 0.8173 0.332 28.6
180 6.869 0.7480 0.847 64.5

Table 4.1:  Cross sections in fb for the Monte Carlo samples modelling the H —
Z7Z — {74~ qq signal process. The cross sections have been evaluated from theoretical
calculations [62].

are generated with 7 TeV center-of-mass energy and passed through the simulation
of the ATLAS detector [39]. To account for any differences in the distribution of
pile-up interactions (see Section 4.1.3) between MC simulation and data, the MC
samples are reweighted accordingly.

4.1.1 Signal samples

Signal samples simulating H — ZZ — (T4~ qq, where { = e, u, 7 and ¢ = d, u, s, ¢, b,
are generated using POWHEG [40-44], interfaced to PYTHIA [45] for showering and
hadronization, which includes matrix elements up to next-to-leading order (NLO)
in ag. Both gluon fusion (ggF) and vector-boson fusion (VBF) production mecha-~
nisms are taken into account by the matrix elements. The generated signal samples
correspond to luminosities that are much larger than the available luminosity in the
data.

The SM signal cross-sections have been computed up to next-to-next-to-leading
order (NNLO) [46-51] in ag for the ggF process. NLO electroweak (EW) corrections
are also applied [52,53], as well as QCD soft-gluon resummations up to next-to-
next-to-leading logs (NNLL) [54]. These calculations are detailed in Refs. [55-57]
and assume factorization between QCD and EW corrections. Full NLO QCD and
EW corrections [58-60] and approximate NNLO QCD corrections [61] are used to
calculate the cross-sections for VBF signal production. [62].

4.1.2 Background samples

4.1.2.1 Z+jets production

Background samples for Z — 00 (¢ = e, p,7), with my, > 40 GeV, are simulated
using ALPGEN [63], which generates hard matrix elements for Z and Zbb production
with a fixed number of N,(0 — 5) additional partons in the final state. Dedi-
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Process o(fb)

Z+0p,Z =00 836 000
Z+1p,Z — 00 168 000
Z+2p,Z — U0 50 500
Z+3p, Z — U0 14 000
Z+4p, Z — W0 3 510
Z+5p,Z — U0 988
Zbb+0p, Z — 00 8208
Zbb+1p, Z — 00 3100
Zbb + 2p, Z — 0 1113
Zbb+ 3p, Z — Ul 488

Table 4.2:  Cross sections for Z + jets samples, generated using ALPGEN, with
myp > 40 GeV. The cross sections are corrected to NLO in ag and are assumed to
be the same for Z — ee, Z — puu and Z — 77 production.

cated samples for Z(— ££)-+bb processes with N,(0 — 3) additional partons are also
available. In order to remove double counting of events between the inclusive and
the heavy-flavour samples (overlap removal), events in which a pair of b-quarks is
generated during parton showering are removed from the inclusive samples if their
distance in the n — ¢ plane is AR > 0.4; conversely, such events are removed from
the heavy-flavour samples if AR < 0.4.

The Z-+jets samples are generated at LO in ag but the production cross-sections
are corrected to match NLO calculations [64,65]. Specifically, a k-factor of 1.22 is
applied to the inclusive Z+jets production, while an extra factor of 1.4 is applied
on top of it in the case of heavy-flavour samples. The cross sections for the Z+jets
samples are listed in Table 4.2.

4.1.2.2 Low mass Drell-Yan + jets production

Since the analysis requires a pair of same—flavour, opposite—charge leptons with in-
variant mass lower than the nominal Z-boson mass, a significant background arises
from low mass Drell-Yan ¢/~ hadro-production accompanied by multiple jets. ALP-
GEN is used for the simulation of these processes as well and is tuned to restrict the
dilepton mass within 10 < my, < 40 GeV, thereby extending the minimum of the
Z+jets samples from 40 to 10 GeV. The region my, < 10 GeV is prohibitive for this
analysis since it is contaminated by decays of Y and J/1¢ mesons. As in the case of
the Z+jets samples, possible overlaps between the inclusive and the heavy-flavour
samples are removed using the overlap removal procedure. The cross sections for the
DY +jets samples are listed in Table 4.3. The same k-factors applied for the case of
Z+jets are also applied here.
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Process o(fb)
DY+0p 3723 000
DY+1p 107 000
DY+2p 50 500
DY+3p 10 200
DY +4p 2 260
DY+5p 561
DYbb + Op 20 260
DYbb + 1p 3 160
DYbb + 2p 1180
DYbb + 3p 566

Table 4.3:  Cross sections for the low mass DY +jets samples generated using ALP-
GEN, with 10 < my < 40 GeV. The cross sections are corrected to NLO in ag and
are assumed to be the same for ee, uu, and 77 production.

4.1.2.3 Top pair and single top production

Samples of top-quark pair tf, as well as single top and Wt processes are generated
with MC@NLO [66], interfaced to JiMMY4.31 [67] for the simulation of the un-
derlying event. The ¢t sample is filtered, requiring that at least one lepton with
pT > 1 GeV originates from a W boson. This ensures that only events with at least
one leptonic (e, u, 7) W boson decay are retained. The cross sections for the top-
quark background samples are listed in Table 4.4. They are evaluated up to NLO
in ag [68-71] and convoluted with branching fractions taken from the Particle Data
Book [72].

channel o (fb) filter  ofterea (fb)
tt 164 600 0.5562 91 551
single ¢ (s-chan, W — (v) 462 - -
single ¢ (s-chan, W — uv) 455 — -
single ¢ (s-chan, W — 1v) 484 - -

single ¢ (t-chan, W — {v) 7117 - -
single t (t-chan, W — uv) 6 997 — —
single ¢ (t-chan, W — 7v) 7 448 — -

Wt 14 600 — —

Table 4.4: Cross sections for the ¢ sample in the lepton-hadron (¢h) or lepton-lepton
(¢0) decay mode and for the single-top and Wt samples. All samples are generated
with the MC@QNLO event generator.
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4.1.2.4 Diboson production

The background from ZZ production is largely irreducible, albeit very small, since
it gives rise to the same final state as the signal process. The contributions from
WZ and WW production are expected to be minimal. Diboson MC samples are
generated using the MCQNLO event generator. The production cross-sections have
been calculted up to NLO in ag [73] and are listed in Table 4.5.

Channel o (fb)
27 — llqq 841.5
27 — Plvy 160.4
27 — bl 27.0
27 — rT 27.0
27 — TTTT 6.8
L4 — TTVVY 80.3

WW — fvly 2012
WW — vty 2012
WW — vty 503

W+Z — fvgqg 1688.9
WTZ — tvil 159.2
W+Z — qqtt 489.4
W+Z — Tvel 79.6
W+Z — bvrr 79.6
W72 — rvrr 39.8
W*Z — qqrr 249.2
W=Z — lvqq 912.6
W=Z — tvik 86.1
W=Z — qqbt 269.3
W=Z — tvil 43.0
W=Z — bvrr 43.0
W=Z — tvrr 21.5
W=7 — qqrr 134.7

Table 4.5: Cross sections for the diboson samples (where ¢ = e, ), evaluated for
the dilepton mass range 66 < myy < 116 GeV from theoretical calculations [73| and
convoluted with Z boson branching fractions from the Particle Data Book [72].

4.1.2.5 Inclusive W boson production

W(— lv)+jets (¢ = e, p, T) processes are simulated with the ALPGEN, which gener-
ates hard matrix elements for W, We and Whb production with a fixed number of
N,(0 — 5) additional partons in the final state. Dedicated samples for W (— ¢v) +bb
and W (— (v)+ c processes with N,(0 — 3) additional partons are also available. As
in the case of the Z-+jets samples, possible overlaps between the inclusive and the
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heavy-flavour samples are removed using the overlap removal procedure.

Cross sections for the W+jets samples are listed in Table 4.6. A k-factor of 1.20
is applied to make the inclusive W boson production cross section agree with NLO
calculations [64].

Process o(fb)

W +0p, W —ev 8 300 000
W+ 1p,W —ev 1 560 000
W +2p, W — ev 453 000
W+ 3p, W — ev 122 000
W +4p, W — ev 30 900

W +5p, W — ev 8 380
Wbb + Op 56 800
Wob + 1p 42 900
Wob + 2p 20 800
Wbb + 3p 7 960
Wee + Op 153 000
Wee 4+ 1p 126 000
Wee + 2p 62 500
Wee + 3p 20 400
We+0p 518 000
We+1p 192 000
We+2p 51 000
We+3p 11 900

Table 4.6: Cross sections for the W + jets samples generated using ALPGEN. The
cross sections listed include a k-factor of 1.20 and are assummed to be the same for
W —ev, W — puv and W — 7v production.

4.1.3 Pile-up reweighting for Monte Carlo samples

Pile-up is an important effect to this analysis since spurious jets from pile-up interac-
tions may be either mistaken as jets of the primary event or superimposed to them,
thereby increasing the jet energy and the measured E%iss. There are two sources of
pile-up; “in-time” and “out-of-time”. In-time pile-up is caused by additional proton—
proton interactions occurring at the same bunch crossing as the hard interaction of
interest. Such interactions produce extra soft particles which reduce the efficiency
for selecting signal events. Out-of-time pile-up is generated from interactions that
occur in preceding bunch-crossings and affect detector sub-systems whose latency is
longer than the bunch spacing.

During 2011, the number of interactions per bunch crossing varied due to changes
in the beam intensity and transverse size. Monte Carlo samples assume a 50 ns bunch
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spacing, as was the case for the vast majority of the data used in this search!. To
model the effects of pile-up, a fixed distribution of additional minimum-bias interac-
tions is used in the simulation which is then reweighted to the distribution observed
in the data.

4.2 Lepton and Jet selection

The analysis uses reconstructed physics objects available in the ATLAS datasets.
Necessary criteria are applied ensuring the quality of the objects reconstruction and
additional requirements are imposed in order to focus around the kinematic region
that describes the signal final state. Any discrepancies in the description of the data,
related to the objects selection, are corrected for by applying appropriate smearing
and efficiency corrections to the Monte Carlo.

4.2.1 Muons

Muons are identified using the STACO reconstruction chain [74]. Tracks, recon-
structed in the muon spectrometer (MS) [28], are extrapolated to the beam pipe and
an attempt is made to find a matching inner detector (ID) track. If such a match is
found then a “Combined” (CB) muon is formed. Such muons have two independent
momentum measurements and thus have the best momentum resolution. Remaining
ID tracks are extrapolated to the MS and are “Segment-Tagged” (ST) as muons if
they can be matched with a track segment in at least one muon station. Such muons
have their momenta measured by the inner detector and are used to increase the
acceptance in cases where a muon crossed only one layer of chambers in the MS,
either due to having low p or due to being in a MS region with reduced acceptance.
Both CB and ST muons are used in the analysis.

The muon selection criteria are listed in Table 4.7. Inner detector tracks associ-
ated to muons, are required to satisfy a series of quality criteria, based on the number
of hits and absence thereof (holes), in the various layers of the inner detector?. Detec-
tor conditions, such as dead modules, are taken into account. Subsequently, muons
from cosmic rays are filtered out by requiring that muon tracks pass close to the recon-
structed primary event vertex, both longitudinally (z9) and in the transverse plane
(dp). Furthermore, muons must be isolated; track-based isolation is defined as the
ratio of the transverse track-momenta, within a cone AR = /(An)2 + (A¢)? = 0.2
of the muon (excluding the muon track itself), over the transverse momentum of the
muon. Finally, since the background from QCD multijet processes (mostly bb-pair
production) is significant, even after track isolation has been imposed, further back-
ground rejection is required by imposing a cut on the significance of the transverse
impact parameter, |do|/|og,]-

Muon momenta in Monte Carlo simulation are smeared to match the resolution
measured in the data. Weights are also applied to account for differences in efficiency.
The pt and n distributions of muons which have been identified as the products of

LAt the beginning of 2011, 12 pb~'of the data were taken with a 75 ns bunch spacing.
2These criteria are recomended by the Muon Combined Performance groups of ATLAS.
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Identification Combined or segment-tagged STACO muons

Kinematic pT > 7 GeV
In| < 2.5
Inner Detector N}?{égyer > 0 (except for muons passing uninstrumented/dead areas)
pixel pixel
Nhits + Ndead >1

Niits + Nicaa = 6

N 1}1):1{:; + Nigles <3

[ < 1.9: NEE™ > 5 and Nt < 0.9 x N

Il = 1.9: If NG§* > 5, require NJIEE, < 0.9 x N,
where Ngot™ = Nt + N e

Cosmic rejection  |dp| < 1 mm
|z0| < 10 mm

Track isolation >, .. pr(AR < 0.2)/ph < 0.1

multijet |do|/|oa,| < 3.5
suppression

Table 4.7: Summary of muon selection criteria. Nyits (Nholes) represents the number
of hits (missing hits) in a particular subdetector of the inner tracker, while Ngeaq
refers to the number of dead sensors crossed by the muon in a particular subdetector.

Z — utp~ decays are shown in Figure 4.1 for events containing at least two jets>.

4.2.2 Electrons

Electrons are identified from electromagnetic calorimeter clusters 28| that are matched
to tracks in the inner detector. Candidates are required to satisfy the tightest of the
standard ATLAS identification criteria. These criteria are summarized in Table 4.8;
they depend on the shape of the EM cluster, the quality of the track and the good-
ness of the match between the cluster and the track. Employing tighter identification
criteria reduces significantly the multijet background. The energy of the electron is
measured from the cluster in the calorimeter, while the direction is taken from the
matching track. The pseudorapidity measurement from the cluster is considered
only when the candidate’s position with respect to the calorimeter is required; for
instance, in order to achieve high reconstruction and trigger efficiency, candidates
are required to lie within the region of precision EM measurement, |nciuster| < 2.47,
and have transverse momentum pr > 7 GeV.

The electron selection criteria are listed in Table 4.9. Electron candidates must
be isolated, using track-based isolation as defined for the case of muons. Since the

3In this and all subsequent plots, the background has been normalized to the luminosity of the
data, unless otherwise specified. Modelling corrections have also been applied to the background,
as described in Section 4.4.
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of muons used to reconstruct Z boson candidates. The distributions are taken from
events containing at least 2 jets.

background from multijet QCD processes (fake electrons, photon conversions and
bb-pair production) is significant even after the isolation criteria, further rejection is
attempted by requiring small impact parameter significance. Finally, fake electrons
from final state radiation of muons are removed by requiring that no muon (as defined
in Section 4.2.1) lies within AR < 0.2 of the electron track.

In order to achieve accurate description of the data, electron candidates from
Monte Carlo samples have additional smearing applied. Differences in identification
and reconstruction efficiencies between data and Monte Carlo are also parameterized
as a set of pr and 1 dependent scale factors used to weigh the Monte Carlo simulation.
The pr and 7 distributions of electrons which have been identified as the products
of Z — ee decays are shown in Figure 4.2 for events containing at least two jets.

4.2.3 Jets

Jets are reconstructed from topological clusters [75] using the anti-kp algorithm [76]
with a radius parameter R = 0.4. The topological clusters are corrected from the elec-
tromagnetic scale, which is established using test beam measurements, to hadronic
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Type Description Variable name
loose++

Shower shape Shower width in the strips. W tot
Difference in energy between the cells in the first and second maxima. FEratio
Ratio of Et in the first sampling of the hadronic calorimeter to Ep Rpaa1
of the EM cluster.
Ratio in 7 of cell energies in 3 x 7 versus 7 x 7 cells in the 2"? layer R,
of the EM calorimeter.
Lateral width of the shower in the 2 layer of the EM calorimeter. wa

Track matching |An| < 0.015.

medium+-+

Shower shape Same variables as loose++ but at tighter values.

Track matching |An| < 0.005.

Track quality Number of hits in the B-layer (> 1) for |n| < 2.01.
Number of hits in the pixel detector (> 1) for |n| > 2.01.
Ratio of high-threshold hits in the TRT over total hits in the TRT.
|do| < 5 mm.

tight++

Shower shape Same variables as medium++ but at tighter values.

Track matching |An| < 0.005.
|A¢| requirement.
E/p requirement.

Track quality Number of hits in the B-layer (> 1) for all ).
Number of hits in the pixel detector (> 1) for |n| > 2.01.
Tighter cuts on the ratio of high-threshold hits in the TRT.
Conversion bit (not matched to a conversion vertex).

Table 4.8: Summary of electron identification criteria.

energy scale, using a pr and 7 dependent jet energy scale (JES), determined from
Monte Carlo simulation [77,78]. Candidates are required to have py > 20 GeV and
are restricted within |n| < 2.5 that corresponds to the fiducial volume of the ATLAS
tracker.

The jet selection criteria are listed in Table 4.10. The majority of jets originat-
ing from pile-up are removed by requiring that the fraction of the jet’s transverse
track-momentum contributed by tracks originating from the primary vertex, be at
least 75%. This is implemented as a cut on the absolute value of the “jet vertex
fraction” |79, [JVF| > 0.75. To remove jets which do not originate from real, in-
time energy deposits but rather from hardware problems, cosmic-ray showers or LHC
beam conditions, it is demanded that candidates pass the “looser” standard ATLAS
set of jet quality criteria. Finally, to avoid double-counting of objects in an event,
a jet is removed if an electron (as defined in Section 4.2.2) is found within a cone
AR = 0.4 of the jet axis. The pt and 7 distribution of jet candidates is shown in
Figure 4.3.

4.2.3.1 Identification of b-jets

For the discrimination of jets containing decays of b-hadrons from those containing
only light quarks, the ATLAS b-tagging algorithms exploit the long lifetime of b-
hadrons (er &~ 450 pm). In this analysis, several algorithms are used which accept
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Identification Author: Electron
IsEM: tight++

Kinematic pr > 7 GeV
’ncluster‘ <247

Track isolation ) .. pT(AR < 0.2)/pT < 0.1

multijet |do|/|od,| < 6.5
suppression

Table 4.9: Summary of electron selection criteria.

Identification  Anti-kr R = 0.4 topological jets

Kinematic pr > 20 GeV
In| < 2.5

Pile-up |[JVF| > 0.75

Table 4.10: Summary of jet selection criteria.

as input the set of tracks within a cone of pp-dependent AR around the jet axis:

e IP3D looks for tracks with a significant three-dimensional impact parameter
with respect to the primary event vertex.

e SV1 attempts to reconstruct secondary vertices, displaced from the primary
vertex using the jet’s tracks.

e JetFitter is an inclusive secondary vertex reconstruction algorithm that ex-
ploits the topology of the semi-leptonic b-and c-hadron decay cascade inside a
jet by finding b- and c-vertices lying on a common line with the primary vertex.

The results of the three algorithms are combined using a multivariate method into a
single discriminant henceforth referred to as MV1 [80-82]. The selection is applied at
the operating point that gives an efficiency of about 70%, on average, for identifying
true b-jets, while the efficiencies for accepting c jets or light quark jets are 1/5 and
1/140 respectively. Figure 4.4 shows the light jet rejection as a function of the b jet
tagging efficiency for different tagging algorithms, based on simulated top-antitop
events. Finally, appropriate scale-factors are applied to the MC simulation in order
to reproduce the b-tagging efficiency observed in the data.

4.2.4 Missing transverse energy

The missing transverse energy E%ﬁss is calculated from energy deposits in calorimeter
cells within |n| < 4.9, and from muon measurements. Since EF"™* is used to indicate
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Figure 4.2: pr of the (a) leading and (b) sub-leading electron and (c) n distribution
of electrons used to reconstruct Z boson candidates. The distributions are taken
from events containing at least 2 jets.

the presence of neutrinos in an event, it is an important quantity for the discrimina-
tion of signal from the top-quark background. To obtain a systematic uncertainty on
the measured E%iss value, all systematic variations on object energies are propagated
to the calculation of EXsS. Additional uncertainties on ER originate from varia-
tions of the energy scale and resolution of calorimeter clusters which are associated
to reconstructed objects (the so-called “soft term”).

4.3 Event selection

Triggered events are required to contain a reconstructed primary vertex formed by
at least three tracks with pr > 150 MeV. An “ENiS_cleaning” procedure follows in
order to identify mismeasured jets (see Section 4.2.3) arising from hardware problems,
cosmic-ray showers, and unstable LHC beam conditions. Such jets give rise to fake
E%liss therefore, if an isolated low-quality jet with pt > 20 GeV is found, the event
is discarded. The selection then proceeds to the reconstruction of the Z — £¢ and
Z — qq decays as elaborated in the sections that follow.
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mass selection and Effmss cut, for the combined electron and muon channels.

4.3.1 H — Z7Z — (0 qq selection

Events are required to contain two electrons or muons with opposite charge sign.
The opposite charge requirement reduces the multijet background, which produces
both same charge and opposite charge lepton pairs. Events with additional leptons
of either flavour are rejected in order to reduce WZ production.

The tranverse momenta of the selected leptons must agree with the actual trigger
fired in each event. pr greater than 12 (14) GeV is required for both muons (electrons)
in cases where only the dilepton trigger is fired, while for the single lepton trigger, at
least one lepton should have pt > 20 GeV. In case both triggers are fired, the union
of the two conditions is used. The above cut values are chosen to lie on the triggers
efficiency plateaus. Finally, the dilepton invariant mass my, should lie within the
range 20 < myy < 76 GeV to suppress background events without a real Z boson.
The distribution of myy in the electron and muon channels is shown in Figure 4.5.

Since no high-pt neutrinos are expected in the final state, the missing transverse
momentum EITrliss is required to be less than 30 GeV, for further reduction of the
top quark background. The ER distribution, displayed in Figure 4.6(b), shows
that a missing transverse energy requirement reduces the top quark background
significantly, therefore E%liss < 30 GeV is imposed. The event selection proceeds
with the acquisition of jet candidates in order to reconstruct the Z — qq decay.

A significant fraction (~22%) of signal events are expected to contain b-jets, from
Z — bb decays [72]. On the other hand, b-jets are rare in the dominant Z + jets
background (in which the Z boson decays to leptons). This feature is exploited in
the analysis, by classifying candidate events into “tagged”, with two b-tagged jets,
and “untagged”, with less than two b-tagged jets. Events with more than two b-
tagged jets are discarded. The multiplicity distribution for b-tagged jets is shown in
Figure 4.7(b).

Figure 4.6(a) shows the jet multiplicity distribution. In the tagged event cate-
gory, the Z — qq decay is reconstructed using the two b-tagged jets. For untagged
events, the candidates are instead selected by using the kinematic fit described in
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Section 4.3.2. In the case of muon events, additional reduction of the multijet back-
ground is achieved by requiring AR > 0.3 between any of the muons and any of the
selected jets. Finally, the dijet invariant mass m;; is required to lie within the range
60 < m;; < 115 GeV. This criterion filters out most of the DY+-jets background.
The distribution of the dijet invariant mass m;; is presented in Figure 4.8 for the
untagged and tagged samples respectively. For the latter, the jet energies are scaled
up by 5% to take into account the average energy scale difference between heavy-
and light-quark jets [83].

The event selection criteria are summarized in Table 4.11. The efficiencies of
the various criteria are listed in Appendix E. Summing up both muon and electron
sample, the resulting total analysis selection efficiency for the H — ZZ — (T4~ qq
signal increases between 0.7% and 3% for the untagged selection and between 0.05%
and 0.25% for the tagged. The efficiency is limited by the trigger selection at the
low my side, reaching a maximum at mg =~ 170 GeV and dropping somewhat at the
high end, due to the requirement of an off-shell Z boson decaying to a lepton pair.
These efficiencies include Z — 77 decays. For the individual channels, taking into
account only Z — uu and Z — ee decays, separately, the efficiencies are shown in
Figure 4.9.

4.3.2 Kinematic Fit

The mass of the H — ZZ candidate is estimated from the invariant mass of the ££jj
system, myy;;. The resolution of myy;; can be significantly improved by constraining
the jet pair to the Z boson mass, since the reconstructed Z — jj mass resolution is
worse than the intrinsic Z resonance width. A y? is therefore constructed using the
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Criteria  Description

Pre-selection Triggered event.
Primary vertex formed by > 3 tracks with pp > 150 MeV.

Leptons Exactly 2 leptons (tight++ electrons/CB-+ST muons).
Opposite charge.
Single-lepton trigger & pft > 20 GeV or
double-lepton trigger & pp > 12(14) GeV for both muons(electrons).

Jets > 2 jet candidates
untagged < 2 b-tagged jets (selection by kinematic fit).
tagged 2 b-tagged jets (selection of b-tagged jets).
Events with > 2 b-tagged jets are rejected.
Emiss < 30 GeV.

20 < myp < 76 GeV.
70 < mj; < 105 GeV.

Table 4.11: Summary of event selection criteria. The definitions of object candidates
are given in Tables 4.7-4.10.
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jets four-momenta, the jet energy resolution and the nominal Z-boson mass (mz)
and width (I'z): ,
9 mz — mjj\ 2 (pri —pgt)Q
2= ( JJ> + Z Sl (4.1)

Tr :
z i—12  iet;

In the minimization of x? the pr of each jet is allowed to vary within the error Tjet;
defined by the jet energy resolution.

This kinematic fit serves a dual purpose. First, it provides a criterion for chosing
the jet pair that best matches a Z — ¢ decay, i.e. the combination that gives the
minimum y2. Furthermore, the fitted jet pt are used in the calculation of myejj to
improve the resolution of the reconstructed Higgs mass. The improvement of the
mygj; resolution observed in the signal is shown in Figure 4.10. The tail on the high
mass end originates from events in which the dijet system is not produced by decays
of on-shell Z bosons. For those events the kinematic fit is not effective and the
resolution of myy;; remains unchanged.
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4.4 Background Modelling

The dominant background in this search is DY+jets production with multijet and
top quark production contributing significantly. These backgrounds are determined
using data driven methods. Smaller contributions are also expected from diboson
(mainly ZZ) production as well as W+jets processes; those are taken directly from
MC simulation.

4.4.1 DY + jets background

The modelling of the DY-+jets background is studied using the sidebands (SBs)
of the m;; distribution which provide an almost pure sample of DY +jets events.
The control region (CR) is defined by following the nominal selection, but replacing
the nominal mj; criterion, which defines the signal region (SR), with the union of
40 < mj; < 60 GeV (low-mass SB) and 115 < mj; < 160 GeV (high-mass SB). The
SBs are statistically independent from the SR and chosen to be close to it, so that
kinematics are kept similar, while the mass ranges are defined so that the low-mass
and high-mass SBs provide similar event statistics.

The normalization of the DY +jets background is corrected by comparing the
MC prediction to the data, in the CR, after subtracting the small contributions of
the other background processes from the data. The measured scale factor is then
extrapolated to the signal region. Since the DY +jets, the top quark and the multijet
backgrounds are all normalized from the data, a correction to one of them affects the
estimation of the other two. Therefore, the normalization of the three backgrounds
is performed iteratively until the results stabilize.

The final scale factors for the DY + jets background are:

Untagged electron: 1.02 £ 0.03(stat) £ 0.02(syst)
Untagged muon: 0.99 £ 0.02(stat) £ 0.04(syst)
Tagged: 1.22 £ 0.13(stat) £ 0.12(syst)

The systematic uncertainty in the untagged sample receives contributions both from
the subtraction of the multijet background from the data as well as from uncertainties
measured by varying the SB windows. In the tagged sample the systematic uncer-
tainty is dominated by the uncertainty on the subrtracted contributions of top quark
and multijet backgrounds. The description of the data before and after the correction
is shown in Figures 4.11 and 4.13 respectively.

For the verification of the robustness of this method and the evaluation of uncer-
tainties induced by the sideband description, estimates have been obtained both by
using the low-mass and high-mass SBs separately and also by altering the sizes and
positions of the mass windows. Examples of such tests are presented in appendix A.

4.4.2 Top quark background

Top quark production constitutes a significant background only in the tagged event
category. This background is dominated by tf events, with two leptons originating
from either the W bosons or the b quarks produced in top quark decays.
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Figure 4.11:  my;; distribution in the DY + jets CR, before any corrections to
background modelling, in the (a) muon and (b) electron untagged category and in
(c) the tagged category.

The normalization of the top quark background is estimated from the data. The
CR is defined by inverting the E%ﬁss requirement, i.e. requiring Elj?iss > 40 GeV. In
the tagged sample, this region is dominated by top quark decays and receives small
contribution (~4%) from multijet events. In the untagged sample, beside top quark
production, the CR receives almost equal contribution from DY +jets and small con-
tribution from multijet events. The comparison between data and background pre-
diction, in the inverted—Eﬁ?iss CR, is presented in Figure 4.12. An alternative CR,
defined by changing the nominal lepton selection to require opposite-flavour (eu),
opposite charge leptons is also used in order to check for systematic effects.

The final scale factors for the top quark background are:

Untagged electron: 1.03 £ 0.09(stat) £ 0.07(syst)
Untagged muon: 1.04 + 0.08(stat) £ 0.06(syst)
Tagged: 1.09 + 0.06(stat) £ 0.04(syst)

In all cases, the dominant systematic contribution arises from processes which are
subtracted from the data; the DY—+jets in the untagged category and the multijet
background in the tagged category.
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Figure 4.12: my;;; distribution in the inverted—]E]%1iss top CR, before any corrections
to background modelling, in the (a) electron and (b) muon untagged category and
in (c) the tagged category.

4.4.3 Diboson background

Since no suitable control region can be defined for the diboson background, it is
estimated directly from MC simulation, as discussed in Section 4.1.2.4.

4.4.4 Multijet background

The multijet background is significant in the my, range studied in this analysis.
Since this background is notoriously difficult to simulate, it is estimated from the
data. The shape of the background is obtained from regions dominated by multijet
processes, without signal, after subtracting any contribution from the known simu-
lated backgrounds. In the muon channel, the shape is obtained from the region of
same charge, isolated muon pairs, while, for electrons, opposite charge candidates,
with one of them failing the track-isolation requirement, are chosen instead. The
particular regions have been found to provide the best description of the mgy;; distri-
bution, both in the m;; SBs and in the signal region. Regarding the latter, possible
presence of signal would peak around a particular mass and is not expected to affect
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the overall agreement between data and background. Due to lack of statistics in the
tagged sample, common shapes are used for both the untagged and tagged cases.
These shapes are obtained from an inclusive sample in which the jet pair is always
selected by kinematic fit.

Once the multijet background shape has been obtained, it is subsequently nor-
malized using the two independent methods, described in the paragraphs that follow.

4.4.4.1 Background estimation using a template fit method

In the template fit approach, the multijet background yield is estimated by fitting
the dilepton invariant mass distribution to the data, at the selection point where > 2
jets are required, right before imposing the my, mass window. The fit is performed
over the extended mass range 15 < myy < 120 GeV, using two fitted components; the
multijet template and the sum of all the other (background and signal) contributions.
From the fit results, the fraction of multijet events to the data is measured, within
the dilepton mass window (20 < my, < 76 GeV), and it is assummed to be constant
in all subsequent stages of the event selection. The estimated yields, as fractions of
the data, are:

Untagged electron: [12.0 & 1.4(stat) + 2.3(syst)]%
Untagged muon: [4.3 &+ 1.0(stat) & 0.0(syst)|%
Tagged electron: [11.9 + 2.9(stat) £ 1.6(syst)|%
Tagged muon: [10.9 + 2.8(stat) £ 0.0(syst)]|%

The considerably higher contribution of multijet events in the tagged event category
is due to leptonic decays of b quarks. The associated systematic uncertainties are
estimated by using different templates. In the muon channel, the modified shape
is obtained by requiring opposite charge muons, but with inverted track-isolation
requirement for one of them. The difference has been found to be negligible. In the
case of electrons, alternative shapes are obtained by using same charge electrons or
using electrons which pass only loose identification quality criteria (specifically one
loose++ and one medium++ electron, see Section 4.2.2), but fail the tighter (tight++)
ones.

4.4.4.2 Background estimation using an ABCD method

The ABCD method provides data-driven estimation of the multijet background yield
in the “signal region” (A), using three control regions (B,C,D), dominated by multijet
processes. The four regions are defined as:

A: events with leptons of opposite charge, both isolated.
B: events with leptons of opposite charge, one isolated one non isolated.
C': events with leptons of same charge, both isolated.

D: events with leptons of same charge, one isolated one non isolated.
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Anti-isolation is required exclusively from only on one of the leptons, in order to keep
the selection as close to the original one (i.e. of opposite charge, isolated leptons)
as possible. Considering that there is no correlation between the charge sign and
isolation requirements, we accept that the ABCD relation:

na=n Bn—c (4.2)

np

is true, within statistical uncertainty, allowing the estimation of the number of mul-
tijet events n4, expected in signal region A, from the number of multijet events npg,
nc, np, measured in regions B, C' and D respectively.

In order to perform the above calculation, a profile-likelihood approach is fol-
lowed [84]. By denoting the unknown number of multijet events in region A as puV
and introducing two nuisance parameters 7p, 7¢, the number of multijet events in
each of the four regions is expressed as:

na = pY (4.3)
_ U
np = | TB
ne = p1c
np = ,UUTBTC
and the corresponding total events are then:
,uA:sA—i-bA—i—uU (4.4)

pp =sp+bg+p'rp
pic = sc +be + pUrce

pip = sp +bp + a7

where s4 p,c,p and by g c,p are known contributions from signal and other back-
ground processes respectively. The likelihood function is finally defined as the prod-
uct of likelihoods corresponding to the counting experiments in the four regions,
namely:

L(na,np,nc,np | i¥,75,7¢) = | | —_— (4.5)
i=A.B.C.D

The parameter of interest pU is estimated from the minimization of log L, along
with the nuisance parameters 75 and 7¢, thereby providing the normalization of the
multijet background in the signal region.

The final estimation for the multijet background percentage over the total back-
ground is:

Untagged electron:  [6.6 £ 0.6(stat) + 2.3(syst)|%
Untagged muon: [3.5 £ 0.2(stat) £ 0.3(syst)|%
Tagged electron: [11.5 £+ 5.1(stat) £+ 2.6(syst)|%
Tagged muon: [11.0 + 4.4(stat) £ 3.7(syst)|%

Statistical uncertainties are determinded from the number of events in the control
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regions. Normalization systematic uncertainties are evaluated by repeating the cal-
culation at different stages of the event selection and also by using different control
regions with inverted track-isolation requirements for the selected muons. Shape
systematics are studied using distributions from the m;; SBs, instead of the signal
region. The overall systematic uncertainty is finally obtained by adding in quadra-
ture normalization and shape uncertainties. Further studies on the estimation of the
multijet background are discussed in Appendix B.

4.4.4.3 Final multijet background estimation

As mentioned above, the two methods of background estimation are based on dif-
ferent control regions and techniques; their weighted average is used as the final
estimate of the multijet contribution and the maximum of either

e the difference between the estimations and the weighted average or

e the systematic uncertainty estimated for both methods

is conservatively assigned as a systematic uncertainty on the multijet background
normalization. The uncertainty is estimated ~15% for the muon untagged case,
~35% in the electron untagged sample and ~50% for the tagged sample. The shape
uncertainty is studied by substituting the templates used in each method by the
corresponding ones from the m;; sidebands; the impact is found to be negligible.

4.4.5 Summary of backgrounds

The comparison between data and Monte Carlo simulation for the m;; side band re-
gion, using the data driven corrections described in the previous sections, is presented
in Figure 4.13.

4.5 Systematic uncertainties

Theoretical and experimental uncertainties are applied to signal and background
samples which are based on MC simulation. Uncertainties associated to the largest
backgrounds, namely DY+jets, multijet and top quark production, are evaluated
with data driven methods, as discussed in Section 4.4.

4.5.1 Experimental systematic uncertainties

The uncertainty on the integrated luminosity has been measured £3.9% |85, 86].
This uncertainty is considered for all MC simulated processes which are not normal-
ized from the data (which is everything except the Z+jets, top quark and multijet
background), and is correlated accross all samples.

The uncertainties regarding efficiency corrections and calibrations of simulated
objects are summarized in Table 4.12. The majority of these uncertainties are pro-
vided by the respective combined performance groups of ATLAS and include uncer-
tainties on lepton and jet trigger and identification efficiencies, the energy or momen-
tum calibration and resolution of leptons and jets, and the b-tagging efficiency and
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Figure 4.13:  my;; distribution in the DY + jets CR in the (a) electron and (b)
muon untagged category and in (c) the tagged category. All scale factors have been
applied and systematic uncertainty estimates are included in the errors. The bands
show systematic uncertainties from MC statistics.

mistag rates. The uncertainty on E%iss is estimated by propagating the uncertainties
on individual objects into the Elfnss calculation, as discussed in Section 4.2.4. The
above detector-related uncertainties are applied to all MC processes. The dominant
uncertainty in the tagged sample comes from the b-tagging efficiency. In the un-
tagged sample, the uncertainty on the jet energy scale would normally be expected
to have the maximum effect. However, due to the kinematic fit on the dijet system,
its effect is found to be marginal.

4.5.2 Signal and background modelling systematics

The theoretical uncertainties on the Higgs boson production cross sections [62,87] are
15-20% for the gluon fusion process (gg — H) and 3-9% for the vector-boson fusion
process (qq — qqH), for the Higgs boson mass interval covered by this analysis.
The normalization uncertainties of the DY+jets and top quark backgrounds are
estimated with the data driven methods discussed in Section 4.4. The DY +jets un-
certainty is estimated from the m;; SBs and is approximatelly 3-4% for the untagged
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Source of uncertainty Treatment in analysis

Jet energy scale (JES) 2-7%, as a function of pr and n

Jet pile-up uncertainty 3-7%, as a function of pr and n

b-quark energy scale 2.5-1% as a function of pr

Jet energy resolution 1-4%

Electron selection efficiency 0.7-3%, as a function of pr; 0.4-6%, as a function of 7

Electron Trigger Efficiency 0.4 — 1% as a function of n

Electron reconstruction efficiency 0.7-1.8%, as a function of n

Electron energy scale 0.1-6%, as a function of 7, pile-up, material effects, etc.

Electron energy resolution Sampling term 20%); a small constant term has a large variation with 7
Muon selection efficiency 0.2-3%, as a function of pr

Muon reconstruction efficiency 0.2-3%, as a function of pr

Muon Trigger efficiency < 1%

Muon momentum scale 2-16%, as a function of n

Muon momentum resolution pr and 1 dependent resolution smearing functions, systematic < 1%
b-tagging efficiency 5-15%, as a function of pp

b-tagging mistag rate 10-22%, as a function of pr and n

Missing transverse energy Add/subtract object uncertainties in Fmiss

+ uncertainty on “SoftJet” and “CellOut” terms

Table 4.12: Systematic uncertainties related to object reconstruction and identifi-
cation.

and 17% for the tagged sample. The top background uncertainty is estimated to be
10% and 7% for the untagged and tagged samples respectively. The diboson cross
sections have a combined 5% QCD scale and PDF uncertainty [87]; adding an ad-
ditional 10% uncertainty, corresponding to the maximum difference seen between
MC@NLO and k-factor scaled PYTHIA results, yields an overall uncertainty of 11%
on the diboson background normalisation.

As shown in Figure 4.13, the shape of the DY+jets background, after normaliza-
tion corrections, is reasonably described by the MC simulation. The shape uncer-
tainty is estimated by parameterizing the residual difference of the myy;; distribution
in the m;; SBs, as a function of myy;;. The uncertainty measured with the untagged
sample is also assigned to the tagged sample due to limited statistics.

The normalization uncertainty for the multijet background is calculated as de-
scribed in Section 4.4.4, from the difference between the estimations of the two data-
driven procedures used to derive the background. The shape uncertainty is estimated
by comparison of the template with the one obtained from the m;; sidebands.

4.6 Results

The final results of this search are drawn by comparing the my;; distribution in the
data to the background prediction. With the kinematic fit used to rescale the jets
momenta, as described in Section 4.3.2, the resolution of the core signal distribution
is expected to be ~ 3 GeV with a long tail also present above the mass peak. In the
background the distribution is instead broad, peaking at ~ 170 GeV with a width of
~ 40 GeV.

The final myy;; distributions are shown in Figures 4.14 and 4.15. The expected
signal peak for the hypothesis of a Higgs boson with mass 130 GeV is displayed on top
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Untagged Channel

Muons Electrons
Source Nevt Ostat Osys Nevt Ostat Osys
DY+jets 9635 =+ 101 £+ 409 4654 + 42+ 161
Top quark 99.0 =+ 1.8 + 9.8 69.0 =+ 1.5 =+ 7.8
Multijet 388 + 26 + 50 36.3 =+ 1.0 =+ 5.3
Diboson 60.9 + 1.2 + 9.1 1.7 =+ 0.2 =+ 0.3
W-jet 109 <+ 25 &+ 1.6 30.2 &+ 10.7 =+ 4.3
Total background 10161 =+ 105 + 461 5291 &+ 63 =+ 231

Data 9714 5197
Signal my = 120 GeV 207 &+ 0.10 £ 0.12 090 =+ 0.06 =+ 0.07
Signal my = 130 GeV 7.26 + 0.28 £+ 0.38 3.19 =+ 0.18 =+ 0.24
Signal mpy = 150 GeV 21.1 =+ 0.60 =+ 0.73 9.70 =+ 040 =+ 0.55
Signal my = 180 GeV 486 + 0.20 £+ 0.17 2.85 &+ 0.15 =+ 0.14
Tagged Channel

Muons Electrons
SOLII‘CG Nevt O stat Osys Nevt Ostat Osys
DY+jets 53.0 =+ 5.3 &+ 7.7 30.5 &+ 3.5 =+ 4.4
Top quark 33.8 =+ 1.0 =+ 2.2 22.2 + 0.8 =+ 1.6
Multijet 11.0 =+ 44 =+ 1.6 7.0 =+ 3.2 =+ 2.5
Diboson 1.7 + 0.2 =+ 0.3 1.1 + 0.2 =+ 0.2
Total background 99.5 + 70 + 82 60.8 + 4.8 + 5.3

Data 105 51

Signal my = 120 GeV. 0.080 + 0.018 4+ 0.010 0.042 + 0.016 =+ 0.006
Signal my = 130 GeV 0431 + 0.067 4+ 0.051 0.288 + 0.055 + 0.037
Signal myg = 150 GeV  1.561 + 0.167 + 0.178 0.594 + 0.100 + 0.072
Signal my =180 GeV  0.299 £+ 0.049 £+ 0.034 0.177 + 0.039 + 0.021

Table 4.13: Number of observed events, along with background estimation for the
various processes, and signal expectation for various my hypotheses in the interval
120-180GeV. Both statistical and systematic uncertainties are shown.

of the background. A factor of 20 (5) multiplies the signal in the untagged (tagged)
sample to make the peak visible. The final number of data events measured along
with the background prediction and signal expectation are listed in Table 4.13.
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Figure 4.14: Distribution of myy;; in the muon channel compared to the background
prediction and including the signal for a Higgs boson mass of 130 GeV in the (a)
untagged and (b) tagged samples. A factor of 20 (5) multiplies the signal in the
untagged (tagged) case to make the peak visible.
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Figure 4.15:  Distribution of myy;; in the electron channel compared to the back-
ground prediction and including the signal for a Higgs boson mass of 130 GeV in the
(a) untagged and (b) tagged samples. A factor of 20 (5) multiplies the signal in the
untagged (tagged) case to make the peak visible.
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4.7 Limit extraction

No significant excess of observed events over the background is found, therefore limits
are set on the Higgs boson cross section as a function of its mass my. The limits are
calculated using the C'Ls modified frequentist formalism with the profile likelihood
test statistic [88,89)].

4.7.1 Results with MCLIMIT

Preliminary estimations of the upper limits on the Higgs boson cross section as a
function of my are derived using MCLIMIT [90]. The inputs are the myy;; distribu-
tions in the 4 independent analysis channels (shown in Figures 4.14 and 4.15) with
the systematic uncertainties described in Section 4.5. The observed 95% C' L limits,
along with the median expected limits (in the absence of signal) and their 10 and
420 fluctuations, are listed in Table 4.14 for the various my hypotheses.

myg Observed Expected p/pusm

(GeV) w/usm —20 —lo Median +1lo 420
120 50.4 7.7 28.1 51.7 88.0 113
125 32.2 3.1 11.3 21.3 38.3 64.0
130 12.9 1.2 4.0 9.5 16.0 228
135 7.3 1.0 3.2 5.4 8.7 134
140 5.8 1.0 3.2 4.8 7.4 10.5
145 3.7 1.0 2.0 3.6 6.1 8.0
150 5.7 1.0 1.9 4.1 6.3 8.1
155 8.0 04 1.9 3.7 5.8 8.0
160 6.6 2.0 4.0 7.8 119 154
165 4.7 0.8 6.2 13.8 19.0 30.3
170 4.0 1.0 6.8 13.6 23.3 348
175 11.5 0.9 8.1 16.0 25.7 32.0
180 19.5 1.0 12.5 19.3 31.2 46.5

Table 4.14: 95% C L, upper limits in the H — ZZ — {74~ qq channel, as a multiple
of the SM rate, for an integrated luminosity of 4.71 fb~!. The limits were obtained
with MCLIMIT.
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4.7.2 Results with RooSTATsS

The final limit calculation is performed with the HISTFACTORY tool [91], member
of the ROOSTATS statistical analysis framework [92], using the asymptotic approx-
imation [88]. The most notable benefit HISTFACTORY offers over MCLIMIT is the
option to include the bin-by-bin statistical uncertainties of background templates in
the limit calculation (see also Section 6.4).

Figure 4.16 presents the final results of this search, showing the expected and
observed 95% CLs upper limits as multiples of the SM cross section and considering
all systematic uncertainties. The limits are also listed in Table 4.15 and appear
to be consistent with the results obtained using MCLIMIT. Finally, limits are also
shown separately for each of the four individual analysis channels, in Figure 4.17. As
observed, all channels contribute with approximately equal sensitivity.

my Observed Expected p/pusm

(GeV) w/usm  —20 —lo Median +1lo +20
120 52.38 34.78 46.69 64.79 94.22 139.71
125 22.72 14.07 18.88 26.21 38.05 56.04
130 16.43 6.11 8.21 11.39 16.42  23.77
135 880 331 4.45 6.17 893 12.96
140 5.79  3.08 4.13 574 823 11.80
145 345 220 295 410 591 8.53
150 445 222 298 4.14 594 8.52
155 539 237 318 441  6.37 9.19
160 6.16 4.63 6.21 8.62 1240  17.79
165 6.54 7.83 10.51 14.58 21.02  30.43
170 6.98 874 11.73 16.28 23.47  33.77
175 10.61 10.52 14.12 19.60 28.15  40.24
180 13.28 11.13 14.94 20.74 29.78  42.63

Table 4.15: 95% C L, upper limits in the H — ZZ — {74~ qq channel, as a multiple
of the SM rate, for an integrated luminosity of 4.71 fb=1.
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Figure 4.16: The expected (dashed line) and observed (solid line) upper limits on the
total cross section as multiples of the expected SM The expected (dashed line) and
observed (solid line) upper limits on the total cross section divided by the expected
SM Higgs boson cross section, calculated using C'Ls at 95%. The inner and outer
bands indicate the +10 and +2¢ ranges in which the limit is expected to lie in the
absence of signal. The horizontal dashed line shows the SM value of 1.
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Figure 4.17: The expected (dashed line) and observed (solid line) upper limits on the
total cross section as multiples of the expected SM The expected (dashed line) and
observed (solid line) upper limits on the total cross section divided by the expected
SM Higgs boson cross section, calculated using C'Lg at 95%. The inner and outer
bands indicate the +10 and +2¢ ranges in which the limit is expected to lie in the
absence of signal. The horizontal dashed line shows the SM value of 1. (a) tagged
muon channel, (b) tagged electron channel, (c¢) untagged muon channel (d) untagged
electron channel.
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CHAPTER 5

Beyond the Standard Model

With the discovery of the Higgs boson, with a mass of ~ 125 GeV, the ATLAS
and CMS collaborations added the missing keystone to the SM foundation. One
of the remaining questions though is if the newly discovered boson is part of an
extended scalar sector as postulated by various extensions to the SM. As discussed
in Section 1.3, these models predict additional Higgs bosons and thereby motivate
the continuation of the Higgs hunting at higher mass regions.

The study presented in the following sections probes the scenario of a new,
heavy Higgs boson with a narrow width, as well as Type-I and Type-1I 2HDMs
(see Section 1.3), using data taken by ATLAS during the 2012 LHC run, at a
center-of-mass energy of 8 TeV. A Higgs boson is searched for, in the mass range
200 < mpy < 1000 GeV, with the decay mode H — ZZ — {10 qq (¢ = e, uu). The
event selection is therefore tuned to reconstruct Higgs boson candidates, from a pair
of leptons and a pair of high-pr jets, and employs a number of criteria in order to
maximize the signal significance against the background.

There are several background processes that give rise to final states with signa-
tures similar to the signal. The dominant background process is Z+jets production,
with the Z boson decaying to a pair of leptons. Top quark production also becomes
important when two b-tagged jets are required in the final state. These backgrounds
are taken from MC simulations but are subsequently corrected to better describe the
data, as described in Section 5.4. Secondary background contributions arise from
diboson (WW/W Z/ZZ) and W +jets production; these are modelled by MC simula-
tion, while the small QCD multijet background is derived from the data, as discussed
in Section 5.4.3.

The integrated luminosity achieved in the 2012 LHC run, allows optimization of
the analysis by distinguishing subchannels for the dominant Higgs production mech-
anisms, gluon fusion (ggF) and vector-boson fusion (VBF), and also by classifying
events according to the multiplicity of b-tagged jets. For high Higgs boson masses
(mpg > 700 GeV), an additional category is adopted searching for Z — ¢ decays in
which the Z boson decay products are merged into a single, high-pt jet. The con-
clusions of this search are finally drawn by looking for a peak above the background
expectation in the invariant mass of the ££jj system, myy;;.

5.1 Data and Monte Carlo samples

After the implementation of the Good Runs List (see Section 4.1), the filtered data
set corresponds to an integrated luminosity of 20.3 fb=!. Trigger requirements em-
ploy both single-lepton and dilepton non-prescaled triggers. The main single-lepton
triggers have a minimum pr (E7 for electrons) threshold of 24 GeV and require that
the leptons are isolated. These are augmented with triggers with higher thresholds

95
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(60 GeV for electrons and 36 GeV for muons) but with no isolation requirement in or-
der to recover acceptance at high pp. The dilepton triggers require two same-flavour
leptons with a threshold of 12 GeV for electrons and 13 GeV for muons.

MC samples simulating the signal and background processes are generated at
8 TeV center-of-mass energy and passed through the simulation of the ATLAS de-
tector [39]. To account for any differences in the distribution of pile-up interactions
between MC simulation and data, the MC samples are reweighted accordingly (see
Section 4.1.3).

5.1.1 Signal samples

Signal samples, simulating H — ZZ — (" qqg, with the Higgs boson line shape
described by a fixed 1 GeV wide Breit-Wigner distribution, are generated separately
for the ggF and VBF modes. The simulation uses POWHEG [43,44] which calculates
separately the gluon and vector-boson fusion (ggF and VBF') Higgs boson production
mechanisms up to next-to-leading order (NLO) in ag. The generated signal events
are hadronized with PYTHIA 8 using the NLO CT10 [93] parton distribution function
(PDF) and the AU2 set of tunable parameters for the underlying event [94, 95].

In this narrow width approximation (NWA), the interference effect between sig-
nal and continuum background is negligible over the full mass range [96,97]. The
optimization of event selection criteria is performed assumming the SM cross-section
for the signal, as benchmark. The estimation of the final limits is of course indepen-
dent of this choice, since the limits are set on the cross-section times branching ratio
itself. Details on the calculation of SM cross-sections can be found in Section 4.1.1.

NWA signal samples are also used for the 2HDM interpretation, since the natural
width of the heavy Higgs boson is expected to be small over most of the 2HDM
parameter space (see Ref. [27]), specifically in low tanf and up to moderate myg.
To account for variations of the Higgs width across the parameter space, Gaussian
smearing is applied to the reconstructed my;; distribution, to have it reflect the
natural width at a given model point, which is significant given the good my;;; mass
resolution, as discussed in Appendix C). The production cross sections for both the
ggF and VBF processes in the 2HDM are calculated using SusHI [49, 52, 98—101]
and the branching ratios are calculated with 2HDMC [102]. For the calculation
of branching ratios, it is assumed that ma = mpy = mﬁ, my = 125 GeV, and
m3, = m3 tan 3/(1 + tan 52).

5.1.2 Background samples

The background processes contributing to the analysis are summarized in Table 5.1.

5.1.2.1 Vector boson (V)+jets production

W /Z+jets events are produced with SHERPA [103], interfaced with CT10 PDFs [93],
using filters to distinguish events containing > 1b, > 1c¢ (and 0b) and those containing
only light-flavoured hadrons. The samples are further divided in different intervals of
the vector boson transverse momentum p¥, namely: 40 < p¥ <170, 70 < p¥ < 140,
140 < p¥ < 280, 280 < p¥ < 500 and p¥ > 500 GeV. Due to this classification,
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Process Generator o x BR Nevents

Vector boson + jets

W — v SHERPA 1.4.1 12.07 nb  390M

Z[yx — Ll SHERPA 1.4.1 66M
mep > 40 GeV 1.24 nb

Z =W ALPGEN 1.16 nb

Top quark

tt POWHEG-BOX 252.89 pb  100M

t—channel ACERMC 87.76 pb  9M

s—channel POWHEG-BOX 5.61 pb 6M

Wit—channel POWHEG-BOX 22.37 pb 20M

Diboson (moving to POWHEG-BOX)

Ww PowHEG-BOX 5244 pb  10M

W2z POWHEG-BOX 20M
myge > 20 GeV + 1 boson decaying hadronically 9.241 pb

zZZ PowHEG-BOX 7.5M
mye > 20 GeV + 1 boson decaying hadronically 3.171 pb

Table 5.1: Monte Carlo programs used for the modelling of the various background
processes and the cross-section times branching ratio (BR) values used to normalize
the different processes at /s = 8 TeV. Branching ratios correspond to the decays
shown.

SHERPA offers abundant statistics up to high p¥ (and hence high myej;) regions for
all flavours of the associating jets; for this reason it is prefered over ALPGEN for the
ggF analysis.

Although SHERPA fits the requirements of the ggF analysis, the VBF analysis
uses ALPGEN, interfaced to PYTHIA [45] for hadronization, since it better models
the higher jet multiplicities expected in VBF events. Samples are generated with a
fixed number of hard partons in the final state (0,1,2,3,4,>5) and with the partons
matched to final-state jets. Dedicated samples for Z(— ££)+bb and Z(— £f)+ce
processes are also available with 0,1,2,>3 partons. Any possible overlap of events
between these samples is removed as described in Section 4.1.2.1.

5.1.2.2 Top quark pair and single top quark production

Samples of top quark pairs are generated with POWHEG-BOX [40-44], interfaced to
PYTHIA, using a filter which requires that at least one W boson (from the top quark
decay) decays into a charged lepton (e, p or 7). Parton showering and hadronization
is generated according to the Perugia2011C tune [104] using the LO CTEQ6L1 PDF
set [105]. For single-top processes, s-channel and Wt-channel, samples are gener-
ated with POWHEG-BOX +PyTHIA, while the t-channel sample is generated with
ACERMC+PyTHIA. All single-top channels use the CTEQ6L1 PDF set and the
Perugia2011C tune.
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5.1.2.3 Diboson production

The diboson background includes processes with two vector bosons in the final state
(WW,WZ, ZZ). The background from ZZ production, where one Z boson decays
leptonically and the other decays hadronically, is largely irreducible since it gives rise
to the same final state as the signal process. Some contribution is also expected from
W Z production where the Z boson decays leptonically and the W boson decays
hadronically. The contribution of WW production is minimal. For the simula-
tion of diboson production, the POWHEG generator provides a next-to-leading-order
(NLO) estimate, relying on the CT10nlo PDF and the PYTHIAS parton shower and
hadronization model.

5.1.2.4 SM Zh,h — bb production

The SM Zh(h — bb) production constitutes a background in the 2HDM scenario
only and it may be non-negligible in the ggF-category when two b-tagged jets are
required in the final state (see also Section 5.4.6). These events are modelled with
PyTHIA 8, for the simulation of gq¢ — Zh, and POWHEG for gg — Zh.

5.2 Definition of physics objects

The first step in the selection procedure is to identify the physics objects that will
form the building blocks of the analysis. Reconstructed muon, electron and jet
candidates are classified as either “loose” or “tight”. The loose class is defined by
basic kinematic and reconstruction quality criteria; leptons and jets failing the loose
criteria are removed from the analysis. Tight criteria are imposed only on loose
candidates which have been selected to reconstruct the Higgs boson final state.

5.2.1 Muons

The reconstruction of muon objects is outlined in Section 4.2.1. In addition to com-
bined (CB) and segment-tagged (ST) muons, this search also employs calorimeter-
tagged (CaloTag) and standalone (SA) muons. CaloTag muons are formed whenever
an inner detector track can be associated to energy deposits in the calorimeter which
are consistent with a minimum-ionizing particle. Muons of this category are useful
for recovering acceptance around |n| = 0 where there is a gap in the muon spec-
trometer coverage. Standalone muons use unmatched tracks, measured only in the
muon spectrometer. The direction of flight and the impact parameter at the inter-
action point are determined by back-extrapolating the track to the point of closest
approach to the beam line, taking into account energy losses in the calorimeters.
Standalone muons are included in the analysis in order to increase the acceptance in
pseudorapidity regions beyond the inner detector acceptance.

The definitions of “loose” and “tight” muons are given in Table 5.2. The muon
selection is summarized in Table 5.3. Clarifications on the selection criteria can be
found in Section 4.2.1.

Muon momenta in MC simulated samples are smeared according to measurements
of Z — pp decays [106], and appropriate weights are applied to account for the
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Class Family Kinematics

Loose CB+ST pr> 7 GeV, |n| < 2.7
CaloTag pr> 20 GeV, |n] < 0.1 (AR > 0.1 from CB/ST/SA muons)
Standalone pr> T GeV, 2.5 < |n| < 2.7

Tight CB+ST pr> 25 GeV, |n] < 2.5

Table 5.2: Definition of loose and tight muons in terms of the muon category and
kinematic requirements.

difference in offline trigger efficiencies between the simulation and the data. Muon
isolation efficiency is also corrected. Figure 5.1 shows the pr and n distributions of
muons which have been selected to reconstruct Z — pu decays!.

Identification Loose or tight (see Table 5.2)

pixel pixel
Inner detector Niits T Naeaq > 0

SCT SCT
Nhi_ts + Ndcad >4
NP&el L Ngor < 3

holes holes

Il < 1.9: Nigt™ > 5 and 0.1 < NJo o < 0.9 x Ngi®

outliers
TRT _ AJTRT TRT
where NtOt - Nhits + Noutliers'

Cosmic rejection  |dp| < 1 mm (not for SA muons)
|z0] < 10 mm (not for SA muons)

Track isolation Y, .. PpT(AR < 0.2)/pf < 0.1 (not for SA muons)

Table 5.3: Summary of muon selection criteria. Npits (Nholes) represents the number
of hits (missing hits) in a particular subdetector of the inner tracker, while Ngeaq
refers to the number of dead sensors crossed by the muon in a particular subdetector.

5.2.2 Electrons

The selection criteria for electrons are listed in Table 5.4. All electron candidates
are required to satisfy the “VeryLoose” standard ATLAS identification quality cri-
teria [107]. The selection then continues as in Section 4.2.2, with an increased Er
threshold imposed to tight candidates, ET > 25 GeV. Electron momenta in MC sim-
ulation are corrected for both energy scale and resolution, based on measurements of
Z — ee decays [108]. Differences in reconstruction and identification efficiencies are

In this and all subsequent plots, the MC prediction is normalized to the luminosity of the
data, unless otherwise specified, and the background normalisation is defined from the final fit.
The shaded (orange) band in the main (ratio) plot shows the quadratic sum of the MC statistical
uncertainty (indicated by the brown histogram on the ratio) and the shape-dependent systematic
uncertainty on the total background; Normalisation-only systematic uncertainties (i.e. luminosity,
QCD/diboson normalisation and uncertainties on the fitted MC background normalisation) are not
included.
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Figure 5.1: ~ The pr and 7 distributions of muons used to reconstruct Z boson
candidates, after the dilepton mass selection 83 < my, < 99 GeV.

also corrected to match those in the data. The pr and 7 distributions of electrons
which have been identified as the products of Z — ee decays, are shown in Figure 5.2.

Identification Author: Electron
IsEM: VeryLooseLH

Kinematic cuts Ep > 7 GeV (loose)
E7r > 25 GeV (tight)
’ncluster‘ < 2.47

Track isolation >, .. . pr(AR < 0.2)/p5 < 0.1

Table 5.4: Summary of electron selection criteria.

5.2.3 Jets

Jet candidates are reconstructed as described in Section 4.2.3. In this analysis how-
ever, global sequential calibration (GSC) [109] is applied on top of the calibration
to EM+JES, since it has been found to improve the dijet invariant mass resolution
by ~8%. The jet selection is summarized in Table 5.5 and is similar to the selection
followed in the SM Higgs search (see Section 4.2.3). The forward detector region
2.5 < |n| < 4.5 is included for the identification of VBF signatures in which two
hard jets are expected, with large separation in 7, in addition to the jets from the
Higgs boson decay. An increased pr threshold in that region filters out low-pr jets
originating from pile-up interactions. In the central detector region, pile-up jets are
removed using a cut on the jet vertex fraction [79]. Finally, due to the pile-up effect,
the jet energy scale is expected to be shifted therefore an offset correction, derived
from MC simulation, is applied. The pt and 7 distributions of loose jets are shown
in Figure 5.3 for events containing at least 2 tight jets.
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Figure 5.2: The pr and 7 distributions of the two electrons forming the leptonic
Z boson candidate, after the Z boson mass selection 83 < me, < 99 GeV.

Identification Anti-k7 R = 0.4 topological jets

Kinematic cuts pp > 20 GeV || < 2.5 (tight)
pr > 30 GeV 2.5 < |n| <4.5

Pile-up |[JVF| > 0.5 (if || < 2.4 and pp < 50 GeV)

Table 5.5: Summary of jet selection criteria.

5.2.3.1 Jet flavour labelling

The true flavour of reconstructed jets in MC samples is determined from the hadrons
within a cone AR = 0.4 of the jet axis. If there is a B-hadron within this cone, the
jet is labeled as b otherwise, if there is a D-hadron, it is labelled as c. If neither of
these conditions are met, the jet is labelled as a light jet.

5.2.3.2 Identification of b jets

For the discrimination of jets that originate from fragmentation of b quarks, the b-
tagging algorithm MVic is used. MVic is the successor of MV1 and has been trained
against a mixture of ¢ and light jets to improve c-jet rejection (MV1 has been trained
only against light-jets). Figure 5.4 shows the charm rejection rates as a function of the
b-tagging efficiency for jets stemming from simulated ¢t events, produced according
to the SM predictions. The selection is applied at the operating point that gives
an efficiency of 70%, on average, for identifying true b-jets, while the efficiencies for
accepting ¢ jets or light quark jets are 1/5 and 1/140 respectively [81,82,110,111].
The b-tagging selection has been calibrated so that the efficiency in MC simu-
lation matches that in the data. Usually, calibration is performed for specific op-
erating points of the tagging algorithm but, in this case, data-to-MC scale factors
are available over the full MVic spectrum. This is referred to as “continuous” or
“pseudo-continuous” tagging. As discussed in Section 5.4.1.1, this allows using the
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Figure 5.3: pr and n distributions of “loose” jets, after the Z — Il boson mass
selection, at least two “tight” jets and Eﬁ?iss /v/Hr cut. The MC is normalized to the
luminosity of the data and the shaded band shows the systematic uncertainty on the
total MC background.

MVic output itself as a natural variable in order to correct the flavour composition of
the dominant Z+jets background. The data-to-MC scale factors used to correct the
b-tagging efficiency, were derived using PYTHIAG for b jets and PYTHIAS+EVTGEN
for c-jets. Since the b-tagging efficiency has been found to be generator dependent,
MC-to-MC correction factors are additionally applied to take this dependence into
account.

5.2.3.3 Truth tagging

In the ggF channel (which discriminates events according to the number of b-tagged
jets) the flavour composition of the Z-+jets MC simulated samples is corrected to
match that in the data, by means of a “flavour fit”. As discussed in Section 5.4.1.1,
this fit makes use of three control regions, corresponding to the number of b-tagged
jets per event (0, 1 and 2). Due to the powerful discrimination of the MVic algorithm
against non-b jets, Z+jets events with only light or ¢ jets are very few in the 1 and 2b-
tag control regions used by the flavour fit. In order to increase the statistical power of
mis-tagged Z+jets events in the 2b-tag control region, “truth tagging” is applied. If
neither of the two leading (in pr) jets is a true b jet, each of them is assigned a random
MVic weight, above the operating point. This weight is obtained by sampling the
tagger’s cumulative efficiency distribution that corresponds to the particular process
type as well as the flavour, transverse momentum and pseudorapidity of the jet.
Finally, the event is weighted by the actual efficiency of each jet to pass the operating
point.

Truth tagging is only applied to Z+jets MC simulated events in which neither
of the two leading jets is a true b jet. In all other cases, the MVic output values are
used directly (“direct tagging”).
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Figure 5.4: Charm rejection rates as a function of the b-tagging efficiency for jets
stemming from simulated ¢t events produced according to the SM predictions [112].
The MV1 and MV1c algorithms are shown along with the newer MVb and MVbcharm.

5.2.3.4 Energy corrections to the selected b jets

Two corrections are applied to b jets, selected to reconstruct Z — bb decays [113]. The
first correction (“muon-in-jet”) accounts for energy lost due to semi-leptonic decays
of b hadrons to muons. If a reconstructed muon with pt > 4 GeV is identified within
AR < 0.4 of a b-tagged jet and satisfies the inner detector hit requirements for muons
(see Section 5.2.1), then its four-momentum is added to that of the jet, after having
subtracted the energy that the muon has deposited in the calorimeter. The second
correction (resolution correction) depends on the reconstructed pr and accounts for
discrepancies (~ 5%), measured in MC simulation, between the reconstructed and
the true pr of b jets.

5.2.4 Overlap removal

Since it may occur that the same tracks or calorimeter energy deposits are used in
multiple reconstructed objects, a series of tests are applied in order to resolve cases
of overlapping candidates.

1. First, jet candidates within AR < 0.4 of an electron candidate are removed.

2. Next, fake jets caused by mis-reconstructed muon energy deposits in the calorime-
ter are removed. Specifically, for jets within AR < 0.4 of a muon, the JVF
variable is recalculated excluding the muon track, and the jet is removed if ei-
ther the “corrected” JVF is less than 0.5 or it appears to have a single associated
track with pp > 1 GeV.
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3. Next, muons with pp < 20 GeV and within AR < 0.4 of a remaining jet are
removed. This procedure removes muons from semi-leptonic decays of heavy
flavour hadrons (which are likely to have low pr) while keeping cases where a
muon deposits significant energy in the calorimeter (faking a jet) and also cases
where a muon from the decay of a Z boson happens to overlap with a jet.

4. As a final step, any electron within AR < 0.2 of a non-CaloTag muon is
removed. For CaloTag muons, the muon is removed instead.

5.3 Event selection

All triggered events are required to contain a reconstructed primary vertex formed by
at least three tracks with pr > 150 MeV. The E%iss—cleaning procedure, described
in Chapter 4, is then followed in order remove events containing mismeasured jets
which give rise to false EEFiSS estimations.

Starting with the reconstruction of the Z — £¢ decay, two main analysis channels
are distinguished, one of which is tuned to select signal events produced by gluon
fusion (ggF) while the other selects events produced by vector boson fusion (VBF).
In both channels the Z — ¢q decay is reconstructed from the two leading (in pr)
jets. The former is called the “resolved-ggF” channel. In the high mass region
(mpg > 700 GeV), the “merged-ggF” channel is also added, in order to recover case
where the Z — ¢q decay is reconstructed as a single jet with a large mass. The
classification of events into the three channels is described in Section 5.3.2.

5.3.1 H — ZZ — (*{"qq selection

The Z — ¢¢ decay is reconstructed from two same-flavour loose leptons, one of which
should pass the tight criteria, as defined in Sections 5.2.1 and 5.2.2 for muons and
electrons respectively. For muons, opposite charge sign is also required. Although
this requirement would also be expected for electrons, it is not applied due to the
higher rate of charge misidentification?. The event is rejected if any additional loose
leptons are found.

The invariant mass, myy, of the selected lepton pair is required to be close to
the nominal Z boson mass, in the range 83 < my; < 99 GeV. This requirement
suppresses backgrounds without a resonant lepton pair, namely top quark and mul-
tijet production. Since no high-pt neutrinos are expected in the final state, the
“ pmiss_gignificance”, defined as (EX5/ GeV)/+/(Hr/ GeV) (all quantities in GeV),
where Hrt is the vector-sum of momenta of all loose leptons and jets, is required
to be less than 6. For cases of the resolved-ggF channel with 2 b-tagged jets, the
cut value is tightened to 3.5, due to the larger top quark background. Using Effliss—
significance is prefered over a cut on ER itself, since the former has been found
to provide a roughly constant efficiency versus myg, while with EEFiSS the efficiency

2The charge-identification efficiency for electrons has been measured with 2011 ATLAS
data [114]. It is > 99% for reconstructed electrons everywhere in barrel region but decreases to
~ 93% at the boundaries of the tracking acceptance.
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Figure 5.5:  mys spectrum for events with > 2 jets after the E%liss—signiﬁcance

requirement in the (a) untagged electron, (b) tagged electron, (c¢) untagged muon,
and (d) tagged muon cases of the resolved ggF channel.

decreases as mp increases. The dilepton mass spectrum is shown in Figure 5.5; the
E%liss—signiﬁcance and E%liss distributions are shown in Figure 5.6.

The analysis next requires at least one jet with pt > 45 GeV which has been found
to reduce the Z+jets background. Finally, for the reconstruction of the Z — ¢¢ decay,
the analysis is split into three channels; the resolved-ggF channel, the merged-ggF
channel and the VBF channel which are discussed in the sections that follow.

5.3.1.1 Resolved ggF channel

Over most of the mass range under study (mg < 700 GeV), the Z — ¢G decay
produces two well separated jets that can be individually resolved. Hence, events are
required to contain at least two tight jets, in addition to the selected pair of leptons.
Figure 5.7 shows the distribution of jet multiplicity after the dilepton selection.
Next, the analysis classifies events into “tagged”, with two b-tagged jets, and
“untagged”, with less than two b-tagged jets. This classification intends to exploit the
fact that a significant fraction (~22%) of signal events are expected to contain b jets,
from Z — bb decays [72], which are rare in the dominant Z(— ¢¢) + jets background.
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Figure 5.6: E%lissdistribution for events with > 2 jets after the myy selection in the
(a) untagged and (b) tagged (resolved) ggF channels. The EXSS_gignificance in the
same regions is shown in (c) and (d).

Events with more than two b-tagged jets are discarded. The distribution of the MVic
discriminant and the resulting multiplicity of b-tagged jets are shown in Figure 5.8.

The Z — gq decay is reconstructed as follows. In the tagged event category, the
two b-tagged jets are selected, while for events with no b-tagged jets, the two leading
in pr jets are chosen. In case there is exactly one b-tagged jet then that jet is selected
along with the leading in pp non b-tagged jet, as it is likely that one of the b jets from
a Z — bb decay fails to be identified. Once the jet candidates have been selected, it
is required that the invariant mass of the dijet system, mj;, is close to the nominal
Z boson mass, within the range 70 < m;; < 105 GeV. The m;j; window is wider
than the one for mys due to the larger energy resolution for jets. The distribution of
m;; in the two event categories is shown in Figure 5.9.

The mass of the H — ZZ candidate is estimated from the invariant mass of the
0ljj system, myy;;. The mass resolution is improved by imposing a Z-mass constraint
on the two jets, since the reconstructed Z — jj mass resolution is worse than the
intrinsic Z resonance width. A simple approach is chosen; the four-momentum of
each jet is scaled by mz/m; ;. More complicated approaches, involving kinematic
fits, were not found to provide significant improvement in sensitivity.
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(b) the number of b-tagged jets after the my and EXS/\/Hr cuts.

Once the ¢¢jj candidate has been found, an optimized kinematic selection is
applied for further separation between signal and background. Several variables
have been investigated; the most sensitive ones are the transverse momenta p%. of the
selected jets, the transverse momentum p%f of the dilepton system and the azimuthal
angle A¢yy between the two leptons. The selection has been optimized as a function
of the Higgs candidate mass and the resulting criteria are the following:

pzr > 0.1 x myy;; for untagged (5.1)
P > min[—54.04 4 0.455 x my;;, 275] for untagged
> min[—79.18 + 0.439 X myy;;, 275] tagged,
Agy < 3.22 x 108/mz[jj3'50 + 1 for untagged,

where all kinematic quantities are expressed in GeV. The criteria for pjT and Ay
are not applied on the tagged sample since they provide no further improvement to
the significance after the pgrz requirement. The cut values are defined as functions
of the reconstructed mass myy;; rather than the nominal Higgs mass mpy since the
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latter would force the dominant Z+jets background to peak under the Higgs signal;
this is undesirable since any uncertainties in the size and shape of the background
distribution will have a large effect. In addition, using myy;; allows having a single
background shape for all my hypotheses. Further details on the optimization of the
above selection can be found in Ref. [115] and also in Appendix D where the same
criteria are examined for the case of the VBF channel.

5.3.1.2 Merged (boosted) ggF channel

In the high mass range (mg > 700 GeV), the Z bosons produced from a Higgs boson
decay are highly boosted, hence the opening angle between the decay products is
expected to be small in the lab frame. Since reconstructed jets have a finite size
(see Section 5.2.3), a boosted, hadronically decaying Z boson is likely to give rise
to jets that overlap with each other. Such cases would normally be discarded by an
event selection requiring two resolved jets with m;; close to the Z boson mass. The
“merged” selection attempts to recover this efficiency loss by searching for Z — qgq
decays which are reconstructed as a single jets.

The merged selection is applied on events that fail the selection for the resolved-
ggF channel. The first case of such events are those containing only one high-pr tight
jet; such events are named “monojet” events. The second case are events where two
or more tight jets exist, but with the selected jets having invariant mass outside the
range 50—150 GeV, thereby failing both the Z boson mass window and its sidebands,
which are used to control the Z+jets background (see Section 5.4). Furthermore,
the Z — ¢¢ candidate is required to have a large boost, with p?re > 280 GeV. Then,
the leading in pr jet is selected as the Z — ¢ decay candidate and it is required to
satisfy the kinematic requirements:

P > 200 GeV (5.2)
m;j /v > 0.05
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Figure 5.10: Invariant mass of the leading jet in events selected by the merged
analysis, after the mass calibration and the kinematic selection.

where mj; is the single jet invariant mass. The distribution of m; is shown in Fig-
ure 5.10 for the selected jets. It is observed that a mass window requirement, namely
70 < m; < 105 GeV, separates the signal from most of the non-resonant back-
ground. Calibration of the jet mass has been carried out by studying its response
(mjjece /m?’”th) as a function of several variables, both in QCD multijet and signal
samples. Unlike the resolved-ggF channel selection, the merged selection does not
distinguish events according to the number of b-tagged jets since the b-tagging effi-
ciency is poor for merged jets. The final discriminating variable in this channel is
the mass myy; of the £/j system.

5.3.1.3 VBF channel

In the VBF production mechanism, two jets (called “tag-jets”) are expected close to
the beam pipe, in opposite hemispheres, in addition to the jets from the Z — ¢
decay. On that basis, the selection begins by looking for two non b-tagged jets, with
nj1 X Nj2 < 0. If more than one such pair is found, the one with the highest invariant
mass is kept. The distribution of the invariant mass m;;ag and the pseudorapidity
gap Anjjtag between the tag-jets are shown in Figure 5.11. In order to reduce
the Z+jets background, the tag jets are required to satisfy m;tag > 500 GeV and
Anjjtag > 4. These cuts have been optimized for maximum significance, as discussed
in Appendix D.

Once the tag-jets have been identified, the Z — ¢ decay is reconstructed as in
the resolved-ggF channel (Section 5.3.1.1), using the remaining jets. Due to limited
statistics, categorization of events according to the number of b-tagged jets does not
improve the significance, hence inclusive treatment is followed. The reconstructed
dijet invariant mass m;; is shown in Figure 5.12. Finally, optimization of the kine-
matic selection, as outlined in Section 5.3.1.1 for the resolved-ggF channel, has also
been performed for the VBF case. The same selection has been found to be close to
optimal (within limited statistics), therefore the myj;-dependent criteria of Equa-
tion (5.1) are applied. Studies for the optimization of the criteria for the VBF channel
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Figure 5.12: Distribution of EXsS significance (left) and the invariant mass of the

dijet pair forming the Z — ¢g candidate in the VBF channel (right).

are presented in Appendix D.

5.3.2 Summary of event selection criteria

As discussed in the previous sections, events are classified into three categories
(resolved-ggF, merged-ggF, VBF) according to the topology of the reconstructed
jets. The criteria that determine this classification are presented in Table 5.6 which
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Criteria  Description

Pre-selection Triggered event.
Primary vertex formed by > 3 tracks with pp > 150 MeV.

Leptons Exactly 2 leptons (VeryLooseLH electrons/CB+ST muons).
Opposite charge (muons only).
Trigger matching.
83 < myp < 99 GeV.

VBF candidate Among pairs of:
- non-b-tagged jets
- with Mjet1 X Mjet2 < 07
obtain the one with the highest invariant mass.
Require myjtag > 500 GeV and |An;;tag| > 4.
Z — qq > 2 tight jets (selection based on the number of b-tagged jets).

Resolved-ggF candidate If the event is not a VBF candidate, then require:
Z — qq > 2 tight jets (selection based on the number of b-tagged jets)
untagged-ggF' < 2 b-tagged jets.
tagged-ggF 2 b-tagged jets.
50 < m;; < 150 GeV (signal region and control region).

Merged-ggF candidate (mpy > 700 GeV) if the event fails the above criteria, then require:
P > 280 GeV
Z — qq > 1 tight jet (selection of the leading, in pr, jet).

Events with > 2 b-tagged jets are rejected.
Emiss )\ /Hr < 6.5 GeV1'/2 (3.5 GeVY/? for tagged-ggF).
pzrleadzng < 45 GeV.

70 < myj < 105 GeV (m; for merged-ggF).

Optimized selection p]f > 0.1 x my;; (untagged-ggF /VBF).
P > 0.1 x mygj; (untagged-ggF/VBF).
P4 > min[—54.04 + 0.455 x myej5, 275 (untagged-ggF /VBF).
p/‘T[ > min[—79.18 4 0.439 x myy;;, 275] (tagged-ggF).
Agg < 3.22 x 108 /myej;3%0 + 1 (untagged-ggF /VBE).
P> 200 GeV (merged-ggF).
mj/pp > 0.05 (merged-ggF).

Table 5.6: Summary of event selection criteria. The definitions of object candidates
are given in Tables 5.2- 5.5.

summarizes the event selection, as described in Sections 5.3.1.1, 5.3.1.2 and 5.3.1.3.
The efficiencies of the applied selection criteria are listed in Appendix E.

5.4 Background Modelling

The MC simulations that model the various backgrounds to this analysis may not
describe the data accurately. Such backgrounds are studied by defining control re-
gions (CRs) in the data, dominated by the background under study and mostly free
of signal. Corrections to the normalization and/or shape of the background is then
possible by direct comparison of the prediction with the data in that region.

In summary, the shape and the normalization of the Z-+jets background is cor-
rected from data while the top background shape is taken from MC but normalized
to the data in the CRs; the multijet background is taken from a purely data-driven
method while all other minor backgrounds are taken entirely from MC simulation.
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5.4.1 Z-+jets background

The modelling of the Z-+jets production is studied using the sidebands (SBs) of the
m;; distribution, which provide an almost pure sample of Z-jets events. The control
region is defined by following the nominal selection, but replacing the m;; criterion
with 50 < mj; < 70 GeV (low-mass SB) or 105 < m;; < 150 GeV (high-mass SB).
The SBs are chosen to be close to the signal region (SR), so that kinematics are
kept similar, but the ranges are wide enough to provide sufficient statistics for the
correction of the background. The CR is defined as the union of the two sidebands,
although each sideband is also tested separately in order to appraise systematic
uncertainties.

5.4.1.1 Z-+jets in the resolved ggF channel

For the resolved-ggF channel, which distinguishes events according to the number
of b-tagged jets, the proportion of Z+light-, ¢- and b-jet events are corrected from
the data by fit. This “flavour fit” employs separate CRs for events with 0, 1 and 2
b-tagged jets, and exploits the MV1c discriminant, which is designed to distinguish the
various jet flavours and in particular b-jets from both light- and c-jets. The simulated
Z+jets events, entering the fit, are classified into subsamples (Z + bb, be, b, ce, cl, 1),
according to the true flavour of the selected jets (see Section 5.2.3.1). The input
distribution to the flavour fit is the sum of the MVic weights of the selected jets.
Specifically, for each jet, the central value of the bin, in which the MVic weight lies,
is acquired, following the binning of the MV1ic distribution that was used to calibrate
the tagger. Therefore, discrete values are assigned to the various jet combinations.
In order to correctly take into account correlations between systematic uncertainties,
the flavour fit is performed as part of the final profile likelihood fit, described in
Chapter 6. Finally, the fit also handles the overall normalization of the Z+jets MC
simulation to the data.

SHERPA does not model well the azimuthal separation A¢;; of the jets from the
hadronic Z decay; discrepancy is observed in both the 0 and 1 b-tag event categories,
at pffe < 120 GeV. This suggests that, at low pffg, a correction is needed for the
Z+light-jet SHERPA sample which is dominant in the 0 b-tag and non-negligible in
the 1 b-tag category. The correction is derived using the Ag;; distribution in the
CR, for 0 b-tag events, with pf}é < 120 GeV, and it is used to reweight the whole
Z+light-jets MC simulation. Discrepancy is further observed in the description of
the pré distribution, in the 1 and 2 b-tag cases, indicating that a pfg correction is
needed for the Z + ¢/b SHERPA samples. Due to limited statistics in the 2 b-tag
category, the correction is derived using the 1 and 2 b-tag distributions combined.
A systematic uncertainty of half of the correction is assigned to the entire Z+jets
simulation, but decorrelated between Z+light jets and Z + b/c.

Mismodelling of the m;; distribution does not directly affect the myy;; discrim-
inant, since the dijet invariant mass is constrained to the Z boson mass when re-
constructing myy;;. However, the modelling of this variable is still important since
it affects the extrapolation between the Z-jets CR and the SR of both the normal-
ization scale factor and the flavour fit. Consequently, no correction is applied, but
a systematic uncertainty is associated to the shape description, to account for any
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residual data/MC disagreement in the CR, following the procedure described for the
VBEF case, in Section 5.4.1.3.

Figure 5.13 shows the final my;; discriminant in the Z+jets CR after the appli-
cation of all the modelling corrections described in this section, including the relative
flavour composition from the final combined fit. The distributions are shown both
before and after the optimized selection of Equation (5.1). The data are well de-
scribed by the MC simulation within the assigned uncertainties. Consequently, no
further correction or uncertainty is considered.

5.4.1.2 Z-+tjets in the merged ggF channel

The Z+jets process is also the dominant background in the merged channel. Similarly
to the resolved ggF channel, the control region is obtained from the sidebands of the
m; distribution, defined in the interval 30 < m; < 70 GeV. The distribution of
the three-body mass my; in the sidebands is shown in Figure 5.14. It appears that
the MC simulation reproduces correctly the shape of the data distribution, however
there is disagreement in the normalization. Therefore, the CR is included in the final
profile likelihood so that the Z-+jets normalization can be determined from the fit.

5.4.1.3 Z-+jets in the VBF channel

In the VBF channel, the Z+jets background normalization is estimated from the
data, using the m;; SBs. Due to limited statistics, the CR is defined at an earlier
stage of the event selection, right after the acquisition of the Z — ¢¢ decay candidate
and before the optimized selection. The normalization of the final my;; distribution
is derived as part of the final profile likelihood fit, as described in Chapter 6. The
systematic uncertainty associated to the extrapolation of the normalization between
the CR and the signal region, is estimated from the m;; distribution, as in the case
of the resolved-ggF channel. The uncertainty is evaluated by reweighting the Z+jets
simulation so that it covers any residual data/MC disagreement in the CR, both
from above and from below, as shown in Figure 5.15. The reweight used is a linear
parameterization of the form a(m;; x 1073 — b).

The Z-+jets CR is also used to derive a correction to modelling of the myy;;
distribution. The correction is derived directly from the binned ratio of the data,
after subtracting the small contributions from the other background processes, to
the Z+jets distribution. In order to reduce the effect of statistical fluctuations, the
bin widths are defined so that all bins have less than 10% statistical uncertainty.
The derived shape correction is then propagated to the signal region and to the later
stages of the selection. Figure 5.16 shows the agreement of the MC simulation to
the data after the correction has been applied. The entirety of the shape variation
caused by the correction is taken as systematic uncertainty.

The variables that were used to correct the modelling of the Z + jets background
in the ggF channel, were also tested for the VBF channel. However, the latter uses
the ALPGEN MC generator, as discussed in Section 5.1.2.1, so the variables did not
provide a better description of the background than the above approach.
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5.4.2 Top quark background

Top quark production is a significant background in the 2 b-tag ggF event category.
This background is dominated by ¢t decays in which both W bosons decay into
leptons, resulting in a final state with a pair of leptons and a pair of b-jets, the
invariant masses of which happens to be close to that of a Z boson. The contribution
from single top production, primarily W, is small. In the 2 b-tag sample, only 3.3%
of the top quark background is from single top processes and 85% of that comes
from Wt production. Another source of top quark background includes leptons that
originate from decays of the b-jet daughters of top quarks.

A sample dominated by top quark processes is obtained by selecting events with
opposite-flavour (i.e., eu), opposite-charge leptons. The remaining parts of the nom-
inal selection are then applied, including the myy requirement. Since top quark pro-
duction is a small background in all other cases, the control region is defined primarily
for 2 b-tag events. However, in order to cross-check the results with higher statistics,
the 1 b-tag sample control region, is also studied. For the latter, a Effmss /VHr > 3.5
requirement is applied to obtain a sample dominated by tf decay. Figure 5.17 shows
the m;j; and my;; distributions in the top quark CR for 1 and 2 b-tag events. The
data are reasonably described by MC simulation, hence no corrections are applied.
As regards the normalization of the top quark background, it is determined from the
final fit, using the myy;; distribution from the 2 b-tag control region, as described in
Chapter 6.

Finally, the unfolded 7 TeV ATLAS t¢ measurement [116] shows that the top
quark pr distribution in MC simulation is harder than that observed in data. This
difference between data and MC is used to correct the ¢t simulation and half or double
of the correction applied is taken as a systematic uncertainty (see Section 5.5.2.2).

5.4.3 Multijet background

Multijet events form a background whenever two jets are mistakenly identified as
leptons and their invariant mass happens to be compatible to the Z boson mass.
Photon conversions also contribute in the case of electrons, while in-flight pion decays
add to the muons channel. In addition to ‘“fake” leptons, true leptons from the semi-
leptonic decay of heavy flavour hadrons may also contribute to this background in
both the electron and muon channels.

The multijet background in the electron channel is estimated from the data. The
templates to describe the shape of the multijet background in the various distribu-
tions are obtained from a region dominated by multijet events, defined by reversing
the track isolation criterion of the two electrons and applying the remaining analysis
selections. The normalization of the templates to the nominal region is estimated
by fitting the dielectron invariant mass distribution at an early stage of the event
selection, right after the requirement of > 2 jets. The fit is performed over the range
40 < Mmee < 150 GeV using three components:

e The multijet template, derived from data using the loosened electron selection.

e The Z — ee background distribution from the Monte Carlo simulation, using
the nominal electron selection.
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Figure 5.17: The (a,b) m;; and (c,d) myj; distributions for the top quark CR in

the samples with 1 (left) and 2 (right) b-tagged jets.

e The sum of all the other background distributions from the Monte Carlo sim-
ulation, using the nominal electron selection.

Only the normalization of the multijet template and Z — ee background are allowed
to vary; the other backgrounds are fixed. The fit is performed separately for events
with 0, 1, and 2 b-tagged jets, however, due to the low statistics and the large contri-
bution from top quark background in the 2 b-tag category, the scale factor obtained
for the 0 b-tag case is used for all b-tag event categories and a 50% uncertainty is
assigned to account for the difference. In the ey TopCR, the residual small multijet
background is taken from the data, by selecting e pairs of same charge; the same
sample also accounts for the small W+jets background in the particular region.

The multijet background in the muon channel was investigated by comparing the
MC simulation with the data in the m,, sidebands (see Figure 5.5) and was found
to be negligible. In the merged-ggF channel, the multijet background is estimated as
described above; the estimate is carried out separately for the mono-jet and multiple-
jet subsamples.
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5.4.4 Diboson background

Since no suitable data CR can be defined for the diboson background, it is estimated
directly from MC simulation, as discussed in Section 5.1.2.3.

5.4.5 W+jets background

The W+jets background is found to be negligible except for the top quark CR, where
the small contribution is taken, together with the multijet background, by selecting
e lepton pairs of same charge.

5.4.6 SM Zh,h — bb production

The SM Zh(h — bb) production is taken from MC simulation, as described in 5.1.2.4,
and is found to be negligible, contributing to the background by ~ 0.5% in the
Z+jets CR of 2 b-tag sample. Although, in the BSM senarios probed in this search,
the coupling may not have the value predicted by the SM, measurements [113] have
shown that it is pp, = 0.52 £ 0.32 (stat.) & 0.24 (syst.), therefore compatible with
the SM prediction.

5.5 Systematic uncertainties

The following sections describe the systematic uncertainties on the measurement
itself (Section 5.5.1) as well as those associated with the modelling of the signal and
background processes (Section 5.5.2). Except where explicitly specified, systematic
uncertainties are treated as fully correlated across all subchannels/categories (a given
correlated uncertainty is modelled in the fit by using a nuisance parameter common to
all categories/subchannels). The name of the nuisance parameter for each systematic
uncertainty, as used in the fit model described in Chapter 6, is given in typewriter
text.

5.5.1 Experimental systematic uncertainties

The uncertainties regarding efficiency corrections and calibrations of simulated ob-
jects are summarized in Table 5.7. The largest uncertainties of this type are those on
jets, as can be seen in Section 6.5. Details are given in the sections that follow. The
majority of these uncertainties are provided by the combined performance groups of

ATLAS.

5.5.1.1 Luminosity and pile up

The uncertainty on the integrated luminosity is determined to be +2.8% in a calibra-
tion following the methodology detailed in Ref. [38], using beam-separation scans.
This uncertainty is applied to the signal and to those backgrounds which are deter-
mined from MC simulation (i.e. only the diboson background). There is also an
uncertainty of 4% in the average number of interactions per bunch crossing, which
leads to an uncertainty on distributions sensitive to pile-up.
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Nuisance parameter ‘ Description NP count ‘ Section

Luminosity (2)
Lumi Total integrated luminosity 1 5511
MuScale < p > (average number of interactions per bunch crossing) profile 1 o

Electrons (3)
ElecEffic Reconstruction and identification efficiencies 1
ElecE Energy scale 1 5.5.1.2
ElecEResol Energy resolution 1

Muons (3)
MuonEffic Trigger, reconstruction, and identification efficiencies 1
MuonEResolID Energy resolution from inner detector 1 5.5.1.2
MuonEResolMS Energy resolution from muon system 1
Jet energy scale (23)
JetNPX Eigenvector decomposition of in-situ calibration studies (X = 1-6rest) 6
JetEtaModel 7 inter-calibration model 1
JetEtaStat Statistical uncertainty of 7 inter-calibration 1
JetNonClos Calibration non-closure 1
JetMu 4 correction based on average number of pile-up interactions 1
JetNPV Uncertainty due to correction of the number of primary vertices 1 5.5.1.5.1
JetPilePt Pile-up in jet area correction 1 R
JetPileRho Pile-up in jet area correction 1
JetFlavB! b-jet energy scale 1
JetBE! b-jet scale for p and v energy uncertainties 1
JetFlavComp_X} Knowledge of light quark vs gluon fraction 4
JetFlavResp_X! Different response of light quarks vs gluon jets 4
Jet energy resolution (2)

JetEResol Resolution applied to all jets 1 5.5.1.3.9
BJetResol b-jet specific resolution 1 T

Jet quality (1)
JetJVF ‘ Jet vertex fraction efficiency 1 5.5.1.3.3

Bp(2)
METResoSoftTerms Resolution of soft component 1 5514
METScaleSoftTerms | Scale of soft component 1 -9
Flavour tagging (36)
BTagBNEffic b-jet uncertainty in 10 eigenvector (N =0 —9) 10
BTagCNEffic c-jet uncertainty in 15 eigenvector (N = 0 — 14) 15 5515
BTagLNEffic Light-jet uncertainty in 10 eigenvector (N =0 —9) 10 o
TruthTagDR Correction to AR(cc) bias from truth-tagging 1
Table 5.7:  Summary of experimental systematic uncertainties. The associated

nuisance parameter names are also given. For the flavour composition and response
systematics, X=Wjets, Zjets, Top, or signal/VV.
T Applied only to truth-matched b-jets.

t Applied only to non-truth-matched jets.

5.5.1.2 Leptons

Systematic uncertainties on the trigger, reconstruction and identification efficiencies

for leptons [106, 108, 114] are relatively small (O(1%)).

Since the trigger efficiency

for electrons is very high, no uncertainty is applied for it. Each efficiency correc-
tion weight is shifted (+10) coherently to evaluate one systematic variation for the
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combined effect on efficiency.

Uncertainties on the lepton energy and resolution are also taken into account.
These uncertainties depend on the object’s pr and 7 as described in Refs [107,114].
The respective systematic variations are evaluated separately by shifting the en-
ergy/resolution and re-running the event selection.

5.5.1.3 Jets

The experimental uncertainties related to jets are uncertainties on the energy scale,
the resolution and the efficiency of the jet vertex fraction (JVF) criterion.

5.5.1.3.1 Jet energy scale

The uncertainty on the jet energy scale has several sources, including uncertainties in
the in situ calibration analysis, corrections for pile-up, and the flavour composition
of the sample [117,118]. These uncertainties are decomposed into 56 independent
components as follows:

e 47 from the various in-situ JES calibration analyses. These are reduced by
eigenvector decomposition into 6 parameters.

e 2 from 7 inter-calibration, estimated by comparison between PYTHIA and HER-
WIG and including the statistical component from the comparison itself. These
uncertainties occur mainly due to difference in the modelling of the additional
radiation which may affect the pr and 7 of the dijet system.

e 1 from the propagation of uncertainties of single hadrons. This uncertainty
affects highly energetic jets (pr > 1TeV), and is ignored as negligible.

1 from MC non-closure.

4 related to pile-up corrections.

1 for the jet responce in the presence of close-by jets (not used).

For central jets, the total relative uncertainty on the jet energy scale ranges from
about 3% for jets with a pt of 20 GeV to about 1% for a pr of 1 TeV. Four additional
components are included for flavour and kinematic uncertainties:

e 1 for differences in the response of true b-jets, observed across different MC
simulations.

e 1 related to p and v energies from b-hadron decays (true b-jets only).

e 1 for the sample’s unknown mixture of light-quarks and gluons (non-true b-jets
only).

e 1 for the difference in response between light-quarks and gluons assessed from
MC comparisons (non-true b-jets only).
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The b-jet energy scale uncertainty is ~ 1-2%. The flavour composition and response
are uncorrelated between different processes as the quark/gluon mixture can be dif-
ferent. The quark/gluon mixture (of non-b-jets) is assumed to be 50% with 100%
uncertainty, thus the effect of this uncertainty is maximal. After including all sources
of uncertainty, the total fractional systematic uncertainty corresponding to the jet
energy scale ranges from = 3% at 20 GeV to ~ 1% for a 1 TeV jet.

5.5.1.3.2 Jet energy resolution

The relative jet energy resolution varies from = 25% at 20 GeV to = 5% near
1 TeV [119]. Two systematic uncertainties are defined by in-situ studies of the dif-
ferences in resolution between data and MC simulation; an inclusive uncertainty,
applied to all jets, and a second one, specifically on the resolution of true b-jets. The
effect of these uncertainties in the analysis is obtained by smearing the pr of each jet
according to a Gaussian distribution centered at 1, with a width equal to the true
jet resolution plus the the relative uncertainty which depends on the jet’s pt and 7.
The effect on the final discriminating variable is then symmetrized in order to obtain
a two-sided uncertainty.

5.5.1.3.3 Jet vertex fraction

The uncertainty on the jet vertex fraction efficiency is estimated from the differences
between data and MC simulation in Z-+jets events. The respective systematic vari-
ation is obtained by varying the cut value of 50% between 47% and 53%, according
to the measurements described in [79].

5.5.1.3.4 Jet mass scale

The uncertainty on the jet mass scale is of crucial importance to the merged analysis,
where the jet mass is used as discriminant. A flat uncertainty of 10% was found to
sufficiently contain the estimations from various comparisons between data and MC
simulation. A second source of uncertainty occurs from the different topology char-
acterizing jets produced from decays of boosted bosons against those that originate
from parton hadronization. This effect is accounted for with an additional 10%. The
total uncertainty for the jet mass scale is obtained by summing in quadrature the
two estimates, leading to a total uncertainty of 14%.

5.5.1.4 Missing transverse energy

All systematic variations on object energies are propagated to the calculation of
E%’iss. Additional uncertainties on E%“iss originate from variations of the energy
scale and resolution of calorimeter clusters which are not associated to reconstructed
objects (the so-called “soft term”).

5.5.1.5 Flavour tagging

The data-to-MC scale factors, used to correct the b-tagging efficiency in MC simu-
lation according to the data (see Section 5.2.3.2), have been estimated for each jet
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flavour (see Section 5.2.3.1) as functions of the jet pr and the MVic output. The asso-
ciated uncertainties receive contributions from experimental components (i.e. JES),
theoretical components (i.e. the top quark pr spectrum in ¢ events) as well as the
statistical uncertainty of the data in each pp x MVlc (xn for light jets) bin. On
top of those, an additional uncertainty is introduced to account for the MC-to-MC
corrections applied to the scale factors. This uncertainty is defined as half of the
applied correction for each MC generator.

As discussed in Section 5.2.3.3, truth-tagging is used in order to populate the
2b-tag control regions with events that do not contain true b jets. However, a bias
has been measured, as a function of AR;;, in events with two c jets. Therefore, a
correction has been derived for these cases and the respective systematic uncertainty
is applied. This effect is not seen in light-light or c-light events.

5.5.2 Signal and background modelling systematics

This section describes the systematic uncertainties on the signal acceptance and
interference and the modelling of the Zjets, top quark, and multijet backgrounds.

5.5.2.1 Z-+jets backgrounds

For the A¢;; correction applied to the Z+light-jet MC samples at low p%«é (see Sec-
tion 5.4.1.1), a systematic uncertainty of half of the applied correction is assigned,
while the full correction is considered as systematic uncertainty in the Z + b/c-jet
simulation, where the correction is not applied. In the high—pfg region, where there is
no correction applied to any of the flavours, a linear fit is performed to the data/MC
ratio in the 0 b-tag CR and the statistical uncertainty on the fitted slope is taken as a
systematic uncertainty for all Z-+jets flavours |[ZPtV]. As regards the correction to the
pfrg distribution of the Z + ¢/b-jets simulation, an uncertainty of half the correction
is considered for the entire Z+jet simulation [ZPtV]. All the above uncertainties are
treated as uncorrelated between Z+light-jets and Z + b/c-jets MC samples.

Finally, mismodelling of the m;; distribution does not directly affect the myy;;
discriminant, since the dijet invariant mass is constrained to the Z boson mass when
reconstructing myyj;. However, the modelling of this variable is still important since
it affects the extrapolation between the Z-+jets CR and the SR of both the normal-
ization scale factor and the flavour fit. Consequently, no correction is applied, but
a systematic uncertainty is associated to the shape description to account for any
residual data/MC disagreement in the CR, as described in Section 5.4.1.1. This un-
certainty is used for all Z+jets events, but is uncorrelated between the Z+light-jets
and Z + b/c-jets samples [ZMjj].

In the VBF channel, in which a correction is applied to the my;; distribution
(see Section 5.4.1.3), a conservative systematic uncertainty is considered, estimated
by removing or doubling this correction [ZM11jj|. The uncertainty on the modelling
of the mj; distribution by the Z+jets MC simulation is estimated similarly to the
resolved-ggF channel, as described in Section 5.4.1.1.

As mentioned in Section 5.4.1.1, the flavour composition of the Z+jets sample
in the resolved-ggF channel is determined by the flavour fit. The estimated heavy
flavour scale factors have some dependence on the MC model used to unfold them,
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therefore a truth-level comparison of SHERPA with ALPGEN-+PYTHIA was performed
showing an uncertainty of 12% on the ratio of Z + bc to Z + bb events |ZbcZbbRatio|
and 12% on the ratio of Z + cc to Z + bb |ZccZbbRatio| events.

5.5.2.2 Top quark background

As discussed in Section 5.4.2; the top quark pr distribution is corrected using ATLAS
tt measurements [116]. A systematic uncertainty on this correction is defined by
halving or doubling the applied correction [TopPt|.

An uncertainty on the shape of the m;; distribution is derived by comparing
the default ¢t NLO simulation with POWHEG+PYTHIA, to other models that probe
different sources of modelling uncertainty [TtbarMBBCont|. To investigate the un-
certainty on the modelling of the parton showering, ACERMC samples, with either
more or less parton showering, are used. POWHEG+HERWIG is used to investigate
the effects of a different parton showering and hadronization model. The effects of
modelling higher order perturbations are estimated by comparing with the LO MC
generator ALPGEN, while another NLO MC generator, aMC@QNLO, is used to es-
timate effects due to different matrix element calculations. The dependence of the
cross-sections on the PDF set are investigated with POWHEG+PYTHIA using the
HERA PDF.

A similar to the above procedure is used to derive uncertainties on the single-
top background. Normalization uncertainties are derived by varying, in cross-section
calculations, the renormalization and factorization scales, the value of ag and the
PDF eigenvectors. The resulting uncertainty is 7% for the single-top Wt channel,
4% for the t-channel and 4% for the s-channel. Since the Wt channel is by far
the dominant component, the 7% uncertainty associated to it is applied to the full
single top background [stopNorm|. Moreover, for the dominant Wt channel, shape
uncertainties on the m;; and leading jet distributions are derived from comparisons
with HERWIG [WtChanPythiaHerwig] and ACERMC [WtChanAcerMC|.

5.5.2.3 Diboson background

The uncertainty on the diboson background is determined by evaluating the per-
turbative QCD uncertainties of the fixed-order NLO calculation, using MCFM |[96].
The uncertainties on the cross-section are derived by varying the renormalization
and factorization scales [120, 121]; normalization and shape uncertainties are then
derived as functions of p?ré for the exclusive two-jet [VVJetScalePtST2| and three-jet
cross-sections [VVJetScalePtST1|. Variations of the PDF set and the values of ag
used in the calculations were found to have no dependence on peTZ and are there-
fore applied as normalization uncertainties [VVJetPDFAlphaPt|. These are 3% for
ZZ|/WW production and 4% for WZ. Additional shape uncertainties on the mj;
distribution are obtained by comparing the LO MC simulation HERWIG with the
NLO POWHEG+PYTHIA [VVMbb].
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5.5.2.4 Multijet background

As described in Section 5.4.3, the multijet background templates and normalization
are determined from data. The normalization factor derived for the untagged event
category is also used for the tagged category and a 50% systematic uncertainty is
assigned [MJ]. A separate (uncorrelated) multijet normalisation parameter is applied
in the top quark ey control region [MJ_regiontopemu| since the multijet background
there is determined using a different method (see Section 5.4.3).

5.5.2.5 SM Zh,h — bb background

A 50% uncertainty is assigned to the Zh(h — bb) background, as described in Sec-
tion 5.4.6.

5.5.2.6 Signal

An uncertainty in the experimental acceptance, due to the modelling of Higgs produc-
tion, is evaluated by varying the parameters of the POWHEG+PYTHIA generator and
comparing the resulting samples, after applying the analysis selection at generator
level. The following variations are considered:

e Renormalisation (ur) and factorisation (up) scales are varied up and down
both separately and coherently by a factor of two.

e The amount of initial state radiation (ISR) and final state radiation (FSR)
are increased and decreased separately. This is done by changing the Pythia8
tunes used for the simulation of the signal processes. The variations of the ISR
and FSR parameters induce a change in the overall energy and particle flow,
which affects the underlying event activity.

e The nominal CT10 PDF is replaced by either the MSTW2008nlo68cl or the
NNPDF23 nnlo noLHC as 0120 PDF.

For the pur and pp variations no change is observed in signal acceptance, within
statistical uncertainties, therefore this variation is neglected. The PDF variations
give rise to a small change in acceptance which is independent of the Higgs mass
and amounts to a flat 2% in the resolved-ggF and VBF, and 3% in the merged-ggF
channel. In the case of ISR/FSR variations, the dominant effect comes from FSR
and depends on the Higgs mass. The acceptance change due to FSR increases for
low and high values of the hypothesized my in the untagged-ggF and VBF channels;
this is due to the criterion on p]T, which is not applied in the tagged case.

The ISR and FSR variations are added in quadrature and the overall change
in acceptance is approximated by a quadratic function in my, which is symmetric
about the nominal values. In the resolved-ggF channel, this variation amounts to
~ 5% at low my, decreasing to 1% for intermediate masses and then increasing to
about 10(5)% for the untagged (tagged) sample at high my. In the VBF channel,
it is & 10% at low and high mpy, decreasing to 5% at intermediate my. This
uncertainty is added in quadrature with the flat 2%, estimated from PDF variations,
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to obtain the overall signal acceptance uncertainty as a function of myg. In the
merged-ggF channel, the effect of ISR and FSR variations is found to be larger than
in the resolved-ggF channel. The uncertainty is parametrised as a linear function and
amounts to ~ 30% at my = 800 GeV, going down to around 10% at my = 1 TeV;
this is added in quadrature to the flat 3% measured from PDF variations.

5.6 Results

This section presents the distribution of the final discriminant in the signal region,
for the various analysis categories and for several Higgs boson mass my hypotheses,
using NWA signal samples with the SM cross-section as a benchmark. The MC
simulation has all the corrections listed in Section 5.4 applied, including background
normalization and flavour composition.

5.6.1 Resolved ggF

Figures 5.18 and 5.19 show the final myy;; discriminant (defined in Section 5.3.1.1) for
the untagged and tagged subchannels, after the optimized selection of Equation (5.1).
The signal is shown for 200 GeV < mpy < 1 TeV, in steps of 200 GeV.

5.6.2 VBF

Figure 5.20 shows the final my;; discriminant (as described in Section 5.3.1.3) for
the VBF category. The signal is shown for 200 GeV < mH < 1 TeV, in 200 GeV
steps.

5.6.3 Merged ggF

Figure 5.21 shows the final my; discriminant (defined in Section 5.3.1.2) for the
merged ggF category. The signal includes the ggF production mode only and is
shown for myg = 900 GeV.
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Figure 5.18:  myy;; distribution for different mpy hypotheses, in the untagged sub-
channel of the (resolved) ggF category. The hashed band indicates the systematic
uncertainty. Note that the signal is multiplied by various scale factors for clarity.
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Figure 5.21:  myy; distribution for the merged ggF category, with mpg = 900 GeV.
The dashed band shows the systematic uncertainty.

5.7 Limit extraction

As no significant excess is observed, exclusion limits are calculated with a modified
frequentist method [89], also known as C'Ly, using the g, test statistic in the asymp-
totic approximation [88]. The observed limits can be compared with expectations by
generating “Asimov” data sets, which are representative event samples of the median
expectation for an experimental result or its statistical variation in the asymptotic
approximation. When producing the Asimov data set for the expected limits, the
background-only hypothesis is assumed and the cross-sections for both ggF and VBF
production of the heavy Higgs boson are set to zero. The remaining nuisance pa-
rameters are set to the value that maximizes the likelihood function for the observed
data (profiled). When using the asymptotic procedure to calculate limits it is nec-
essary to generate an Asimov data set both for the background-only hypothesis and
for the signal hypothesis. When setting the observed limits, the cross-section for the
production mode not under consideration is profiled to the data before generating
the background-only Asimov data set.

5.7.1 Exclusion limits on narrow-width Higgs

Figure 5.22 shows the final exclusion limits on o x BR, at 95% confidence level (CL).
The limits are presented separately for the ggF and VBF channels, assuming narrow
width approximation for the signal, as discussed in Section 5.1.1. The limit values
are also given in Tables 5.8 and 5.9. In the case of the VBF limit, the wavy behaviour
of the expected limit is attributed to uncertainties from MC statistics. Drifts of the
observed limit into the 20 band about the expected limit follow the deviations in the
input distributions, which are illustrated in Figures 5.18-5.20.
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mass Obs. —20 —1lo Exp. +1o +20

200 3329.10 1133.12 1521.21 2111.16 2938.13 3938.77
220 1291.63 775.59 1041.23 1445.04 2011.08 2695.99
240  1200.54 667.78  896.50 1244.18 1731.54 2321.25
260 1371.30 455.57 611.61 848.80 1181.29 1583.60
280 79799  327.07  439.09 609.38  848.08 1136.91
300 514.11  256.12  343.85 47720 664.12  890.30
320 335.58  206.01  276.57 383.83 534.19 716.11
340  226.87  159.11  213.61 296.45  412.57  553.07
360 17257  136.99  183.91  255.23  355.21  476.18
380  146.81 11149  149.68 207.73  289.09  387.55
400 99.18 91.30 122,56  170.10  236.73  317.35
420 79.95 77.81 104.46 14497  201.75  270.46
440  138.69 70.16 94.19 130.72  181.93  243.89
460  108.31 59.49 79.87 110.85  154.27  206.80
480  117.91 58.11 78.01 108.26  150.67  201.98
500  155.38 54.27 72.86 101.11  140.72  188.64
520 135.38 48.70 65.37 90.73 126.27  169.27
540 66.65 40.77 54.73 75.95 105.71  141.71
560 65.72 38.07 51.11 70.93 98.72 132.34
580 60.79 34.71 46.60 64.67 90.01 120.66
600 52.38 33.13 44.48 61.73 85.91 115.17
650 57.97 26.56 35.66 49.49 68.88 92.34
700 46.79 22.65 30.41 42.20 60.60 85.84
750 21.18 19.28 25.88 35.92 51.78 74.01
800 16.27 16.84 22.61 31.38 45.30 64.95
850 21.13 15.42 20.70 28.73 41.59 59.76
900 26.66 14.04 18.85 26.16 37.92 54.67
950 20.09 13.17 17.68 24.53 35.53 51.12
1000  33.68 11.32 15.20 21.09 30.53 43.87

Table 5.8: 95% CL upper limits on o x BR for ggF production. The observed and
expected limits, along with 410 and +2¢ variations, are given in fb.
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mp(GeV)  Obs. —20 —1lo  Exp. +lo +20
200 446.04 260.30 349.46 484.99 674.96 904.83
220 264.24 212,99 285.94 396.83 552.28 740.37
240 521.00 198.18 266.05 369.23 513.87 688.88
260 241.07 159.51 214.15 297.20 413.61 554.48
280 169.05 125.52 168.51 233.85 325.46 436.30
300 15091 103.26 138.62 192.38 267.74 358.93
320 124.51 85.12 114.27 158.59 220.71 295.88
340 63.36  58.61  78.68 109.20 151.97 203.73
360 76.14 5947  79.85 110.81 154.22 206.74
380 80.06 50.26 67.48 93.65 130.33 174.72
400 8198 60.73 81.53 113.15 157.48 211.11
420 62.78 45.04 60.47 83.93 116.80 156.58
440 80.24 4499 60.40 83.82 116.65 156.38
460 71.66  39.15 52,55 7294 101.51 136.08
480 81.27  44.69 60.00 83.27 115.89 155.35
500 62.59 34.23 4595 63.77 88.76 118.98
520 46.49 2555 3431 4761 66.26 88.83
540 40.13 2199 2952 4096 57.01 76.42
560 38.27 2091  28.07 3896 54.22  72.69
580 3725  22.04 29.60 41.07 57.16 76.63
600 30.25 23.73 31.85 44.21 61.52  82.47
650 21.14 19.65 26.38 36.61 50.95 68.30
700 20.48 17.65 23.69 3288 45.75 61.34
750 13.90 15.37  20.63 28.63 39.85  53.42
800 12.63 14.60 19.60 27.21 37.86  50.76
850 16.60 15.02 20.16  27.98 38.94  52.20
900 20.33 17.51  23.50 32.62 4540 60.86
950 16.37  18.35 24.64 34.19 4758  63.79
1000 18.08 21.23 28,50 39.56 55.06  73.80

Table 5.9: 95% CL upper limits on o X BR for VBF production. The observed and
expected limits, along with 410 and +2¢ variations, are given in fb.
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5.7.2 Exclusion limits on 2HDM

For the 2HDM limits it is necessary to take into account that the natural width
of the heavy Higgs boson, as well as the ratio of the ggF to VBF production cross
section, vary across the parameter space [27|. The non-zero width is taken into
account by smearing each signal histogram to include a natural width up to 5% of
the generated heavy Higgs boson mass my. For such widths the interference with the
Z 7 continuum background is negligible. The smearing is performed by looping over
each bin of the input histogram and redistributing events according to a relativistic
Breit-Wigner, centered at the bin center.

In order to avoid performing the limit fit at each point in the 2HDM parameter
space, which is computationally intensive, the following approach is adopted. The
limits are first extracted as a function of both the width/myg and the oy pr/(o49r +
oy pr) production ratio in a 2D scan. The width is varied from 0% to 6% in 1%
steps and for each width, the oy pr/(049r +0vBF) is varied from 0 to 1 in 0.1 steps.
Once the limits are obtained as a function of the production ratio and the width,
they are used to construct a 2D graph which allows to linearly interpolate between
points. For each point in the 2HDM plane the predicted ovpr/(0ger + ovpr) and
width/m g are used to look up the limit in the graph.

Figures 5.23 and 5.24 present the final exclusion limit on tan 5 vs cos(8 — «) and
myy, respectively, at 95% CL in the Type-II 2HDM. The results for Type-I are very
similar (the various types of 2HDMs have been discussed in Section 1.3).
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Figure 5.23:  95% CL exclusion contours in the Type-II 2HDM, for (a) my =
200 GeV and (b) my = 300 GeV, shown as a function of the parameters cos(5 — «)
and tan 3. ggF signal production is included only. The green and yellow lines
represent, respectively, the +10 and +20 variations of the expected limit. The grey
band masks the region where the limits are not valid since I'yy/mpg > 5%. Results
for Type-1 2HDM are very similar.
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Figure 5.24: 95% CL exclusion contours, in the Type-II 2HDM, for (a) cos(8—a) =
—0.1 and (b) cos(8 — a) = 0.1, shown as a function of the heavy Higgs boson mass
my and the parameter tan 5. Results for Type-I1 2HDM are very similar. The green
and yellow lines represent, respectively, the +10 and +2¢ variations of the expected
limit. Only regions where I'y/mpy < 5% are shown.
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CHAPTER 6

Statistical treatment

The culmination of the analysis described in Chapter 5 is a combined profile-likelihood
in which our knowledge, and lack thereof, is parameterized and tested against the
data.

6.1 Likelihood definition

The statistical treatment of the data uses a binned likelihood function, constructed
as the product of Poisson probability terms:

H Pois (n;|us; + bi), (6.1)

i€bins

where the signal strength parameter p multiplies the expected signal yield s; in
each histogram bin i, b; represents the background content and n; is the number of
observed events in bin .

The dependence of the signal and background predictions on systematic uncer-
tainties is described by a set of nuisance parameters (NP) 6 which have to be de-
termined from the fit. Auxiliary measurements (such as calibration measurements,
control regions etc.) are exploited in order to constrain the nuisance parameters.
These measurements are represented by Gaussian constraint terms that multiply
the likelihood; the likelihood increases as a nuisance parameter is shifted from the
measurement. For normalization uncertainties, log-normal terms are prefered over
Gaussian ones in order to maintain a positive likelihood. The fit result is finally
obtained in terms of u and its error o, by maximising the likelihood function with
respect to all parameters.

6.2 Fit inputs and variables

A simultaneous profile-likelihood fit is performed across the three analysis channels;
resolved-ggF', merged-ggF and VBF. As already mentioned, the resolved-ggF chan-
nel discriminates between the untagged and tagged event categories, while the other
channels are inclusive in b-tag multiplicity. For each of those cases, the input to the
likelihood is the distribution of the reconstructed ZZ invariant mass; my;; for the
ggF/VBF channel and myg; for the merged channel. Control region distributions
are also included for the normalization of the dominant Z+jets and top quark back-
grounds, as discussed in Section 5.4. The rest of the backgrounds are taken from MC
simulation (or data-driven techniques in the case of the multijet background). The
control region distributions used are:

137
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Channels
No—tag ggF Merged VBF
mj; SR mj; CR ep CR m; SR m; CR mj; SR mj; CR
0 b-tag me;  MVic -
1 b-tag . My Myeej Myeji Myeejg
2 b-tag My MVic Mejj

Table 6.1: Summary of the regions entering the likelihood fit and the distributions
used in each region. Vertically merged rows should be interpreted as regions treated
with one distribution (i.e. there is no b-tag separation in merged/VBF channels and
0/1 b-tag regions are combined in the ggF channel). Rows with “—” mean that the
region is not included in the fit. “SR” and “CR” stand for signal region and control
region respectively.

Z+jets:

ggF: The MVic distribution in the combined m;; sidebands for untagged and
tagged events separately. As discussed in Section 5.4.1.1, this distribution
is appropriate for the flavour fit.

VBF: The myy;; distribution in the combined m; sidebands (inclusive in b-tag
multiplicity).

Merged: The my; distribution in the combined m; sidebands (inclusive in
b-tag multiplicity).

Top: The myy;; distribution in the 2 b-tag eu control region for the ggk' channel.

In total this amounts to 4 signal regions and 6 control regions which are summarized
in Table 6.1.

6.3 Nuisance parameters: normalization and systematic
uncertainties

Two different types of nuisance parameters are used in order to describe systematic
uncertainties; freely-floating parameters and parameters with constraints. A floating
normalization parameter is generally associated with the cross-section and acceptance
in cases where there is absolute ignorance of the rate and therefore it is completely
determined from the data. The fit contains nine normalization parameters which are
determined from the signal and control regions:

Signal: Signal strengths for ggF [ger| and VBF [pypr| production!. In the absence
of a specific model the ratio of the two production mechanisms is unknown. For

!The signal strengths are defined as scale-factors on the SM cross section which is used as
reference. This reference cross section is finally multiplied out in the final results to obtain limits
on the cross-section times branching ratio.
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this reason, fits for the ggF and VBF production modes are done separately
and in each case the other process is “profiled” to the data by allowing it to
float freely as an additional nuisance parameter.

Z+jets: The following scale factors are uncorrelated between channels:

Resolved-ggF: Normalization of flavour components Z+light-jet [Z1Norm|,
Z + c/light-jet [Zc1Norm|, Z + b/light-jet [Zb1lNorm|, and Z-+heavy-flavour
|ZhfNorm|. The latter applies to Z 4 bb/cc/bc events with the ratios Z +
cc/Z 4+ bb and Z + be/Z + bb constrained, as discussed in Section 5.5.2.1.

Merged-ggF: Overall Z+jets production normalization [ZMergedNorm|. Since
the merged-ggF subchannel selects a very different phase space, the nor-
malization is separate from the case of resolved-ggF'.

VBFEF: Overall Z+jets production normalization |[ZVBFNorm|. This is separate
from the ggF channels since the VBF analysis uses ALPGEN rather than
SHERPA to model the Z+jets processes.

Top: Overall top quark production normalization [TopNorm|. This is correlated
across all channels/categories as the top quark background is small in the
merged-ggF and VBF channels which are are inclusive in b-tag multiplicity.

The fit contains 72 nuisance parameters from experimental-related uncertainties
(see Section 5.5.1) and 21 nuisance parameters from modelling uncertainties (see
Section 5.5.2), in addition to the 7 normalization nuisance parameters described
above.

6.4 Nuisance parameters: statistical uncertainties

In addition to the systematic uncertainties described above, one must take into ac-
count that the background MC samples do not have infinite statistics, hence the
histograms are mere estimates of the underlying distributions with some statistical
uncertainty. Statistical uncertainties are taken into account in the profile likelihood
by using a light version of the Barlow-Beeston method [122]. This method adds
extra nuisance parameters to account for the statistical uncertainty on the total MC
background, in each bin. The parameters are completely uncorrelated across bins
and are considered only for those bins in which the relative statistical uncertainty
> 1% (the particular threshold has been selected by comparison of limit results for
various threshold values).

6.4.1 Understanding the fit configuration
This section outlines the various tests preformed in order to verify the robustness of
the fitting procedure and understand the results with the constructed model.

6.4.1.1 Nuisance parameter pulls and constraints

Nuisance parameter pulls (i.e. the pull of each parameter off its initial value) and
constraints are shown in Figures 6.1 and 6.2 for a fit of the ggF-production mode
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(VBF is profiled) and Figures 6.3 and 6.4 for a fit of the VBF mode (ggF is profiled).
The hypothesis of a narrow width Higgs boson with mpy = 400 GeV is used and fits
are performed on data as well as on two “Asimov” data sets, one generated with =0
(i.e. the background-only hypothesis) and the other with 4 =1 (i.e. assumming SM-
like signal).

No peculiarities are observed in the results. The fitted normalization scale factors
in the ggF fit are shown in Figure 6.2(e). As expected, the fitted values are close to
1 with the exception of the Zbb scale factor which acquires a value of 1.14 + 0.06.
This is consistent with measurements from different analyses [123]. The same plot
also shows that the fit does not have enough statistical power to constrain the VBF
normalization.

6.4.1.2 Nuisance parameter correlations

Figures 6.5 and 6.6 show an example of nuisance parameter correlations, for my =
400 GeV, with © = 0, in the ggF and VBF channel respectively. Only nuisance
parameters that exhibit correlation greater than 2.5% with at least one other nuisance
parameter are included. The same plot for the ggF channel is shown in Figure 6.7,
with the my = 900 GeV hypothesis, when both the resolved and merged subchannels
are considered.

6.5 Nuisance parameter ranking

After the maximum log-likelihood value has been found, by fitting the data, each
nuisance parameter is pulled at +1o off its best-fit value and the likelihood is max-
imized again. The change in the fitted value of the signal strength provides the
sensitivity to the particular nuisance parameter. Figures 6.8-6.11 show the nuisance
parameter ranking for the top 15 ranked nuisance parameters in the ggF and VBF
channels, for two signal hypotheses, my = 200 and 400GeV. Both pre-fit and post-fit
impacts are shown, together with pulls from the fit to the data. Pre-fit impacts are
estimated by fixing each nuisance parameter at +1¢ off its initial value. As expected,
the dominant systematics are found to be those related to jets, as well as those as-
sociated to the modelling of the dominant Z-jets background. Furthermore, it can
be seen that the JetEtaModelling and JVF systematics are asymmetric. This comes
from the fact that the input uncertainty is asymmetric. Finally, Figure 6.12 shows
the nuisance parameter ranking in the ggF channel when both the merged and the
resolved subchannels are considered.
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Figure 6.1: The ggF nuisance parameter pulls for the jet and b-tagging related
systematics for the Asimov fit with 4 = 0/1 (red/blue) and data fit (black). The
pulls are for a narrow width Higgs, at mp = 400 GeV.
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Figure 6.2: The ggF nuisance parameter pulls for the lepton, background modelling
and normalisation related systematics for the Asimov fit with g = 0/1 (red/blue)
and data fit (black). The pulls are for a narrow width Higgs, at my = 400 GeV.
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Figure 6.3: The VBF nuisance parameter pulls for the jet and b-tagging related
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and data fit (black). The pulls are for a narrow width Higgs, at my = 400 GeV.
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Figure 6.5: Correlation of nuisance parameter which have a correlation >2.5% with
any other nuisance parameter for the = 0 Asimov fit (top) and data fit (bottom)
in the ggF channel.
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Figure 6.6: Correlation of nuisance parameter which have a correlation >2.5% with
any other nuisance parameter for the p = 0 Asimov fit (top) and data fit (bottom)
in the VBF channel.
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CHAPTER 7

Combined interpretation

In order to provide an answer to the question of whether the recently observed Higgs
boson state is the only one or if there exists an extended scalar sector, as described in
Section 1.3, several ATLAS groups, studying the H — ZZ decay mode to different
final states, combined their results toward a common statistical interpretation [110].
Specifically, the final states ZZ — 0000, ZZ — (0~ v, ZZ — {T4~qq and ZZ —
vqq, where “¢” stands for either an electron or a muon, were studied in the scenario
of a new Higgs boson with narrow width, as well as Type-I and Type-II 2HDMs.
These decay modes are referred to, respectively, as €000, ¢lvv, llqq, and vvqq.

It is assumed that additional Higgs bosons would be produced predominantly via
the gluon fusion (ggF) and vector-boson fusion (VBF) processes but that the ratio
of the two production mechanisms is unknown in the absence of a specific model.
For this reason, results are interpreted separately for the ggF and VBF production
modes. For Higgs boson masses (mp) below 200 GeV, associated production (VH,
where V' stands for either a W or a Z boson) is important as well. In this mass
range, only the £0¢¢ decay mode is considered.

Due to its excellent mass resolution and high signal-to-background ratio, the
£00¢ decay mode is well-suited for the search of a narrow resonance in the range
140 < mpg < 500 GeV; hence, the ££0¢ analysis covers the m g range down to 140 GeV
and includes channels sensitive to VH production as well as to VBF and ggF. The
Llqq and £lvv searches scan the my spectrum down to 200 and 240 GeV respectively
and use dedicated ggF and VBF channels. The vvqq study focuses above 400 GeV
and does not distinguish between Higgs production mechanisms. Due to their higher
branching ratios, the £{qq, £/vv and vvqq searches dominate at higher masses and
determine the overall sensitivity of the combined result. The my range for all four
searches extends up to 1000 GeV.

For each search channel, a discriminating variable, sensitive to mys, is identified
and used in a likelihood fit. The £0¢¢ and £{qq searches use the invariant mass of
the four-fermion system as the final discriminant, while the £/vv and vrqq searches
use the transverse mass. Distributions of these discriminants, for each channel, are
combined in a simultaneous likelihood fit which estimates the rate of heavy Higgs
boson production and, simultaneously, the nuisance parameters corresponding to sys-
tematic uncertainties. Additional distributions from background-dominated control
regions also enter the fit in order to constrain nuisance parameters.

"1 H—ZZ — {0 ¢t selection

In the €£0¢ search channel, Higgs candidates are reconstructed from two same-flavour,
opposite-charge lepton pairs. Muons must satisfy pr > 6 GeV and |n| < 2.7, while
electrons must satisfy pr > 7 GeV. The three leading in pr leptons must satisfy,
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in order, pr > 20, 15, and 10 GeV. To ensure well-measured leptons and reduce
backgrounds containing electrons from bremsstrahlung, same-flavour leptons must be
separated from each other by AR > 0.1 and different-flavour leptons by AR > 0.2.
Jets that are AR < 0.2 from electrons are removed from the analysis.

Final states are classified according to the flavour of the leptons as 4u, 2e2u, 2u2e
and 4e. Each event is tested for each of the four categories, in the given order that
is according to highest expected signal acceptance. The lepton pair with invariant
mass closest to that of a Z boson (the “leading” pair) is first selected; its mass is
required to lie in the range 50 < mqio < 106 GeV. The “subleading” pair is the
combination of remaining leptons with invariant mass closest to that of a Z boson.
For the subleading pair, the mass requirement is mmpi, < msq4 < 115 GeV, where
Mmin depends upon the reconstructed 4-lepton mass myyy; starting at 12 GeVfor
mypee = 140 GeV, it raises linearly up to 50 GeVfor mypy = 190 GeV and remains
constant for higher masses. For 4u and 4e events, if any opposite-charge, same-
flavour combination is found with my, below 5 GeV, the event is vetoed in order
to reject J/1v decays. To improve the mass resolution, the four-momentum of any
reconstructed photon, consistent with having been radiated from one of the leptons
in the leading pair, is added to the final state, while the four-momenta of the leading
pair leptons are adjusted by means of a Z-mass-constrained kinematic fit [124].

Signal events can be produced via gluon fusion (ggF), vector-boson fusion (VBF)
or associated production ( VH, where V stands for either a W or a Z boson). Events
containing at least two jets with pr > 25 GeV and |n| < 2.5 or pr > 30 GeV and
2.5 < |n| < 4.5, and with the leading two such jets satisfying m;; > 130 GeV, are
classified as VBF events. Otherwise, if a pair of jets is present, satisfying the same
pr and 7 requirements but with 40 < m;; < 130 GeV, the event may be classified
as VH, provided that it passes a multivariate selection that utilizes jet parameters
in order to distinguish VH from ggF events. To account for leptonic decays of V,
events failing this selection may still be classified as VH if an additional lepton with
pr > 8 GeV is present. All remaining events are classified as ggF.

The dominant background in this channel is continuum ZZ production. Other
background components are small and consist of tf and Z + bb events where, in the
latter, muons arise mostly from heavy-flavour semileptonic decays and to a lesser
extent, from 7/K in-flight decays. The contribution from single-top production is
negligible.

7.2 H — ZZ — ("0 v selection

The event selection begins with the reconstruction of a Z — eTe™ or Z — u™p~ de-
cay candidate from two same-flavour, opposite-charge leptons. Evidence of neutrino
presence in the final state is required by imposing E%ﬁss > 70 GeV. The selected
leptons should satisfy pr > 20 GeV and |n| < 2.5 and their invariant mass should be
in the range 76 < my, < 106 GeV. Events containing a third lepton or muon with
pr > 7 GeV are vetoed. The final discriminating variable is the transverse mass

m%z , reconstructed from the momentum of the dilepton system and the missing
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transverse momentum and defined as:

2
(mi?)? = <\/m2Z + [p%) + \/m2Z + \EEFHiSSF) - ‘ﬁff + Eypiss|” (7.1)

Two subchannels are distinguished in order to measure event rates separately for
the ggF and VBF production mechanisms, taking advantage of the different final
state topologies. A VBF event candidate has at least two jets with pp > 30 GeV
and |n| < 4.5, satisfying mj; > 550 GeV and An;; > 4.4. If the event fails the VBF
selection, it is classified as ggF candidate if it contains no more than one jet with
pr > 30 GeV and |n| < 2.5, otherwise the event is rejected.

A series of additional requirements are finally applied in order to maximize the
signal significance. To suppress the Z+jets background, the azimuthal angle between
the dilepton system and the missing transverse momentum A(b(péTe, ErTniSS) must be
greater than 2.8 (2.7) for the ggF (VBF) channel and the fractional pr difference,
defined as ]p?lssdet — p&|/p%, must be less than 20%, where p%“ssdet = ‘Effmss +
Zjet ﬁTJet‘. Also, since Z bosons, originating from the decay of a high-mass state,
are boosted, the azimuthal angle between the two leptons Agyy is expected to be less
than 1.4. Finally, events containing a b-tagged jet with pp > 20 GeV and |n| < 2.5
are rejected, in order to reduce the top-background and all jets in the event must have
an azimuthal angle greater than 0.3 relative to the missing transverse momentum.

The dominant background is ZZ production, followed by W Z production. Other
important backgrounds to this search include the WW, tt Wt, and Z — 777~ pro-
cesses, and also the Z4jets process with poorly reconstructed Effniss but these pro-
cesses tend to yield final states with low Myp. Backgrounds from W+jets, tf single-
top quark and multijet processes (with at least one jet misidentified as an electron
or muon) are very small.

7.3 H — ZZ — viqq selection

Candidate vvqq events contain neither electrons nor muons but large missing trans-
verse energy, E%ﬁss > 160 GeV, indicating the presence of high-pr neutrinos in the
final state. The Z — qq decay is then reconstructed using the two leading jets satis-
fying pr > 20 GeV and |n| < 2.5. One of the jets is required to satisty pr > 45 GeV,
while the dijet invariant mass should be in the range 70 < m;; < 105 GeV.

The discriminating variable in this study is the transverse mass of the vvqq
system, defined as in Equation (7.1) but with p¥ replacing p§. In order to improve
the resolution, the momenta of the selected jets are scaled by a multiplicative factor
that sets the dijet invariant mass m;j; to the nominal Z boson mass, in the same
manner as in the ¢/qq search (see Section 5.3.1.1). Finally, the “tagged” (exactly
two b-tagged jets) and “untagged” (fewer than two b-tagged jets) subchannels are
distinguished, in order to exploit the low production rate of b-jets in the Z+jets and
W +jets background processes. Events with more than two b-tags are rejected.

The dominant backgrounds in this search are Z+jets, W+jets and ¢t production.
The contribution from multijet background is sufficiently suppressed with additional
criteria that utilize a track-based missing transverse momentum }5*19153, defined as
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the negative vectorial sum of the transverse momenta of all the good-quality inner
detector tracks. It is required that the magnitude of p%ﬁss satisfies p%iss > 30 GeV,
that the azimuthal angle between EEFiSS and PRIss is AqS(E%iSS, Poiss) < /2 and that
the azimuthal angle between E{Fniss and the nearest jet satisfies A¢(E%iss, j) > 0.6.
The sensitivity of this search is further improved with an additional requirement
on the jet transverse momenta. As in the £lqq search (see Section 5.3.1.1), the
optimal threshold appears to depend on mp, however in this case it is not possible
to define a single criterion as a function of the reconstructed diboson mass myzz,
due to the neutrinos in the final state. Instead, different criteria are implemented
for the different hypothesized my values and the background contribution has to be
estimated separately for each one of them. The subleading jet must satisfy p7T2 >
0.1 x mlﬁ}n in events with no b-tagged jets and p]g > 0.1 x m?}n — 10 GeV in events
with at least one b-tagged jet, where m}’;n varies from 400 GeV to 1000 GeV in steps

of 100 GeV. For a given generated my the requirement with the closest m?}n is used.

7.4 Combination and statistical interpretation

The statistical treatment of the data is similar to that described in Refs. [125,126],
using a simultaneous profile-likelihood-ratio fit (see also Chapter 6). The parameter
of interest is the cross-section times branching ratio for heavy Higgs boson production
which is treated as correlated between the searches. It is assumed that an additional
Higgs boson would be produced predominantly via the ggF and VBF processes which
are fitted separately in the absence of a specific model. The VH production mecha-
nism is included in the fit for the £04¢ search and is assumed to scale with the VBF
signal since both the VH and VBF production mechanisms depend on the coupling
of the Higgs boson to vector bosons.

The simultaneous fit proceeds as follows. For each channel of each search, there
is a distribution of the data with respect to some discriminating variable; these dis-
tributions are fitted with a sum of signal and backgrounds. The particular variables
used are summarized in Table 7.1. The distributions for the £/ search are unbinned,
since the resolution of myyy is very good, while other searches have binned distribu-
tions. For the VBF channels of the £/vv search, only the overall event counts are
used, rather than distributions, as the sample sizes are very small. The ¢/qq and vvqq
searches include additional distributions in control regions in order to constrain the
background, using either distributions of the mass variable or of the MVic b-tagging
category (see Sections 5.2.3.2 and 5.4.1.1).

A description of the systematic uncertainties contributing to each analysis can
be found in Ref. [110]. Detector related uncertainties are common for all of the
search channels and are outlined in Section 5.5.1. In the combined fit, systematic
uncertainties on the signal acceptance, as well as many of the background theoretical
and experimental uncertainties, are treated as fully correlated between the searches.
The mass hypothesis for the heavy Higgs boson strongly affects which sources of
systematic uncertainty have the greatest effect on the result. At lower masses, the
Z 7 background theory uncertainties, the Z+jets modelling uncertainties, and the
uncertainties on the jet energy scale have the highest impact. At higher masses,
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Search Channel SR Z CR W CR Top CR
ggF Meeees Mpuppps
E[zg meeuuu muuee
VH o
ee Hp
vy esl T,
VBF Neves Nt
untagged M) MVic
0lgq ggF tagged Meejj MVic M)
merged-jet  myy; Mygj
VBF Myejj Mg
MVic (0 b-tags)
t d
I MVic (1 b-tag)

tagged mr

Table 7.1: Summary of the distributions entering the likelihood fit for each channel
of each search, both in the signal region (SR) and the various control regions (CR)
used to constrain the background. Each entry represents one distribution; some
channels have several distributions for different lepton flavours. The distributions
are unbinned for the £¢¢¢ search and binned elsewhere. The VBF channels of the
£lvv search use only the overall event counts.

uncertainties in the £lvv non-ZZ background, the jet mass scale, and the Z+jets
background in the merged-jet regime dominate.

7.5 Limit extraction

As no significant excess is observed, exclusion limits are finally calculated with the
CLs method [89], as described in Section 5.7. Limits on the cross-section times
branching ratio, from the combination of all searches, are shown in Figure 7.1. Also
shown are expected limits from the £€4¢, vy and the combined ¢lqq+vvqq searches
(the latter two searches are only shown in combination as they share control regions).
At low mass, the £00¢ search has the best sensitivity while at higher masses the
sensitivity of the combined ¢fqq+rrqq search is the greatest, with the sensitivity of
the £fvv channel only slightly inferior. In the mass range considered for this search,
the 95% confidence level (CL) upper limits on the cross-section times branching
ratio for heavy Higgs boson production vary between 0.53 pb at myg = 195 GeV and
0.008 pb at my = 950 GeV in the ggF channel and between 0.31 pb at myg = 195 GeV
and 0.009 pb at mg = 950 GeV in the VBF channel. Drifts of the observed limit into
the 20 band about the expected limit originate from local deviations in the input
distributions.

Figure 7.2 shows the exclusion limits in the cos(f — «) versus tan 3 plane for
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Type-I and Type-II 2HDMs, for a heavy Higgs boson with mass mpy = 200 GeV'.
The range of cos(f — a) and tan 8 explored is limited within the region where the
assumption of a narrow-width heavy Higgs boson with negligible interference is valid.
When calculating the limits at a given choice of cos(f — «) and tan 3, the relative
rate of ggF and VBF production in the fit is set according to the prediction of the
2HDM for that parameter choice. Figure 7.3 shows exclusion limits as a function of
the heavy Higgs boson mass my and the parameter tan 3, for cos(f — a) = —0.1.
The white areas in the plots indicate regions of the parameter space not excluded
by the present analysis; in these regions the cross-section predicted by the 2HDM is
below the experimental sensitivity.

!This my value has been chosen so the assumption of a narrow-width Higgs boson is valid over
most of the parameter space (see Ref [27]) and the experimental sensitivity is at a maximum.
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Figure 7.1:  95% CL upper limits on ¢ x BR(H — ZZ) as a function of mp,
for (a) ggF and (b) VBF production, resulting from the combination of all of the
searches. The solid black line and points indicate the observed limit. The dashed
black line indicates the expected limit and the bands the 1-o and 2-¢ uncertainty
ranges about the expected limit. The dashed coloured lines indicate the expected
limits obtained from the individual searches; for the ¢fqq and vvqq searches, only

the combination of the two is shown as they share control regions.



160 Chapter 7: Combined interpretation

@_ 7\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\7
H-ZZ, m =200 GeV
c ,
8 ATLAS  oipmType |
—— Obs 95% CL limit [ +1o band
(s=8Tev ... Exp 95% CL limit [ +20 band

20.3 fb™ Excluded

04 06 08

cos (B-0)
(a) Type-I
& \\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\
- H-ZZ, m =200 GeV g
c ,
g | ATLAS  SiomTyfien ,
—— Obs 95% CL limit [ +1o band
L Vs=8Tev ... Exp 95% CL limit [J+20 band -

20.3 fb™* Excluded

(b) Type-11

Figure 7.2:  95% CL exclusion contours in the 2HDM (a) Type-I and (b) Type-
IT models for mpy = 200 GeV, shown as a function of the parameters cos(f — «)
and tan 8. The red hashed area shows the observed exclusion, with the solid red
line denoting the edge of the excluded region. The dashed blue line represents the
expected exclusion contour and the shaded bands the 1-0 and 2-0 uncertainties on
the expectation. The vertical axis range is set such that regions where the light
Higgs couplings are enhanced by more than a factor of three from their SM values
are avoided.
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Figure 7.3: 95% CL exclusion contours in the 2HDM (a) Type-I and (b) Type-II
models for cos(f — o) = —0.1, shown as a function of the heavy Higgs boson mass
my and the parameter tan 5. The shaded area shows the observed exclusion, with
the black line denoting the edge of the excluded region. The blue line represents the
expected exclusion contour and the shaded bands the 1-0 and 2-0 uncertainties on
the expectation. The grey area masks regions where the width of the boson is greater
than 0.5% of mpy. For the choice of cos(5 — ) = —0.1 the light Higgs couplings are
not altered from their SM values by more than a factor of two.
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APPENDIX A

Study of the DY +jets control region

As discussed in Section 4.4.1, both the overall normalization and the shape of the
DY +jets background is estimated using control regions in the side bands of the m;;
distribution. The control region, defined as the union of 40 < mj; < 60 GeV and
115 < mj; < 160 GeV is considered as the nominal one. In order to estimate possible
systematic uncertainties induced be the side band description, the behavior of the low
and high side bands is studied separately and furthermore the window defining the
control region are modified. Examples of these variations are shown in Figures A.1
and A.2 for the electron and muon channels of untagged case respectively and in
Figure A.3 for the tagged case (electron and muon channel together). The observed
differences in the corresponding DY +jets scale factors are presented in Table A.1
and are used in the estimation of the systenmatic uncertainty.

Category Side band region

30 < mj; <50, 125 < myj; <170 GeV 40 < mj; < 60 GeV 115 < m;; < 160 GeV
Untagged electron: 0.99 + 0.01 1.02 £ 0.03 0.99 £ 0.02
Untagged muon: 1.01 £ 0.01 0.97 + 0.02 1.04 £ 0.02
Tagged: 0.94 + 0.07 0.98 £ 0.21 1.00 £ 0.09

Table A.1: DY + jets scale factors obtained from modified SBs w.r.t the nominal
one (40 < Mjj < 60, 115 < Mjj < 160 GeV).
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show systematic uncertainties from MC statistics.



177

T T T
ATLAS Internal

> E : g > e . : :
© E = © 220 ATLAS Internal B
g 300p . Data_[L:4.7fb E S 200E « Data |L=4.7b
8 E E 8
0 250~ ~— total BG - L 18 ~— total BG
§ ok E £
& 200; = &
150/— =
100/ =
50— o
O:
g o g ]
= 15 = -
g e PSP SO SV 4 8 4 4y dba, ad ey ebey .944,+ 4 13
5 o058 TH T hd AaAAASRE 28 7% S *++ STt A TR Y
5 0OF b4 + E
a E a8 E|
POO 120 140 160 180 200 220 240 260 280 0 120 140 160 180 200 220 240 260 280 300
my; [GeV] my; [GeV]

(a) 40 < mj; < 60GeV OR 115 < my; < (b) 30 < my; < 50 GeV OR 125 < my; <

160 GeV 170 GeV

> 180F 'ATLAS Internal ' ' ' e > 160 'ATLAS Internal \‘ ' ' ' =

g 160 «» Data |L=4.7f6"5 9 E N » Data |L=4.7fb" 3

S 4oL “totalBG 5 M0 It “totalBG 3

2 E o + ot 3 2 120 ot -

§ 120 — & E 3

g o0 e @ 1005 =
80F- - 80— E
60E- -5 60E- E
a0/ 3 40— —
20 20— by
= o=

(0] 3 (o) E E|

e + + 4,0 3 FYSTRUee ti. 43

E} L N El g + 4. bt eaaTil)

§ —+ ;Jr‘*,#vv‘v» + *7‘?‘%## ;;f+;+ *Jﬁ{v’ TTE § ’«'r# Tttt T et e T+ H

8 + E 5 - 3

e T20 140 160 180 200 220 240 260 280 300 S 060 120 740 160 T80 200 220 240 260 280 300

™ [GeV] my; [GeV]
(c) 40 < mj; < 60 GeV (d) 115 < my; < 160 GeV

Figure A.2: my;; distribution in the muon untagged category for various definitions
of the m;; SBs, which are used to control the DY +jets background. The bands show
systematic uncertainties from MC statistics.



178 Appendiz A: Study of the DY +jets control region
> 4T ; ; ; ; s 2 ; ; ;
G poE AASIem! . Data_[L:4.7fb g 20 . DatajL:4.7fb’
El “ total BG S 1 “ total BG
5 1 R
a ! 4 12
! 10
! 8
6
4
2F 2
[ 0
2 :
g = g s e
° S 1 (S e e S
£ T o0s T r E
8 8 o E
0 240 260 280 300
my; [GeV]

(a) 40 < mj; < 60GeV OR 115 < my; < (b) 30 < my; < 50 GeV OR 125 < my; <

160 GeV 170 GeV
S e s g
g wi ATLAS Internal . Data J' L=4.7fb'E g 18? ATLAS Internal . Data J' L=4.7fb"§
g F ~ total BG ] s :i;: ~ total BG 3
£ 8 B 5 12 E
- . 0 -
F & 8F- Haaing E
- E 6 WY =
F g = -
: : o m:
2 g
o] [} E
E T 5B
RS | S [ A L IS 3 -
a o po’o
(c) 40 < mj; < 60 GeV (d) 115 < my; < 160 GeV
Figure A.3:  my;; distribution in the tagged category for various definitions of

the m;; SBs, which are used to control the DY +jets background. The bands show
systematic uncertainties from MC statistics.



APPENDIX B

Multijet background (ABCD method)

B.1 Shape studies

B.1.1 Multijet background shape in the muon channel

In the search for the SM Higgs boson (Section 4.4.4), the candidate control regions
(CRs) for the acquisition of the multijet background shape in the case of muon events
are defined by:

e events with a pair of same charge, isolated muons,

e events with muons of opposite charge, one of which should fail the track-
isolation requirement.

In the second definition, anti-isolation is conservatively required from only one of
the two muons in order to keep the CR as close to the original selection (i.e. of
opposite charge, isolated muons) as possible. Figure B.1 shows the distribution of
M55, using the two CRs for the description of the multijet background.

The evaluation of the provided shapes is carried out using Kolmogorov-Smirnov
(K-S) tests [127] to measure the level of agreement between the total background
and the data. The tests are performed both in the mj; side bands (SBs) as well
as the chargeal region (SR) and include comparisons using different variables. The
results are summarized in Table B.1. Apparently, the best description is provided
by the sample of same charge, isolated muons. The third column demonstrates
the results using a modified anti-isolation requirement; both muons are required to
exhibit relative track-isolation between 20% and 100%. The description is still worse
than the one provided by the sample of isolated, same charge muons.

Distribution Kolmogorov Probability
and selection same charge opposite charge opposite charge
isolated non-isolated modified non-isolated
m;; dilepton +2 jets 0.17 0.01 0.05
myg;; final untagged SR 0.96 0.22 0.26
myg;; final untagged SB 0.23 0.02 0.04
mye;; final tagged SR 0.92 0.55 0.56
myej; final tagged SB 0.99 0.71 0.83

Table B.1: Comparisons between data and total background, in the muon channel,
using different CRs to obtain the multijet background shape. Results are shown for
different variables.
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Figure B.1: my,;; distributions in the SR (left) and the m;; SBs (right). The shape
of the multijet background is obtained from the sample of same charge, isolated
muons (top) or opposite charge muons with reversed track-isolation requirement for
one of them (bottom).

B.1.2 Multijet background shape in the electron channel

In the case of electrons, three CRs are tested as candidates for the acquisition of the
multijet background shape:

e events with same charge electrons,

e opposite charge electrons, one of which should fail the track-isolation require-
ment,

e opposite charge, isolated electrons, one of which passes the loose but fails the
medium identification quality criteria.

Figure B.2 shows the distribution of mec;j, using different shapes to describe the
multijet background. The K-S probabilities derived using for the above CR defini-
tions, are summarized in Table B.2. The conclusion is not as straightforward as in
the case of muons; a different shape appears to be optimal for each case. Among
them, the CR defined by anti-isolation of one of the electrons is slightly favoured
since it exhibits very good agreement in the SR, of the untagged event category.
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Distribution Kolmogorov Probability
and selection same charge opposite charge opposite charge
isolated, tight non-isolated, tight isolated, loose non medium
m;; dilepton +2 jets 0.04 0.04 0.01
myej; final untagged SR 0.75 0.96 0.12
mye;; final untagged SB 0.92 0.35 0.06
myej; final tagged SR 0.86 0.86 0.76
mye;; final tagged SB 0.22 0.33 0.52

Table B.2: Comparisons between data and total background, in the electron channel,
using different CRs to obtain the multijet background shape. Results are shown for
different variables.

B.2 Normalization studies

The normalization of the multijet background is obtained with the ABCD method,
as described in Section 4.4.4.2. In order to evaluate the robustness of the method,
tests are performed by changing the criteria used to define CRs B and C' and also by
obtaining the normalization, as a percentage of the total background, at an earlier
stage of the event selection.

In the case of muons, CR B is substituted with the requirement that both muons
exhibit relative track-isolation between 20% and 100%. The results are summarized
in Table B.3. The observed effect from the modification of the anti-isolation criterion
is ~ 9% in both the untagged and tagged categories. The stage of the event selection
at which the estimation is obtained appears to affect the normalization by ~ 4% in the
untagged category and as much as 33% in the tagged category. All of the yields shown
in the Table B.3 have been obtained in the mass interval 100 < myy;; < 300 GeV.

In the case of electrons, an alternative definition of CR B is obtained by ex-
ploiting the electron identification quality. Namely, the anti-isolation requirement
is substituted by the requirement that one of the electrons passes the loose++but
fails the medium++ criteria. The results are presented in Table B.4. The modified
definition of CR B leads to a ~31%(15%) variation of the result, while the stage
of the event selection at which the estimation is made affects the normalization by
~4%(10%) in the untagged (tagged) category. It must be stated that the systematic
uncertainty estimated using the above measurements is very conservative since the
modified CR fails to descibe the data and thus gives rise to such a big variation. All
yields are obtained within the mass interval 100 < my;; < 300 GeV.
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Selection

QCD event yeld

ABCD

ABCD modified isolation

Dilepton +2 jets
myee +2 jets
Final untagged SR
Final untagged SB
Dilepton +2 b-tagged jets
Final tagged SR
Final tagged SB

832:+43 (0.69%)
69837 (3.67%)
35627 (3.78%)
214421 (4.32%)
244 7 (11.2%)
14+ 5 (16.7%)
34 4 (5.45%)

746438 (0.59%)
627435 (3.31%)
325424 (3.46%)
189419 (3.83%)
204 6 (9.66%)
12+ 5 (15.3%)
2+ 3 (3.85%)

Table B.3:

Multijet background yield in the muon channel, at different stages of

the event selection using different criteria for the application of the ABCD method.
The numbers in parentheses show the ratio of the multijet to the total background.

QCD event yeld

Selection charge - Isolation charge - Identification
Dilepton +2 jets  1375+91 ( 1.8%) 915458 ( 1.2%)
mye +2 jets 1207462 (11.1%) 801+40 ( 8.0%)
Final untagged SR 579442 (11.6%) 375426 ( 7.9%)
Final untagged SB 322431 (11.8%) 226+19 ( 8.8%)
Dilepton +2 b jets 30+10 (20.4%) 25+ 8 (17.3%)
Final tagged SR 10+ 4

18.6%)
)

( 84 4 (15.5%)
7+ 6 (16.9% )

Final tagged SB 44+ 3 (9.8%

Table B.4: Multijet background yield in the electron channel, at different stages of
the event selection using different criteria for the application of the ABCD method.
The numbers in parentheses show the ratio of the multijet to the total background.
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Figure B.2: mccj; distributions in the SR (left) and the m;; SBs (right). The shape
of the multijet background is obtained from the sample of same charge electrons
(top), opposite charge, non isolated electrons (middle) and the sample of opposite
charge, isolated candidates where one is loose/non-medium (bottom).
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APPENDIX C

Resolution and binning of my;;

C.1 Resolution

The resolution of the signal my;;; distribution has important consequences for the
applicability of the NWA signal samples in the 2HDM model; the NWA is only valid in
regions of the 2HDM parameter space where the experimental resolution is less than
the signal width predicted by the 2HDM [27]. To investigate this, the experimental
resolution is extracted by iteratively fitting a Gaussian lineshape to the reconstructed
myj; distribution of the NWA signal, over a +20 window, until no change above 1%
is observed. The results of the resolution versus my are shown in Figure C.1, where
it can be seen that the width increases from ~ 5 GeV at myg = 200 GeV to 25 GeV
at myg = 1 TeV. Figure C.2 shows the fractional resolution relative to mg, which is
relatively flat in the range 2 — 3%. This is significantly narrower than the natural
width in some regions of the 2HDM parameter space, and therefore must be taken
into account (see Section 5.7.2).

Width vs Mass
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Figure C.1:  Resolution of the my;; distribution as a function of mpy for both
untagged and tagged ggF channels combined. The errors are statistical only.

C.2 Binning

Variable sized binning has been chosen for the my;;; distribution since the background
falls sharply with my;;;, while the resolution increases, as seen in figure C.1. The
binning scheme ensures a reasonable number of background events in each bin and
that the bin size is finer than the signal resolution. The binning is defined as follows:
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Width vs Mass
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Figure C.2: Fractional resolution of the my;;; distribution as a function of my for
both untagged (up) and tagged (down) ggF channels. The errors are statistical only.

e Using the total MC background distribution and starting with a minimum bin

width of 8 GeV,
e the bin width either remains the same or increases with increasing ;.

e For the ggF channel, in the region 300 < my;;; < 900 GeV (my;; > 900 GeV)
successive bins are merged so that no bin exhibits statistical error greater than

5% (15%).

e For the VBF channel and 300 < my;; < 600 GeV (my;; > 600 GeV) the
maximum statistical bin error is 15% (25%).

The maximum MC statistical error is increased at higher masses to prevent get-
ting a very wide bin, wider than the signal resolution. The cuts on statistical errors
for the VBF channel are larger, due to the lower background efficiency and worse
MC statistics.



APPENDIX D

Optimization of the VBF selection

VBF induced final states have specific topology, with the two tag jets lying in regions
of large |n|, pointing in opposite directions in z and exhibiting large invariant mass.
On the other hand, tight jets are central and resemble the products of a Z boson
decay. Starting from events with at least four jets, the first step is to decide which
jets make up which pair. Two approaches have been studied.

First the tag-jets are selected and then the same procedure as in the resolved-
ggF channel is followed, using the remaining jets. Two variables have been studied
for the selection of the tag jets; the invariant mass mj;ae and the separation in
pseudorapidity A7n;jtag. Both variables lead to similar results in terms of signal
acceptance, background rejection and significance, in slight favour of the invariant
mass. This indicates that there is a small number of cases where one of the tag-jets
lies between the tight jets in 7.

Alternatively, one can reconstruct the Z — ¢g candidate first and then choose,
as tag-jets, the pair with the largest invariant mass among the remaining jets. For
the former, a possible approach is to pick the two leading in pr jets, mimicing the
resolved-ggF selection; that has been found to be inadequate, since the jets from the
Z boson decay do not necessarily have higher transverse momenta than the tag-jets.
Another option would be to consider the jet pair with invariant mass closest to the
Z boson mass, either by using the reconstructed mass directly or by performing a
kinematic fit. This approach is also rejected since it often occurs that at least one
of the VBF inducing jets lies within |n| < 2.5 and so gives rise to fake combinations
that bias the resulting m;; distribution.

From the above studies, the following procedure is finally decided:

1. From the possible pairs of non b-tagged, loose jets, lying in opposite hemi-
spheres (71 x 12 < 0), the pair exhibiting the highest invariant mass m;; tag is
kept.

2. Mjjtag > 500 GeV and |Anjjtag| > 4 is required.
3. At least two tight jets should remain for further analysis.

The optimization of the criteria on the tag-jet invariant mass and pseudorapidity
gap is done by measuring the significance from the expected number of signal and
background events, in a window around the reconstructed Higgs boson mass peak,
containing 90% of the MC signal. Results are shown in Figure D.1. The optimization
is repeated iteratively for each of the tested variables until the results stabilize.

For the final part of the event selection, the procedure used for the resolved-ggF
case has been found to be optimal for the VBF channel as well (see Figure D.2),
within statistical uncertainty. Several additional variables have been tested in at-
tempt to improve the significance. The best performing of those is the vector sum of

187



188 Appendiz D: Optimization of the VBF selection

= T = 0.06 T T T
0.1—, — E 3
[—ATLAS Internal L [signa ] [ ATLAS Internal . |— signal E
F {s=8[TeV], |L-dt=2031fb"] 7 0.05—Vs=8[TeV], |L-dt=20.3]fb’] =
0.08— (m, =400 [GeV])) | ] E (m =400 [GeV)) |
L Background ] 0.04 E Background ~
0.06— — E E
C ] 0.03— —
0.04]— — E E
C ] 0.02— i
002~ = 0.01- =
ok = ot =
1 = 1 ~0.35 |55
g 09 =03 ‘g g iy \_‘\ El g
o ~E u| o ~YE —o.:
g o08f \ \}‘ = . g o8 P8 e
o 07E |V =3 o o7k 4025 |5
0.6¢ A 202 |2 08E o2 |2
05g \ 015 | 058 EIES
0.4E b ] = 0.4F 015|2
0.3E 0.1 N 03E =
0.2 5 0.2F |
E Ho.0s E 3
0.1E 2 0.1F =005
0= = <0 0= =0
0 500 1000 1500 2000 2500 0 1 2 3 4 5 6 7 8 10
m; o [GEV] [
(a) (b)

Figure D.1:  Optimization of the cut on m;; (left) and Anj;; (right). The VBF
signal component and background distributions on the top are both normalized to
unity. The curves on the bottom plots show the signal (red) and background (blue)
efficiencies versus cut value, while the green curve shows the significance versus cut
value.

momenta pr g,m of all final state objects, i.e. the two leptons and the four jets. As
can be seen in Figure D.3, imposing a cut on this quantity provides some discrim-
ination between signal and background but also between the ggF and VBF signal
modes. Nevertheless, it has been decided not to use this variable since the available
MC statistics is insufficient for a robust model of the background. The distribution
of pr sum is shown in Figure D.4.
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APPENDIX E

Efficiency of event selection criteria

ppgg channel ggH130 MC  ggH130 MC
No cuts 30000 30000
HFOR weight 30000 30000
GoodRunsList 30000 30000
LAr error 30000 30000
Trigger 7641 7641
vertex 7641 7641
ERiss cleaning 7641 7641
LAr Hole 7618 7618
Exactly 2 leptons 4590 4591
Opposite charge 4587 4588
Extra kinematics 4297 4301
ERpis 3684 3689
> 2 jets 1574 1577
< 2 b-tagged jets 1521 1524
Mo 742 739
mjj 540 541

2 b-tagged jets 52 52
Mee 34 34
myjj 30 30

> 2 b-tagged jets 1 1

Mee 1 1

myjj 1 1

Table E.1:  Efficiencies of the event selection criteria (unweighted) described in
Section 4.3.1. The simulated samples contain H — ZZ* — l{qq decays, where { =
e, i, 7. The numbers of events in the left column are measured when no corrections
have been applied to the reconstructed objects momenta.
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eejj channel ggH130 MC  ggH130 MC
All 30000 30000
HFOR weight 30000 30000
GoodRunsList 30000 30000
LAr error 30000 30000
Trigger 6779 6779
Vertex 6779 6779
EXS cleaning 6779 6779
LAr Hole 6714 6714
Exactly 2 leptons 2546 2546
Opposite charge 2536 2536
Extra kinematics 2500 2499
E%iss 2130 2129
2 jets 850 849
< 2 b-tagged jets 823 822
Mg 373 372
mj; 252 251

2 b-tagged jets 27 27
My 23 23
myj 23 23

> 2 b-tagged jets 0 0

Mer 0 0

mjj 0 0

Table E.2:  Efficiencies of the event selection criteria (unweighted) described in
Section 4.3.1. The simulated samples contain H — ZZ* — {lqq decays, where { =
e, i, 7. The numbers of events in the left column are measured when no corrections
have been applied to the reconstructed objects momenta.
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eejj channel H400NWA MC HI900NWA MC
No cuts 30000 30000
MC weight 30000 / 30000.00 30000 / 30000.00

HFOR weight
POWHEG weight
GoodRunsList

Evt error

Trigger

PileUp reweight
Vertex

ERiss cleaning

LAr hole jet veto
Exactly 2 leptons
Trigger matching/SF
Opposite charge / SF
> 2 tight jets

My

E$iss

30000 / 30000.00
30000 / 30043.56
30000 / 30043.56
30000 / 30043.56
11009 / 11005.15
11009 / 11142.89
11007 / 11140.45
10989 / 11131.20
10989 / 11131.20
8098 / 8250.20
8095 / 8235.68
8095 / 8222.53
7316 / TA44.75
6102 / 6192.07
5781 / 5938.73

30000 / 30000.00
30000 / 32932.46
30000 / 32932.46
30000 / 32932.46
12200 / 13382.00
12200 / 13370.48
12195 / 13368.57
12175 / 13351.35
12175 / 13351.35
8945 / 9852.22
8942 / 9840.38
8942 / 9820.58
8372 / 9187.90
7013 / 7745.32
6080 / 6830.82

No binning (highest-pt pair only)

j lead

P > 45GeV 5690 / 5837.87 6070 / 6826.29
m;; 2915 / 2990.14 3044 / 3527.82
Ag;; corr. 2915 / 2831.53 3044 / 3231.27
P(maes;) 2345 / 225825 1783 / 1884.01
P (M) 2154 / 2071.78 1291 / 1405.58
Adoe(mac;;) 1842 / 177479 1285 / 1395.14
0 b-tagged jets 4275 / 4413.67 4462 / 5068.78
P S 45GeV 4205 / 4336.99 4452 / 5064.02
mj; 2168 / 2232.58 2246 / 2610.11
Ag;; corr. 2168 / 2114.67 2246 / 2390.36
P (maes;) 1740 / 1680.44 1335 / 1415.43
P (maes;) 1598 / 1548.10 956 / 1048.90
Ador(maes;) 1361 / 132485 952 / 1039.39
1 b-tagged jet 973 / 1005.06 1052 / 1234.91
P S 45GeV 955 / 980.08 1052 / 1234.91
m;; 454 / 451.01 485 / 604.64
Agjj corr. 454 / 427.14 485 / 554.73
P (maes;) 333 / 299.37 229 / 260.04
P (maej;) 302 / 269.12 165 / 188.34
Adoe(maes;) 264 / 236.73 164 / 186.36
2.bl—ta;gged jets 519 / 521.96 545 / 573.30
Pl Y > 45GeV 513 / 520.61 537 / 567.39
mj; 410 / 408.43 414 / 443.32
Adpjj corr. 410 / 385.61 414 / 407.23
P (maes;) 318 / 297.63 199 / 188.83
P (mees) 292 / 268.70 154 / 147.40
Aee(mess;) 260 / 240.41 153 / 146.55
>= 3 b-tagged jets 14 / 11.08 21 / 19.60

Table E.3:

unweighted and weighted numbers of events are presented.

Efficiencies of the event selection criteria described in Section 5.3.1.
The simulated samples contain H — ZZ — {*¢~qq decays, where ¢ = e, i, 7. Both



194 Appendiz E: Efficiency of event selection criteria
pjj channel H400NWA MC HI900NWA MC
No cuts 30000 30000
MC weight 30000 / 30000.00 30000 / 30000.00
HFOR weight 30000 / 30000.00 30000 / 30000.00
POWHEG weight 30000 / 30043.56 30000 / 32932.46
GoodRunsList 30000 / 30043.56 30000 / 32932.46
Evt error 30000 / 30043.56 30000 / 32932.46
Trigger 10033 / 10065.73 11041 / 12175.66
PileUp reweight 10033 / 9988.43 11041 / 12142.56
Vertex 10032 / 9986.64 11039 / 12140.71
ET'*® cleaning 10011 / 9970.79 11012 / 12119.75
LAr hole jet veto 10011 / 9970.79 11012 / 12119.75
Exactly 2 leptons 7800 / 7837.75 8303 / 9187.04
Trigger matching/SF 7790 / 7819.92 8281 / 9150.91
Opposite charge / SF 7786 / 7814.26 8278 / 9146.01
> 2 tight jets 7037 / 7111.20 7784 / 8589.31
mee 5831 / 5928.52 6023 / 6639.02
Epies 5364 / 5570.76 4905 / 5536.34
No binning (highest-pt pair only)

P S 45GeV 5263 / 5469.99 4893 / 5524.59
m;; 2707 / 2795.07 2439 / 2779.05
Ag;; corr. 2707 / 2648.84 2439 / 2547.46
P (mae;) 2147 / 2070.15 1427 / 1520.09
P (M) 1944 / 1871.69 954 / 997.73
Ador(maes;) 1673 / 1625.28 950 / 993.37

0 b-tagged jets 3806 / 4127.34 3689 / 4180.88
P S 45GeV 3823 / 4058.21 3679 / 4171.31
my; 1996 / 2093.72 1822 / 2086.91
Apjj corr. 1996 / 1985.49 1822 / 1912.97
P (maes;) 1562 / 1527.51 1075 / 1150.83
P (mees;) 1404 / 1366.16 714 / 742.37
Ador(maes;) 1208 / 1189.14 711 / 738.90

1 b-tagged jet 948 / 953.86 789 / 877.03
P S 45GeV 926 / 929.17 788 / 877.03
m;; 475 / 454.26 365 / 395.39
Agjj corr. 475 / 429.44 365 / 362.61
Ph(mae;) 352 / 328.40 187 / 184.94
PE (mees;) 322 / 305.93 122 / 120.59
Adoe(maes;) 269 / 258.16 122 / 120.59

2 b-tagged jets 502 / 504.88 409 / 489.06
P S 45GeV 486 / 477.05 405 / 482.61
my; 371 / 356.55 325 / 395.61
Adpjj corr. 371 / 337.29 325 / 363.30
P (maes;) 292 / 254.61 153 / 175.84
P (maej;) 253 / 228.07 106 / 119.63
Aee(mes;) 225 / 206.07 105 / 118.97
>= 3 b-tagged jets 18 / 17.36 18 / 24.32

Table E.4: Efficiencies of the event selection criteria described in Section 5.3.1.

The simulated samples contain H — ZZ — {*¢~qq decays, where ¢ = e, i, 7. Both
unweighted and weighted numbers of events are presented.



eejj channel (VBF)

H400NWA VBF MC

H900NWA VBF MC

No cuts

MC weight

HFOR weight
POWHEG weight
GoodRunsList

Evt error

Trigger

PileUp reweight
Vertex

ERiss cleaning

LAr hole jet veto
Exactly 2 leptons
Trigger matching/SF
VBF jet pair & > 2 tight jets
VBF mjj,tag

VBF A'I]jjymg
Opposite charge / SF
Mg

E’rrniss

50000
50000 / 50000.00
50000 / 50000.00
50000 / 49735.48
50000 / 49735.48
50000 / 49735.48
18476 / 18459.74
18476 / 18605.22
18475 / 18603.60
18369 / 18534.25
18369 / 18534.25
13779 / 13968.82
13776 / 13940.75
7077 / 7201.91
4963 / 5104.02
4253 / 4353.67
4253 / 4346.97
3560 / 3610.48
3383 / 3469.60

50000

50000 / 50000.00
50000 / 50000.00
50000 / 49695.38
50000 / 49695.38
50000 / 49695.38
20243 / 20180.61
20243 / 20104.96
20235 / 20097.86
20121 / 20014.60
20121 / 20014.60
14914 / 14979.09
14911 / 14962.51
6213 / 6283.81
5426 | 5483.92
4421 / 4464.33
4421 / 4455.97
3720 / 3753.16
3320 / 3399.82

No binning (highest-pt pair only)
j lead

PL > 45GeV 3300 / 3399.49 3291 / 3364.47
mj; 2244 / 2295.30 2513 / 2584.15
Ag;; corr. 2244 / 2176.18 2513 / 2373.58
Ph(maes;) 1700 / 1611.40 1295 / 1255.30
P (meesy) 1429 / 1369.09 948 / 917.27
Adee(mae;;) 1229 / 1186.25 945 / 915.96

0 b-tagged jets 2493 / 2555.38 2452 / 2582.36
ph1 > 45GeV 2429 / 2499.11 2427 / 2554.11
mj; 1712 / 1756.53 1862 / 1955.35
Ag;; corr. 1712 / 1665.83 1862 / 1796.54
Pl (mees;) 1290 / 1236.18 968 / 969.45

P (maes;) 1088 / 1048.69 701 / 696.75
Adee(mees;) 941 / 908.86 700 / 695.58

1 b-tagged jet 539 / 542.51 505 / 489.28
P S 45GeV 523 / 528.13 502 / 482.97
my; 313 / 319.32 354 / 359.34
Agj; corr. 313 / 302.27 354 / 320.87
P (maes;) 234 / 207.37 163 / 157.38

P (maes;) 191 / 171.59 117 / 111.76
Adee(mee;;) 159 / 144.23 116 / 111.76

2 b-tagged jets 349 / 369.27 360 / 345.64
P S 45GeV 343 / 366.61 358 / 344.06
mj; 282 / 297.06 310 / 301.79
Agj; corr. 282 / 281.07 310 / 276.51
P (maes;) 200 / 191.25 164 / 141.73

P (meej) 169 / 165.57 132 / 115.52
N 148 / 147.72 131 / 115.20
> 2 b-tagged jets 2/ 4.62 3 /4.83

Table E.5:  Efficiencies of the event selection criteria described in Section 5.3.1.
The simulated samples contain H — ZZ — {*{~qq decays, where ¢ = e, i, 7. Both
unweighted and weighted numbers of events are presented.
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pjj channel (VBF) H400NWA VBF MC  H900NWA VBF MC
No cuts 50000 50000
MC weight 50000 / 50000.00 50000 / 50000.00
HFOR weight 50000 / 50000.00 50000 / 50000.00
POWHEG weight 50000 / 49735.48 50000 / 49695.38
GoodRunsList 50000 / 49735.48 50000 / 49695.38
Evt error 50000 / 49735.48 50000 / 49695.38
Trigger 16955 / 16843.86 18447 / 18317.47
PileUp reweight 16955 / 16749.30 18447 / 18373.53
Vertex 16953 / 16747.12 18435 / 18362.03
ERs cleaning 16856 / 16684.80 18325 / 18279.55
LAr hole jet veto 16856 / 16684.80 18325 / 18279.55
Exactly 2 leptons 13258 / 13119.31 13881 / 13941.47
Trigger matching/SF 13240 / 13110.85 13826 / 13886.88
VBF jet pair & > 2 tight jets 6719 / 6676.64 5879 / 6006.57
VBF mjj 4, 4711 / 4613.36 5087 / 5210.24
VBF A tag 3967 / 3832.78 4115 / 4205.24
Opposite charge / SF 3967 / 3831.66 4112 / 4201.90
Mee 3257 / 3147.93 3192 / 3272.44
Episs 2990 / 2951.37 2658 / 2759.06
No binning (highest-pt pair only)

P S 45GeV 2881 / 2838.26 2632 / 2729.37
my; 1906 / 1889.24 2004 / 2106.41
Ad;; corr. 1906 / 1787.72 2004 / 1936.41
P (Maesf) 1426 / 1332.19 1000 / 942.78
P (meesy) 1167 / 1104.16 664 / 609.42
Adbee(miess) 1021 / 963.00 662 / 607.83
0 b-tagged jets 2201 / 2208.14 1977 / 2086.37
ph1 > 45GeV 2118 / 2112.27 1951 / 2056.48
my; 1417 / 1413.18 1497 / 1602.94
Ad¢j; corr. 1417 / 1336.89 1497 / 1474.17
P (maei;) 1050 / 1000.76 766 / 739.28
P (maes;) 847 / 817.36 514 / 476.74
Ad)u(mM]'j) 738 / 710.76 513 / 476.32
1 b-tagged jet 497 / 464.88 397 / 416.47
P S 45GeV 475 / 451.50 397 / 416.47
my; 303 / 287.75 273 / 294.73
Ad¢j; corr. 303 / 272.92 273 / 271.39
P (meej;) 214 / 181.19 119 / 106.01
P (maes;) 183 / 155.27 75 / 62.60
Adoe(maej;) 166 / 138.28 74 / 60.90
2 b-tagged jets 291 / 282.64 283 / 264.70
P S 45GeV 984 / 274.37 283 / 264.70
my; 227 / 227.87 244 | 233.97
Agj; corr. 227 / 215.40 244 / 214.34
P (meei;) 163 / 153.31 113 / 93.89
P (meej) 139 / 132.39 74 / 68.14
Adoe(maes;) 119 / 112.06 74 / 68.14
> 2 b-tagged jets 1/ 0.00 1/211
Table E.6: Efficiencies of the event selection criteria described in Section 5.3.1.

The simulated samples contain H — ZZ — {*{~qq decays, where ¢ = e, i, 7. Both
unweighted and weighted numbers of events are presented.



List

1.1
1.2

1.3

14

2.1
2.2

2.3
24
2.5
2.6
2.7

2.8
2.9
2.10

3.1

3.2

3.3
3.4

of Figures

Schematic depiction of the SM particles. . . . . . .. ... ... ... 22
Visualization of the BEH potential as function of one of the doublet’s
components. As p? < 0 (for A > 0), the potential acquires the shape
of a “Mexican hat”; the center of symmetry ¢ = 0 becomes unstable
to small perturbations and the system falls into the lower energy state. 24
Leading order Feynmann diagrams for Higgs boson production via (a)
gluon fusion (ggF) and (b) vector boson fusion (VBF). Examples of
leading order diagrams are also shown for the (¢c) WH/ZH and (d)
ttH associated production mechanisms. . . . . ... ... ... ... 28
(a) SM Higgs boson production cross sections at the LHC, at a center
of mass energy of 8 TeV. The production modes ggF (blue), VBF (red),
WH (green), ZH (gray) and ttH (purple) are shown. The bands corre-
spond to theoretical uncertainties. (b) Branching ratios of important
Higgs boson decay modes as functions of its mass. . . . . . . ... .. 29

The LHC accelerator complex at CERN. . . . . . ... ... .. ... 32
Cut-away view of the ATLAS detector. The dimensions of the detector
are 25 m in height and 44 m in length. The overall weight of the

detector is approximately 7000 tonnes. . . . . . . . ... ... L. 33
Schematic of the ATLAS magnet system. . . . ... .. ... .... 34
Cut-away view of the ATLAS Inner Detector. . . . . . .. ... ... 35
Cut-away view of the ATLAS calorimeter system. . . . . . . ... .. 37
Sketch of the accordion structure of the ECal. . . . . . ... ... .. 38

(a) Material distribution, in units of radiation length, at the exit of
the ID envelope. The distribution is shown as a function of 1 and
averaged over ¢. (b) Cumulative amount of material, in units of in-
teraction length, in front of the electromagnetic calorimeters, in the
electromagnetic calorimeters themselves, in each hadronic layer, and
the total amount at the end of the active calorimetry. Also shown for
completeness is the total amount of material in front of the first active

layer of the muon spectrometer (up to |n| <3.0). . .. .. ... ... 39
Schematic of the ATLAS muon spectrometer. . . . . . .. ... ... 40
Schematic of an MDT chamber. . . . . . . ... ... .. ... ... 41

Layout of a CSC end-cap with eight small and eight large chambers. 42

Distribution of induced charge (@Qpeqr) on sector CO03, layer 2, chan-
nel 17. Only clusters in which the particular strip exhibits the maxi-
mum (peak) charge, compared to its neighbouring strips, are considered. 46
Distribution of @Q,py obtained from all CSC channels. The distribu-

tion is fitted with a gaussian line shape. . . . . . . . ... ... ... 49
The distribution of induced charge (Qpy) ratios in adjacent strips. . 50
Distribution of the relative error in the measurement of the induced

charge (Qmpy) on each strip. . . . . . ... ..o 51



198 LIST OF FIGURES
3.5 Distribution of RT/R™L. ..o 51
3.6 Induced charge (Qmpy) on each precision strip (sectors C16 - C09).

Dead or problematic channels are not used in the measurements. 52
3.7 Induced charge (Qmpy) on each precision strip (sectors C08 - CO1).

Dead or problematic channels are not used in the measurements. 53
3.8 Induced charge (Qmpy) on each precision strip (sectors A01 - A08).

Dead or problematic channels are not used in the measurements. 54
3.9 Induced charge (Qmpy) on each precision strip (sectors A09 - A16).

Dead or problematic channels are not used in the measurements. 55
3.10 Relative gain estimate (R) for each precision strip (sectors C16 - C09).

Dead or problematic channels are not used in the measurements. 56
3.11 Relative gain estimate (R) for each precision strip (sectors C08 - C01).

Dead or problematic channels are not used in the measurements. 57
3.12 Relative gain estimate (R) for each precision strip (sectors A01 - A08).

Dead or problematic channels are not used in the measurements. 58
3.13 Relative gain estimate (R) for each precision strip (sectors A09 - A16).

Dead or problematic channels are not used in the measurements. 59
4.1 pr of the (a) leading and (b) sub-leading muon and (c) n distribution

of muons used to reconstruct Z boson candidates. The distributions

are taken from events containing at least 2 jets. . . . . . . . ... .. 69
4.2 pr of the (a) leading and (b) sub-leading electron and (c) n distribution

of electrons used to reconstruct Z boson candidates. The distributions

are taken from events containing at least 2 jets. . . . . . . . ... .. 72
4.3  pr of the leading (a) and sub-leading (b) jet, after the Z — ¢¢ boson

mass selection and E%ﬁss cut, for the combined electron and muon

channels. . . . . . .. L L 73
4.4 Expected performance of the various b-tagging algorithms in a simu-

lated t¢ sample, for jets with pp > 15GeV and |n| < 2.5 [81]. . . . . . 74
4.5  myy distribution in the (a) muon and (b) electron channel. . . . . . 75
4.6 (a) jet multiplicity and (b) the EXS distribution in events with at

least 2 selected jets, after the cut on the Z — ¢¢ boson mass. “Other

EW?”  denotes all diboson and W + jets backgrounds. . . . . . . . .. 75
4.7 Distribution of (a) the b-tag multivariate discriminant for the selected

jets and (b) the number of b-tagged jets. . . . . . . . ... ... ... 75
4.8 mj; distribution after the missing energy requirement for the (a) un-

tagged and (b) tagged samples for the combined electron and muon

channels. . . . . . .. L L 76
4.9 Total efficiency in the (top) muon and (bottom) electron channel for

the untagged (left) and tagged (right) selection. The efficiency is lim-

ited by the trigger selection at the low my side, reaching a maximum

at my =~ 170GeV and dropping somewhat at the high end, due to the

requirement of an off-shell Z boson decaying to a lepton pair. 7
4.10 myy;; distribution before and after the kinematic fit, for the Higgs

boson masses (a) 130, (b) 150 and (c) 180 GeV . . . . . ... .. .. 78



LIST OF FIGURES 199

4.11

4.12

4.13

4.14

4.15

4.16

4.17

5.1

5.2

5.3

myyj; distribution in the DY +jets CR, before any corrections to back-
ground modelling, in the (a) muon and (b) electron untagged category
and in (c) the tagged category. . . . . . .. ... oL 80
myyj; distribution in the inverted—E‘%iss top CR, before any corrections
to background modelling, in the (a) electron and (b) muon untagged
category and in (c) the tagged category. . . . . . .. ... ... ... 81
myj; distribution in the DY + jets CR in the (a) electron and (b)
muon untagged category and in (c) the tagged category. All scale
factors have been applied and systematic uncertainty estimates are
included in the errors. The bands show systematic uncertainties from
MC statistics. . . . . . . .. 85
Distribution of 1my;; in the muon channel compared to the background
prediction and including the signal for a Higgs boson mass of 130 GeV
in the (a) untagged and (b) tagged samples. A factor of 20 (5) multi-
plies the signal in the untagged (tagged) case to make the peak visible. 88
Distribution of myy;; in the electron channel compared to the back-
ground prediction and including the signal for a Higgs boson mass of
130 GeV in the (a) untagged and (b) tagged samples. A factor of 20
(5) multiplies the signal in the untagged (tagged) case to make the
peak visible. . . . . ..o 89
The expected (dashed line) and observed (solid line) upper limits on
the total cross section as multiples of the expected SM The expected
(dashed line) and observed (solid line) upper limits on the total cross
section divided by the expected SM Higgs boson cross section, calcu-
lated using C'Lg at 95%. The inner and outer bands indicate the +1o
and +20 ranges in which the limit is expected to lie in the absence of
signal. The horizontal dashed line shows the SM value of 1. . . . . . 92
The expected (dashed line) and observed (solid line) upper limits on
the total cross section as multiples of the expected SM The expected
(dashed line) and observed (solid line) upper limits on the total cross
section divided by the expected SM Higgs boson cross section, calcu-
lated using C'Lg at 95%. The inner and outer bands indicate the +10
and £20 ranges in which the limit is expected to lie in the absence
of signal. The horizontal dashed line shows the SM value of 1. (a)
tagged muon channel, (b) tagged electron channel, (¢) untagged muon
channel (d) untagged electron channel. . . . . ... ... ... ... 93

The pr and n distributions of muons used to reconstruct Z boson
candidates, after the dilepton mass selection 83 < my, < 99GeV. . . 100
The pt and 7 distributions of the two electrons forming the leptonic
Z boson candidate, after the Z boson mass selection 83 < me. < 99GeV.101
pr and n distributions of “loose” jets, after the Z — [l boson mass
selection, at least two “tight” jets and Eﬁ?iss /v Hr cut. The MC is
normalized to the luminosity of the data and the shaded band shows
the systematic uncertainty on the total MC background. . . . . . . . 102



200

LIST OF FIGURES

5.4

9.5

5.6

5.7
5.8

9.9

5.10

5.11

5.12

5.13

5.14

5.15

5.16

5.17

5.18

Charm rejection rates as a function of the b-tagging efficiency for jets
stemming from simulated ¢t events produced according to the SM
predictions [112]. The MV1 and MVic algorithms are shown along with
the newer MVb and MVbcharm. . . . . . . . . .. .. ... .. ..... 103
myge spectrum for events with > 2 jets after the EMiSS-significance
requirement in the (a) untagged electron, (b) tagged electron, (c¢) un-
tagged muon, and (d) tagged muon cases of the resolved ggF channel. 105
E%lissdistribution for events with > 2 jets after the my, selection in
the (a) untagged and (b) tagged (resolved) ggF channels. The EMmiss-
significance in the same regions is shown in (c¢) and (d). . .. .. .. 106
Number of tight jets after the myg and E%iss/ﬁ cuts. . . ... .. 107
Distribution of (a) the MVic b-tagging discriminant for all tight jets
and (b) the number of b-tagged jets after the mg, and EXS/\/Hr cuts. 107
Dijet mass distribution for the (left) untagged and (right) tagged sam-
ples in the ggF channel. z indicates either a tagged or untagged jet
and xj represents the two jets in the untagged sample, which combines
Oand 1 b-tagevents. . . . . . . . . ... 108
Invariant mass of the leading jet in events selected by the merged
analysis, after the mass calibration and the kinematic selection. . . . 109
Distribution of the invariant mass (left) and pseudorapidity gap (right)
for the VBF tag-jet pair. In the VBF channel, ALPGEN is used for
the Z + jets background. . . . . . ... ... oL 110
Distribution of ERs significance (left) and the invariant mass of the
dijet pair forming the Z — ¢q¢ candidate in the VBF channel (right). 110
mygj; distribution for (a,c) 0, (b,d) 1, and (e,f) 2 b-tag events, after
the corrections in the text, before (left) and after (right) the optimized
selection. The systematic uncertainty bands include the uncertainties
associated with these corrections. . . . . . . . . . ... ... ... .. 114
myy; distribution in the m; sideband (a) before any correction and (b)
after the correction. . . . . . . . . . ... ... L 115
Ratio of the m;; distribution in the data, after subtracting the non-
Z simulated backgrounds, over the nominal Z+jets MC expectation.
The signal region is blinded. The dashed lines show the reweighting of
the Z+jets distribution in order to acquire each of the +10 systematic
variations associated to the normalization from the Z 4 jets CR. . . 115
mygj; distribution in the CR of the Z+jets background, in the VBF
channel, before (a) and after (b) the optimized selection. . . . . . . . 116
The (a,b) mj; and (c,d) myg;; distributions for the top quark CR in
the samples with 1 (left) and 2 (right) b-tagged jets. . . . . . .. .. 118
mye;; distribution for different mpy hypotheses, in the untagged sub-
channel of the (resolved) ggF category. The hashed band indicates the
systematic uncertainty. Note that the signal is multiplied by various
scale factors for clarity. . . . . . . ... o oo 127



LIST OF FIGURES

201

5.19

5.20

5.21

5.22

9.23

5.24

6.1

6.2

6.3

6.4

6.5

myy;; distribution for different mp hypotheses, in the tagged subchan-
nel of the (resolved) ggF category. The hashed band indicates the
systematic uncertainty. Note that the signal is multiplied by various
scale factors for clarity. . . . . . . . ...
mye;; distribution for different Higgs boson signal hypotheses in the
VBF category. . . . . . . . ..
mye; distribution for the merged ggF category, with mpy = 900GeV.
The dashed band shows the systematic uncertainty. . . . . . . . . ..
95% CL upper limits on o x BR as a function of my, for ggF (top) and
VBF (bottom) production. The solid black line and points indicate
the observed limit. The dashed black line indicates the expected limit
and the bands the 1-0 and 2-¢ uncertainty ranges about the expected

95% CL exclusion contours in the Type-II 2HDM, for (a) my =
200GeV and (b) mpy = 300GeV, shown as a function of the parame-
ters cos(8 —a) and tan 5. ggF signal production is included only. The
green and yellow lines represent, respectively, the +10 and 420 varia-
tions of the expected limit. The grey band masks the region where the
limits are not valid since I'yy/mpg > 5%. Results for Type-I 2HDM
are very similar. . . . . .. .. oL Lo
95% CL exclusion contours, in the Type-II 2HDM, for (a) cos(f—a) =
—0.1 and (b) cos( —a) = 0.1, shown as a function of the heavy Higgs
boson mass mpy and the parameter tan 5. Results for Type-1 2HDM
are very similar. The green and yellow lines represent, respectively,
the £10 and £20¢ variations of the expected limit. Only regions where
Lgy/mpg <5% areshown. . . . ... ... ... ... .. .......

The ggF nuisance parameter pulls for the jet and b-tagging related
systematics for the Asimov fit with p = 0/1 (red/blue) and data fit
(black). The pulls are for a narrow width Higgs, at my = 400GeV. .
The ggF nuisance parameter pulls for the lepton, background mod-
elling and normalisation related systematics for the Asimov fit with
w = 0/1 (red/blue) and data fit (black). The pulls are for a narrow
width Higgs, at mpg =400GeV. . . . . . ... . ...
The VBF nuisance parameter pulls for the jet and b-tagging related
systematics for the Asimov fit with 4 = 0/1 (red/blue) and data fit
(black). The pulls are for a narrow width Higgs at mpy = 400GeV.

The VBF nuisance parameter pulls for the lepton, background mod-
elling and normalisation related systematics for the Asimov fit with
w = 0/1 (red/blue) and data fit (black). The pulls are for a narrow
width Higgs, at myg =400GeV. . . . . . ... ...
Correlation of nuisance parameter which have a correlation >2.5%
with any other nuisance parameter for the ;1 = 0 Asimov fit (top) and
data fit (bottom) in the ggF channel. . . . . . ... ... ... ...

128

129

130

131

135

135

141

142

143

144



202

LIST OF FIGURES

6.6

6.7

6.8

6.9

6.10

6.11

6.12

7.1

7.2

7.3

Correlation of nuisance parameter which have a correlation >2.5%
with any other nuisance parameter for the ;1 = 0 Asimov fit (top) and
data fit (bottom) in the VBF channel. . . . . .. ... ... ... ..
Correlation of NPs (that exhibit correlation >2.5% with at least one
other NP) for the u = 0 Asimov fit (top) and data fit (bottom) in the
ggF channel when both the merged and the resolved subchannels are
considered. . . . . . ..
Ranking of the top 15 nuisance parameters in the ggF fit for mpy =
200GeV . ..o
Ranking of the top 15 nuisance parameters in the ggF fit for mpy =
400GeV . . . e
Ranking of the top 15 nuisance parameters in the VBF fit for my =
200GeV . ..o
Ranking of the top 15 nuisance parameters in the VBF fit for myg =
400GeV . . .
Ranking of the top 15 nuisance parameters in the ggF fit for mpy =
900GeV considering both the resolved and merged-ggF subchannels

95% CL upper limits on o x BR(H — ZZ) as a function of my,
for (a) ggF and (b) VBF production, resulting from the combination
of all of the searches. The solid black line and points indicate the
observed limit. The dashed black line indicates the expected limit
and the bands the 1-0 and 2-¢ uncertainty ranges about the expected
limit. The dashed coloured lines indicate the expected limits obtained
from the individual searches; for the £/gq and vvqq searches, only the
combination of the two is shown as they share control regions. . . . .
95% CL exclusion contours in the 2HDM (a) Type-I and (b) Type-
IT models for my = 200GeV, shown as a function of the parameters
cos(f — «) and tan 5. The red hashed area shows the observed exclu-
sion, with the solid red line denoting the edge of the excluded region.
The dashed blue line represents the expected exclusion contour and
the shaded bands the 1-0 and 2-¢ uncertainties on the expectation.
The vertical axis range is set such that regions where the light Higgs
couplings are enhanced by more than a factor of three from their SM
values are avoided. . . . . . ... ..o
95% CL exclusion contours in the 2HDM (a) Type-I and (b) Type-
IT models for cos(8 — a) = —0.1, shown as a function of the heavy
Higgs boson mass my and the parameter tan 3. The shaded area
shows the observed exclusion, with the black line denoting the edge of
the excluded region. The blue line represents the expected exclusion
contour and the shaded bands the 1-0 and 2-0 uncertainties on the
expectation. The grey area masks regions where the width of the boson
is greater than 0.5% of mpy. For the choice of cos(8 — o) = —0.1 the
light Higgs couplings are not altered from their SM values by more
than a factor of two. . . . . . ...

146

147

148

149

150

151

152

159

160



LIST OF FIGURES

203

Al

A2

A3

B.1

B.2

C.1

C.2

D.1

D.2

D.3

D4

myyj; distribution in the electron untagged category for various defi-
nitions of the m;; SBs, which are used to control the DY +jets back-

ground. The bands show systematic uncertainties from MC statistics.

myj; distribution in the muon untagged category for various defini-
tions of the m;; SBs, which are used to control the DY +jets back-

ground. The bands show systematic uncertainties from MC statistics.

myy;; distribution in the tagged category for various definitions of the
m;; SBs, which are used to control the DY+jets background. The
bands show systematic uncertainties from MC statistics. . . . . . . .

myuj; distributions in the SR (left) and the m;; SBs (right). The
shape of the multijet background is obtained from the sample of same
charge, isolated muons (top) or opposite charge muons with reversed
track-isolation requirement for one of them (bottom). . . . . . . . ..
Meej; distributions in the SR (left) and the m;; SBs (right). The
shape of the multijet background is obtained from the sample of same
charge electrons (top), opposite charge, non isolated electrons (middle)
and the sample of opposite charge, isolated candidates where one is
loose/non-medium (bottom). . . . . ... ... ...

Resolution of the my;;; distribution as a function of mpy for both un-
tagged and tagged ggF' channels combined. The errors are statistical
only. . . . .o
Fractional resolution of the my;;; distribution as a function of mpy for
both untagged (up) and tagged (down) ggF channels. The errors are
statistical only. . . . . . . ..o

Optimization of the cut on m;; (left) and An;; (right). The VBF
signal component and background distributions on the top are both
normalized to unity. The curves on the bottom plots show the signal
(red) and background (blue) efficiencies versus cut value, while the
green curve shows the significance versus cut value. . . . . . . . . ..
Optimization (VBF-signal versus background) of the cutting values
on (a) the jet pr threshold, (b) p& and (c) Ay, for a single Higgs bo-
son mass point. The distributions on the top sides of the plots are
normalized to unity. The curves on the bottom sides show the signal
(red) and background (blue) efficiencies versus cut value, while the
green curves show the significance versus cut value. . . . . . . . . ..
Optimization of the cutting value on the vector sum of transverse mo-
menta of the final state objects. The VBF signal component is plotted
against (a) the total background and (b) the ggF signal component.
The distributions on the top are normalized to unity. The curves on
the bottom plots show the signal (red) and background (blue) effi-
ciencies versus cut value, while the green curve shows the significance
versus cut value. . . . .. ..o
Distribution of pr gym in the VBF channel. . . . . . .. .. ... . ..

176

177

178

180

183

185

186

188

189



204 LIST OF FIGURES




List

2.1

3.1

3.2

4.1
4.2

4.3

4.4

4.5

4.6

4.7

4.8
4.9
4.10
4.11

4.12

of Tables

General performance goals of the ATLAS detector [29]. For high-
pr muons, the muon-spectrometer performance is independent of the
inner-detector system. The units for F and pt are in GeV. . . . . . .

HV corrections for CSC layers (sectors C16-C01), estimated using
ATLAS data. . . . . . . . .
HV corrections for CSC layers (sectors A01-A16), estimated using
ATLAS data. . . . . . . .

Cross sections in fb for the Monte Carlo samples modelling the H —
Z 7 — 70~ qq signal process. The cross sections have been evaluated
from theoretical calculations [62]. . . . . .. ... ... ...
Cross sections for Z + jets samples, generated using ALPGEN, with
mye > 40 GeV. The cross sections are corrected to NLO in ag and are
assumed to be the same for Z — ee, Z — pp and Z — 77 production.
Cross sections for the low mass DY +jets samples generated using ALP-
GEN, with 10 < my < 40 GeV. The cross sections are corrected to
NLO in ag and are assumed to be the same for ee, puu, and 77 pro-
duction. . . . . . . oL
Cross sections for the ¢t sample in the lepton-hadron (¢h) or lepton-
lepton (¢¢) decay mode and for the single-top and Wt samples. All
samples are generated with the MCQNLO event generator. . . . . .
Cross sections for the diboson samples (where ¢ = e, ), evaluated
for the dilepton mass range 66 < myg < 116GeV from theoretical
calculations [73| and convoluted with Z boson branching fractions
from the Particle Data Book [72]. . . . . ... ... ... ... ...,
Cross sections for the W +jets samples generated using ALPGEN. The
cross sections listed include a k-factor of 1.20 and are assummed to be
the same for W — ev, W — pv and W — 7v production. . . . . . .
Summary of muon selection criteria. Npits (Nholes) represents the
number of hits (missing hits) in a particular subdetector of the in-
ner tracker, while Ngeaq refers to the number of dead sensors crossed
by the muon in a particular subdetector. . . . . . . . ... ... ...
Summary of electron identification criteria. . . . . . .. .. ... ..
Summary of electron selection criteria. . . . . . . ... ... ...
Summary of jet selection criteria. . . . . . . . ... ... ...
Summary of event selection criteria. The definitions of object candi-
dates are given in Tables 4.7-4.10. . . . . . . . . . . . ... ... ...
Systematic uncertainties related to object reconstruction and identifi-

205

32

47

48

62

63

64

64

65

66

68
70
71
71

76

86



206

LIST OF TABLES

4.13

4.14

4.15

5.1

5.2

5.3

5.4
9.5
5.6

5.7
5.8

5.9

6.1

7.1

Number of observed events, along with background estimation for the
various processes, and signal expectation for various m gy hypotheses in
the interval 120-180GeV. Both statistical and systematic uncertainties
are shown. . . . . . . . ..
95% CLg upper limits in the H — ZZ — ¢T¢~qq channel, as a mul-
tiple of the SM rate, for an integrated luminosity of 4.71 fb=1. The
limits were obtained with MCLIMIT. . . . . . . .. ... ... ....
95% CLs upper limits in the H — ZZ — ¢£T¢~qq channel, as a mul-
tiple of the SM rate, for an integrated luminosity of 4.71 fb=1. . . . .

Monte Carlo programs used for modelling of the various background
PrOCESSES.  « o v v e i e e e
Definition of loose and tight muons in terms of the muon category and
kinematic requirements. . . . . . . .. .. ... L
Summary of muon selection criteria. Npits (Npoles) represents the
number of hits (missing hits) in a particular subdetector of the in-
ner tracker, while Nge.q refers to the number of dead sensors crossed
by the muon in a particular subdetector. . . . . . . . ... ... ...
Summary of electron selection criteria. . . . . . . .. ... ... ..
Summary of jet selection criteria. . . . . . . .. ... ... L.
Summary of event selection criteria. The definitions of object candi-
dates are given in Tables 5.2- 5.5. . . . . . . . ... ...
Summary of Combined Performance and experimental systematics. .
95% CL upper limits on o x BR for ggF production. The observed
and expected limits, along with +10 and 420 variations, are given in
th.
95% CL upper limits on ¢ x BR for VBF production. The observed
and expected limits, along with +10 and 4+2¢ variations, are given in

Summary of the regions entering the likelihood fit and the distributions
used in each region. Vertically merged rows should be interpreted as
regions treated with one distribution (i.e. there is no b-tag separation
in merged/VBF channels and 0/1 b-tag regions are combined in the
ggF channel). Rows with “—” mean that the region is not included
in the fit. “SR” and “CR” stand for signal region and control region
respectively. . . . . . L

Summary of the distributions entering the likelihood fit for each chan-
nel of each search, both in the signal region (SR) and the various
control regions (CR) used to constrain the background. Each entry
represents one distribution; some channels have several distributions
for different lepton flavours. The distributions are unbinned for the
£00¢ search and binned elsewhere. The VBF channels of the ¢lvv
search use only the overall event counts. . . . . . .. ... ... ...

87

90

91

97

99

99
100
101

111

120

132

133

138



LIST OF TABLES

207

Al

B.1

B.2

B.3

B.4

E.1

E.2

E.3

EA4

E.5

E.6

DY + jets scale factors obtained from modified SBs w.r.t the nominal
one (40 < Mjj < 60, 115 < Mjj < 160GeV). . . . . . .. ... ...

Comparisons between data and total background, in the muon chan-
nel, using different CRs to obtain the multijet background shape. Re-
sults are shown for different variables. . . . . .. ... ... .. ...
Comparisons between data and total background, in the electron chan-
nel, using different CRs to obtain the multijet background shape. Re-
sults are shown for different variables. . . . . ... ... ... ....
Multijet background yield in the muon channel, at different stages of
the event selection using different criteria for the application of the
ABCD method. The numbers in parentheses show the ratio of the
multijet to the total background. . . . . .. ... .. ... ... ...
Multijet background yield in the electron channel, at different stages
of the event selection using different criteria for the application of the
ABCD method. The numbers in parentheses show the ratio of the
multijet to the total background. . . . . .. ... ... ... .. ...

Efficiencies of the event selection criteria (unweighted) described in
Section 4.3.1. The simulated samples contain H — ZZ* — fllqq
decays, where ¢ = e, i, 7. The numbers of events in the left column are
measured when no corrections have been applied to the reconstructed
objects momenta. . . . . . .. ...
Efficiencies of the event selection criteria (unweighted) described in
Section 4.3.1. The simulated samples contain H — ZZ* — {lqq
decays, where ¢ = e, yu, 7. The numbers of events in the left column are
measured when no corrections have been applied to the reconstructed
objects momenta. . . . . ... ...
Efficiencies of the event selection criteria described in Section 5.3.1.
The simulated samples contain H — ZZ — {T¢~qq decays, where
{ = e,u, 7. Both unweighted and weighted numbers of events are
presented. . . . . ... L
Efficiencies of the event selection criteria described in Section 5.3.1.
The simulated samples contain H — ZZ — {74~ qq decays, where
{ = e,u, 7. Both unweighted and weighted numbers of events are
presented. . . . . ... L
Efficiencies of the event selection criteria described in Section 5.3.1.
The simulated samples contain H — ZZ — {74~ qq decays, where
¢ = e,pu, 7. Both unweighted and weighted numbers of events are
presented. . . . . . ...
Efficiencies of the event selection criteria described in Section 5.3.1.
The simulated samples contain H — ZZ — {74 qq decays, where
{ = e,u, 7. Both unweighted and weighted numbers of events are
presented. . . . . . ...

175

179

181

182

182

191

192

193

194

195

196



208 LIST OF TABLES




	Introduction
	The Glashow–Weinberg–Salam Model
	Electroweak Unification
	The Brout–Englert–Higgs Mechanism

	Experimental Evidence
	Theories Beyond the Standard Model
	Production and Decay of the Higgs boson

	The ATLAS experiment
	The Accelerator Complex
	The ATLAS Detector
	Coordinate System of ATLAS
	Magnet System
	Inner Detector
	Calorimeter System
	Muon Spectrometer (MS)

	Luminosity Measurement
	Trigger System

	Calibration of Cathode Strip Chambers
	High Voltage corrections
	Channel-to-channel gain variations

	Search for the SM Higgs boson
	Data and Monte Carlo samples
	Signal samples
	Background samples
	Pile-up reweighting for Monte Carlo samples

	Lepton and Jet selection
	Muons
	Electrons
	Jets
	Missing transverse energy

	Event selection
	HZZ+- q  selection
	Kinematic Fit

	Background Modelling
	DY + jets background
	Top quark background
	Diboson background
	Multijet background
	Summary of backgrounds

	Systematic uncertainties
	Experimental systematic uncertainties
	Signal and background modelling systematics

	Results
	Limit extraction
	Results with MCLimit
	Results with RooStats


	Beyond the Standard Model
	Data and Monte Carlo samples
	Signal samples
	Background samples

	Definition of physics objects
	Muons
	Electrons
	Jets
	Overlap removal

	Event selection
	HZZ+- q  selection
	Summary of event selection criteria

	Background Modelling
	Z+jets background
	Top quark background
	Multijet background
	Diboson background
	W+jets background
	SM Zh, hbb production

	Systematic uncertainties
	Experimental systematic uncertainties
	Signal and background modelling systematics

	Results
	Resolved ggF
	VBF
	Merged ggF

	Limit extraction
	Exclusion limits on narrow-width Higgs
	Exclusion limits on 2HDM


	Statistical treatment
	Likelihood definition
	Fit inputs and variables
	Nuisance parameters: normalization and systematic uncertainties
	Nuisance parameters: statistical uncertainties
	Understanding the fit configuration

	Nuisance parameter ranking

	Combined interpretation
	HZZ+-+- selection
	HZZ+- selection
	HZZ q  selection
	Combination and statistical interpretation
	Limit extraction

	Appendices
	Study of the DY+jets control region
	Multijet background (ABCD method)
	Shape studies
	Multijet background shape in the muon channel
	Multijet background shape in the electron channel

	Normalization studies

	Resolution and binning of mlljj
	Resolution
	Binning

	Optimization of the VBF selection
	Efficiency of event selection criteria

