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Abstract

This dissertation is concerned with Classical and Bayesian theory for the threshold
regression model with one or two threshold variables. Threshold regression models
have a wide variety of applications, mainly in the field of econometrics, and belong
to the family of regression models with structural breaks that were introduced by
Quandt (1960). In the literature most of the interest is focused on the discontinuous
Threshold Regression Models, because of the non-standard asymptotic distribution of
the statistical functions of the threshold parameters. Among others, we will examine
this particular issue not only in theoretical but also in a more applied level.

Estimating the model parameters and obtaining asymptotic distributions of the
respective estimators concentrates most of the interest in the area of Regression Anal-
ysis. The main goal is the construction of confidence intervals and hypotheses testing
regarding the significance of each parameter. From the scope of Bayesian analysis,
it is of great importance to take advantage of all the available information in order
to define the prior distribution and finally get the posterior. The computation of the
posterior distribution is a procedure that becomes more complex as the number of
parameters increases, since it demands the calculation of composite integrals and the
utilization of simulation techniques when the former is not applicable. Such methods
are the Markov Chain Monte Carlo (MCMC) algorithms and a special case of them,
the Gibb’s sampler. All these methods are presented extensively in this dissertation
and cover a wide variety of regression models.

Although the estimation of a model’s parameters is the primary objective for a
statistician, the selection of the most appropriate model for a given dataset comes
tirst. Therefore, model comparison is the first step that one needs to do for precise
and complete inference results. In essence, this is a hypotheses test that concerns the
kind of relationship bettween the dependent variable and the explanatories, namely
the type of model. Such tests are accomplished from the scope of Classical theory
by using appropriate statistical tools, such as the LR statistic, and from the scope of
Bayesian theory with the computation of each model’s posterior probability. Hav-
ing selected, either way, the most appropriate model, shall one proceed to statistical
inference regarding its parameters.






epikndn

H napoloa dimhwpoatind| epyaoio npayuatetetar v Khacowr| xon Mrebliav Yewpla
vt 0 Movtého TTahwvdpdunone ue pa ¥ Suo uetoBintéc tonou xatwgliou (threshold
). To Threshold Movtéla ITahvdpdunone yenotponoolvion oe piar TANIOEN EQUPUOYWY,
xuplewe oTov ®A&do e OwxovopeTplog, xow avixouy G TNV EUPUTERT] OXOYEVELX LOVTEAWY
Tovdpdunone pe douxée ahhayée mou eworyaye o Quandt (1960). Xtn Pihoypapio
T0 evdagépov ectidletan ouvidng oto “un ouveyry Threshold Movtéha ITodwdpounong,
AOY® TNG U1 HOVOVIXAG ACUUTTWOTIXAG XUTAVOUNS TWV CTATIOTIXWDY CUVIRTHCEWY TOU €-
ureptEyouy Tic TopopéTeous. Edm Yo aoyolniolye, uetald dAAwy, xal Ue TNV TEp(mTwon
T T000 G€ VeENTUO AN XU GE TEUXTIXO ETUTEDO.

Yta Movtéha ITaAvdpounone To eVOLUQEROY ETUXEVTIPOVETAL GTNY EXTIUNGCT] TWV TOEA-
HETEOY, XM XAl GTNY ACUUTTOTIXY XATUVOUY GTATIO TIXWY CUVIPTACEWY TOU TIG EUTE-
pi€youy. AnmTepog 6x0mog Elval 1) XATAOXELY| DG TNUATWY EUTIGTOCUVNG X0t O EAEYYOC
UTOVECEWY OYETXG UE TN OTATIOTIXY ONUAVTIXOTNTA XdVe Topopuéteou. Amd Tnv TAeupd
e Mreblavric Yewplag, xuplapyo pdro nailet 0 oplopds Twy ex TwY TEoTépwv (prior) xo-
TAVOUQY, 8edopévng tne dovelcag Thnpogoplag, e 6X0TO TNV EVPEDT) TWV EX TWV VO TEQWY
(posterior) xotavounv. H elpeorn twv posterior xotovouny eivar éva aOvieto TedBAn-
uot xadog augdvel To TAYYOC TV TUPUUETEWY TOU HOVTEAOU XOU OTOUTEL TOV UTOAOYLOUO
SUVIETWY OAOXANEWUATOY 1) TN YeHoT alyopiluwy Tpocouoinwong otay autd dev elvor o-
puxtd. Tétowor ahybprduor eivon oo Markov Chain Monte Carlo (MCMC) oy6pripol xou
o edixr mepintwon awtdy, o derypotorfntne Gibbs (Gibbs sampler). ‘Okec autéc ot
uédodot nopouctalovton AVAAUTIXG OTNY ToEOVC BITAWUXTIXY EQYAcio Xot XOUAUTTOUY Eva
€LEV PACUO LOVTEAWY TIOUAVOEOUNOTC.

[Top” 611 ) exctipnon evog povtérou ebvar o Pacindg oTdY0C EVOS GTATIOTIXOV, AUTO TOU
nponyettar elvon 1 edpeom Tou xaTdAANAOL poviEhou Yia Eva dovév delypa. H obyxplon
HOVTEAWY €lvol AOLTOV TO TE®TO BriUc TOU TEETEL Vol OXOAOVUHCEL XAVEIC TPOXEWEVOU 1)
ouunepaouatohoyla vo efvar ohoxhnewuévn xan axeBric. Ilpdxettan ovcocTxd yio Evay
ENEY Y0 UTOVECEWY O OTOlOC UTOBEVUEL TN GYECT) TTOU TEQLYPAPEL XUAUTEQA T GUVOEDT)
e e€apTNUEVNG PETABANTAC PE TI¢ emednynUaTiXéS, dnhadn to eldog Tou yovtélou. Té-
ToloL €AY yol mpaypaTonooLvTon and TNy mAevpd tne Kiaoowrc Yewplag e ™ yerion
AATIAANAGY CTATIOTIXWDV CLVIPTACEWY, OTwe eivan To LR otatiotind pétpo, xat amd tny
Thevpd Tng Mreblioviig Vewplag pe Tov UTOROYIGUO TN €X TWY UCTERKY THdoVOTNTAS Yid
xade povtéro. ‘Eyovtoc xatohrel Aoindy, Ue Tov €val 1) Tov GAAO TEOTO, GTO TO XUTOA-
Anho uovtého, t6te cuveyilel xavelc Ye TNV avdhucT Xt TN CUUTERAUOUATOAOY(OL VLol TIC
TUEUUETEOUC TOU.
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Chapter 1

Introduction

Regression analysis is a set of statistical procedures for estimating the relationship
between a variable of interest (dependent variable) and an available set of explana-
tory variables (independent variables). The estimation of this relationship not only
is useful for future predictions of the dependent variable given the values of the in-
dependents, but also helps us to understand the impact of a change of one of the
explanatory variables on the value of the dependent variable.

The earliest form of regression was the method of least squares, which was pub-
lished by Legendre (1805) and by Gauss (1809). Although the term “regression”,
which was coined by Francis Galton in the 19th century for the explanation of a biolo-
giacal phenomenon, had at first only a biological meaning, it was later extended to a
more general statistical context.

The most simple and commonly used type of regression is linear regression. In
linear regression analysis, a linear relationship between the dependent and the inde-
pendent variables is assumed and it is of high intrerest to estimate the staight line
that best describes this kind of relationship. Linear regression models are often fitted
using the least squares approach, but they may also be fitted in other ways such as
likelihood based methods.

An interesting issue in the linear regression analysis is to examine whether the
regression coefficients remain stable when the model is estimated on proper subsam-
ples. The selection of these subsamples is done on the basis of a variable that could
be either categorical, such as the gender, or continuous, such as the size of a firm or
time. In the latter case, we are interested to examine at which value of this threshold
variable we shall split the sample. Of course, there may exist more than one thresh-
old variables and according to their values the sample is splitted in more than two
subsamples.

Detecting structural breaks or instability in regression models has attracted a vast
amount of attention since the work of Quandt (1960). Since then, threshold regression
models have became popular mainly in the field of econometrics and non-linear time
series. Tong (1983, 1990) introduced the regression discontinuity models, such as the
Threshold Autoregressive model (TAR), the Smooth Transition Autoregressive model
(STAR) and the Self Exciting Autoregressive model (SETAR). There is a large litera-
ture on discontinuous threshold regression models, including interesting theoretical
results and a plenty of applications. For the issue of testing for a threshold effect, see
Chan (1990,1991), Chan and Tong (1990), Hansen (1996) and Lee,Seo and Shin (2011).
For inference on the model’s parameters relevant contributions include Chan (1993),
Hansen (2000) and Seo and Linton (2007). Panel data methods have been developed
by Hansen (1999) and Ramirez-Rondan (2013).

On the other hand, Chan and Tsay (1998) introduced the continuous threshold



model, which is identical to a regression kink model with piecewise linear regression
segments. Economic applications of the continuous threshold regression models in-
clude those of Cox, Hansen and Jimenez (2004) and Hansen (2017).

This dissertation is concerned with classical and Bayesian theory for the mul-
tiple linear regression model, the discontinuous and kink regression models with
one threshold variable, the threshold regression model with two threshold variables,
and is organised as follows. Chapter 2 describes in detail methods to estimate each
model’s parameters, construct confidence intervals and test hypotheses from the scope
of classical theory. Chapter 3 presents extensively the Bayesian theory for the linear
regression model and the threshold regression models with one and two threshold
variables and concludes with the computation of the evidence for the three models
in order to use them for model selection. In this chapter, the Gibb’s sampler is uti-
lized for inference for the models under consideration. Chapter 4 contains simulation
experiments designed to assess the adequecy of the model selction techniques and
the compatibility of the ordinary and Bayesian results. Chapter 5 reports the results
from an application of the kink model with one threshold variable (examined also by
Hansen (2017)), using the data of Reinhart and Rogoff (2010). In this chapter, inference
is made from the scope of both the classical and the Bayesian approach to inference
and the respective results are compared.



Chapter 2

Classical Inference

2.1 The multiple linear regression model

Linear regression analysis is one of the most used techniques to describe the relation-
ship between a variable of interest and a set of related explanatory variables. Given
a set of data (y;, x;) fori = 1,2,...,n, where x; = (xj1,Xj2,...,X;p), the multiple lin-
ear regression attempts to model this relationship by fitting a linear equation to the
observed data.

The straight line connecting these variables has the form y = by + bix; + ... +
byx, = x;'b, where x7 = (1,x1,...,%;,) and b = (bo, by,...,by)’, but since the ob-
served values vary about this line (having the same standard deviation ¢) a term
denoting these deviations is added to the model. This error term, denoted by ¢;, is
a random variable that accounts for the model to fit the data precisily. Formally, the
multiple linear regression model is:

yi=x{"b+e;, 2.1)
or in matrix form:
Y = Xb+e, 2.2)
where Y = (y1,Y2,...,yn)" is an n x 1 vector containing the real valued y;, b =

(bo, ..., bp)' is the vector of unknown coefficients, X = (x7,x3,...,x;) isann x (p+1)
matrix, called the design matrix, and e = (e, ...,e,)’ is the vector of error terms.

We assume that the mean and variance of ¢; is 0 and ¢? respectively, and that
the errors are uncorrelated. Then, it is easy enough to see that E(y;) = x}'b and
V(y;) = ¢%. Under the more restrictive hypothesis that ¢; are normally distributed, y;
are also normally distributed with the above mean and variance.

2.1.1 Estimation

After assuming a model for the observed data, we aim to estimate its unknown pa-
rameters. The most commmon technique to get the best fitting line in linear regression
is the Ordinary Least Squares method (OLS). This method utilizes the least-squares
equation

S(b) = ief = (Y — Xb)'(Y — Xb)

Il
—_

and the obtained estimator b is the vector minimizing S(b).

Assumptions A
Al.E(e;)) =0,Vi=1,2,...,n
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A2.V(e)) =0%,Vi=1,2,...,n
A3. Cov(e;, e]-) =0,Vi#]j

Under Assumptions A we get the unbiased and efficient estimator for b,
b= (X'X) X",

provided that the matrix (X'X )" exists, which means that any column of the design
matrix can not be expressed as a linear combination of any other columns. The next
step of the linear model analysis concerns ¢, which should be also estimated. An
unbiased estimator of 2 is the mean squared error (MSE), i.e

n

re
~2 i=1 ~ ~ %17
0" = ———, wheree; =y, — i =y; — x; 'b.
n—p-—1

2.1.2 Inference

Under the assumption that the error terms are normally distributed with mean 0 and

common variance 02 we obtain the distribution of the estimator,

b~ Ny (b,02(X'X) ).

That is,

~

bl' ~ N(bi, O'Z(X/X)iiil),

where (X’X); ' denotes the ii-th item of the matrix (X'X) . It has been also proven
that

n
Eer
~2 _ = X2
==t~ Xy
and thus,
b — b;
t = ————— ~t —student(,_, i).
F2(X'X);

Having obtained the distribution of b;, the 100(1 — &) % confidence interval for b;, is

~ T /2 7 7 (1) 40/2
[bi — VYO, ) b F V(bi)tmpl)] :

Here, we have denoted the estimator of b;’s variance , namely 62(X'X),; , as V(b;).
Once we have estimated the unknown parameters of the model and have obtained
the parameters’ distributions, we are faced with two questions:
a. does the specific linear model fit well to the data?
b. which of the explanatory variables seem important?
Those questions can be answered under the normallity assumption for the error
terms.
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The test for the significance of the regression is an overall test, used to determine if
there is a linear connection between y and any of the covariates x, .. ., xp. This test’s
competing hypotheses are:

H01b1:b2:-~':bp:0
H; :b]- # for atleastonej =1,2,...,p.

Rejection of the null hypothesis means that at least one of the regressors impacts lin-
early on y. Under Hy, it has been proven that

SSR SSE  _,
52~ Xy and — 7~ Xy

where SSR = i (; — 7)* and SSE = i (y; — ¥;)?. Hence,
i=1 i=1

SSR
__r
F=— Fipn—p-1)-
n—p—1

Large values of F lead to the rejection of the null hypothesis.

Once we have been led to the decision that at least one of the regressors is signif-
icant, the next question is which one(s). The main goal for a statistician is to explain
the variability of y; with as few explanatory variables as possible. Adding variables
to a model increases the information, but adding unimportant covariates may nega-
tively affect the statistical modeling in terms of parsimony. The set of hypothesis tests
consists of tests of the form:

Hp:b;=0forsomei=1,2,...,p,
Hl:bl-;«éO.

Hy is rejected if the observed data provide evidence that the specific regressor is im-
portant in predicting v and has to be included in the model.

2.2 The Threshold Regression model with one threshold vari-
able

The threshold regression model with one threshold variable differs from the linear
regression model in the way that it models the relationship between the variable of
interest y; and a set of explanatory variables (x;1, X, . .., X;,). In contrast to the linear
regreession model, the threshold regression model assumes that there is a linear rela-
tionship between the observed data (y;, x;), where x; = (x;1, xj2, . .., X;,), but there are
two instead of one linear equations modeling this relationship depending on the value
of another variable called threshold variable. If the value of the threshold variable is
less or equal to the value of a threshold parameter, that can be known or not, then the
linear equation connecting y; and x; is y; = bél) + bgl)xﬂ + bél) Xp+---+ br(y}l)xipl + e;.
Otherwise, there is a different linear equation that expresses the relationship between
y; and x; and this is y; = b(()z) + bgz)xil + béz)xiz + e+ b,(ﬂzg Xip, 1 €. Therefore, the
threshold regression model in general has the form:

! (2.3)

- b(()l) + bgl)xil + bél)xiz +oeeet bfnll)xipl +e, if g <7,
l b((JZ) + b§2) Xi1 + b§2)xi2 + e+ br(nz)xipz + e;, otherwise,
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where g; is the threshold variable, classifying the observations y; into two regimes, de-
pending on whether the threshold variable g; exceeds or not the threshold parameter
7. We assume that -y lies in I' = [, 7], which is a strict subset of the support of g;. The

two regimes are distinguished by differing slope parameters b\/) = (b(()] ), bgj )., b,(g]j) ),
j = 1,2, where pj, j = 1,2, is the number of regressors in each regime. Regarding the
error terms e;, they are are assumed to be independent and identically distributed with
mean equal to zero and common variance (at least in each regime). We will examine
the case of common variance o for both regimes.

Without loss of generality, we set p=max(p1, p2) and bl-(] )=0 when i > p; and then,
given the sample (y;, x;,4;) fori =1,...,nand x=(1 x;1 .. x;;)", we aim to estimate the
threshold parameter y and the structural parameters b'/).

Regarding the threshold variable g;, it can be exogenous or a function of x; and this
is what discriminates the threshold regression model with a jump from the threshold
regression model with a kink. In the former model, which is identical to the continu-
ous threshold regression model introduced by Chan and Chay (1998), the regression
function is continuous but the slope has a discontinuity at a threshold point named
“kink”. In the latter model, which belongs to rhe discontinuity threshold regression
models introduced by Tong (1983, 1990), the regression model is split in two (or more)
regimes according to a threshold indicator. Although, as we will see in more detail,
the estimation does not depend in essence on whether the threshold regression model
is continuous or not, the distribution theory does. More spesifically, if we decide that
the model has a jump, one has to follow Hansen (2000), while if we decide for a kink,
then one shall employ the asymptotic normal inference as in Feder (1975«) and others.

The simplest and most normal way for someone to write the threshold regression
model with one threshold parameter, is this of equation 2.3. However, this equation
can be written in more convenient forms, depending on whether we are in the case
of a model with a jump or with a kink, which is useful not only for reasons of com-
prehension but also because in this way estimation and inference techniques are more
applicable.

The threshold regression model with a jump. Denoting by d;(y)=1(,<,) and
x} (7)=x71(;,<,) model (2.3) becomes:

Y = x;flb + xf‘ (’)’)/5;1 +e;, (24)

where b = b, and 6,,=b;-b; or in matrix form :

Y = Xb+ X8y +e=Xibte. (2.5)

X, is an n x (p + 1) matrix, where every item of its i-th row is the respective item of
the i-th row of the matrix X multiplied with 1 if g; < -y or with 0 otherwise. Y, X and
e are as defined under equation (2), X3 = [X X,]and b = (b’ &,)".

The threshold regression model with a kink. Suppose that g; is a coordinate of
the vector x;, namely one of the available explanatory variables and z; is the vector of
the explanatory variables (x7) of the i-th observation, having excluded g;. Then the
regression kink model takes the form:

yvi=di(qi—v) +da(qi—v)" +dszi +e, (2.6)

where we use (a)" = max{0,a} and (a)~ = min{0,a} to denote the positive and
respectively the negative part of a number 4. In this model, the slope with respect to
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variable g; is d; for values of g; less than v and d, for values of g; greater than . This
means that the regression function is continuous in the variables g and z, but the slope
has a kink (discontinuity) at g = 7. Model (2.6) could also be written as:

yi =x; (7)'D+ e, (2.7)
(qi —7)"
where xf(y) = | (i — )" | and b = (d; d» d})’. In matrix form, model (2.7) can now
Zi
be written as follows.
Y = X:b+e, (2.8)

where X; =

2.2.1 Estimation

The first step of classical inference is point estimation of the model’s parameters. For
the threshold regression model with a jump the parameters are (b,6,,,7), whereas for
the threshold regression model with a kink they are (d;,d»,d3,7). Thus, denoting by
b each model’s slope parameters, the threshold regression model’s parameters are
(b, 7). Let

sn(by) = (Y = X3)' (Y — X7b) (2.9)

be the sum of squared errors. Then, the least squares (LS) estimator for the model’s
parameters denoted by (b,7) minimizes the quantity in equation (2.9) and the esti-
mation method does not depend on whether the model has a jump or a kink. The
LS estimators are obtained in three steps, based on the assumption that - lies in the
bounded set T'.

Step 1: Equation (6), conditional on v is linear on b, so for each value of ¢y € I the OLS
estimators E('y) are obtained via the regression of Y on X7.

Step 2: The concentrated sum of squared errors is that of equation (2.9), given the
estimators obtained from Step 1. Thus,

~ -1
su(7) =su(b(7),7) =YY = Y'X(X)X5) X3Y

and

7 = argmins, (), where T, =T N (q1,...,qu)-
Y€l

Step 3: Finally, given 4 we obtain the slope parameters’ estimators which areb = E(’?)

The above method requires at least n evaluations to get 7, but in the case of n
being very large, we can, for some N < 7, let q(;) denote the %-th quantile of the
sample (q1,...,4,) and T = TN (q(1),4(2), - - -, 4(n))- Then yy=argmins, () is a good

r€ln
approximation to 7, which requires only N evaluations.
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2.2.2 Distributions of the Estimators
The threshold regression model with a jump

According to Hansen (2000), in order to obtain the sampling distributions of the esti-
mators, we must first define the moment functionals:

L M(y) = E[xx{ 15,41
2. D(7) = Elx{x}'|gi = 7]
3. V(y) = E[xfx;'ef|g; = 7]
We also let f(q) be the density function of g;, 7o the true value of v, D = D(y),
V =V(m), f = f(70) and M = E[x}x}'].
Assumptions B
Bl. (x},g;, e;) for i=1,.,n is strictly stationary, ergodic and p-mixing with p-mixing co-

+00
efficients satisfying Y~ ph/? < +o0
m=1

B2. E[e,-]Fi,ﬂ =0

B3. E[|x![*] < +c0 and E[|xf¢;|4] < +oo

B4. E[|x}|*|q; = 7] < Cand E[|x}|*¢}|q; = 7] < C for some C < +co and f(y) < f for
every y €I

B5. f(7), V() and D(7) are continuous at y = g

B6. 6, = cn " withc #0and 0 <a < 1/2

B7.c'Dc > 0,c'Ve>0and f >0

B8. M > M(y) >0VyeT

Assumption Bl implies that all the regressors are stationary and ergodic, and is au-
tomatically satisfied for independent observations. Stationarity excludes time trends,
while the condition of stationary ergodic y; allows us to apply the law of large num-
bers. The p-mixing assumption controls the degree of time series dependence. B2
and B3 require that thee;, i = 1,2,...,n, is a martingale sequence, which means that
the model is correctly specified. Assumptions B3 and B4 refer to the conditional and
unconditional fourth order bounds, while B5 implies that < is continuous with a pos-
itive density function. Moreover, the condition of continuous variance at 7 excludes
regime-dependent heteroskedasticity. B6 means that the slope difference decreases
and converges to zero as the sample size increases. Under this assumption we are able
to obtain a simple limiting distribution of %, free of nuisance parameters. Assumption
B7 is used in order to have a non-degenarating distribution for the threshold estimator
and to exclude the case of the continuous threshold model (the restriction ¢’'Dc > 0
ensures that property). The continuous threshold model is (4)-(5), with x; = (1 ¢4;)’,
and 6,7} = 0, where v§ = (1 7¢)’. Finally, B8 excludes multicollinearity and restricts
I' on a proper subset for g;.

Asymptotic distribution of the threshold estimate

Theorem 1 Under assumptions B and according to Hansen (2000)
n'=2(5 —q9) = wT (2.10)

where w= (c/Cr;iZ)CZf and T = argmax|[—3|r| + W(r)] , for W(r) being a two-sided Brownian
reR

motion on the real line.
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At this point we define as a two-sided Brownian motion:

Wi(—r) ,ifr <0
W(r) =<0 ,if r=0
Wa(7) ,otherwise

where Wi (r), W (r) are two independent standard Brownian motions on [0, +0).
The distribution function for T is given in Bhattacharya and Brockwell (1976) as
follows:

PT < x) = 4 LT VEerp(—5) + Sexp(x)®(—24%) — S2@(—%) Lifx >0
N 1-P(T < —x) ,otherwise

with ® being the cumulative standard normal distibution function.
Confidence interval of the threshold paremeter

In order to obtain a confidence interval for o we utilize the quantities T and w from
Theorem 1. Although T is free of parameters, w is a function of é, and also depends,
through D(yo), from 7. For that reason, the most common way to obtain a confidence
interval, that is the inversion of Wald statistic, can have really poor sample behavior.
Another proposed way to get confidence intervals is the use of the likelihood ratio
statistic LR, (7).

To test the hypothesis Hy : v = 7y, the likelihood ratio test rejects the null hypoth-
esis for large values of the statistic LR, (), where

LR,(7) = nW . 2.11)

Theorem 2 It holds that under Assumptions B,

LR, (v0) — 1€, (2.12)

o2c'Dc”

where § = max[2W(s) — |s|], for * = 535
se

The distribution function of & is P(¢ < x) = (1 — e~*/2)2. Unless error homoscedas-
ticity given g; holds, which means that E(e?|q;) = o2 (it is then 7> = 1), LR, (7o) is
not free of nuisance parameters and 7% has to be estimated. However, we are only
concerned for the case of homoscedastic errors. Thus, although the asymptotic dis-
tribution of the likelihood ratio test is non stardard, it is though free of nuisance pa-
rameters and since the distribution function of ¢ is given in a simple form, we can get
asympotic p-values for observed test statistics. Under Hj, the p-value is determined
as:

2
pn =P(& > LRy(y)) =1— (1 _eLanWo)> ‘

The null hypothesis is rejected with significance level of « for values of LR, (7o)
greater than the critical value cs(«). Note here that the critical value cg(«) is deter-
mined such as P(§ > cz(a)) = «. The calculation of cg(«), which from now on we
will write for simplicity reasons c(«), is accomplished through inversion of the distri-
bution function of ¢ and therefore, c() = —2log(1 — v/1 — a). The next table contains
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some of these critical values.

Table 2.1: Asymptotic Critical Values

0.80 0.85 090 0925 095 0975 099
P(Z<x) 450 510 594 653 735 875 10.59

At this point, we are ready to construct the (1 — «) confidence interval for +y that is

T'={y:LRu(y) <c(a)}.

A proposed graphical way to obtain the confidence interval, is by plotting LR, (7y)
against 7y and drawing a flat line at c(«). Then, the confidence interval of <y is the set
of the values for which the graph of the LR, (y) lies beneath the horizontal line c(«).

Asymptotic distribution of the slope parameters

Although b= E(’?) depends on the estimator 4 and inference on b would be diffi-
cult, Chan (1993) and Hansen (1997) showed that inference on b can be based on 7 as
if it was the true value of 7. Then,

V(b —b) & N0, V(b)) (2.13)

where V(b) is the standard asympotic covariance matrix, which can be estimated by
V(b) = (X5'X2) "%

While the confidence interval for v was constructed under the assumption that
the error terms are iid, this assumption is not necessary for the slope parameters’
confidence intervals. In this case,

TN * !\ —1 %/ yrx s/ vk —1
V(b) = (X5'X5) (X5 X50) (X5 X5)
where Q) = diag(o?,...,02).

As stated by Hansen (2000), since 4 will not be equal to the real value of v =
at each sample, if someone would like to incorporate that type of uncertainty in the
confidence intervals, a Bonferroni-type bound should be used. If we let B(7y) denote
the a-level confidence region for b, then from (11), P(b € B(v)) — a as n — 400 and
7 is known. The Bonferroni-type bound, is a construction of confidence regions of b,
for any 7 lying in a p — level confidence region for 7. Let for any p < 1, T(p) denote
the p — level confidence interval for 7. For each ¢y € T(p), construct the pointwise
confidence region B(7y) and then set Ep = U"/Ef(p) B(7). Given that Ep > B(®),

P(b € By)> P(b € B(7))— wasn — +oo.

The Threshold Regression model with a kink

The following assumptions are necessary for obtaining asymptotic distributions, as
they are presented in Hansen (2017).

Assumptions C. For some r > 1,
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Cl. (yi, xj) fori = 1,2,...,nis strictly stationary, ergodic and absolutely regular with
mixing coefficients 77(m) = O(m~4) for some A > L.

C2. E[|lyi|*] < +o0, E[|x}|*] < +o0.

C3. infyerdetQ(7y) > 0, where Q(7y) = E[xj(fy)’x;‘(fyn.

C4. x} has a density function f(x) satisfying f(x) < f < +oo.
C5. v € T, where I' is a compact set.

Assumptions C1 and C2 are weak dependence conditions that allow the applica-
tion of the central limit theorem. For independent observations we can set r arbitrarily
close to one, while in general the choice of r depends on the allowable degree of se-
rial dependence and the number of finite moments. Assumption C3 requires that the
projection cefficients are well defined for all values of vy in the parameter space, while
C4 requires that the threshold variable, as in the jump case, has a bounded density
function.

Asymptotic distribution of the regression coefficients

Chan and Chay (1998) showed that the least square estimates (including the threshold
coefficient), as they were described in subsection 2.2.1, in the continuous threshold re-
gression model are jointly normally distributed. Hansen (2017) in his recent paper,

extends this distribution theory for the regression kink model. Let 6 = (b,y) denote
the model’s parameters, § = (b,7) and 6y = (by, 7o) Set also,

H;(60) = —%(y — b'xi(7))

_ < xi(7y) )
_dllo/év - d21m>v

and Hi = Hi(eo).

Theorem 3 Under Assumptions C, it holds that

V(8 —80) 5 N(0,V(9)) (2.14)
where,
—+o00
V(9> = Q_lsQ_ll S = ) Z E[HiH;+jeiei+j]
j=—00
and
0 0 0 ely<q,
— L/ 0 0 0 el‘lqi>¢)/0
Q=rHH)+E| O 0 0 elew)
eilg<y, €ilg>y O 0

Notice that if the threshold model is correctly specified, hence Ele;|x}] = 0, then
the second term of Q equals 0. However, it may be nonzero is the case of model
misspecification. From Theorem 3, one can conclude that the slope and threshold esti-
mates are jointly asymptotically normal and they have a non zero asymptotic covari-
ance. On the contrary, in the discontinuous threshold regression model the slope and
threshold estimates are not only independent, but v has a nonstandard distribution
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and this is because in the kink model the regression function is continuous. Hansen
(2017), suggests the following estimate for the covariance matrix V(0),

— ~

V() =0'5Q07",

0 0 0 &l
A_1e | g5 0 0 0 élgeg
Q=u X | Hlli+1 O 0 0

eilqigfy eilqi>§ 0 0

Under the normal asymptotic distribution, the construction of confidence intervals
for the parameters could be done using the conventional rule. For example the 95%
confidence interval of d, is &\ZII:Z0.0ZF)S(&\Z).

Although the normal distribution is convenient for the construction of the confi-
dence interval of v, for small samples it may have poor coverage and this happens
because the least square criterion is nonquadradic with respect to <. For this reason,
we shall use the LR statistic for the construction of the confidence interval of . Sup-
pose that we aim to test the hypotheses:

Ho:v =0
vs Hy 1 v # 70

Then, the null hypothesis is rejected for large values of the statistic LR, (7o), as it is
defined in equation (2.11). In comparison to the model with a jump, this test has an
asymptotic X7 distribution under Hy, due to the asymptotic normality of Theorem 3.
Thus, the (1 — «) confidence interval of v is:

T'={y:LRu(7) < c(a)},

where c(«) is the critical value from the X? distribution, such that P(X > c(a)) = «
for a random variable X ~ X2.

2.3 The Threshold Regression model with two threshold vari-
ables

The threshold regression model with two threshold variables assumes linear relation-
ship among the given data (y;, x;) which is expressed by the respective linear equation
depending on the values of two threshold variables. The classification of the observa-
tions depends on the threshold parameters. If we choose two threshold variables and
one threshold parameter, then the data y; are classified into three regimes, while if
there are two threshold variables and two threshold parameters the data y; are classi-
tied into four regimes. We will examine the latter case, hence the following model with
two threshold variables is the one classifiing the observations y; into four regimes.
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b(gl) + bgl)xil +oee bl(ill)xipl +e, ifgn <v1,92 <72
yi = béZJ + bgz)xil +oeet bé?xipz +e, if gin < 7,90 > 7 (2.15)
i= . .
b(()3) + b§3)xi1 +- 4 b;(;;)xipg +e;, ifqan > 7,92 <7
) )

b(()4 + bl Xi1+ -+ b;,i)xim + e;, otherwise

where,

gi = (i1, gi2) are the threshold variables,

¥ =(71,72) €T, T = [v1,71] X [72,72] is a bounded subset of the support of g;,
pj, forj=1,2,3,4is the order in each regime,

and b0) = (0", 6Y,...,b})

As in the previous section, where there was only one threshold variable, we set for

) are the structural parameters.

simplicity p = max(p1, p2, p3, pa) and bl.(j ) = 0fori> pj, for each j=1,2,3,4. Given the
sample (y;, x;,q;) fori = 1,...,n our aim is to estimate the threshold variables 1, 72
and the slope parameters for each regime. The model can be written in a unique equa-
tion as:

4 . . 14 .
yi = Edlg])(’y)[bé]) +) b,?)xik +ej, fori=1,2,...,n, (2.16)
=1 k=1

where dfj ) (7) is an indicator function denoting one of the four regimes. More specifi-

cally, we have:

dz(' )(7) = Lgn<mgas<m)
dz('Z)(’)’) = Lgn<nga>m)
dl@)(’y) = Lgu>naa<n)
d§4)<7) = Lgn>m12>m)-

It is also convenient to rewrite model (2.12) in matrix form, as follows.

4 . .
Y =Y DU (y)Xb) +e, (2.17)
j=1
where X = (xi‘,xg,...,x,’;)/ is the n x (p + 1) design matrix, x; = (1, x;,...,x;,) for

i=12,...,n,D0(y) = diag(dV (y),...,dY (7)), forj=1234,Y = (y1,y2, .., yn)’
ande = (eq,e2,...,6,)".

For simplicity, we set DU)(y)X = XEYj ),

2.3.1 Estimation

Given v = (71, 72), model (2.13) is linear and the conditional OLS estimator for b is:

-1
o~

B) () = (x9'xy x9y. (2.18)
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Now, the sum of squared errors becomes

— (v = S XPFO )y (r = 3o X5 () (2.19)

and 7 = (71, 72) is the value that minimizes (2.15) .
That is,

Y = argmins, (7).
yerl

~

Finally, the slope parameters’ estimators are b)) = b\ (). The estimators ob-
tained through this procedure, are unbiased and consistent for the model’s parame-
ters.

2.3.2 Distributions of Estimators

In order to derive the asymptotic distribution of 74, Assumptions B from subsection
2.2.2 have to be generalized for the two-threshold variable model case. Assumptions
(B1), (B2) and (B3) remain unchanged, with F denoting the joint distribution function
of 7. (B4) requires a bounded joint density function of y and moreover we assume
that 0 < fi(y) < f,, for i=1,2 and fi(y) = ag—gﬂi’). (B5) is directly generalized for
¥ = (711,72) and 70 = (7},73). Assumption (B6) in the case of one threshold vari-

able implies that as the sample size increases, the difference of the slope parameters

increases. In our case this means that §, = (5(2)/,(5(3)’,5(4)/) =cn " = (ch,ck,cy)n™*

where 0 < a < %, c is a 3p-dimensional vector and ¢ () = p\) — p(). For (B7) and (BS),

we set M;(y) = E[xixl(dfj)(’y)] and di = (¢} — ¢y, c), do = (ch, ¢4 —c)). We assume
that M > M;(y) > 0 and d}Dd; > 0,d;Dd, > 0.

Asymptotic distribution of the threshold estimate

Theorem 4 Under the previous generalized assumptions, it is proven that:

RPN . d
n' "2 (1= 1), (2 —79)) = wT (2.20)

where,
w = (

dvd,  dyvd, )
dDd\f,’ &Ddrf> 7"

T = argmax[—1 + Wi(r1) — 3 + Wa(r2)],
r1€R,mER
Wi (r;) is a two-sided Brownian motion on the real line.

Note here, that in case that the homoskedasticity of the error terms holds, d/Vd; = a2,
respectively to the one threshold case.

Confidence interval of the threshold estimate

The construction of the confidence interval for  is accomplished utilizing the like-
lihood ration statistic LR, (7), in accordance with the one threshold regression case.
Suppose that we aim to test the hypothesis:

Hy:y=9 = (750),750))
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Under the assumption of i.i.d e; ~ N(0,0?), the LR statistic is:

Sn (7) ~ Sn <;)’\)
LR =n—.
") sn(7)
The null hypothesis is rejected for large values of LR, (o).

Theorem 5 Under the generalized assumptions B,
LRy (70) = 1°¢ (221)

where § = &1+ Crand §; = maI%([ZW(si) —|si|], i = 1,2, for n* = £V¢
EHS

o2¢'Dc”

Since the error terms are supposed to be homskedastic, 7> = 1 and the distribution
of LR,(7y) depends on the distribution of ¢. The distribution of ;, i = 1,2 is P(; <

x) = (1—e*/2)*and fz (x) = (1— e */2) e~*/2. Thus,
P(§ <x)=P(&1+82<x)
= ["P@ < x =)y
=1—(x+5)e " —2(x—2)e /2

Given the distribution of ¢, we can get the asymptotic p-value for observed test
statistics. The test’s p-value under Hy is:

pu = P(& > LRy(10)) = 1= [1 = (LRs(10) + 5)e~ ) —2(LR, (30) ~ 2)e L)),

and the null hypothesis is rejected at a level of significance « for p, > cz(a), where
cg(a), c1(a) from now on, is the a-critical value of the distribution of §, namely P(¢ >
c1(a)) = a. In contrast to the one threshold regression model, where the critical values
are calculated through inversion, in this case we solve the critical values by simula-
tions and the results are summarized in the following table.

Table 2.2: Asymptotic Critical Values

080 085 090 0925 095 0975 099
P(Z<x) 833 913 1021 1096 1198 13.68 15.85

Thus, the confidence interval of 7 is T = {7y € T : LR, () < c(a)}.
Asymptotic distribution of the slope parameters

Regarding the slope parameters, in order to derive the asymptotic distribution we
write model (14) as:

4
Y = x00 + Y xVs0) e, (2.22)
j=2

where 60) = pU) — b@. Now the analysis for the asymptotic distribution and confi-
dence intervals for b)) is the same as the one used in subsection 2.2.2.
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24 Model comparison

Apart from statistical inference, another interesting problem in statistics is model com-
parison. This problem involves comparing a number of copeting models in order to
decide which one is the most appropriate for a specific dataset. In the context of
threshold regression models it is of interest to determine the number of threshold
variables. Firstly, we consider the null hypothesis of no threshold effect against the
alternative that there is one threshold variable:

H()STHIO
lem:l.

Under the null hypothesis, there is one regime only, which means that we are in
the case of the multiple linear model described in subsection 2.1, while under H; we
are in the case of the threshold regression model with one threshold variable that can
be either 1 or 7y,. In order to test Hy we define a likelihood ratio statistic as:

2

RIPCYIN
R, =TTy (2.23)
7%(71)
where 7 is the estimator of the error variance o under Hy and 72(7;) is the estima-
tor of error variance from the regression with <; being the only threshold variable.
Rejecting the null hypothesis, we have evidence for the existance of more than one
regimes. Since under Hy +; is not identified, the asymptotic distribution of LR/, is not
a standard chi-square density. The solution to that problem was given from Hansen
(1996), who suggested a bootstrap method to approximate the LR}, asymptotic distri-
bution. Next follows his recommended algorithm, which tests for the existance of the

threshold variable g;;:

Algorithm 1.
1. Generate iid u; ~ N(0,1) fori =1,2,...,n.
2. Set y? = é;u;, where ¢; are the ordinary least-squares (OLS) residuals from the mul-
tiple linear regression model.
3. Using the sample (y7, x;, 1;) estimate the linear regression model (2.2) and the one-
threshold regression model (2.5) (with 7; being the threshold variable) and get 7+
and o (77).
2 /;2 o

4. Compute LRL* = n%j;“).

o
5. Repeat this procedure N times and get a sample of (LR}*(1),...,LRL*(N)).
6. The percentage of draws that LR}* is greater than the real value LR}, is the bootstrap
p-value pl.
7. Reject Hp in favor of Hj at significance level a if pl < a.

We can then compute the bootstrap p-value p? in order to compare the linear model
with the threshold regression model with one threshold variable, g;».

If the null hypothesis can not be rejected for both 7y and 7, there is evidence for
the existance of just one regime. On the contrary, rejecting the null hypothesis for at
least one of the threshold variables, the presence of threshold effects is implied. The
next question is what is the number of threshold variables. To answer this question
we have now to test the hypotheses:

H()Zmzl
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H1:m=2

In essence, the above set of hypotheses corresponds to tests comparing the model
with one threshold variable, that it could be either g;; or g;,, with the two threshold
regression model. For each one of them we will use an LR statistic, namely:

(7)) = 0 (71, 72)
(71, 72)
where ¢%(7;) is the error variance estimator under the 7;-threshold regression model
and 02(771,72) is the estimator of the error variance under model (2.11). The p-value
of the test is obtained using bootstrap as proposed by Hansen (1996). As presented
by ... (2012) and ... (2014) the bootstrap algorithm is as follows, where for simplicity
reasons we present the algorithm for the comparison between the y;-threshold regres-

sion model and the model with both threshold variables.

LR, =n i=1,2 (2.24)

Algorithm 2.
1. Estimate the two-threshold regression model, take its residuals and draw the boot-
strap e residuals from them.
2. Sety; = x} b+ x; (ﬂ)/& + e where E, 571 and 77 are the parameter estimators from
1-threshold regression model.
3. Using the sample (v, x;, 41, 92i) estimate y;-threshold regression model and model
(2.11) and get 7(77) and (71, 73).-
7 () 7 (71,72)

mm)
5. Repeat N times and get a sample (LR?;(1),...,LR};(N)).
6. The percentage of draws that LR}, is greater than the real value LR,;, is the boot-
strap p-value.

Rejection of both null hypotheses leads to the conclusion that there are two thresh-
old variables. Regarding 1, if we reject the null in the first step and not in the sec-
ond, then 7 is the only threshold variable of the model, while regarding -y, a similar
argument is applied. Note here that we may face the problem of rejecting the null
hypothesis in the first step but accepting it in the second for both y; and ;. Although
it should not occur in large samples, in case of smaller samples when such a problem
appears we choose the threshold variable that better fits on the data. This could be
done for example using the value of Rﬁdj or some other test of goodness of fit.

4. Compute LR}, = n

Further details on the Bootstrap can be found in Appendix A.






Chapter 3

Bayesian Inference

The fundamental difference between classical and Bayesian inference lies on how the
unknown parameters are treated. In classical inference, unknown parameters are con-
sidered as constants, while in Bayesian inference as random variables. Let 6 denote
the unknown parameter, which we wish to make inferences about, and f(x|6) is the
likelihood model of our data x. After specifying a prior distribution for §, which re-
flects our beliefs about it, using Bayes’ theorem we can calculate the posterior density
function f(0|x). This posterior distribution of 6 is in essence the inference. However,
sometimes it is desirable to summarize our conclusions about 6 using a point estimate,
or a credibility area. Before analyzing the three models presented in the previous sec-
tion from the scope of Bayesian inference, we remind Bayes” theorem.

Theorem 6 Assuming that we have the likelihood model f(x|0), with unknown parameters
denoted by 0 and a prior distribution for them, f(6), Bayes’ theorem takes the form:

L S0)f0)
fOR) == 61)
% f(x]0)£(6).

3.1 The multiple linear regression model
As described in subsection 2.1 the multiple linear regression model has the form:
yi=x{"b+e;, (3.2)

where (y;, x;) fori = 1,2,...,n are the observed data, x; = (1, xj1, X2, ..., Xip)" and b is
the (p + 1) x 1 vector of coefficients. In matrix form, model (3.2) can be equivalently
written as:

Y = Xb+e. 3.3)

Assuming that e¢; are normally distibuted with mean 0 and variance %, i.e

EZ'NN(O,1>,
¢

then y; are also normally distibuted with mean x;’b and common variance % Thus,

1
~ Ny szLan)
: ( 7

19
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and the model’s likelihood function is:

Fylb,g) = (2m) /29" 2exp{ = (¥ = Xb)' (v - Xb)}.

Regarding the prior distribution of the unknown parameters, it is a subjective mat-
ter which one to choose and is based on the prior information one may have about
them. Different choices of priors lead to different posteriors, and therefore different
conclusions. This is the disadvantage of Bayesian theory with respect to classical in-
ference, according to the latter’s advocates. However, as more and more data are
obained, posterior inference is mainly based on the likelihood model rather than the
prior distribution. For the linear regression model, as prior distributions for the pa-
rameters we choose the following.

blp ~ Npi1 (pt, ;C) and ¢ ~ Gammal(s,q).

Thus,

f(b,¢) = f(blo)f(¢)

e sflex _ s
= (L) T Ier exp(= 20 - pyc o - LT

In order to get the posterior density function up to a proportionality constant, we
apply Bayes’ theorem as it is presented in equation (3.1) and so we get:

f(b, ¢ly) « f(ylb, @) f (b, ¢)

nt+p+1

= g F Texp (=L (v — Xb) (v = Xb) = Db~y (b - ) a9},

C —-1/2 s
where ¢ = %

(2m) ET(s)

Now that the joint posterior density function is available, we can also write down,
up to a proportionality constant, the conditional density functions of b and ¢. To do
this, we consider the joint posterior as a function of the one parameter only, with the
other being fixed. Hence,

FOl0,y) o £ (b gly) @ exp{—2(v = xby (v = xb) = L0 — pyc o — )}

" exp{—% 'Cy ' — 26'Cy ]}

1
= Npa(m, $C1),

where,
Cr = (C'+X'’X) " and yy = C1(C~ 1y + X'Y).

f(@lb,y) « f(b, ¢ly)
n+p+1 — ! — —_uVC1l(p —
N (LS LR I A
— Camma <n+2]9—|—1 v (Y—Xb)’(Y—Xb)%z—(h—y)/C1(b—y) +€]) .
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Although the conditional posterior densities belong to known distribution fami-
lies, each of them depends on the other parameter and this prevents us from making
inference separately. Exact Bayesian inference about each parameter can be made only
if we have in hand the marginal posterior density of each parameter and this could
be done by integrating the joint posterior ditribution over the other parameter. The
resulting function, i.e the marginal posterior of the parameters, can be used among
others, either for point estimates or for the construction of credibility intervals. The
marginal density function carries all the available information provided by the data
for the specific parameter.

foly = [ Fo.glyan

acg ™ lexp{—gp - %Y’Y - %ﬂ/c_lﬂ}

+o0
x / exp{—g[b/Cflb—Zb’Cflyl]}db

" ! =1, _ .1
o s <q+YY+VC i — Gy V1>¢}

2

+o00
8 / exr’{—g[b’cl‘lb —26'Cy i+ i G ] b

—o0

el Y'Y +u/'Clu—u,C 7t
:C(P o+ lexp{_ <q+ K ;24 i1 (P}

x (2m)7 ¢~ |Gy V2

! 1c=1,, _ . —1
Wt exp( (q+YY+uC po G u1>¢}

Y'Y lc—l _ /Cfl
= Gamma <Z+S’q+ +u g it P‘l)

= Gamma(s*,q")
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flely) = [ Fibgly)de

o [ el [g XX L 00

0
I(“5 +5)

=C

(g+ =X OXO by e o) s
q 3
n+p+1
(a0 (Y — Xb)' (Y — Xb) + (b — u)'C (b — ) —(FF=+s)
1 2
(Y = Xb)/(Y — Xb) + (b - p)C (b — )\ F
Y/Y—i— /C—l o /C -1 (b— )/C 71(b_ ) _ viptl
=g+ [ ;‘P‘11P‘1+ 24112 H1
g _rign
B (O Gl 119 W Gl 71V o [14 @=m) G0 =)
2 2g*
_vaprt
(14 (b—p1)'C ' (b — )
2q* v
_ vtp+l
:(y+@—ﬂﬁz*®—uﬂ> :
1%

which is equivalent to a multivariate t-student distribution and more specifically,
b‘y ~ tl/(i’lll Z‘)/
wherev =n+2s =2s*and X = @Cl = Z—:Cl.

3.2 The Threshold Regression model with one threshold vari-
able

We remind that the threshold regression model with one threshold variable is of the
form:

. B8V + bV x4+ b xip + -+ blg)xiy, + i, i G <y
l b((f) + bgz)xﬂ + béz)xiz 4+ 4+ b,%) Xip, 1 €;, otherwise

or in matrix form:

Y =Xb+ Xy 0nte=Xb+te, (3.4)

where, X¥ = [XX,] and b = [b’ ;]". We will also keep the notation for that model
the same as in subsection (2.2). Under this agreement and the fact that the error terms
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distribution is multivariate normal with mean E(e) = 0, and covariance matrix () =

1 .
5In><n/ 1.e

1
e~ Nn(onr alnxn)/

we can write the likelihood function of the model:

n/2
flgm = (o) em(=50r - /(- x;),

As noted in subsection 2.2 the prior specification reflects our knowledge about the
model parameters without having the sample in hand. Our model’s parameters are
b, ¢ and 7y and so we have to determine their joint prior density function. Regarding
7, the choice of its prior distribution depends on our choice of g;, which means that
if g; is discrete the prior density of <y is also discrete, while if g; is continuous so is
the prior of . We assume a non-informative prior for 7, to reflect our ignorance
about the threshold parameter, namely we choose the discrete uniform in the subset
{71, 92, -, qu-1}, 1.e

v~ DU(QLQZI- . -rﬂn—l)-

We also assume that the prior distribution of b and ¢ is independent of the prior of +y
and choose the conjugate prior for (b, ¢). That is,

1
bl¢p ~ Ny(ps1)(a, $V)and ¢ ~ Gammal(s,q).

The joint prior density function is:

P+l S—loyp{— s
fogm) =t () VI exp{~§(b— )Vl (b — )} Eop0E

We shall note at this point that in Bayesian inference there is no need for a discrimina-
tion between the case of a jump or a kink. The joint posterior density is :

fl ¢ vy f(ylb ¢, 7)f (L ¢ 7)

= gt erp{ =S (Y = X0 (Y = X30) — g9 = S (- a) V- a)},
gV .

(n=1)(2m) 277411 (s)

where ¢; =

The conditional density function of each parameter can be found by considering
the joint posterior as a function of the specific parameter only. Thus, we get for b, ¢
and 7:

f(@ly, b, v)a f(b, ¢, v]y)

RS AV Y _ -1 _

which is proportional to a Gamma distribution with parameters A = 5 +p +s+1

and M = g+ (Y_Xik)’(Y—Xih);(b—a)’vfl(g_a)'
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f@@%vﬂﬂb¢ﬂw
aexp{— [Y’ X:b)' (Y — Xib) + (b—a)' V™' (b —a)]}

: exp{—%xp{w* FXXb -2 (Ve XY
= gxp{—%exp{blvl_lb - 2b,V1_1V1(V_111 + X:;/Y>}

= N(Ell, ;Vl),

where V; = (V71 4+ X;'Xi;)_l anda; = Vi(Vla+ X:'Y).

ﬂﬂ@@waﬂb¢ﬂw
aexp{— (b’X*’X*b ZbX*' Y)}.

The exact conditional density function of y can be found by normalising the above
expression, i.e

F(yly, 9,b) = exp{—$ (/X' X2b-20'X2/Y)}
’)/z/()blf - 2 exp{f%(b’Xé’XﬁbfZQ’Xi;’Y)}'

1€{q1.92-1n—1}

The computation of the marginal densities for b and ¢ will be done in two steps.
First we will find the posterior density for both b and ¢ conditional on 7 and the data
and then we will integrate out .

fglyn = | Flogalpas
x et P enp{—gp — 2 (v'Y +a'va))

+0oo
< [ erpt=Lwvi b 20'vian) b

—00

=12 TP Hexp{—qp — ¢(YY+aV a—a'Vilay)}

(27.[);7—1-14) (p+1) ’V1|1/2,

which is proportional to the density function of a Gamma(s}, g7) distribution, where

x __n * Y'Y+a' Vla—ay' Vi oy
s]=5+sandq] =g+ 5
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flyn) = [ fealpig
wer [ oM exp(-Mg}ag

1 _ n+2s+2(p+1)
—_— / - —_—
:Cll"(A)(x 1+1’l—|—25 (b al) V1 (b Ell)
MA 2q% n+2s
. ~ v2(p+1)
— oV Yy =
I P G}, 11/ (b ﬂl)] ,

which is equivalent to the density function of a multivariate student-t distribution
with v = 2(5 4 s) degrees of freedom, mode a; and scale X; V;f] L,

For the posterior of v we will integrate the joint posterior density with respect to
band ¢. Thus,

—+o00 +o00
= [ [ reg.ly)dvdg

& cy /Om ¢2 P exp{—q¢} /j exp{—% [(b —a)'V (b —a) + (Y — XEb) (Y — xw*g)] Ydbdg

oo / =1, _ 4.1y —1
= o @ enp(- (m””v S al)cp}an)(p%<P+”\v1\1/2d¢

foo . . I'(sy
= 61(271)(1”“)]\/1]1/2/0 ¢ exp{—qip}dg = ci[i['/? q(*sli‘)'
1

In order to get the exact postrerior density function of ¢ we need to find the nor-
malising constant so that the posterior sums to one. Hence,

v /2L
_ g1
flrly) = TG
v q12/ M1} 9

Finally, we get the marginal posterior densities of b and ¢ as,

f(bly) = Yo Sy f(rly),

= 2 O My

flely = Y felyvf(rly).

T re{qig2nr}

3.3 The Threshold Regression model with two threshold vari-
ables

As presented in subsection 2.3 the threshold regression model with two threshold
variables is



3.3. The Threshold Regression model with two threshold variables 26

bél) + bgl)xﬂ 4+ 4 b,(gl)xlpl +e;, ifgn < v1,92 < 72
. b(()Z) + b:(lZ)xil + ttt + béz)xlpz + eil lf Qil S 71/ in > ’)/2/ 3 5
Yi=94.3 ,,0 (3) - (3.5)
bO + bl Xi1 -+ + bp3 le3 + e, if qi1 > Y1, qi2 S Y2,
) ) )

o +byxp A+ + b§,4 Xip, + €, otherwise.

Writing the above model in matrix form, the Bayesian analysis is similar to the case of
one threshold variable, but in this case v = (1, 72). Thus, in matrix form model (3.5)
can be written as:

4 o . H .
Y =Y DD (1)xp0) 46 =Y xVp0) 4 (3.6)
j=1 j=1

ip)
(7), ...,dgl])('y)) for]=1,2,3,4 and v = (71, 72)
/

)
(yllyZ/ . /]/n)
ande = (e1,e2,...,

In order to simplify the analysis and keep up with the notation of the previous
section, equation (3.6) can be also written as

Y=Xb+e (3.7)

where X2 = [x!") x!? x{¥ x!¥] and b = [pV) b@ p®) p¥)].

Despite the fact that there are two threshold variables instead of one, the specifi-
cation of the likelihood function and the prior distributions is the same as in section
3.2. More specifically, assuming that the error terms are uncorrelated, having as dis-
tribution the multivariate normal with mean 0 and common variance 5, namely

1
e~ Nn(on/ alnxn)/

the likelihood function of the model is

n/2
f(ymw):(‘l’) exp{~ 2 — X0 (v - X;p)).

27

As priors we decide to choose the conditional conjugate ones for reasons of conve-
nience. Regarding the threshold parameters we assume that they are a priori inde-
pendent, each one having the discrete uniform distribution in the bounded subsets

{711,921, - -, qu—11} and {q12, 922, . . . , Gu—1,2}, 1.€

1 .
P(yj =kj) = P fork; € {q1j,92j, -, qn-1;} and j = 1,2.

We also assume that the prior distribution of b and ¢ is independent of the prior of
and

1
b|4’ ~ N4(p+1)(ar aV)’

¢ ~ Gamma(s,q).
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Therefore, the joint prior density function is:

2(p+1) gl et
fl¢,7) = oy (%) |V|_1/2exp{—%(b—a)’V—l(Q_a)}%_

The joint posterior density function is:

fb, ¢, vly)a f(ylb, @, v)f(b, ¢, )
— C14)%+2P+s+1€xp{_§(y o X,*Yb)/(y o X,*Yb) N 5]4) _ %(b_ El)/V_l(Q— a)}’

elv|'2
(n—1)2(27) 2 ()

where ¢; =
The conditional density function of each parameter can be found by considering

the joint posterior as a function of that specific parameter only. Thus, we have for b, ¢

and v:

f@ly,by)a fb ¢ vly)

n
o ¢§+2p+s+1exp { .

q-+

(Y — X3b)' (Y — X3b) + (b—a)’V*(b—a)] }
5 ¢

R IAY ok AN
= Gamma <Z+2P+5+2lq+(y X30)'(Y X'yb)2+ b—a) V=i a))
= Gamma(A, M).
f(ly, @, 7)e f(b ¢, 7]y)

a exp{—%[(Y — X:b)' (Y = X2b) + (b—a)'V (b —a)]}
o exp{—gexp{b/(V*1 +X2'X:b—2b' (V7 la+ X:'Y)}.
= exp{—%exp{b’Vflb —2t'vi vy (v la + X;’Y)}

= N(&ll, ;Vl)

where V; = (V71 + X;'Xfy)_l anda; = Vi(Vla+ X:'Y).

frly, ¢, b)a £ ¢, v]y)
® exp{—%(b'X,’;/Xf;Q —20'X:'Y)}

Thus,
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exp{—$ (/X' X:b—2b'X2'Y)}
v exp{—$ (/X' X5b—20'Xz'Y)}
Ye{q192 -1}

f(rly, ¢,b) =

The computation of the marginal densities for b and ¢ as in section 3.2 will be done
in two steps. First we will find the posterior density for both b and ¢ conditional on 7y
and the data and then we will integrate out .

Fglym = [ Floplys

N C1¢§+2p+s+1exp{_q('b — g(Y’Y + a/V_lﬂ)}

+o0
X / exp{—f(b/Vf]b —2b'Viay)}db

=12 2P ey p{—gp — (P(Y/Y—Hl Via—a/Vi ey}
x (27)2 P p=2p ) \Vlll/z
Y'Y + adV-1ag— al/Vl_lal

szamma(g—i—s,q—k 5 )

= Gamma(s],q7).

felyn) = [ fealpig
wer [ gM exp{-Mg}dg

_ nt+2s+4(p+1)

T(A) [ n+2s(b—a))'Vi (b —ay)
=1 1

MA* 27 "t 2s

_ vi4(p+1)

(b—a1)= M b — ﬂl)]

which is the density function of a multivariate student-t distribution with v = 2(5 +s)

Viq;

degrees of freedom, mode a; and scale ¥y = .
1

For the posterior of y we will integrate the joint posterior density with respect to
band ¢. Thus,

+o0 +o0
folp = [ [ fglydvag
Y'Y + adV-lg— al’Vl

+oo
wer | ¢z+2*’+s“exp{—q¢}exp{—< ; >¢}<2n> (71 g2 171/

I'(s7)
Pr

e * *
= @@l [T g exp{—gighg = iVl
1
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Therefore, the exact postrerior density function of 1 and 1, is

5 ’V1|1/2r(si:)
*5q
f(')/ ’y> . ’726{0/12,QZ2,~-,%—1,2} T !
1 - *\ 7
- 3 3 vaf1/22e)
T1e{qu 21, Gn-11} 1264912922/ Gn-12} gl
Z ’V1|1/2r(5T)
e
f(')/ ’y) r1e{q11.92,--Gn-1,1} U
2 = PR
- 3 3 |V /25
11€{q11.921,-, anm} ’72€{!112,1122,~-,¢1n71/2} U

The marginal posterior densities of b and ¢ are respectively,

f(bly) = Y Y Fly, M f(rly),

B Y1€{911.921+Gn-11} V2E{012,22, - In—1,2}

and

flgly) = ) ) F@ly, 1) f(ly)-

B m 6{‘1111‘121r---z‘1n—1,1 } 726{1112,1122 ----- qn—l,z}

3.4 Bayesian Model Comparison

After summarizing Bayesian inference for the mutiple linear regression model and
the threshold regression models with one and two threshold variables, we may be
interested in which one of them best fits the data. This means that the three models
have to be compared in order to see which one is the most probable, or in terms of
Bayesian inference which one is the most possible to have generated the observed
data. Note that, under the Bayesian perspective, all competing models are compared
simultaneously. The competing models in our case are:

M : yi=x"b+eV¥i=12,...,n,
My: yi=xi'b+eVi=12,...,n,

4 . .
Ms: y; = ZX;(]),Z)(]) +eVi=1,2,...,n.
=1

Firstly, we need to specify prior model probabilities and then obtain the posterior
probability of each model. The model with the highest posterior probability, is the
most preferable. Since we have no prior information about the three competing mod-
els we consider them to be equally probable a-priori, that is we set P(M;) = P(M) =
P(Mj3) = 1. The posterior probability of model M,; is calculated using Bayes theorem
as follows:

P(MJy) — P(M;) f(y|M;) =123

= P(M)f(y|Mi) + P(Ma2) f(y|M2) + P(Ms) f(y|Ms)

where P(M1|y) + P(Ma]y) + P(Ms|y) = 1 and f(y|M;) is the marginal likelihood of
model M;. The marginal likelihood or evidence of a given model is obtained by inte-
grating the product of the likelihood times the model parameters’ prior distribution
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over the models’ parameters. Therefore for our three competing models we have:

Evidence of M;

fw= [ [ rwe)rwne dvag

2

_ . ./O+°° /+: T [(Y — Xb)(Y = Xb) 4+ (b—p)C (b —p) | q] o) dbdo.

2

Since we have already integrated the joint posterior density function (which is
proportional to the product of the prior times the likelihood function) with respect to

b, we have that:

+o0 ,
N f(b,9)f(ylb, @) db=c*p>Texp{— (q +

where ¢* = c(277) "= |C;[/2. Thus,

Y'Y+ Clp— G
2 (P}’

1
By} do

. +00 P Y’Y—f— /C—l _ /C—
flyiM) = [ gt exp{—(g + —— =L
* oo s —1 *
=c [ ¢ exp{—a'g} do
ZC*F(fs*).
q

Evidence of M,

flyMz) = )]

ye{qm,92,-qn-1}

= X

ve{qg1.92/---Gn-1}

[ [ b rasio

T'(s7)

7

CT|V1|1/2 v

where ) )
Y'Y+a'V-la—a'V;~
si=12%+sandg] =g+ =0 n

Vi= (VXIX) T m = (Va4 X3TY),
& = ()P, ¢ = T

n+2(p+1)
Evidence of M;

2m)” 2 T(s)n
fyIMs) = ) )y

T1€{q11,921Gn-11} YE{G12922/ -G —12}

I'(s}
- X y o awpeted,
NEe{q1.921,--n-11} YE{G12.922/-Fn-12} 1

where ] )
Y'Y+a'Vla—a'Vy~
si=7%5+sandg] =g+ +a an

Vi= (VXX T = vi(Vla+ X2Y),

. 2(p+1 _ g2
C] =0 (27T) (p )’ €1 = n+4(p+1)

2m)” 2 I(s)n

+00  ptoo
/0 [l g ly)dbdg



Chapter 4

Simulation Experiments

In this section, we design a number of simulation experiments with the aim to as-
sess the performance of both the classical and the Bayesian approach to identify the
correct data generating process (DGP) among the competing models. Specifically, we
consider four competing models:

M1 Y= xi*/b + e;

My iy = x;"by + x;%(71) 0 + €,
M; 1 y; = xi*'by + x* (72)0u + €,
4 ,

My y; = Zdlwxi*,b(]) + e,

=1

where,

xi*(ryl) - xi*l%‘lﬁ’)’l' xi*(’)’Z) = xi*lqﬂé’n and &, = by — by
(1)

4 = 1gu<mgn<n)s
dz@ = Lga<rigo>n)
d1(3) = Lgu>man<r)
af =1 )

qi1>7149i2>72)"

Each of the above competing models is considered in turn as the true DGP from
which a data set is simulated. Beacause models M, and M3 belong to the same cat-
egory of the regression models with one threshold variable, we will consider only
M3 as a DGP. In each case, we first compare the four models from the scope of clas-
sical theory in order to decide which one fits the data best. For this model, we then
proceed to the estimation of its parameters. Then, for the same simulated data we per-
form Bayesian model selection and Bayesian inference for the model with the highest
posterior probability. Finally, we comment on the comparison between classical and
Bayesian results. Note that in this chapter we focus on the threshold regression model
with a jump.

In the following three subsections we will consider the same prior distributions
for each model’s parameters and thus, it is more convenient to define them once. We
also consider the four competing models a priori equally in order to express the lack
of information, i.e P(M;) = P(M,) = P(M3) = P(My) = 1.

31
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Prior distributions for the parameters of model M;

¢ ~ Gamma(1,1)

1
b|¢ ~ N <02><1/ ¢12><2>

Prior distributions for the parameters of model M,

¢ ~ Gamma(1,1)
1
bl¢ ~ N <04><1/ ¢I4x4>

Y1~ DU(q(10,1),9(15,1) - - - 9(90,1))

Prior distributions for the parameters of model M3

¢ ~ Gamma(1,1)
1
bl¢ ~ N (04><l/ ¢I4><4)

Y2 ~ DU(Q(lo,z)r q@52)r+++» ‘1(90,2))

Prior distributions for the parameters of model M,

¢ ~ Gamma(1,1)
1
blp ~N <08><1/ ¢18x8>

Y1~ DU(q(10,1),9(15,1) - - - 9(90,1))
Y2 ~ DU(q(102),9(152) - - - +9(90,2))

Note that in each case we have a priori assumed the coefficients to be uncorrelated.

4.1 Model M; as DGP

Considering M, as the data generating process, we simulate n=200 i.i.d obsevations
from the univariate normal distribution N(0, 1), in order to create the design matrix
X=(xjx;...x;),wherex] = (1x;)' and x; ~ N(0,1) fori =1,2,...,n. We also set
the vector of the coefficients b = (1 2)" and ¢; ~ N(0,1). Therefore, we compute the

values of the dependent variable y; according to M; as follows:

yi=x"'b+e;.

Regarding the threshold variables we simulate a sample of n = 200 observations
for each one of them, assuming that g;; ~ N(0,1), g2 ~ N(2,1). We also assume
that (’)/1,’)/2) S F1 X Fz, where F] = {‘7]‘(10)/‘7]‘(15)/‘7]‘(20)/ NN /qj(90)} and lf]](k) is the k-th

percentile of g;; fori =1,2,...,n,j=1,2.
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4.1.1 Classical Inference

Under the previous assumptions and given the simulated data we will start by com-
paring the four models, that is testing for the existance of one or more threshold pa-
rameters. In terms of hypotheses testing, we start by testing the null hypothesis of the
existance of one thrshold variable that could be 1 or 7, against the alternative of two
threshold parameters. Hence,

H() tm=1 (’h)
Hy:m=2(m), (72)

and

Ho tm=1 (’)/2)
Hy:m=2(m), (72)

The observed values of the LR statistic are in this case, LR} = 12.3958 and LR; =
13.1979. Applying the first bootstrap techinique as it was described in Algorithm 2 of
subsection 2.4, with 5000 replications we get the tests’ p-values: p — value; = 0.1420
and p — value, = 0.1148 which are both greater than the significance level 0.05 and
thus we cannot reject neither of the null hypotheses. This leads us to the next two
hypotheses tests,

H()Zm:

lem:l('yl)
and

H()Zm:O

Hy:m=1(7)

The above tests” observed values of the LR statistic are , LR} = 5.8965 and LR} =
5.1220. The bootstrap technique of Algorithm 1 having been applied with 5000 repli-
cations returns the test p-values p — value; = 0.270 and p — value, = 0.4302. Both
of them are greater than the specified level of significane, therefore we do not reject
neither of the two null hypotheses. Hence, we come to the conclusion that among
the four models M; is finally the one that better fits on the given data. This was the
desired conclusion, since the process that initially generated the data is M;.

For the model selected after the hypotheses testing, namely M; in this case, we
proceed to the estimation of its parameters and the construction of the respevtive con-
fidence intervals. Table summarizes our findings, where for the construction of the
respective confidence interval we have set as level of significance & = 95%.

Table 4.1: Linear regression model. Estimatation and Confidence Intervals

Parameter Estimate Confidence Interval

b 1.0022 [0.8872,1.1173]
1.8862 [1.7700, 2.0024]
o2 0.9604
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4.1.2 Bayesian Inference

The posterior model probabilities of the competing models, computed as discussed in
subsection 3.4, are calculated for our simulated data as P(M; |y) = 0.8528 ,P(Mz|y) =
0.0717, P(Msly) = 0.0755 and P(M4ly) = 8.0606e A —06. This means that model
M; is a posteriori the most possible to have generated this specific data set. For this
model, that is the most probable, we shall continue with the Bayesian inference for

its parameters. The marginal posterior densities are available in close form and, more
specifically are given by

Y'Y lcfl e -1
¢|ym Gamma (;l +s,9+ Tt g Mt ”1> = Gamma(s*,q"),
where,
C = (C 1+ X'X) "and iy = C1(C 1+ X'Y).
b‘y ~ tV(l’lllz‘)I
where,

2* *
v:n+2s:25*andZ:%C1:Z—*Cl.

We shall start with a visualization of the prior and the posterior probability density

functions of the parameters in order to get an idea of how close are our prior beliefs
to the posterior results, after observing the data.

Prior distribution of ¢ Pasterior distribution of ¢
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Figure 4.1: Marginal prior and posterior distribution of ¢, for the linear regression
model.
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Note that the posterior distribution of ¢ is Gamma, but the parameter values
are much greater than the ones assumed a priori. More specifically, s* = 101 and
q* = 98.3509, which justifies the difference between the two distribution plots. How-
ever, we have to notice that the posterior mean of ¢ equals to % = 0.9754 which is
close to 1, that is the prior mean of ¢.

jint Probability Density
Posterior Joint Probabilty Density

Figure 4.2: Joint Prior and Posterior distribution of by,by, for the linear regression
model.

Regarding the joint posteriordistribution of b; and b, we shall focus our inter-
est in three points in the above graph; the form, the means and the variances. The
form of the posterior density function is that of a normal distribution function graph,
the means seem different in comparison to those assumed a priori, and the variances
seem also less than those assumed a priori for the two parameters. Turning to the
two graphs and considering the probability density function as a function of just one
parameter at a tie, we can make inferences about each parameter separately.

1
b1

Figure 4.3: Marginal prior and posterior distribution of by, for the linear regression
model.



4.2. Model M3 as DGP 36

Starting with by the posterior distribution seems to be normal but with mean 1
rather than 0 and variance less than 1, though not stable. It depends on b, which is
the variance of by and this is a result of the existance of correlation between by and b,
a posteriori.

|

Prior Joint Probability Density
Posterior Joint Probability Density

Figure 4.4: Marginal prior and posterior distribution of by, for the linear regression
model.

The posterior distribution of b; is also normal, but with mean close to 2 instead of
0 and variance less than 1. Because of the correlation between the two parameters, we
can see in the right graph that the exact form and variance of the distribution of b, is
not fixxed, but depends on b;.

More specifically the posterior vector of means for b = (by by)’ is u1 = (0.9981 1.8770)’
0.0050 —0.0005)

and the covariance matrix is C; = (_ 0.0005 0.0051

4.2 Model M; as DGP

In this subsection we consider M3 as the data generating process, simulating n = 200
i.i.d observations from the univariate N(0,1) distribution for x; and from the uni-
variate N(2,1) for g5. Then, x; = (1 x;)’, where x; ~ N(0,1) , ¢; ~ N(0,1) for
i=12,...,nand b = (12), 5, = (0.5 —1), v = 2 are the parameter values. Thus,
the values of y; are generated according to M3 as:

yi= xi*/bz + xi* (’)/)/(Sn + e;.

For the estimation of the parameters of the model that will be selected as the most
appropriate, we also need to specify the values that the second threshold variable can
take on. We assume, as in subsection 4.1 that g;; ~ N(0,1) and that (71, 72) € T1 x T,
where T = {qj10),9j(15), 9j(20) - - - »9j90) } and G is the k-th percentile of g;; for i =
1,2,...,n,j=1,2.

Given the simulated data and under the previous assumptions, we proceed to the
comparison of the three models in a trial to identify which one of them has generated
the data. Of course, we already know where have the data come from and thus, we
only need to verify it.
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4.2.1 Classical Inference

As we did in subsection 4.1 we will start by testing the null hypothesis of the existance
of one threshold variable that could be either y; or 7, against the alternative that the
linear regression model fitts better on the data. In terms of hypotheses testing, the
described tests are as follows.

Hy:m=1(71)
Hy:m=2(7), (72)

and

Ho:m=1(72)
Hy:m=2(71), (712)

For the first test we get LR* = 65.3059 and respective p — value; = 0, while for the
second test the observed value of the LR statistic is LR* = 5.3755 and p — value, =
0.8724 . Therefore,we reject the first null hypothesis but not the second. This leads us
to the next hypothesis testing, that is deciding over the linear regression model and
the model with -, being the threshold parameter.

H()Zm:()
H11m=2(72)

The above test’s observed value of the LR statistic is LR* = 67.3956 and the re-
spective bootstrap p — value = 0. This means, that the model fitting better the data is
the threshold regression model with <, being the threshold parameter.

Regarding the case that the data have occured from a threshold regression model
with one threshold variable, before estimating its parameters we shall take a look at
the graph of the LR function and the values of 7, that lie beneath the critical value

c(w).
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Figure 4.5: The LR statistic for the one-threshold regression model.

Figure 4.5 shows a narrow confidence interval for 7, which includes the estima-
tor of the threshold parameter and maybe some other of the possible values of »;
remember that 7, is not a continuous variable but can take distinct values. This hap-
pens probably because we have generated the data set used in this subsection from
a threshold regression model where the real values of J,, are not close to 0. For that
reason, when trying to estimate the value of the threshold parameter and provide a
confidence interval for it, our inference is very accurate. Nevertheless, we construct
the respective confidence interval for 7, following the procedure below:

1. Starting from the smallest value of 7, and moving across the x-axis, find the largest

72 for which LR < ¢(a). This is the lower bound of the confidence interval.

2. Starting from the opposite direction and moving across the x-axis, find the smallest

value of 7y, for which LR < ¢(«). This is the upper bound of the confidence interval.
Therefore, using the Bonferroni-type bound for the confidence intervals of the

slope parameters we sum up the results for the one-threshold regression model in

the following table.

Table 4.2: One-threshold regression model. Estimation and Confidence Intervals.

Parameter Estimate Confidence Interval

by 0.9338 [0.7392, 1.1482]
2.2047 [2.0100, 2.3995]

On 0.5989 [0.3192, 0.8612]
-0.9449 [-1.2161,-0.6737]

72 2.0415 [1.9350, 2.0415 ]

o2 1.2548
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The identification of the threshold regression model is based among others to the
real values of the coefficients. If these values are close for the two regimes it is more
difficult to decide the presence of a threshold variable than in the case they are not so
close. In the above examples, the real values of the coefficients have been chosen to
be far from each other and thus, the correct model was easily identified. It is of great
interest to examine what will happen if we decide to simulate a new data set from
model M3 but choose as the parameters’ real values b, = (12)’, 6, = (0.15 —0.2).
Regarding the distributions of x;, g;1, e;, the real value of 7, and the subset in which
1 and 7 lie, we assume the same as in the first part of this subsection.

The model selection procedure begins with the following two hypotheses tests.

HO tm=1 (’)’])
Hy:m=2(m), (72)

and

Ho cm=1 (’)/2)
Hy:m=2(71), (72)

The observed values of the LR-statistic for the above tests are LR} = 13 and LR} =
8.7771 while the respective p-values are p — value; = 0.1090 and p — value, = 0.4676.
This means that we cannot reject neither of the null hypotheses, at a level of signifi-
cance 95% and thus, we proceed to the next two tests

Hoim:()

lemzl('yl)
and

H()Zm:

Hy:m=1 (1)

The observed values of the LR statistic for these two tests are LR} = 3.6433 and
LR; = 8.2337 and the utilization of Algorithm 1 gives the bootstrap p-values, p —
value; = 0.5988 and p — value; = 0.0662. therefore, neither of the null hypotheses
is rejected and the standard linear regression model is the one selected by the LR
statistic method. For this model, table 4.3 summarizes its parameters” estimates and
their respective confidence intervals.

Table 4.3: Linear regression model. Estimatation and Confidence Intervals

Parameter Estimate Confidence Interval

b 1.1447 [1.0225, 1.2668]
2.0020 [1.8780, 2.1260]
o2 1.0921
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4.2.2 Bayesian Inference

Here we consider Bayesian model comparison to compare simultaneously the four
competing models for the first simulated dataset from model M3. Comparing the four
competing models, which are a priori equally probable to occur, we get the posterior
probabilities P(M;|y) = 1.0544e A —09, P(Ma|y) = 2.3599¢ A —10, P(M3|y) = 1 (nu-
merically equal to 1) and P(My|y) = 3.1606e A —05. It is obvious that the data come
from the threshold regression model with -, being the threshold parameter and this
happens with a posterior model probability that numerically equals 1. For the selected
model, in order to compare the prior and posterior distributions of the parameters, we
shall first utilize the Gibb’s sampler algorithm. To achieve this, we should first remind
the posterior probability function of 7, and the conditional density functions of ¢ and
b. Given that the prior distributions of the parameters are

Y2 ~ DU(q12,922, - - - Gn-12) = DU(G(102),9(152) - - - 4(90,2) )+
¢ ~ Gamma(s,q) = Gamma(1,1),

1 1
bl$ ~ Nogpi1)(a, $V) =N (04><1/ 4)I4><4> ,

then, as it was proved in subsection 3.2, the conditional distributions of ¢ and b
are given by
(Y = X3,b)'(Y = X3,b) + (b —a)'V"' (b —a) )
2

Ply, b, 7v2 ~ Gamma(g +p+s+1,9+
= Gamma(A, M)

-1 x ! 1 -1 * Iy -1
bly, ¢, v2 ~ Nagpiny | Vi(Va+ X3,7Y),, r (V + X0 sz)

1
= Ny(py1y(a1, avl)

and

’V1 |1/2LST*)
_ g1l
f(r2ly) = ARG
Y2€{q1292.2,-Gn-1,2} qit

Therefore, the Gibb’s algorothm is as follows:
Algorithm 3.

1. Begin the chain with some values (’ygo),cp(o), b(o)). As initial values we will use
draws from the prior distributions.

(1)

2. Simulate 7y, ’ from the distribution with probability function

|V1|1/21"(5T)
*ST

flrly) = : o
- )3 [va[/22E)

S
T2€{q12922/Mn-12} nt
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3. Simulate ¢(!) from the distribution

(Y = X* D) (y = X5 00+ 01 — ) V(2 —a)

2

Gamma(g +p+s+1,g9+

4. Simulate b(l) from the distribution

B

NZ(pJ,-l) (V](V_la + X:él)/Y),,

-1
-1 * Ik
0 (V X Xﬁ”> )

<

5. Iterate this procedure.

Iterating this procedure, it is proven that the Gibb’s sampler finally returns draws
from the the posterior joint distribution. In our case, we decided to simulate 30000
samples, which have been stored in a 30000 x 6 matrix. the first column contains the
draws of 77, the second column contains the draws of ¢ and the rest 4 the draws of b.
After a so called burn-in period (that is the number of iterations until the algorithm
converges and for which the draws are discarded), each row of this matrix consists
a realization of the joint distribution, while each item of a column is a realization of
the marginal posterior distribution of the respective parameter. For further details on
Gibb’s algorithm refer to Appendix B.

To visualize the draws of each marginal distribution and also get an idea of the
convergence of the sampler one could plot, for example, 3000 equally spaced draws,
out of the 30000 for each parameter.

4
2.2 x10 T T T T T

0.6 1 1 1 1 1
0 500 1000 1500 2000 2500 3000

Inclex

Figure 4.6: Consecutive realizations of the marginal distribution of ¢.
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Figure 4.7: Consecutive realizations of the marginal distribution of b(()z), bgz)’ 01,0, On1-

Another informal and maybe more convenient way to check the sampler’s conver-
gence is to plot the posterior mean of the parameters against the number of iterations
of the sampler. The mean (which should be provided that exists) should settle around
a certain value if convergence is achieved.
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Figure 4.8: Consecutive sample means of ¢.
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All the above plots suggest that convergence has been achieved after about 20000
iterations and thus, we remove the first 20000 draws (this is the burn in period) and
keep the remaining 10000 to conduct inference.

The next plots display the prior and posterior distributions of the parameters.
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Prior distribution of ¢ Posterior distribution of ¢
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Figure 4.10: Marginal prior and posterior distribution of ¢, for the one-threshold re-

gression model.
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Figure 4.11: Marginal prior and posterior distribution of b((]2), for the one-threshold

regression model.
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Figure 4.12: Marginal prior and posterior distribution of bgz), for the one-threshold

regression model.
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Figure 4.13: Marginal prior and posterior distribution of 6,0, for the one-threshold

regression model.
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Figure 4.14: Marginal prior and posterior distribution of 4,1, for the one-threshold

regression model.

At this point is interesting to examine what happens to the posterior model prob-
abilities for the second simulated data set of subsection 4.2.1, where the real values of
by and 6, are closer. Recall that when using classical theory for the model comparison,
the model that had generated the data was not identified.

Using the Bayesian approach to model selection, the posterior model probabilities
are calculated as P(M;|y) = 0.7715, P(Ma|y) = 0.0342, P(M3]y) = 0.1943, P(M4ly) =
1.7390e A —06 and therefore, the most probable model is M; which is compatible to

the conclusion of 4.2.1.

For the selected model, the next figures display the prior and the posterior distri-

butions of the parameters.
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Figure 4.15: Marginal prior and posterior distribution of ¢, for the linear regression

model.

Note that the posterior distribution of ¢ is also Gamma but with different hyper-
parameter values s* = 101 and g* = 111.7685.

Prior Joint Probability Density

jor Joint Probability Density

Posteri

Figure 4.16: Joint prior and posterior distribution of by, by, for the linear regression

model.

The above figure displays the joint prior and posterior distribution of b; and bs.
The posterior distribution is also normal but with different hyperparameters and non-
zero correlation between b and b,. More specifically we have calculated that the vec-
tor of the posterior means of by and b, is y1 = (1.1390 1.9918)’ and the covariance

matrix is C; = <

0.0051  —0.0000

00000 0.0069 > The plots of the prior and posterior distribu-

tions of each parameter follow and confirm the calculated results.
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Prior Joint Probability Density
Posterior Joint Probability Density

Figure 4.17: Marginal prior and posterior distribution of b;, for the linear regression
model.
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Figure 4.18: Marginal prior and posterior distribution of by, for the linear regression
model.

4.3 Model M, as DGP

In this subsection we consider My as the DGP. Assume that x} = (1 x;)’, where x; ~
N(0,1),e; ~ N(0,1), g4 ~ N(0,1) and g ~ N(2,1) fori = 1,2,...,n, where n =
200. Regarding the real values of the slope parameters we set b(1) = (12.5)/, b(® =
(1.53.5), b® = (2.5 3)", b®) = (0 1)’ while for the threshold parameters, 7; = 1 and
72 = 2. Therefore, we generate the data set of the dependent variable according to the

model
4

vi= Y0 e
j=1

Having the data set (y;, x7, e, i1, gi2) in hand we shall proceed to the comparison
of the four regression models. As we did in the previous subsection we set (7y1,72) €
Fl X 1"2, where F] = {6]]'(10), E]]'(15),E]]'(20), ey q;(90)} fOI'j = 1, 2.

We shall start by testing the hypothesis of the existance of one threshold variable
in the model, with respective parameters <1 or 7, against the alternative that both the
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threshold variables enter the model. That is,

Hy:m=1(m)
Hy:m=2 (1), (72)

Ho tm=1 (’)’2)
Hy:m=2(m), (72)

The observed values of the LR statistic and the respective bootstrap p-values hav-
ing evaluated 5000 replications are, LR} = 137.8685, LR; = 129.9317, p — value; = 0
and p — value, = 0 and thus we reject, as expected, both the null hypotheses and come
to the conclusion that the model fittingbest on the data is the two-threshold regresion
model.

Proceeding to the analysis of the two-threshold regression model, it is first exam-
ined the graph of the LR function and then one gets the table of the estimates of its
parameters with their respective confidence intervals.

q
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Figure 4.20: The LR statistic as a function of 1, for the two-threshold regression
model.
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Figure 4.21: The LR statistic as a function of 7, for the two-threshold regression
model.

Table 4.4: Two-threshold regression model. Estimation and Confidence Intervals.

Parameter Estimate Confidence Interval

b(M) 1.1201 [0.9551, 1.2851]
24216 [2.2710, 2.5722]
b2 1.6125 [1.4290, 1.7960]
3.4389 [3.2287, 3.6491]
b®) 2.5205 [2.1174, 2.9236]
3.0874 [2.6010, 3.5737]
b -0.2542 [-0 7042, 0.1958]
0.3324 [-0.1955, 0.8604]
T 0.9814 [0.1370, 0.3457]
7 1.9986 [2.96, 3.1876]
o? 0.9461

4.3.1 Bayesian Inference

Completing the simulation chapter, we consider the data set that was generated from
the fourth model. For this dataset the posterior probabilities of the four compet-
ing models are P(M;|y) = 1.2431e A —11, P(Mz|y) = 7.5935e A —12, P(Ms|y) =
6.0882¢ A —12 and P(My|y) = 1 which means that model My, almost with probability
1, is the one that has generated the data. For the posterior density and probability
function of the parameters we utilize the Gibb’s algorith as follows.

Algorithm 4.
1. Begin the chain with some values ('ygo), 'ygo), cp(o), Q(O)). We will use as initial values
drops from the prior distributions.
2. Simulate ')/gl) from the distribution with probability function

Z ‘Vl‘l/Zr(Si)

Y2€{q(102)9(11,2)-A(90,2) } nt
L [a[rr22e

’YlE{‘1(10,1)r‘i(11/1)/~~~"1(90,1)} ’Yze{’1(10,2)r‘i(n,z)/~~r¢1<9o,2)} Ul

f(71|z) =
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3. Simulate f)él) from the distribution with probability function

I" *
» ARG
*91
Frly) 11€{9001)4(11,2)-A90,1) } 1
2 - .
- r ety
%5
11€{900,1)9(11,1) A 90,1)} Y2€{9102)4(11,2) A (902) } 1!

4. Simulate ¢) from the distribution

(Y = X2 b)Y (Y = X2, 60 + (0 —a) vV (00~ a) )
: .

n
Gamma(z +p+s+1,g9+
5. Simulate b(l) from the distribution

N4(p+1) <V1(V 1a + X,)/(l)ly)// W <V ! + X,y(l)/X,y(l)> ) :

6. Iterate this procedure.

The Gibbs algorithm, after a burn-in period, returns samples from the joint poste-
rior distribution of the parameters. As in subsection 4.2.2 we simulate 30000 samples
and store them in an 3000 x 11 matrix, the first two columns of which are the draws
of 71 and 1, respectively, the third columns contains the draws of ¢, while columns
4 through 11 contain the draws of b(l), bgl), b(()z), bgz), b(()?’), b§3), bgl), b§4)‘ In order to
check the algorithm’s cpnvergence we shall take a look at the next figures containing
consecutive draws and consecutive means for each parameter.

4
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Figure 4.22: Consecutive realizations of the marginal distribution of ¢.
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Figure 4.23: Consecutive realizations of the marginal distribution of bél), béz), bé3) , b(()4),

iV, b b, pY.
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Consecutive sample means of ¢.
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Figure 4.25: Plot of ergodic averages of b(()l), b(()z), bés), bé4), bgl), b§2), bgg), b§4).

We consider the first 20000 draws as the burn-in period and store in a new ma-
trix the remaining 10000. Each row of this new matrix consists of a sample of draws
drom the joint posterior distribution, while each column is a sample of the respective

parameter’s marginal distribution. For each one of the models parameters, the next
figures illustrates the prior and posterior density functions.
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Figure 4.26: Marginal prior and posterior distribution of ¢, for the two-threshold re-
gression model.
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Figure 4.28: Marginal prior and posterior distribution of bgl), b§2) , bf) , b§4) , for the

two-threshold regression model.

4.4 Comparing Classical and Bayesian results

Before ending this chapter, it is worthwhile to summarize and compare the results
gained by applying both classical and bayesian theory. Regarding the model selec-
tion, it seems that there is a total accordance between the two methods since the cor-
rect models where identified except the one case of the threshold regression model
but with real parameter values that were very close to each other. For each one of the
selected models, from the scope of classical theory the estimators of the parameters
where close enough to the real values, which were also included in the respective con-
tidence intervals. On the other hand, from the scope of bayesian theory, we manage
not only to get point estimates of the models” parameters but an overall representation
of their distributions, via the posterior distributions.






Chapter 5

Application: Regression kink
model with an unknown threshold

Reinhart and Rogoff in their paper Growth in a Time of Dept (2010), use an extensive
dataset incorporating data on 44 countries for over about 200 years in order to search
for the existance of a relationship between public debt levels, growth and inflation.
The data used in their research cover a wide range of political systems and historic
circumstances, such as war or economic crises periodes, data for both rich countries
and emerging markets.

Their conclusion of a nonlinear effect of debt on growth arises from the fact that
there is a nonlinear response of market interest rates as countries reach debt tolerance
limits. Regarding inflation, it is connected with debt in the sense that high levels
of inflation can reduce the real cost of servicing the debt. Of course, the genesis of
debt buildups can be important since for example debts acccumulated during a war
period are not as problematic for future growth and inflation as those accumulated
in peacetime. However, the way in which debt builds up is not of the interest of
the authors, who only try to determine how debt connects to growth and inflation
outcomes.

The authors” main result is that as the level of goverment dept to GDP exceeds
a threshold, economic growth tends to slow. Regarding advanced economies and
emerging markets, it is remarkable that the relationship between public debt and
growth is similar. And this is not because of the inflation since there is no system-
atic connection between high debt levels and inflation for the advanced economies,
whereas in emerging markets the higher the debt levels are, the higher is the inflation.

Taking advantage of this paper and the available data, Hansen in his paper Regres-
sion kink model with an unknown threshold (2017) suggests that the relationship between
debt and growth as presented by Reinhart and Rogoff (2010) can be formalized as a
regression kink model. In this model, GDP growth is the dependent variable, while
debt to GDP is the threshold variable.

5.1 Model

This application is concerned with the data refering to the United States for the years
1792-2009, as they were gathered by Reinhart and Rogoff. There are n = 218 obser-
vations and we set y; the real GDP growth in year i, q; the debt to GDP percentage
from the year i — 1 and x; = (1y;_1), fori = 2,3, ...,n. The next two figures, display
time series plots for y; and g; respectively, while the third is a scatterplot of real GDP
Growth and Debt/GDP.
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Figure 5.3: Scatterplot of real GDP growth and debt/GDP

Figure 5.3 presents a scatterplot of (y;, ;) in which one can see the existance of a
threshold variable. The slope of the fitted line of the linear regression changes form
positive to negative for debt to GDP ratios that are above a threshold variable. There-
fore, the threshold regression model assumed for these data is as follows:

yi=bi(gi—7) +ba(gi—7)t +byxi+e, i=2,3,...,n, (5.1)

where b3 is a 2 x 1 vector. Regarding the support of -, according to Hansen (2017)
itis I' = [10,70], so that at least 5% of the sample and 10% of the support of the
threshold variable are below the lower bound and above the upper bound. As always,
we assume that the error terms have 0 mean, are uncorrelated and homskedastic, with
common variance ¢2. Thus, the model’s parameters are 6 = (b, y) and 2, where we
have setb = (b by 1})".

After specifying the model’s parameters, one comes across with the question Is the
threshold regression model statistically different from the linear regression model? We aim to
answer this question, using both ordinary and Bayesian theory, as it was extensively
described in the subsections 2.1, 2.2 and 3.1, 3.2. It is also interesting to compare the
results coming from the two approaches, point similarities and differences and come
to a more solid conclusion.

5.2 Classical inference

From the scope of classical inference, in order to answer the question of whether the
threshold regression model is statistically different from the linear regression model
or not, we are going to use the LR statistic and a bootstrap technique in order to get
the test’s p-value. Namely, we are interested in testing the the hypotheses

H()STHIO
Hl:mzl
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Recall that for the computation of the observedl value of the LR statistic, that is

72 —2(y)

7*(7)
we have first to estimate the variance of the error terms for both the linear and the
threshold regression model.

The respective linear regression model is nested in model (5.1), as the next equa-
tion holds for the case that by = b,

LR, =n

yi = bigi +b3x; +e; (5.2)
= blqi + b3y + b32y1;1 +e,1=2,3,...,n (5.3)
n
and 02 = % Y 2. The OLS estimators of the linear model (5.2) are:
i=1

by = —0.008, by = (2.89 0.3030)" and & = 17.59 .

On the other hand, the estmates of the parameters of model (5.1) are:
by = 0.033, b, = 0.067, by = (3.78, 0.28),7 = 43.8 and 5%(7y) = 17.2..

Therefore, the real value of the LR statistic is LR} = 5.6583 and next comes the
bootstrap technique for the computation of the test’s p-value. Following Algorithm
1, as it was described in subsection 2.3, and setting J=10000,that is applying 10000
bootstrap replications the obtained p-value at a 95% level of statistical significance is
pn = 0. Thus, we do reject the null hypothesis and confirm our initial point of view
about the existance of a threshold variable.

Our results are in total agreement with those of Hansen (2017).

5.3 Bayesian inference

In order to utlize bayesian theory we shall first rewrite models (5.1) and (5.2) in matrix
form, which is more convenient not only for the calculations but also for the syntax of
the code that we will use.

Model 1

yi=bix;+bigi+e; =bs +bayi1+bigi+e, i=2,3,...,n (5.4)

Model M; in matrix form is expressed as follows.

Y = Xb+e, (5.5)
1 v ¢
1

where, X = (1, Y_1q) = y‘z q_s

1 vyt gu
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and
b= (b bV by).
Model 2

Model (5.1) can equivalently be written as

vi = b5+ iYLy + oYz + b3y 1 + bigilgcy + bogilysy e i =2,3,..m,
(5.6)

or in matrix form
Y = Xi;b +e, (5.7)

where,
1 y1 gelg<y g2lg>y
x Ty gslg<y g3lgs>y
X5 = (1 Yo1 qlgey qlgy) = : : :

1 yno1 gnlg<y Gnlg>
and

b= (by b\ by by)".

Note that the constant term of model (5.6) depends on 7, and it is béo) + byy when

g;i < 7vand béo) + byy otherwise. However, it does not affect the bayesian analysis and

thus we denote as by the sum by + b1y15,<y + baylg,>,.
Thus, the two competing models are

Mli Y=Xb+e
My . Y:Xf‘yb—i—e

Now that the two models are written in an appropriate matrix form, the likelihood
function of them can be specified under the assumption of normally distributed error
terms. More specifically, assuming that the error terms joint ditribution is normal, i.e

1
e~ Nn <On><1/ ¢1n><n>

the models’ likelihood functions are

Mi: Flylb ) = (&) (v - Xb)(x - xb)
Ma: f(ylbg7) = (&) (Y = X3b)'(Y = X3b).

The specification of the prior distributions of the parameters is critical and one shall
consider if there is any prior information about them. Regarding ¢ and b we decide to
use the conditional conjugate families, while for v we decide to follow the proposal
of Hansen (2017), as we did for the classical inference.

Model 1

¢ ~ Gamma(1,1)
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1
blp ~ N3 (03><1/ 4)13><3)

Model 2

¢ ~ Gamma(1,1)

1
blp ~ Ny <O4><1/ 4)14><4>

v ~ DU(10,10.1,10.2,...,70).

Although the scatterplot indicates the existance of a threshold variable, and one could
set a larger prior probability to this model, we decide to ignore it and consider the two
models a priori equally probable, i.e P(M;) = P(M) = %. Following the respective
theory of subsection 3.4, we compute the evidence of each model and thus we get the
two models’ posterior probabilities. More specifically, itis P(M;) = 0and P(M) =1,
which is a strong evidence for the existance of a threshold variable. For the threshold
regression model, that seems to have generated the data, we proceed to its parameters
inference.

The utilization of Gibb’s sampler is required in order to get a visualization of the
parameters’ posterior distributions. Following Algorithm 3 of subsection 4.2.2, we get
the subsamples of the joint posterior distribution of the parameters, as well as of each
parameter’s marginal distribution using 30000 replications.

To investigate the convergence of the algorithm we shall take a look at the follow-
ing figures.
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Figure 5.7: Consecutive sample means of bgO), bgl), by, bo

Inspecting the above figures we decide to reject the first 20000 samples and keep
the remaining 10000 in a 10000 x 6 matrix. Each column of this matrix is a sample of
the respective parameter’s marginal distribution and by plotting the respective his-
togram next to the prior distribution we manage to compare our prior beliefs to the

posterior evidence.
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Figure 5.12: Marginal prior and posterior distribution of by, for the kink model.

5.4 Comparing Classical and Bayesian results

One of the main purposes of this thesis is the verification (or not) of the classical results
of this application, from the scope of bayesian theory.

According to Hansen (2017) and as we presented in subsection 5.2 the linear re-
lationship connecting the real GDP growth of year i, with the previous year DGP
growth and the rate of debt to GDP in the previous year, depends on the latter’s
rate value. Namely, the underlying model is a threshold regression model, where
debt/GDP is the threshold variable. From the scope of classical theory it is estimated
that the change of the linear equation describing the data among the dependent and
the independent variables occurs when the threshold variable equals to 43.8. The re-
spective estimators of the coefficients are also calculated in subsection 5.2.

Bayesian techniques come then to verify the above result, indicating that not only
the threshold regression model describes the relationship of the regressors with the
dependent variable, but this happens with probability that is numerically equal to
one. Using as prior information the indication of Hansen (2017) about the thresh-
old variable and the conditional conjugate distributions for the other parameters, we
managed to get, utilizing the Gibbs sampler, a brief idea of the parameters’ posterior
distributions.






Chapter 6

Conclusion

This dissertation develops classical and Bayesian methods for the linear regression
model, the threshold regression model with one threshold variable and the threshold
regression model with two threshold variables. For the case of one threshold variable,
the cases of the “jump” and “kink” models are examined separately from the scope of
classical theory, since Bayesian inference is not affected from this discrimination.

Classical hypotheses testing is accomplished using two Bootstrap algorithms in
the case of the discontinuous threshold regression model, since the sampling distri-
bution of the likelihood ratio statistic appears to be non standard. For the hypotheses
testing in the case of the continuous threshold regression model, one does not need to
apply neither of the two Bootstrap algorithms, since the distribution of the likelihood
ratio statistic is a chi-square. From the scope of Bayesian theory, a lot of attention is
paid in the selection of the parametrs” prior distributions and the conditional conju-
gacy. Also, Gibb’s sampler is utilized in order to simulate draws from the marginal
posterior distributions of each model’s parameters.

The models and methods studied in this dissertation were applied to simulated
and real data, relevant comparisons were made and useful conclusions were drawn.
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Appendix A

The Bootstrap Technique

Initiated by Bradley Efron in 1979, the bootstrap method lies on the fact that an ob-
served sample of data carries all the available information about the underlying un-
known sampling distribution.Thus, resampling the original sample is the best way to
get an approximation of the unknown sampling distribution.

Let X = (Xy,Xa,...,X,) denote a random sample of size n observed under a
totally unknown probability distribution F, and x = (x1,xy,...,x,) be its observed
realization. Given a statistical function 8 = f(X, F) (which can be a function both of
the sample and the unknown distribution F, but not of the unknown parameter 6)
that estimates a parameter 6, we aim to estimate the sampling distribution of 0. Note
that if the distribution F were known, we could get an estimation for the sampling
distribution of 5, using Monte Carlo methods as follows:

1. Draw a sample xU) = (Xy), Xé]), .. .,X,(j)) from F.
2. Compute 80) = (XU, F).
3. Repeat this procedure J times and get the samples X M, x@, .., x0,

~ ~ ~ J .
Then P(6 € A) = P*(0 € A), where P*(0 € A) = | ) 14(81).
j=1

However, the sampling distribution is unknown and thus the idea is to resample
the original sample in order to get the so-called empirical distribution F,. This empir-
ical distribution function F,(x), namely the probability that a datum value is less than
or equal to x is defined as the proportion of the n observed data values that are less
than or equal to x. Hence,

From the above definition comes out that F, is the distribution function of a ran-
dom variable X,, which takes on any of the n values (x1, x, ..., x,) with probability
L (If the values of x; are not all distinct then X, equals to x; with probability equal to
the number of times that the value of x; occurs in the sample divided by n.)

According to the strong law of large numbers, F.(x) converges to F(x) with prob-
ability 1 as n — 400 and moreover, this convergence will be uniform in x, with proba-
bility 1 due to the Glivenko-Cantelli theorem. Thus, assuming that 6 is, in some sense,
a continuous function of the distribution, 8(F) will be close to 6(F,).

Sampling from the empirical distribution. Generating a random variable X from
the empirical distribution is quite easy, since such a variable as reffered above can take
on equally likely (or with probability multiple of 1/n for values that occur more than
once in the original sample) one of the values (x1, Xz, ..., x, ). Therefore, if we want to
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draw 7 i.i.d realizations from F,, we follow the below procedure:

1.Generate n random numbers Uy, Uy, . .., U, and set [; = Int(nU;) +1forj=1,2...,n
, where Int (k) is the integer part of k (i.e the largest integer less than or equal to k).

2. Set x]’-‘ = xj and x* = (x5, x5,...,x5).

Then, x* is an i.i.d sample consisting of n realizations of the random variable X having
cumulative distribution function the empirical distribution F,.

(It is easy to see that this is in essence sampling with replacement from the original
sample and will work even when x; are not all distinct.)

The bootstrap technique. Suppose that we have in hand the realization x =
(x1,x2,...,%,) of a random sample X = (Xj,Xy,...,X,) from an unknown distri-
bution F, 6 is a parameter of the distribution and 6 = f(X, F) estimates 6. We wish,
for purposses of statistical inference, to estimate the sampling distribution of 6. The
bootstrap method is extremely simple, at least in principle:

1. Construct the empirical probability distribution F,, as defined above.
2. Draw a random sample of size n from F,, say X* = x*, X7 ~ F,. This is the boot-
strap sample X* = (X7, X3, ..., X;;) and its realization x* = (x],x3,...,x}).
3. Approximate the sampling distribution of 0= f(X, F) by the bootstrap distribution
of 0* = f(X*,E,).

For the calculation of the bootstrap distribution, i.e the distribution of §*, three
methods are possible:
1. Direct theoretical calculation.
2. Monte Carlo approximation
3. Taylor series expansion methods, which can give an approximation of mean and

variance of the bootstrap distribution of 6*.

Monte Carlo approximation method is the one used more often and also at the
present thesis, so we will only analyze this method.

As mentioned in step 3 of the bootstrap method, we aim to approximate the sam-
pling distribution of 8 = f(X, F) by the bootstrap distribution of 6* = f(X*,E,) but
now the distribution F, is considered known. Thus, Monte Carlo method is used as
refered at the begining of this appendix. More specifically, we follow the next steps:

1. Draw ] independent samples X*(1), X*(2), ... X*U) from the empirical sample dis-
tribution F., where

x0 = xV,x;0, xS Ri=1,2.,m,j=12,...,]
2. Evaluate bootstrap replications and get

0*0) = f(x*0,F,), j=1,2,...,]

3. Estimate the sampling distribution of 8 by the empirical distribution of the boot-
strap replications as:

/ .
Z 1A(9*(1))
j=1



Appendix B
The Gibbs Sampler

Markov Chain Monte Carlo (MCMC) methods

Markov Chain Monte Carlo (MCMC) methods, largely developed in the nineties, are
techniques for sampling from probability distributions using Markov chains. These
algorithms, that are mostly used in data modeling for bayesian inference and numer-
ical integration, allow us to handle problems of extreme difficulty that were almost
impossible to handle before. Suppose that we aim to simulate the value of a random
vector X, whose components are dependent. The idea of simulating such a complex
system using a Markov chain was proposed in Metropolis et al. (1953) and has been
used extensively in statistical physics. Then it was generalized by Hastings (1970)
and thus we have the Metropolis-Hastings algorithm which is the base of the MCMC
techniques, since all other MCMC methods are considered as special cases of it.

Markov Chains

Consider the sequence of random variables { Xy, X3, ... }, where X; is interpreted as
the state of the system at time i. Suppose that this system has large but finite number
of states, i.e the possible values of X; is the set 1,2,...,N, and p;j, i,j = 1,2...,N
is the probability of the process moving from state i to state j independently of the
past states. Namely, P(X,11 = j|Xo, X1,..., Xy = i) = P(Xyy1 = j|Xu = i) = pj
fori,j =1,2,...,N. Then, the sequence {X,,n # 0} constitues a Markov chain, with
transition probabilities p;j, i,j = 1,2,..., N. Obviously, the process after leaving state
i must enter some other state the transition probabilities satisfy

N

pi,j = 1, Vi = 1,2,...,N
j=1

A statej of a Markov chain is said to be accessible from state j (i — j) if the process
starting from state i will ever enter state j, while a state i is said to communicate with
state j (i <+ j) if both i — jand j — i. Hence, a Markov chain is said to be irredicible
if all of the states communicate, namely if it is possible to get from any state to any
state. For an irreducible Markov chain, let 71; denote the proportion of time that the
process is in state j. Vector T = (711, 712, ..., 7ty) is called a stationary distribution of

the Markov chain if Vj satisfies

N
7'[]' = Zﬂipij,j: 1,2,...,N
i=1
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A Markov chain is called aperiodic if all of its states are aperiodic, namely if for
some state j
P(X, =j|Xo=j) > 0and P(X,1 = j|Xo =) >0

Regarding an irreducible Markov chain, if one of its states is proved to be aperiodic
then it implies that all of the other states are too. For an aperiodic and irreducible
Markov chain 71; can be interpreted as the limiting probability that the chain is in
state ;.

Supposing that we want to simulate from the probability mass function P(X =
j) = pi,j = 1,2,...,N, the idea is to generate an aperiodic and and irreducible
Markov chain with limiting probabilities pj;, j = 1,2,..., N. Then, if we run the chain
for n steps, and large n, we will be able to generate the value of a random variable
X, having probability mass function pjs j = 1,2,...,N. We will next see that the
Metropolis-Hastings algorithm accomplishes this task.

The Metropolis-Hastings algorithm

Suppose that 77, j = 1,2...,N is a probability mass function and that we wish to
generate a random variable from it. The desired probability function from which
we want to simulate is called target distribution. The Metropolis-Hastings algorithm
accomplishes to simulate random variables from the target distribution by simulating
a time-reversible Markov chain which has limiting probabilities 7t;.

Let Q denote the transition probability matrix of an irreducible Markov chain
{Xyu,n # 0}. Now suppose that the system’s state in time # is X,, = i and a new vari-
able X having probability mass function g;; = P(X =j),j=1,2,...,N is generated.
The value of this random variable X is now the candidate next state of the Markov
chain. More specifically, if X = j then with some known probability «(i, j) the system
moves to the candidate state j, i.e X,,;1 = j, and remains to state i, i.e X,,11 = i, with
probability 1 — «(i, j). Iterating this procedure, we manage to construct an irreducible
and aperiodic Markov chain {X,, n # 0} with transition probabilities

qijec(i, j) j# i
Pij =V qi+ L qe(1—a(ik) j=i
ki

This Markov chain is time-reversible and has stationary probabilities 71; if the fol-
lowing equalities are satisfied

mipij = Tpji forj # i
= mqija(i,j) = mqiia(j,i)

One can easilly see that the last equation is satisfied if we set

a@ﬂ:mm(mwﬂ)

TTiqij

Thus, the Metropolis-Hastings algorithm for generating a time-reversible Markov
chain with limiting probabilities 77j, j = 1,2,..., N is:

1. Choose an irreducible Markov chain with transition matrix Q and transition prob-
abilities g4, 1,j =1,2,...,N.

2. Setn = 0 and Xy = k, an arbitrarily chosen initial state.

3. Generate a random variable X, where P(X = j) = g, and a random number U.
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X is the candidate next state of the Markov chain.
4. Set NS = X if U < nx”/% (the candidate state is accepted), else NS = X,, (the

Xpn TXnX
candidate state is not accepted).

6.n=n+1,X,11 = NS.
7. Go to step 3.

The Gibbs Sampler

A special case of the Metropolis-Hastings algorithm is the Gibbs sampler which sim-
plifies a complex high-dimension problem breaking it down into simple, low-dimension
problems. The basic idea of the Gibbs sampler is that if we wish to generate a random
vector X = (X1, X, ..., Xy) from a high-dimensional joint distribution, we shall break
it down into a series os samples of simpler conditional distributions. Let 7, denote
the probability mass function of X and P(X = x) = P(X; = x|X; = x;,j # i) isa
known mass function from which we can generate a random variable X.

The Gibbs sampler utilizes the Metropolis-Hastings algorithm as follows:

1. Create a Markov chain with states x=(x1, x2, ..., Xy).

2. Define the transition probabilities as follows: if the chain’s present state is x, choose
equally likely one of the 1,2,,...,n coordinates. If coordinate i is chosen, generate a
random variable X having probability mass function P(X = x) = P(X; = x|X; =
3. If X = x, the candidate next state is y = (x1,x2,...,%i_1,X,Xi11,...,X,) and
Gy = 5 P(Xi = x|Xj = xj,j # ) = s 77

4. The candidate next state is accepted with probability

a(x,y) = min (1, W) = min <1, ﬂYﬂx) =1

TTxqx,y Tlx Tty

In essence, Gibbs sampler is a special case of the Metropolis-Hastings algoritmh,
where the proposed next state of the Markov chain is always accepted.

The Gibbs Sampler for Bayesian inference

As referred in previous chapters, in Bayesian inference the posterior distribution car-
ries all the available information about the parameters, or as it is usually said “the
posterior distribution is the inference”. However, in multiparameter problems it is
difficult to calculate the marginal posterior distributions in order to examine each
parameter separately. For that reason, we wish to obtain through simulation sam-
ples from the marginal distribution and Gibbs sampler accomplises this task under
conditional conjugacy. Conditional conjugacy is called the phenomenon where the con-
ditional posterior distributions belong to the same families as the priors. Under this
assumption of conjugate conditional posteriors, the algorithm for sampling from the
multivariate distribution 77(61, 6, ...,6;) is as follows:

1. Select initial values for the parameters, i.e from priors, (0 (9%0), 650), e, 9510) ).

2. Simulate 9%1) from the conditional distribution 7t(6; |9§0) , 9§0), o, 91(10)).

3. Simulate 651) from the conditional distribution 7T(92|9§1), Hgo)/ cee, G{go)).
4. ...

5. Simulate 621) from the conditional distribution n(9d|9£1), 9§1), ey GLgljl).
6. Iretate this procedure.
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After a burn-in period, it is proven that the above Markov chain converges to
the desired stationary distribution 77(61,65,...,60;). Thus, having discared the sam-

ples generated in the burn-in period, the subsequent draws (9%1),951), .. .,9(9)),. ..,

(95] ), 951 )., 9153] ) ) can be regarded as realizations from the joint posterior distribution.
Moreover, with Gibbs sampler we manage to get samples from the marginal posterior
distributions, since the i — th component of each of the draws 0,92 .. 6U) consti-
tutes a samle from 7(6;|y).
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