e HELLENIC REPUBLIC

2 National and Kapodistrian

&, University of Athens
EST. 1837

DEVELOPMENT OF A SHEAR WAVE SPLITTING PARAMETERS
DETERMINATION SOFTWARE SUITE FOR UPPER CRUST SEISMIC
ANISOTROPY STUDIES: APPLICATION IN TECTONIC AND
VOLCANIC REGIMES

by
loannis Spingos

A thesis submitted in partial fulfillment of the requirements for the degree of
Master of Science in Seismology

Examining Committee:
Dr Kaviris George (Supervisor, Assistant Professor)
Dr Papadimitriou Panayotis (Professor)
Dr Voulgaris Nicholas (Professor)

Athens
2019






Preface

This work is the result of years of efforts in studying shear — wave splitting phenomena
and developing my programming skills. It was a personal passion project that started near the
end of my undergraduate thesis back in 2015 and morphed into a proper scientific project
during my postgraduate studies. After spending countless hours analyzing waveforms using
PostScript files and Shell Scripts on a Linux terminal, my intention was to create a modern
program that would incorporate contemporary software tools, severely reduce the work hours
required and smooth out the process for the uninitiated. The program presented in this MSc
Thesis has taken shape and can already be used in research. Nevertheless, progress cannot be
halted. New features and updates will continue to be added to enhance the user experience, for
(hopefully) years to come.

Every project like this, albeit written and presented by one person, includes several
people that influenced it, either in a major or a minor way. Thus, I would like to thank, first and
foremost, my supervisor Assistant Professor George Kaviris for the endless hours it took to
discuss (more like debate) this project and his illogical faith in my embryonic programming
skills at the beginning. I would also like to express my gratitude to the other two members of
the Examining Committee, Professor Panayotis Papadimitriou, for providing the necessary
stimulus to work on programming, while always pushing me to improve and having a different
outlook on things, and Professor Nicholas Voulgaris, for the long years of cooperation in
seismic anisotropy. It would be impossible to not acknowledge the aid of fellow MSc student
Christos Millas in testing the software and providing valuable insight, through arguments upon
arguments, on shear — wave splitting. I am also grateful to Associate Professor Vicky Kouskouna
and Assistant Professor Ioannis Kassaras for the priceless knowledge on seismology that they
communicated to me, since my early undergraduate years. I would also like to thank Dr
Vasileios Kapetanidis, who always set the bar for me in both software development and seismic
anisotropy topics, as well as Dr Andreas Karakonstantis and PhD candidate George Bozionelos
for the massive undertaking of picking phases and locating earthquakes in the Gulf of Corinth
and Santorini island, used in the current thesis. I want to express my thanks to PhD Candidate
Phaedra Kravvariti for the manual analysis of the Santorini Volcanic Complex data for shear -
wave splitting. 'm also grateful to Dr George Sakkas, PhD candidate Nikos Sakellariou and
fellow MSc student Ioannis Fountoulakis for our everyday interaction and support through my
years in the Seismological Laboratory. I would like to thank two members of the University of
Kansas, Professor George Tsoflias and PhD candidate Alex Keith Nolte for providing data from
the Wellington Oil Field in Kansas and all the ideas that popped up during our discussions
about shear — wave splitting. I am greatly thankful to fellow undergraduate student and
physicist Mr. Christoforos Vasileiou for the ceaseless support and motivation he provided all
these years. Lastly, but definitely not least, ’'m very grateful to my sister Dr Foteini Spingou and
my parents, Katerina and Andreas, for their ever - going support, both financially and

psychologically, through my studies.



Contents

PIOIACE ..o i
COMNTEIES ..ottt ii
TIEPIATIIT] oot es et en s e enenenat s stacsenneas iv
ADSETACE ... v
L INEPOAUCHION .ot 1
1.1. Seismic Anisotropy in Shear — Waves........cccoiirrnnccrirnnccnerccseneeseeesesseaenne 1
1.2. Recent Developments in Geophysics and Seismology .........ccccccvcerercrricrernnenrcrcrsenenen. 6
1.3. The Aim and Contribution of the MSc TRESIS......c.cceverrererirrrrcrererrccrerrerenereeaeeenne 8

2. Shear - Wave Splitting Analysis Methods ........c.cccirriiiiinnciccrccrese e 9
2.1. Particle Motion DIQ@IamS.......ccovccueeueericremneerermreerenneeereesereneneseesesenssesesesesersrsseseresesenssesesene 9
2.2. Rotation — Correlation ... 14
2.3. Eigenvalue and Minimum ENETZY ......cccoccrvvreirircrnrrnricrirereercreerseeseseseeessesesessssesenne 17
2.4. Cluster Analysis in Shear — Wave Splitting ..........ccevvvuriirnorrnicriirrccrererricsenecenes 19
2.5. Shear — Wave Splitting TomOGIaphy .......c.coerrecrirnrninrcernierre e eseesesneenes 23

3. The Pytheas SOftWATE .....c..c.occuuricrniiricriricrre et eneses s s esese s esese s sssss e sseans 25
3.1, PYthoOn iN SCIENCE ....uvreueiricirictctecie ettt s et eb bbb seaene 26
3.1.1. SCIPY and NUMPY ...oviiiiiicreccrccre et eesesen e esesesenenasessssssaessnaes 26
3.1.2 MAtPLOTID .ottt bbb 26
3,13 ODSPY et 27
3.1.4. SciKit — J@AIT ...c.iiiiiiiiciici e 27
30150 QU5 oo s e s 27

3.2. General Description Of the SOftWATe ........cccocviverrirrrierieerreerres e sseeseeceseeenns 28
3.2.1. PYLREAS.PY ettt 32
3.2.2. PALSETS.PY cerviiniicriniicienetetes st 33
3.2.3. 10tatioNCOTTElAtION.PY ..ovureiiieciriciirici ettt ettt ebe e 33
3.2.4. @IZENVAIUL.PY c.erreiiircrircecirireeer ettt esesenenas s aseses s seseseseseaestaesesacaesnacs 33
3.2.5. CLUSLETINE.PY orvviurieirircieieieie et et b ettt b et b sttt ena e senaes 35
3.2.6. TOOIS.PY  oeerececrieieirectereeete ettt 38

3.3. Secondary and Quality of Life FEatures ... 39
3.3.1. Grading AlGOrithm......c.cocciiniiiiicrce et b e 39

ii



3.3.2. Integration of the QUAKEML and STATIONXML schema.....c.ccccoveccrvvrerrcrcnnenee 40

3.3.3. Configuration Fles........cocreuriiciniccieieien ettt eseeb st b e eeseseeaes 41
3.3.4. Archiving MethOds........ccccviiriiieiricrrer e eseesenenasesesessaesenaes 41

3.4. Example of the Automated PrOCESS......cevirririrernirirriereeesrererees st seesessesesseesens 43

4. CaSE STUAIES.c. ettt ettt 45
4.1. Western Gulf of Corinth, Greece.........c.cvevririrriciriiinicricniceiscssisssesssssesssssessnnns 46
4.1.1. GEOtECLONIC SELHNE ...ovveeeeeteee e 46
1.2 RESUIES oot na et 49

4.2. Santorini Volcanic COmMPleX, GIEECE .......c.cirriririmerirririricrerireisireserersieeneesesassieeseesesseeses 54
4.2.1. GEOtECLONIC SETHNE ...veveeeeiiccccc e 54
4.2.2. RESULLS oottt b bttt 56

4.3. Wellington Oil Field, Kansas, USA.........cccceueriernrrnricrenrrreerersreeisesesesesesessesesessesesenne 61
4.3.1. GEOteCtONIC SETHINE ...cvviviiriiiiiiiiiii e 61
432 RESUIS oottt 62

5. Discussion — CONCIUSIONS........coouuiimiuiriiicrricricrriscr e ereses s e s sssssssanas 65
5.1. Common issues of automatic Methods.......ccovccuirirrcriinicnrccreer e ererseseenens 65
5.2. Comparison of automatic and manual techniques.........ccevveeeerrrrrrrrcrrieeeeeeeeeeeee 68
5.3. Assessment of the Grading Algorithm........ccococeiiirnciinicnc e 72
5.4. On the PYtheas SOftWATe......ccoccuvveeiricrireerrcrerre e esererare e eseseneseseseeserenssesssenees 75
5.5. Applicability of the Shear - Wave Splitting Tomography.........ccccccceveevernecvnncrersecnrnenens 77
RETEIEIICES ...ttt ettt bbb nnaes 78

iii



MepiAnPn

To @awvopevo g oxaong (katd To omoio éva eykdpoto kbpa Siakpivetal oe Vo
oVVIoTWOEG pe kdBeteg petalh Tovg moAwoelg kat Sta@opetikés TaxvTNTEG Stddoong) éxel
anodofei oty avigotpomia tov péoov Siadoong. H mapatfipnon tov efaptatar and tov
PoodLoptopd GVo KOpLwVY TapapéTpwy: T Slevbvvon TOAwong TG Taxeiag oVVIOTOoAG (@) Kat
™G Xpovikng kaBuotépnong petald twv xpovwv dtadpoung (td). H mapodoa Metamtuyiakn
Awatpipn) Edikevong agopd tnv avantuln evog makétov Aoyiopkov (o yAwooa Python) yia
TOV TPOOSIOPLOHO TWV TIAPAHETPWY OXAONG. AV Kot LTTapXovv Stdpopeg epappoyég Sdtadéotpeg,
o€ Kapia uéxpt onpepa Sev TpooPEpeTalL | OAOKANPWHEVT XPTOT XELPAKTIKWY, M- KAl AT pwS
avtopatwv puefodwv. To Aoyiopkod to onoio avantoxBnke (Pytheas) okomevel va evappovioet
™ Aettovpyia Twv TEXVIKOV avtdv. H @AikdTnTa TTpOg TOV XpnoTn eival éva and Ta Pacikd
XAPAKTNPLOTIKA TOL Tpoypappatos. To mpdypappa epmepiéxel Tpelg nebddovg mpoadiopiopon:
(a) emomtikn péBodog Aaypappdatwv Zwpatdiakng Kivinong, () pébodog Idotipav kat (y)
neébodog Ieplotpoen — Etepoovoyétiongs. Eva n (a) eivar xepaktikn pédodog kat amattei tnv
TANpN evaoxoAnon tov xpnotn, ot (B) kat (y) eivat nut — avtdpateg kar xpetdbovral tov
XepakTiKd mpoodiopiopd tov mapabvpov oto omoio Ba yiver n pétpnon. H emhoyn avth
avtopatonoteitat mMAfpwg pe T pébodo Avalvong Zvotadwv, o cvvdvaopod pe tn (P) 1) kat T
(y)- To hoylopko Pytheas ouvdéet Ti TeXVIKEG AUTEG e Eva QIAIKO Kal EDANTITO EVOWUATWHEVO
ypagko meppddov xpnotn. T v opdn alodoynon twv petpnoswy, avantuxdnke éva
ovotnua Padporoynong otnplopevo oto meplexopevo tov BopvBov OTO ORpA Kal OTa
o@aApata Twv dVO TAPAUETPWY OXAOTG.

T Tov éAeyyxo g Aettovpyiag Tov Pytheas xpnotpomotrifnkav tomikd dedopéva and
Tpelg meploxés: (i) Avtikog KoprvBiakog KoAnog (textovikd mepiBarlov), (i) Heatoteiakd
Zopmeypa Zavtopivng (neatotetakod meptBarlov) kau (iii) Ietpedatogdpo nedio Wellington,
Kansas, USA (emayopevn oewopkotnta). H Avdivon Zvotddwv xpnotponotidnke yia tnv
emhoyn Tov avikov mapadipov avélvong kat 1 éBodog ISoTipwy epapuooTnke o avTod, yla
TOV TPOOSLOPIOUO TWV TAPAUETPWY OXAONG O€ TTavw and 2,400 {ebyn oelopwv — oTadbudv, pe
ywvieg avadvong pkpdtepeg twv 35° Ilpoodiopiotnkav cuvolikd 516 (ebyn mapapétpwv
oxdong pe anodektong Pabpods mootntag. Ta amotedéopata, GLUYKPIVOLEVA pe avtioTola
ToAawV peAeTwv pe TN Xelpaktikn péBodo, éde€av ot n avtopatn péBodog éxel onpavtikn
aglomotia. Q0T600, 1 Mo €vTovn SlaoTopd TwV TILWV Twv ¢ Kat td Ba mpénel va Siepevvn e,
mlavwg pe T PeATiotonoinon g avtopatng Stadkaciag fabpordynong.

EmmAéov, e€etaoOnke n pébodog tng Zewoukng Topoypagiog Xxdong Eykapoiwv
Kopdtwv, pe n xprion petprioewv molalwv epevvwv (Adyw Tov peyaldtepov mAnBovg Tovg),
otov Avtikd KopivBiaxd Kohno kat to Hpatotetaxkd Xopmheypa Xavtopivng. Ta anotedéopata
¢derfav OTL amatteiton TEPpAUTEPW TANPOPOpPIa Yo TNV EPUNVEIR TNG TOHOYpagiag, kKabBwg ot
npoadioptobeioeg avicoTpomikég Sopég TOV avwTePOL PAOLOV Oev OUVASOVY e YVWOTA OTATIKA
yewAoyika Kal TeKToviKa @awvopeva. H Siepevvnon tng katavoung g Tdong otny meploxn
(Héow PETPiOEWV TIEOT|G OE YEWTPTOELG 1 AVTIOTPOPTIG UNXAVIOHWY Yéveong) Ba pmopovoe va
XpnotpononOel yia Tov 0KOTO AUTOV, EMITPENOVTAG TH CLOXETION THG TOHOYpaPiag pe Suvapikd

Qalvopeva.
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Abstract

The splitting phenomenon (during which a shear — wave is divided in two orthogonally
polarized components travelling with different velocities) is attributed to the anisotropy of the
propagation medium. Its observation is relying on identifying two main parameters: the
polarization direction of the fast shear - wave (¢) and the time - delay between the travel -
times of the two components (¢;). The current MSc thesis aims to develop a software suite (in
the Python programming language) for determining the splitting parameters from local events,
in the upper crust. Even though there are various programs available, they do not offer the
integrated use of manual, semi- and fully automatic methods. The developed software (Pytheas)
aims to harmonize the implementation of these techniques. User - friendliness is a basic feature
of the program. The application incorporates three methods: (a) visual inspection of particle
motion diagrams, (b) eigenvalue method and (c) rotation - correlation method While (a) is a
manual technique and requires the complete involvement of the user, (b) and (c) are semi -
automatic and depend upon the manual determination of an analysis window. This selection is
fully automated by using Cluster Analysis, in combination with either (b) or (c). The Pytheas
software connects all these techniques through a friendly and intuitive graphical user interface.
For the evaluation of the measurements, a grading system was developed, based on the noise in
the signal and the errors of the two splitting parameters.

For the evaluation of Pytheas, local data from three different areas were used: (i) the
Western Gulf of Corinth (tectonic regime) in Greece, (ii) the Santorini Volcanic Complex
(volcanic regime) in Greece and (iii) the Wellington Oil Field in Kansas, USA (induced
seismicity). Cluster analysis was utilized in selecting the optimal analysis windows for the
eigenvalue method, in over 2,400 event - station pairs, with a maximum angle of incidence
equal to 35°. A total of 516 measurements with acceptable grades were determined. Results,
compared with corresponding ones from previous studies that used the manual method,
showed that the automated scheme is significantly reliable. However, the more intense scatter
in both ¢ and #; must be investigated, possibly by refining the automatic grading algorithm.

In addition, the Shear — Wave Splitting Tomography method was examined, by using
manual measurements of past studies (due to their increased number of observations) in the
Western Gulf of Corinth and the Santorini Volcanic Complex. Results showed that, to
adequately interpret the tomography, additional information is required, given that the
determined anisotropic structures do not agree with static geologic and tectonic features of the
upper crust. The investigation of the stress distribution (by pressure measurements in wells or
the inversion of focal - mechanisms) could be used towards this goal, to relate the tomography

to dynamic phenomena.



1. Introduction

In Physics, anisotropy constitutes the directional dependence of a physical quantity.
From computer graphics to neuroscience, anisotropy is a significant property of any material.
Its characteristics are exploited, whether to examine the aging process of the brain (Salat, 2014)
or to investigate the further reaches of the cosmos (Smoot et al., 1977). In Seismology and
Geophysics, anisotropy has been a known property of the propagation medium, since their
early stages. In this Chapter, the characteristics of Seismic Anisotropy and its applications in
modern literature will be examined.

1.1. Seismic Anisotropy in Shear — Waves

The concept of Seismic Anisotropy refers to the variation of the velocity of seismic
waves in different directions, caused by inhomogeneities in the propagation medium. Even
though anisotropy is a property of the medium and, hence, affects both body and surface waves,
the most prevalent associated phenomenon is Shear - Wave Splitting (SWS).

SWS refers to the observation that when a shear — wave enters an anisotropic medium,
two components of polarization can be distinguished. The one travelling with the higher
velocity is generally polarized according to the main feature of anisotropy (Ss«). The second
showcases a polarization direction perpendicular to the above (S,.,). SWS studies are based on
the determination of two parameters: the polarization direction of i (¢) and the time — delay
between the arrivals of the two split shear — waves at the station (¢;). Crampin et al. (1984)
presented a concise review of the - then - current knowledge of seismic anisotropy and its
effects. Following, a summary of their revision is presented.

For the fourth - order elastic tensor iy, and the displacement u; in direction j, the

equation of wave propagation is:

pOZu;
W = Cjkmnum,nk (1.1)
2
where p the density, Uy, nx = ai 12,; and the directional indices (j, k, m,n) of the plane x
nOXk

belong in the [1,2,3] range (equivalent to the x, y and z axes). Let a plane x,, of mirror symmetry
in the direction p. Reflections on x,, will not affect the elastic constants, due to the symmetry

assumption. Hence, for the reflected elastic tensor Cjy,y,, the following conditions exist:

! —
Cjkmp - _Cjkmp
C! = (;
jkpp — “jkpp
! —_
ijmp - ijpm (1.2)
! —_ — .
ijmo - ijpp

! —
CPPPP - CPPPP

Thus, the elastic constants remain the same when Cjyy,, = 0 and one or three of the directions
are equal to p. Considering Eq. (1.2), we can derive from Eq. (1.1):



pc?ay = Ci111a1 + Ci121a2 + Ci13103
pc?a; = Cy11101 + C212102 + C213103 (1.3)

2, —
pcaz = (311101 + (31210 + C313103

uj . jw(t-21)
Tj—x—l) . The common multiplier (—iw)?e™ <) is
e c
omitted. The above equations can be solved if considered as a linear eigenvalue problem. Eq.

where c is the phase velocity and a; =

(1.3) can be written as:
(T —pc’Da =0 (1.4)

where I is the 3 x 3 identity matrix, @ is comprised by elements a; and T is a 3 x 3 matrix
containing the elastic constants of Eq. (1.3). The problem presented in Eq. (1.4) has three real
positive roots for pc?, which correspond to three different body - wave types; the quasi P -
wave (qP) and two quasi S — waves (gS; and ¢S, or, as mentioned above, Suy and Sy,w). All
components are polarized in mutually orthogonal directions. Even though all three
components should exist when propagation occurs in an anisotropic solid, the gP energy is
negligible. The described behavior refers to the anisotropic part of the ray path. When the, now
split, shear — waves exit the anisotropic medium and traverse an isotropic one anew, the
difference in velocities is not retained and both gS; and ¢S; travel with the same velocity. As a
result, the modification of the original pulse due to anisotropy is still present.

Concerning the cause, or origin, of anisotropy in the Earth’s interior, a wide variety of
models have been proposed. The unequivocally most dominant model on SWS in the crust
describes the existence of fluid - filled microcracks, aligned according to the regional stress
regime. Cracks are ubiquitous in the brittle rocks of the Earth’s interior. There is a wide variety
of crack types (Table 1.1), but they all originate in inherent regions of rock weakness. Such
areas, susceptible to failure, are flaws, pores and grain contacts. Crack initiation and
propagation is directly linked to the stresses exerted on a rock volume and the intrinsic
characteristics of the rock, such as porosity and rock fabric (Dresen and Guéguen, 2004). In
seismic zones and active faults, microcracks have been linked to fluid migration mechanisms,

either related to pre - seismic fault loading or post - seismic fluid discharge (Sibson, 1994).



Table 1.1 Top: Basic crack categories and their origin (Dresen and Guéguen, 2004). Bottom: Crack propagation (or
fracture) modes (Sun and Jin, 2012).

Type Origin Description
Stress induced, thermal They develop on grain
expansion, elastic boundaries and lead to grain
Intergranular ) ) ) )
differences among mineral - grain or grain — cement
phases separation.

Can extent to multiple

. . grains (transgranular
Grain boundaries, pores or

Intragranular ) ) o ) cracks). Usually lead to
inclusions inside grains
arrays of parallel cleavage
cracks.
Mode Process Stress Behavior
) Tensile stress normal to the
I Opening
crack plane
Shear stress parallel to the
crack plane, but
II Sliding . P
perpendicular to the crack
front
) Shear stress parallel to both
I11 Tearing

the crack plane and front

Proposed by Crampin (1978) and Crampin et al. (1984), the Extensive — Dilatancy
Anisotropy (EDA) model suggests that the properties of tensile cracks in rock solids are greatly
affected by the maximum horizontal stress component (oy,,, ,.). Over long time periods, the
stresses accumulated in a rock volume (associated with earthquake preparatory processes, but
not constrained in the immediate focal zone) cause the corrosion of existing fractures, in
tandem with water, at slow rates. Furthermore, microcracks undergo a process of elastic
bowing, when pore pressure is high enough to act as an internal stress agent. The differential
opening (and, consequently, closing) of microcracks leads to a structure that is pervaded by
these vertical inhomogeneities and causes SWS to propagating shear — waves. The polarization
direction of the Sy« component is aligned per the OH max- According to Crampin et al. (1984),
EDA is mainly controlled by four factors: (i) the affinity of the randomly distributed
microcracks for opening and closing, (ii) the water existence probability in cracks throughout
the crust, (iii) the corrosive potency of stress that leads to crack growth and weakening and (iv)
the effective anisotropy of dilatant rocks. As described above, in the case of a single anisotropic
layer, the polarization of the S, will be parallel to the crack plane and two split shear — waves
will be observed. However, if the ray passes through a second anisotropic layer with a different
microcrack orientation, the polarization will change accordingly and splitting will occur again,
leading to four split waves (a pair for each of the original S and Syw). This mechanism
obfuscates any information about the deeper layer (Yardley and Crampin, 1991). EDA has been

used to interpret the anisotropic structure in a variety of areas worldwide, such as the



seismically inactive region of northern Scandinavia (Brooks et al., 1987) and the active rift of
the Gulf of Corinth in Greece (Bouin et al., 1996; Papadimitriou et al., 1999).

The main drawback of the EDA model was the inability to interpret variations in the
measured anisotropy parameters. If the S polarization is aligned according to oy, ..., where
does the variability of observed polarization directions come from, barring any technical issues
(e.g. data noise or free surface interactions)? Microcracks are known to evolve in time and
constitute a continuously changing phenomenon (Dresen and Guéguen, 2004). Such
observations implied a dynamic and responsive anisotropic behavior of shear - waves and EDA
matured into the Anisotropic Poro - Elasticity (APE) model (Crampin and Zatsepin, 1997;
Zatsepin and Crampin, 1997). In APE, pore fluid pressure (py) is a major factor in the SWS
phenomenon. The difference, called effective stress, between p; and the minimum horizontal
compression (oy,...) controls the opening (negative effective stress) and closing (positive
effective stress) of the microcracks. Given that gy . is generally stable for an area, the effective
stress is essentially affected exclusively by p. Thus, SWS is sensitive to pore fluids and their
features (temperature and composition). In more detail, Zatsepin and Crampin (1997)
developed a model that considers SWS from the perspective of microcrack evolution. The

deformation of any drained crack volume V can be expressed as:

— =14+ (1.5)

1 .
¢ = —. In turn, ¢, is the crack

Cer

where V; the initial volume, o,, the normal applied stress and o
compressibility defined as:

1 av

= — — 1.6
Cer V, 0o, (16)

From Eq. (1.5) it is evident that the closing of the crack begins when |a,,| > |g¢]|. In essence,
o€ constitutes the stress boundary between open and closed microcracks. This is true for those
oriented according to gy, .. For a fluid - saturated microcrack, a similar expression to Eq.
(1.5) is:

Vv on +
_ 14 TP

7= — (1.7)
0

Considering that g,, can be written as a function of the angles ¢ (between the crack normal and
the vertical axis x3;) and 8 (between the horizontal projection of the crack normal and horizontal

axis x;), for a triaxial system, as:
0, = 01 sin? 1 cos? 8 + o, sin? Ysin? O + o5 cos? Y (1.8)

it is evident that the crack orientation is a crucial factor regarding both the evolution of the

microcracks and the o¢. The perturbation of the aspect ratio (g) of any microcrack is given by:

dow) _ (200,
Jo Tgol

(1.9)



where p the shear modulus, v the Poisson ratio and g, the initial aspect ratio. Given that —_—
0

gi, the orientation of the microcracks and pore fluid pressure also affect the crack geometry. If
0

Eq. (1.7) is defined as the function y (0y;, ps, ¥, 8), with o;; equivalent to o,,, we can infer that
y is responsible for the opening and closing of the microcracks. Zatsepin and Crampin (1997)
proposed a relationship to estimate the characteristic time of fluid diffusion due to stress (t€).

Expressed as a function of ¢¢, this quantity is described by:

3
> (g) (%) a*n (1.10)
kAo

where L the average crack spacing, a the crack radius, n the pore fluid viscosity, k the

t¢ x

permeability and Ao the deviatoric component of the differential stress field. Figure 1.1
showcases some examples of expected diffusion times. Even though every rock mass has
different hydraulic properties, Eq. (1.10) provides a robust reference point for expected
temporal variations of the anisotropic properties of shear — waves. If a fluid requires a couple
of hours to migrate from an intergranular crack to another, it is not possible to observe SWS

changes in a narrower timeframe.

LOG( TIME, s)

T
-9 -6 -3
LOG( PERMEABILITY, Darcy)

Figure 1.1. Characteristic fluid diffusion times obtained from Eq. (1.10) for various A¢ and k values (Zatsepin and
Crampin, 1997). For the lowest permeabilities, the diffusion time ranges from 10° to 10° s, i.e. between 0.3 and 28 h.

Nevertheless, shifts in stress may take less time than t¢. In that case, the crack volume
is responsible for the SWS variations. Finally, the relationship between SWS and stress / pore

dynamics is given by:

Cijtr = Clip + €0 f f RU (=1, =0)Clgrs (v, 7)dO (1.11)
v>0

where Cyjy, the elastic tensor, Cjjy,; the elastic tensor of the solid matrix, &, the effective crack
density (< 0.1), R the rotation matrix from ijkl to pqrs, C;}qrs the first — order correction for
elastic constants of parallel cracks and r the normalized pore fluid compressibility. It is evident
from Eq. (1.11) that stress variations in the rock mass are indeed reflected in SWS. To
summarize, the formulations that constitute the APE model showcase the impact of the state of

stress through: (i) the changes in the microcracks’ distribution, volume and, especially, aspect



ratio and (ii) the effect of fluids, either because of their intrinsic properties (pressure,
temperature, composition) or due to diffusion processes. Another critical consequence of the
above is the effect of high pore fluid pressure. When that occurs, the polarization direction of
the Spe can shift from parallel to perpendicular to uma. (essentially, the would - be Sy,
component attains higher velocity). This phenomenon has been described as “90° flip”. The
APE model paved the way for the plausible monitoring of stress cycles through processing of
seismological data (discussed in further detail in Chapter 1.2), rendering SWS changes as
potential earthquake or volcanic precursors. Crampin and Zatsepin (1997) discussed this
possibility and concluded, based on observations and theoretical modelling, that APE
satisfyingly explains the anisotropic behavior of shear — waves in the upper crust (up to a depth
of 15 km) and can be used to explain fluid - rock interactions in that context. APE has been
applied extensively to interpret SWS in cracked media since the late 90s (e.g. Crampin et al,,
1999; Bianco et al., 2006; Gao and Crampin, 2006; Kaviris et al., 2015, 2017, 2018a, 2018b).
Seismic anisotropy in the crust has also been attributed to sources other than fluid -
saturated microcracks. Sedimentary rocks present various strongly anisotropic features (e.g.
bedding and fine layering). In cases where the mineralogy of the specimen is dominated by
phyllosilicates (e.g. shales), the Lattice - Preferred Orientation (LPO) of those minerals greatly
enhances SWS. Quartz - rich rocks do not present such features. This is because the
phylosilicates constitute a stronger LPO. Inferred SWS values in shales showcased almost ten
times stronger anisotropy compared to sandstones (Valcke et al., 2006). LPO is commonly used
to explain the splitting of teleseismic phases (e.g. SKS). In that case, the anisotropy is caused by
the alignment of the olivine crystals in the upper mantle (e.g. Vinnik et al., 1989). Another layer
- related source of seismic anisotropy is the Periodic Thin Layering (PTL). Stratigraphies that
are comprised of multiple isotropic layers can lead to an effect similar to LPO and cause SWS,

even though there are several restrictions due to the split wave’s wavelength (Helbig, 1984).

1.2. Recent Developments in Geophysics and Seismology

A direct consequence of the APE model is the stress monitoring through SWS
observations, especially of t;. Crampin et al. (1999) achieved in 1998 in Iceland an a priori “stress
— forecast”, meaning the determination of a possible range of magnitudes and origin times of
an impending earthquake. They used variations of normalized according to the hypocentral
distance time - delays (t,) to infer the accumulation and subsequent release of stress, leading to
a M = 5.0 event. An initial warning was sent two weeks before the occurrence to the Icelandic
authorities, with the stress — forecast finalized three days prior. This experience provided hope
for a future robust earthquake prediction tool. However, even though such “forecasts” of
seismic (and volcanic) events have been repeated, they all have been in hindsight (Bianco et al.,
2006; Gao and Crampin, 2006; Crampin et al., 2015). It has even been claimed that SWS could
be sensitive to changes in a tectonic plate scale for very large earthquakes, as in the case of the
2004 Sumatra M, = 9.2 event (Crampin and Gao, 2012). Regarding the mechanism of a stress
- forecast, coming from APE, the increase of t,, a consequence of microcracks opening, should
correspond to stress loading in the vicinity of the seismological station. In a shorter time-period
before the event, ¢, should start dropping. This reduction is equivalent to a stress drop caused

by the coalescence of microcracks to the future fault plane. When ¢, reaches a critical threshold,



failure occurs and the earthquake takes place (Crampin, 2011; Crampin et al., 2013). The stress
accumulation and release periods range from hours to years (Figure 1.2), depending on the
magnitude of the forthcoming earthquake. For a M = 3.0 event, the increase is expected to last
17 days and the decrease about 3 hours. Similarly, the respective values for a M = 7.0 earthquake

are 3 years and 1 year (Crampin et al., 2008).
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Figure 1.2. Time periods required for £, increase (a) and decrease (b) as a function of magnitude, after Crampin et
al. (2008). Point labels refer to earthquakes cited in the article. CCT (No 15 in (a) and 9 in (b)) is the 1999 Mw = 7.7
Chi - Chi earthquake in Taiwan and NPS (No 13 in (a) and 7 in (b)) is the 1988 M = 6.0 North Palm Springs,
California (USA) event. The linear relationships between duration and magnitude present strong correlation with
observations.

Nevertheless, there are several conundrums regarding this approach. A universal issue
in SWS studies is the wide scatter of time — delays that does not permit the extrapolation of
robust increase and decrease trends. Crampin et al. (2004) argued that this behavior can be
attributed to high pore fluid pressures causing 90° flips (even if those are observed in a very
small number of measurements) and suggested controlled source methods, where no such
phenomena are observed. Nevertheless, Kaviris et al. (2017, 2018a, 2018b) did not observe 90°
flips (limited or not) in most of the stations studied, while the scatter in time - delays was high.
In situations of seismic swarms and intense seismicity, it could be argued that variations of
parameters corresponding to the closely (temporally) occurring events overlap and cause
confusion. For example, if two moderate earthquakes take place in the span of a couple of days,
there is not enough time to distinguish between the stress cycles of the two. The increase of the
second event will overlap with the decrease period of the first, leading to both high and low time
— delays at the same time. Another potential cause for this could be the analysis method. It has
been reported that automatic methods present problems (Crampin and Gao, 2006a). However,
even manual methods are not errorproof. Time - delay determination is susceptible to analyst’s
bias and, no matter how strict the criteria, uncertainties arise from phenomena like the
interaction of shear — waves with the free surface (Evans, 1984) and the interference of
secondary phases (e.g. SP) that could lead to erroneous identification of direct shear — waves.
These are challenges that will continue to puzzle SWS researchers, but if they are resolved,
splitting could be able to be used as a robust forecasting tool.

The study of the seismic anisotropy of shear — waves is also valuable in the oil industry,
both in exploration and production. Data obtained from controlled source experiments need
to be corrected for anisotropy. These corrections lead to the improvement of the resolution of

seismic tomography, revealing detailed structures. In addition, the porosity of the propagation
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medium is investigated with data of the split reflected phases PS; and PS; (Bale et al., 2009).
During production and accompanying operations, numerous earthquakes, usually of small
magnitude, are generated. This induced seismicity can be used in SWS studies. Several
researchers utilize recordings of these events to characterize fractures in reservoirs through
seismic anisotropy (Al-Harrasi et al., 2011). In Kansas, in the United States of America (USA),
wastewater injections have possibly caused an immense increase in seismicity and the
occurrence of felt earthquakes. SWS observations in the area have shown correlation with
pressure measurements (Nolte et al., 2017). Finally, the strength of anisotropy has been linked
to increased production in hydraulic fracturing sites, but not in classic wells (Sandanayake and
Bale, 2011).

1.3. The Aim and Contribution of the MSc Thesis

There is a plethora of publicly available software for SWS analysis, such as SplitLab
(Wiistefeld et al., 2008), mFast (Savage et al., 2010) and SplitRacer (Reiss and Riimpker, 2017),
to name but a few. Even though the available software catalogue covers (more than) adequately
the most commonly used semi - automatic and automatic techniques, there are still several
ways to improve. The “PYThon sHear wavE Analysis Suite” (Pytheas) software, developed in
the framework of the current MSc Thesis, is built on the following axes:

i. Provide an open - source code in Python, an ever - growing popular programming
language in science.

ii. Increase accessibility by not requiring proprietary software (e.g. MATLAB) or
involve an arduous installation and use process (e.g. most programs written in
Fortran and may use Shell Scripts to operate).

iii. Be operating system independent (again, no Shell Scripts that prohibit application
in Windows systems or Batch Scripts that exclude Unix users).

iv. Provide a modern, user - friendly Graphical User Interface (GUI) to not intimidate
potential users that are not familiar with command prompts and terminals.

V. Offer an integrated solution for the seamless application of manual, semi -
automatic and fully automatic methods.

vi. Take advantage of free Python packages and increase functionality by including
several secondary Quality of Life (QoL) features.

vii. Be modular, to facilitate updates (whether by the original author or other users).

In addition to the development of Pytheas, the present MSc Thesis tackles several SWS
related topics. By applying a fully automatic method to analyze waveforms, this Thesis aims to
explore the boundaries of the technique in the Western Gulf of Corinth (WGoC) and the
Santorini Volcanic Complex (SVC), in Greece.

Finally, previously manually analyzed measurements will be used to apply the newly
developed method of Shear - Wave Splitting Tomography (SWST), to explore the lateral
boundaries of seismic anisotropy in the WGoC and SVC.



2. Shear — Wave Splitting Analysis Methods

Since the early 80s, a variety of SWS analysis methods have been proposed and
implemented. Whether fully (manual methods), partially (semi - automatic) involving an
analyst or not requiring any human interaction at all (automatic), these techniques have
presented several disadvantages on their own. Following, a comprehensive description of the
analysis techniques implemented in Pytheas is presented. Three SWS analysis techniques are
included: (a) the visual inspection of particle motion diagrams, which requires a dedicated
analyst (Chapter 2.1), (b) the rotation - correlation (Chapter 2.2) and (c) the eigenvalue
(Chapter 2.3) methods. The latter two depend upon the manual selection of the time window
where the analysis will take place and are, as a result, characterized as semi - automatic
methods. This time window selection can be automated with the employment of cluster analysis
algorithms, as shown in Chapter 2.4. Finally, the relatively new technique of SWST will be
described in Chapter 2.5.

2.1. Particle Motion Diagrams

Diagrams that exhibit the ground particle motion can be constructed from any two
recordings of different components. Regarding shear — waves, the polarization is identified in
the two horizontal components, i.e. the North - South (NS) and East - West (EW). As a result,
to examine the SWS phenomenon, the diagrams capture the motion in the horizontal North -

East plane (NE). Thus, each vector direction (6yg) can be acquired from:

NS
Oy = tan~ 1 — (2.1
NE = tan W
where NS and SW the vector magnitudes in the respective direction (i.e. the amplitude of
ground motion in each component). To obtain the magnitude of each vector in the NE plane

the following relationship is used:

NE = +/NS2 + EW?2 (2.2)

Any particle motion is the synthesis of the NS and EW vectors in time, as acquired from Eq. 2.1
and Eq. 2.2. There are two categories of diagrams used in SWS analysis. The hodograms (Figure

2.1) present continuous time lapses of the particle motion.

[65.06 - 65.16 5 y _65.15’55-255\‘
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Figure 2.1. Example of two hodograms. The continuous lines are composed of different vectors of particle motion
in the NE plane, in the timeframe denoted in the upper left corner of each plot. Even though a sense of time exists,
the analyst cannot confidently determine the exact point at which each separate motion begins or ends.

Polarigrams (Bernard and Zollo, 1989) showcase each vector in respect to time (Figure
2.2), in a manner similar to waveforms. Both plots are important in SWS analysis. While
polarigrams are, in general, more convenient for the analyst to use, hodograms are utilized

when the ¢ value is close to N90°E and the exact polarization direction is not clear.
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Figure 2.2. Example of a polarigram. Each vector corresponds to the composition of the NS (y axis) and EW (x
axis) ground amplitudes. A special case is highlighted (red rectangle) where, if the analyst wishes to determine
the polarization direction, the polarigram is not a suitable method and the hodogram is used instead. The time
axis is in s.

Particle motion diagrams are visually inspected by an analyst to measure the desired
SWS parameters (¢ and t;). The processing scheme used in the current thesis has been
previously applied in several case studies in Greece (Papadimitriou et al., 1999; Kaviris et al.,
2008, 2015, 2017, 2018a, 2018b). It is noted that Pytheas is the only publicly available software
that offers a work environment for this method, as of today. The following example showcases
each step of the analysis, as performed in the above literature. Waveforms were recorded in
station KALE in the WGoC from an event that occurred on 2013-06-04T22:56:24.000 GMT
with a magnitude of My = 1.4. The epicentral distance is 9.4 km, while the angle of incidence is
equal to 37°. To avoid interactions with the free surface that can lead to misidentification of the
shear — wave arrival (e.g. arrival of phases like sP), Evans (1984) and Booth and Crampin (1985)
proposed the concept of the shear — wave window, a critical angle of incidence (6,,;;) defined
by:

-1

O.rit = sin (2.3)

SIS

where V, and V; the velocities of the P- and S- waves, respectively, in the uppermost layer. Any
arrivals w1th angles greater than 6,;; are rejected. For instance, a V},/V; = 1.65 yields a critical
angle equal to 37°. However, for manual analysis, where the usual can identify converted phases,
this can be extended to 45°, to include a larger dataset. It is noted that the selection of waveforms
with clear and impulsive shear — waves through visual inspection is still crucial, given that the
shear — wave window can be affected by errors and inaccuracies of the local velocity model and
the hypocenter. This criterion is used to filter out the bulk of unsuitable arrivals. The
implications of such a strict criterion are discussed in Chapter 5.1. Further review of eligible
waveforms conducted by the analyst includes the assertion of higher amplitudes in the
horizontal components than in the vertical one at the S - wave arrival, the opposite of which
can be an indicator of scattering (Aster et al., 1990; Kaviris, 2003).

First, the arrival of the Si wave is identified in the horizontal components. The analyst
then determines its polarization from the polarigram (or, if necessary, the hodogram). In this
example, ¢ is equal to N97°E. This stage is prone to errors due to misidentification of the S

arrival, a result of factors such as high noise content and arrival of secondary phases.
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2013-06-04-22-56-24 KALE AIN: 37.3 ° DIST: 9.44 km MAG: 1.4
phi: 97.0 + 1.0 N‘Etd: 80.00 + 10.00 ms iso: 65.0 N'E weight: A
SNR: 5.25 Filter: 1.0 - 20.0 Hz
comment:
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Figure 2.3. Initial stage of processing for the visual inspection of particle motion diagrams technique. Top:
waveforms of the vertical, north and east components. Middle: the polarigram in the NE plane. Bottom: hodograms
in the NE plane for three different timeframes, around the pick of the Sps (indicated by the red vertical line). The
origin time and station are presented in the figure title. “AIN”: angle of incidence (°), “DIST”: epicentral distance
(km), “MAG”: the magnitude, “phi”: the polarization direction (N°E), “td”: the time - delay (ms), “iso”: the
polarization of the corrected S - waves (N°E), “weight™: a qualitative grade of the measurement, “SNR”: Signal - to
- Noise Ratio around the Sps arrival and “Filter”: the current filter limits. The dashed violet line indicates the
theoretical arrival of the shear — wave and the solid violet line showcases the automatically picked shear - wave. The
waveforms are filtered in the 1 - 20 Hz band.

Waveforms are then rotated to the axial system defined by the Fast and Slow
polarization directions (FS), according to ¢. To measure the time - delay, the Sy, component
is temporally shifted towards the S;.. The number of samples (commonly expressed in s or ms)
required for the two to arrive simultaneously to the station is the t,. In this case, the value of the

time — delay is 80 ms (or 8 samples, considering that the sampling rate is 100 sps).
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2013-06-04-22-56-24 KALE AIN: 37.3 ° DIST: 9.44 km MAG: 1.4
phi: 97.0 = 1.0 N“E td: 0.00 + 10.00 ms iso: 65.0 N°E weight: A
SNR: 5.03 Filter: 1.0 - 20.0 Hz
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Figure 2.4. Rotated stage (FS axial system) of processing, before the correction for 4. The red line shows the arrival
of the Spsrand the red arrow indicates the arrival of the Sqow. Note that the vectors of the Sps pulse are now parallel
and close to FO°S (i.e. the fast direction in the FS system). Notation and filtering as in Figure 2.3.

After correcting for the time - delay, an auxiliary angle is measured between the Sp
direction and the displacement vector (Figure 2.5). The addition of this to ¢ gives the
polarization of shear — waves as if the propagation medium was isotropic, this would be the S-
wave polarization at the station.

2013-06-04-22-56-24 KALE AIN: 37.3 ° DIST: 9.44 km MAG: 1.4
phi: 97.0+ 1.0 N°Etd: 80.00 + 10.00 ms iso: 65.0 N°E weight: A
SNR: 5.02 Filter: 1.0 - 20.0 Hz
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Figure 2.5. Rotated stage (FS axial system) of processing, after the correction for 4. The parallel polarization vectors
at the shear — wave arrival are used to measure the auxiliary angle. Notation and filtering as in Figure 2.3.

Finally, the waveforms are rotated back to the NE axial system (Figure 2.6). The
polarization of the shear — waves is measured to verify previous results. The shear - wave should
now arrive in both horizontal components at the same time. The polarization direction of the
S -wave can be measured, as if the medium was isotropic (here, this is equal to N65°E). A quality

weight is assigned to the measurements by the analyst. Kaviris et al. (2018a) proposed the use
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of a four - stage qualitative grading system. For cases with high uncertainty in the identification
of the Sy and poor parallel orientation of polarization vectors with its direction, a quality
weight “D” is given. Cases with undisputed arrivals and ¢ parallel vectors are graded “A”.

Intermediate situations are characterized as either “B” or “C”.

2013-06-04-22-56-24 KALE AIN: 37.3 ° DIST: 9.44 km MAG: 1.4
phi: 97.0+ 1.0 N'E td: 80.00 = 10.00 ms iso: 65.0 N “E weight: A
SNR: 5.17 Filter: 1.0 - 20.0 Hz
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Figure 2.6. Corrected stage (NE axial system) of processing. The waveforms are the same as the ones that would have
been recorded if the propagation medium was isotropic. The particle motion of the shear - wave should now be
linear. The quality of the measurements is provided by the user in “weight” (in this case, the quality is “A”). Notation
and filtering as in Figure 2.6.

The visual inspection of particle motion diagrams is a technique that offers the
immediate engagement of the analyst with the processing and enables them to quality control
every step. Nevertheless, it requires considerable human effort and time. Considering that a
high amount of eligible (per the initial criteria) data is rejected after the analyst has inspected
them (and, thus, has already dedicated time to the processing), the effort invested can yield a
small number of results. Another major issue with any manual method is the analyst’s bias.
Several factors can contribute to human error (e.g. fatigue, poor psychological condition,
outcome bias), hence the above method is prone to them. In addition, there is no robust
quantitative error estimation in the manual analysis. The analyst can assign a qualitative weight
as shown above, but this is not based on objective criteria and no comprehensive statistical
analysis can be conducted.
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2.2. Rotation - Correlation

The Rotation - Correlation (RC) method of SWS analysis was first employed by Fukao
(1984) and Bowman and Ando (1987). Since then, it has been widely applied in several
occasions of both teleseismic (e.g. Evangelidis, 2017; Evangelidis et al., 2011) and local (e.g.
Bianco and Zaccarelli, 2009; Giannopoulos et al., 2015; Sharma et al., 2017) studies and has been
integrated in existing software packages (Piccinini et al., 2013; Wiistefeld et al., 2008). The
concept of this method is rather simplistic; horizontal waveforms are rotated to all possible Sy
polarization values and the Cross — Correlation Function (CCF) is obtained for a range of time
— delays. The pair of parameters that maximizes the CCF (Figure 2.7) is the accepted one. The
suitability of the measurement is then verified by inspecting the linearity of the particle motion
for the corrected horizontal components. The RC method assumes that after removing the

splitting effect, pulses of shear — waves in the horizontal components are similar.
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Figure 2.7. Cross - correlation of two synthetic sinusoidal wave signals. The original signal (top) is shifted by 10
samples (middle). The CCF (bottom) exhibits the expected peak of the correlation coefficient at a time - delay of 10
samples (dashed line). The shape and symmetry of the CCF is greatly affected by the random noise in the data.

At this point, it is important to define the terms “rotation” and “correlation”, in the
mathematical sense. A two - dimensional rotation matrix (R,p) can be utilized to perform the
rotation of the horizontal components to a system defined by the backazimuth. This matrix can
be defined as:

cosf  sin@ (2.5)

Rap = [—sinG cos6
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where 0 the rotation angle. For the RC method, this is the polarization direction of the ;. The
tinal signals of the two horizontal components (N and E) in the rotated Sy« (F) and Sy, (S)

directions are obtained from:

=0 ] e

Rotations can also be performed in the three - dimensional space. To rotate the three
waveforms (ZNE) to a coordinate system defined by the ray, the following transformation needs
to be applied (Plesinger et al., 1986):

siniy cosiysin@ cosigcosf (2.7)

cos® siniy sinf  siniycos@
R3p =
0 cos 6 sinf

where 0 the backazimuth and ij the incidence angle of the ray. The final waveforms in the ray

system (LQT) are obtained by:
L
o
T

In any case, the rotation to the initial system can be achieved by multiplying with the transposed

Z
N
E

= Rsp (2.8)

rotation matrix.
The CCF (c(t)) of the two signals is defined as (Shearer, 2009):
+00
c(t)=F()*S(t) = f F(t —1)S(1)dT (2.9)
where t the time, T the time — delay and * the operator of the cross — correlation. It is noted that
cross — correlation is not commutative, i.e. F(t) x S(t) # S(t) x F(t). It is also useful to
compare this operation to convolution (which could be more comprehensible in programming

terms):
F(t) *S(t) = F(—t) *S(t) (2.10)

The RC method does not require extensive computer resources and is relatively simple
to program, given that most modern languages contain subroutines for cross — correlation. One
major issue with this processing scheme is the definition of the signal window used in the
analysis. The sole user involvement in the process is to determine the time interval of the
original waveforms that will be used, around the arrival of the S This particular problem is
common in semi - automatic methods and will be discussed extensively in Chapter 2.4. Yet
another issue with this technique is the complexity of the pulse. Especially in local events, the
shape of the waveform can be intricate due to noise in frequencies retained for the analysis,
resulting in weak correlations. Applying a strict filter will simplify the pulse but will also lead to
band - limited data and possible cycle skipping effects. There is a fine balance between
preserving as much of the original shear — wave energy content as possible and removing noise.
Crampin and Gao (2006) pointed out that the RC method is not sensitive to the subtle changes
in the signal, caused by SWS, resulting to the correlation being dominated by the large

amplitudes of shear- and, even, surface- waves.
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Finally, the RC method does not contain an inherent method of error estimation.
Wiistefeld et al. (2008) adopted a Fisher transformation technique, according to which the

normalized correlation coefficient r is transformed into the parameter z from the relation:

1 1+r
=_ 2.11
z 210g(1—r> ( )

The distribution of z is similar to a normal one with a standard deviation of g, = —= 3, where

n the number of samples. For the confidence level u, = 20,, the confidence level of the

correlation coefficient can be acquired from:

Uy = tan(u,) (2.12)

This value is used to obtain the error bounds of ¢ and #, (in a manner identical to that described
in Chapter 2.3).
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2.3. Eigenvalue and Minimum Energy

The Eigenvalue (EV) and, its special case, Minimum Energy (ME) methods' were
introduced by Silver and Chan (1991). This technique is more sophisticated than the RC, but,
similarly, enables the semi — automatic analysis of SWS. The EV has been extensively employed
in seismic anisotropy studies in the literature (e.g. Savage, and Silver, 1993; Peng and Ben-Zion,
2004; Teanby et al., 2004; Baccheschi et al., 2008; Evangelidis et al., 2011; Walpole et al., 2014;
Evangelidis, 2017; Nolte et al., 2017) and has been the prominent feature of several released
software (Wiistefeld et al., 2008; Savage et al., 2010; Reiss and Riimpker, 2017). A concise
summary of the method and its theoretical background, as proposed by Silver and Chan (1991),
is presented below.

The concept of the EV technique assumes that SWS can be expressed as the geometric
projection of the real unit vector P (with the displacement direction) to the directions of the
S and Sy, (defined by f and 8, respectively). The splitting operator I' is given by the relation:

I = ol | g gss (2.13
In essence, the time - delay is applied in both the Sy and Sq.,, components. This is why ¢, is
halved in the exponent. The negative sign in the part of Eq. 2.13 that refers to the Sy, declares
that this component is temporally shifted in the opposite direction of the Suy. The split

waveform ug is described by:
us(w) = w(w)e @Tor(p,t,)p (2.14)
where w(w) the wavelet function, T the arrival time of the shear — wave at the surface and ¢

the angle between the displacement and S directions. After defining 6T = t?d(ff - §§), the

compact form of the splitting operator can be obtained:
I = eiwé‘T(qo,td) (2'15)

It is evident that if I' =1, Eq. 2.14 describes a waveform that is not split, as it corresponds to the
isotropic case. Thus, by searching for the inverse I'"1, the values for ¢ and t, can be determined.
This can be achieved by obtaining the covariance matrix of particle motion in the S; plane in
the time - domain. Its eigenvalues can be used to estimate the linearity of the motion. The
covariance matrix is defined as:
+o0
(ot = [ W@ - tde (2.16)
“o0
where i, j the directional indices. If the propagation medium is anisotropic, ¢;; has one non -

zero eigenvalue A, = f_t: w(t)?dt and eigenvector P. The inverse operator I'! that
corresponds to a singular covariance matrix for the corrected waveform is the accepted one.
However, noise will not permit the singularity and, as a result, the most nearly singular matrix
is sought. To assess the linearity of the motion, Silver and Chan (1991) suggested to seek the

minimum A, value, which can provide insight about the variance of the noise process. In

! Hereafter, the term “EV” will refer to both, unless otherwise stated.
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conclusion, the EV method (not its ME sub - case) uses a grid of ¢ and ¢, pairs for which the
covariance matrix of the corrected for anisotropy waveforms is obtained. The parameter pair
that corresponds to the minimum A4, of the matrix is the accepted one. Eq. 2.13 - 2.16 refer to
waveforms transformed to the LQT axial system, i.e. rotated according to the backazimuth and
angle of incidence (similar to P). For teleseismic phases, where the displacement vector is
known, the energy in the transverse component can be minimized instead. This modification
refers to the ME method.

Silver and Chan (1991) also offered a comprehensive framework for error estimation
in their method, a significant advantage over other techniques. Assuming that the noise process
presents a y* distribution, the confidence area a can be defined by values of AJ%" that satisfy the

following:

A2

min
/‘LZ

k
<1+ mfk,v—k(l - Cl) (2.17)

where v the degrees of freedom, k the number of parameters (for SWS analysis these are two,
hence k = 2) and f the inverse of the F - distribution. For a confidence level of 95%, a = 0.05.
The estimation of v is rather intricate and involves the spectral analysis of the waveforms. For

the corrected transverse trace, the following quantities are calculated:
N-1 1
E= ) 1al?lgal® +5 (fo 190 + P 1gw1?)
n=1

N-1

1
By = ) Ifal*lgnl* + 5 (fol*lg0l" + Iful*lgnI)
n=1

(2.18)

where g a Gaussian noise process, f a filter, n the sample and N the number of samples. After

obtaining E and E,, the degrees of freedom are acquired:

2
v = <2i— 1) (2.19)

Having all the necessary elements, the 95% confidence region is defined by Eq. 2.17. To finally
estimate the errors of ¢ and f, three possible cases can be distinguished. For a symmetric
elliptical confidence region (Figure 2.8), the bounding values of both parameters along the two

axes correspond to 20. For asymmetric (but ellipsoid) regions, the largest symmetric one (which
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Figure 2.8. Examples of contour plots corresponding to the distribution of energy related to the EV method, from
Silver and Chan (1991). Left: The accepted ¢ - 4 pair has coordinates N75°E and 1.75 s. The ellipsoid contours are
indicative of SWS and permit the error estimation. Right: Measurement at coordinates N-39°E and 1.75s. Contours
are not symmetric or elliptical, due to the absence of SWS. Double contours denote the 95% confidence region.
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contains the asymmetric) is used to find 2. Finally, if the confidence area does not showcase
any ellipticity, splitting has not occurred (Figure 2.8). The errors for each parameter are
acquired by dividing the distance within the contour along each axis and dividing by four.

The EV method, albeit popular, is perturbed by several issues. As in the case of the RC,
this method is sensitive to the signal window selected by the analyst (or automatically, as seen
in Chapter 2.4). Even though it could be argued that it is more resource demanding than the
RC, the difference should be negligible in modern computer systems. According to Crampin
and Gao (2006), the EV method is not suitable for analysis of local events from surface
recorders. They attributed this to the variability of local shear — wave arrivals due to two factors;
S — waves being part of the larger shear- and surface- wave coda and distortions of polarization
due to irregular topography. Walsh et al. (2013) argued that the error analysis procedure of
Silver and Chan (1991) led to systematic underestimation of uncertainties, due to an
overestimation of v and noise not actually fitting a Gaussian distribution. To rectify the former,
they proposed the following relation:

N-1
4 1
Ev= ) 2 1ful*lgnl* + 5 0ol 1g0l* + Lful*lgnl®) (220
n=1

In practice, the coefficient of individual parts of the sum was changed from 1 to 4/3. Walsh et
al. (2013) observed that by using Eq. 2.20, the overestimation of v was reduced from a factor of
1.33 to 1.10.

2.4. Cluster Analysis in Shear — Wave Splitting

Cluster Analysis (CA) is a statistical procedure used in pattern recognition to identify
groups amongst large datasets. It attempts to form assemblies of individual observations
(clusters). CA is prevalent today because of its usefulness in unsupervised machine learning, i.e.
in solving problems concerning the organization of unlabeled data. Essentially, it is a procedure
that not only recognizes similarities among given data, but also identifies these similarities. CA
has been used in Seismology to identify spatiotemporal event clusters (Shearer et al., 2005;
Kapetanidis et al., 2015), classify strong — motion recordings based on their spectral properties
(Ding et al., 2018) and effectively pick teleseismic phases (Houser et al., 2008). In SWS, CA has
been used to resolve the conundrum of signal window selection in semi - automatic methods
(as seen in Chapters 2.2 and 2.3). Window selection is the only source of human bias in both
RC and EV. Especially when crustal studies are concerned, the strong shear- and surface-
wavetrains could interfere with picking the end point of the analysis window properly and, as a
result, lead to the contamination of the analyzed signal (Crampin and Gao, 2006). Furthermore,
this process can become time - consuming, if the analyst decides to test several windows,
seeking the optimal. Teanby et al. (2004) proposed a simple, brute - force (but, at the same time,
elegant) solution; automatically perform multiple SWS measurements over a range of

predefined windows and use CA to select the best. Their method has been employed in the
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mPFast software (Savage et al., 2010). Following, the fundamental principles of the method will
be summarized, as first published by Teanby et al. (2004)°.

First, the range of the predefined signal windows must be configured. The start (Tpeq)
and end (T,,4) points, in relation to the S; arrival, are combinations of the following calculated
times:

Tbeg = Tbegl - (- 1)ATbeg
Tena = Tenao + (1 - 1)ATend

where Tpegq the maximum accepted value for Tpeg, ATpey the time interval for the start point

(2.21)

definition, i in the range [1, Npeg] (with Npe4 being the number of start points), Tengo the
minimum accepted value for Ty, 4, ATepnqthe time interval for the end point definition and j in
the range [1, Ngypq ] (with Ngp 4 being the number of end points). The boundaries of the accepted
time points should be defined to include a sufficient, for the SWS analysis, part of the S — wave
energy, while, at the same time, not being contaminated by high noise (e.g. the arrival of P -
waves). For example, Tpegq and Tepqo that permit a 5 min window around the shear — waves
would be unsuitable, given that it would contain P — waves, as well as the shear- and surface-
wave codae. It is evident that the maximum number of windows is N = NpeyNepng. For each
window, a semi - automatic method is applied (Figure 2.9). Teanby et al. (2004) used the EV
technique, but in the Pytheas software RC can also be used.
)
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Figure 2.9. An example of the distribution of measurements in 250 time windows (Teanby et al., 2004), where CA
will select the optimal cluster and measurement pair (in this case, marked with the cross).

At this point, there are N measurements, possibly comprising individual subsets of
identical results. Initially, the obtained parameters need to be normalized, to be comparable. If
this procedure is not conducted, the much larger (numerically) values of ¢ will exhibit higher
weights in the linkage process than the #,. The fourth standardization of Milligan and Cooper
(1988) is used:

*The topic of Cluster Analysis may seem exotic to several Seismologists and Geophysicists. For
this reason, the description of the method in the current Thesis is more extensive, than the previous ones
(PM, RC and EV). Still, Teanby et al. (2004) offer a much richer explanation of each segment of the
method, as well as the full references. Their article is a highly suggested read by the author.
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X
Iy=——— (2.22)

Xmax = Xmin
where Z, the standardized value, X the individual measurements and X4 — Xinin their range.
The data are now ready to be clustered. To achieve this, an unsupervised hierarchical
agglomerative clustering procedure is used (Everitt et al., 2011). Starting with N singletons
(clusters containing a single observation), N — 1 linkages are performed to end up with a cluster
containing N observations. At each stage, the intercluster distances are calculated between

cluster centers. This is the Euclidian distance:

dig = v Tax — Ta)? + (P — D)2 (2.23)

where T; and @ the time - delay and polarization direction values corresponding to the centers
of the clusters k and L. For each cluster j, the center coordinates are defined as the means of the

individual observations i that belong to j:

Nj ()
T = Y2y tai
Y Ny (2.24)
ZNJ' (€))] )
&b = i
] N

J

where N; the number of data points in the cluster. For descending number of clusters M
belonging in the [N, 1] range, the two clusters with the minimum distance are combined, in
every iteration. In this way, a hierarchy is obtained, with formed clusters for different values of
M. To determine the optimal M, two criteria are used. The Calinski and Harabasz (1974)

criterion calculates a critical value c(M) for each number of clusters:

(N — M)trace(B)

(M) = (M — 1)trace(W)

(2.25)

where B and W the between- and within- cluster covariances, respectively, as defined in Teanby
et al. (2004). The value of M that maximizes c is considered the optimal. A high ¢ value indicates
greater intercluster distances and relatively tight cluster formations. The second criterion is that
of Duda and Hart (1973). The null hypothesis (i.e. the two clusters being combined as a single

cluster) is rejected when:

1-—

oy 2 N;
<1 - U_iz - n_p> 2(1—8) > Ceritical (2.26)
nep

where 0, and o, the variances of two and combined clusters, respectively, as defined in Teanby
et al. (2004), p the number of variables (i.e. two) and c.piticq; @ threshold value equal to 3.2.
This criterion is applied by increasing the number of clusters at every iteration (from 1 to N),
until Eq. 2.24 is not satisfied. As a final safeguard against erroneous selection of M, an upper
limit (M,y,4,) of its acceptable values is predefined by the analyst. Finally, the optimal cluster

must be selected, out of the M specified clusters. An initial filtering is conducted, by rejecting
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all clusters with a number of observations less than N . To select the final cluster, the within

— cluster (O'CZj) and mean data (Jé}.) variances are calculated:

Z_ ((;)_TdJ)Z ((plm ,)2

o5 =

-1
2
o5 =
4 (1) \ lz (1)

where ¢ the uncertainties acquired for each parameter from the respective error estimation

(2.27)

procedure of the used SWS analysis method. The maximum of the two variances obtained from
Eq. 2.27 is the overall cluster variance agj. The optimal cluster (and, consequently, pair of
parameters) is the one with the smallest overall variance.

CA is a very intriguing topic in SWS, with a lot of potential. Nevertheless, it is currently
held back by inaccuracies in the existing underlying methods. No matter how accurate the
clustering is, systemic errors in the determination of SWS parameters are still the issue. Another
issue is the efficiency of the method in terms of production. While it is true that after the initial
configuration there is no need for human interaction, the analyst must take great care in
selecting the parameters, especially the number and interval of time windows. Savage et al.
(2010) proposed a modification to the above process that could resolve some of those issues.
Before the SWS analysis starts, waveforms are filtered in various bands to determine the best
one, based on the SNR. The predefined time windows are then selected from the period and
pick of the shear - waves. By implementing those additional steps in the processing scheme,

they observed a general agreement of CA results with measurements obtained manually.
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2.5. Shear - Wave Splitting Tomography

Values of time - delays are commonly obtained for single points in space and are
interpreted as such. However, even in areas covered by dense local networks, their spatial
distribution cannot be inferred. Tomographic inversion methods have been previously used to
obtain both vertical and lateral variations of seismic velocities, to infer the underlying structure
(e.g. Voulgaris, 1991; Drakatos et al., 2005; Karakonstantis, 2017). The same principle can be
applied on time - delays acquired from SWS analysis. Zhang et al. (2007) used a 3D shear -
wave velocity model to project SWS time - delays along the obtained ray paths in the vicinity
of the San Andreas Fault, California, USA. Their results exhibited some correlation with
potential sources of anisotropy.

Johnson et al. (2011) developed a method (Figure 2.10) that does not require the
rigorous task of acquiring a S - wave tomography first. This concept is based on two
assumptions: (a) the ; is accumulated along the ray path and (b) the total time - delay is the
sum of t, for each grid block that the ray crosses. The measured time - delay of the ray (t4, ) is:

n
tq, = z SpLyp (2.26)
b=1
where s, the strength of anisotropy and L,, the length of the ray path in each grid block b. To
isolate areas with sparse ray paths, a quad tree gridding is employed, where each node is
separated in four new ones, until the maximum number of rays is met. The problem to solve

for the tomographic inversion is:
G'C'd=(6G"C'6)m (2.27)

where G the design matrix containing all L, values, d the ¢, values for each ray, m the model

containing the strength of anisotropy per block and C the error covariance matrix defined as:

L2a2n, (i
2.28
Cij ==z

where ¢ the squared standard error of the ith measurement, n;, the number of grid cells that
the ray intersects and 0 the mean of the variance of the result. Checkerboard tests are

conducted by obtaining theoretical t; values from:
decp = GepMep (2.29)

where CB denotes the checkerboard test. In addition to the tomographic inversion for the time
- delays, Johnson et al. (2011) developed a weighted spatial averaging for ¢ values. Polarization
directions are averaged in each block, based on neighboring values. The weighting is conducted
through one of the following methods: (a) no weighting, (b) dividing by the distance, (c)
dividing by the squared distance and (d) by taking into account the results of the tomography.

In the last case, the weighted mean polarization direction (¢,)) is:

(2.30)

n ; n

— -1 Zr=1 WirpSIN @ Zr:l Wi COS @y

¢, = tan 2 m , m
Zr=1 Wrp 21':1 Wrp
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where w,, = :—b. The above methods are included in the Tomography Estimation and Shear-
dr

wave-splitting Spatial Average (TESSA) software (Johnson et al., 2011).
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Figure 2.10. Results of SWST (left) and spatial averaging of ¢ (right) from Mt. Ruapehu, New Zealand (Johnson et al.
(2011). Two distinct seismic anisotropy regimes were identified: one controlled by stress and one by structural features.

The SWST technique was also employed in the case of the Tongarino Volcanic Center
in New Zealand (Johnson and Savage, 2012), where a spatiotemporal connection was identified
between an area of strong anisotropy and a contemporary eruption. In tectonic environments,
SWST led to the linkage between intense anisotropy and local geological structures in Indonesia
(Syuhada et al.,, 2017). Tomographic inversion of t; could prove to be a valuable tool in the
future. Assuming that concentrations of seismic anisotropy are connected to areas of
accumulated stress, SWST would find applications in several fields, from volcanic monitoring
to oil exploration and production. In active areas, the installation of a dense seismic network
would even permit the detailed observation of temporal variation of anisotropy. It is important
to mention at this point that seismic ambient noise, induced by ocean - related phenomena
(Spingos et al., 2018) has also been used to investigate spatial variations of seismic anisotropy
(Das and Rai, 2017).
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3. The Pytheas Software

There have been several programs concerning SWS analysis released in the past decade.
Splitlab (Wiistefeld et al., 2008) is probably the most popular, as it has been used by multiple
research teams in literature (e.g. Diaz et al., 2010; Evangelidis, 2017; Kaviris et al., 2018c). It is
written in the MATLAB programming language (The Mathworks Inc., 2018) and offers
functionality, in terms of cataloguing, acquiring station metadata and plotting of results, but its
main feature is the use of all semi — automatic methods (RC, EV and ME) concurrently in a user
- friendly GUI. It also includes an interface for the TauP toolkit (Crotwell et al., 1999), which
permits the calculation of theoretical arrival times for the phases to be processed (usually
teleseismic). mFast (Savage et al., 2010) uses the methods of Teanby et al. (2004) and Silver and
Chan (1991) in its processing scheme, incorporating the error estimation corrections of Walsh
et al. (2013). The core of the software package is written in Fortran and the analyst must use
BASH scripts, hence, rendering the use of a UNIX Operating System (OS) mandatory, unless
the user is willing to go to great lengths to emulate such an environment in Windows
(something that is not always guaranteed to work). mFast is reliant on the SAC (Helffrich et al.,
2013) and GMT (Wessel and Smith, 1991) packages, as well as TauP. The prior knowledge of
those additional codes, the absence of a GUI and the requirement of using UNIX could pose a
significant challenge to analysts not familiar with the above. SplitRacer (Reiss and Riimpker,
2017) is also developed in MATLAB and utilizes the ME method. This software focuses on
secondary features, i.e. data acquisition and event selection, but also incorporates tools for
interpreting SWS results jointly, by fitting either one or two anisotropic layers. SplitRacer
features a GUI, but is limited in the analysis of teleseismic events. Finally, ANISOMAT+
(Piccinini et al., 2013) uses several steps in checking the eligibility of provided data, before
applying the RC method. The software is comprised by MATLAB scripts.

The above are some examples of published codes for SWS analysis. Nevertheless, there
are several issues that need addressing. First and foremost, MATLAB is, in essence, a
proprietary software requiring a substantial investment to acquire (although, several research
institutions provide licensing options to their members). Furthermore, the initial step of
archiving the data in the format that the software mandates could prove difficult and time -
consuming. The requirements of specific data formats (e.g. SAC only) and the embedment of
event and station metadata in the waveform files (e.g. event coordinates) are two examples of
the hurdles the analyst could meet. Lastly, OS exclusivity and installation of several

prerequisites from various third - party sources do not provide an optimal user experience.
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3.1. Pythonin Science

Python (van Rossum, 1995) is an active general purpose programming language. It
focuses on code readability, which enhances its ease of use by both amateur and experienced
programmers. Python is growingly becoming one of the predominant languages in Science,
being taught in undergraduate and postgraduate curricula of multiple fields (e.g. Biology,
Neuroscience, Geophysics) in universities around the world. The libraries Scipy and Numpy
(Oliphant, 2007) constitute the core of scientific computing in Python. Matplotlib (Hunter,
2007) offers a reliable and comprehensive way to create figures. Furthermore, the Obspy
(Beyreuther et al., 2010; Krischer et al., 2015) library is a popular toolkit for seismology and
Scikit - learn (Pedregosa et al., 2011) provides several easy - to — implement machine learning
routines. The Qt5 (The Qt Company, 2018) framework, as well as its Python bindings included
in PyQt5 (Riverbank Computing, 2018), can be used to develop a fully functional GUI. The
above packages are described in further detail in the following chapters. Finally, it is worth
mentioning that developing any Python software without interactively testing the code in
iPython (Pérez and Granger, 2007) is virtually unthinkable. Any Python package mentioned in
the current thesis can be installed easily through the PyPi (https://pypi.org/) repository and its

accompanying application (pip).
3.1.1. SciPy and NumPy

The basis of any numerical operation in Python is conducted through the SciPy and
NumPy libraries. These include several modules for signal processing, statistical analysis and
linear algebra, among others. NumPy contains the definition for the basis of efficient
computations in Python, i.e. array objects of N dimensions. Lists (the de facto data structure)
contain pointers to objects. In contrast, arrays have the benefit of the locality of reference, i.e.
the storage of individual elements close in the memory. Furthermore, any operation between
arrays is conducted through the optimized underlying code of NumPy (written in C). For
example, the addition of two arrays will not be performed by iterating over each element and
then adding them, but, instead, a Central Processor Unit (CPU) vector operation will be used
(where instructions for the processor are executed over groups of multiple values at once).
NumPy is used for general tasks, while SciPy comprises of more specialized functions, although

there is some overlap.

3.1.2. Matplotlib

Matplotlib is the most popular 2D graphics package for Python in Science. It can be
used to easily generate figures of high quality and embeddable to any GUI. It also enabled
advanced plotting features, such as LaTeX functionality (to permit the use of scientific
equations and notation in figures) and contouring. One of the main benefits of Matplotlib is its
capability of interactive plotting. It includes a robust event handling system, where user
interaction (i.e. mouse clicks, wheel use, key pressing and key release) can be registered and
redirected to an underlying function. Moreover, users can select visually any plotted object (e.g.
lines or polygons). It also offers more specific functionality through existing toolkits, such as
3D plotting and cartography. Nevertheless, the library can have an impact on performance,

especially in older systems, when working with real - time plots.

26



3.1.3. Obspy
Obspy is a package that aided in increasing the popularity of Python in Seismology. It

comprises of a multitude of modules for basic and advanced tasks. It offers a very convenient
environment for data management. Most popular waveform data formats are supported, either
for reading or writing (e.g. GSE2, MSEED, SAC, SEGY), rendering conversions trivial. Another
significant feature of the package is the metadata handing. Information about stations can be
accessed and stored in formats such as StationXML (https://www.fdsn.org/xml/station/) and
SEED. Concerning event and catalogue data, the supported formats include QuakeML
(Schorlemmer et al., 2011) and the CMT format (Ekstrém et al., 2012). Obspy offers clients for
communication with several services, most importantly web services of the international
Federation of Digital Seismograph Networks (FDSN) and the Incorporated Research
Institutions for Seismology (IRIS). The functionality of the library (which is still getting
updates) extends to tasks such as cross - correlation implementation to work with Obspy

objects, spectral analysis processes and auto - picker routines.
3.1.4. Scikit - learn

This library is comprised of machine learning algorithms. The simplicity of the
implementation of this package encourages researchers that do not specialize in such
complicated problems to easily use them. Scikit — learn includes routines for both supervised
and unsupervised learning, incorporating methods such as hierarchical clustering. The package

achieves efficiency by using compiled code.

3.1.5. Qt5

Qt5 is the latest (as of the writing of this Thesis) release of the Qt framework. It permits
the creation of GUIs and applications, either through the Designer tool or purely
programmatically. While the library is written in C++, it is integrated into the Python
ecosystem through dedicated bindings (PyQt5). It is cross — platform (permitting its use in both
Windows and UNIX systems) and has been used in the development of popular software, such
as Google Earth (https://www.google.com/earth/). Qt programs present a native (to the OS)
interface with integrated widgets (e.g. toolbars and Matplotlib embedded plots). Qt5 also offers
non - GUI features, e.g. a thread - managing subsystem.

27



3.2. General Description of the Software

The Pytheas software is a package written purely in Python and offering an intuitive
GUI for the analysis of SWS. Even though it is not possible to test the software in a wide variety
of systems in the context of a MSc Thesis, due to obvious limitations, its performance was
deemed adequate in the systems presented in Table 3.1 by three analysts. A modern multi -
core processor, at least 4 GB of memory and a dedicated graphics processor are recommended.
The fully automatic analysis for the current thesis was conducted with “System C”.

Table 3.1. Specifications of three testing systems used to evaluate the qualitative performance of the Pytheas software.
Among three users, System C provided the best performance and System A the worst.

Component System A System B System C
Intel i3 2350M (2 AMD FX - 4170 (4  Intel i5 8400 (6 cores
Processor
cores at 2.30 GHz) cores at 4.20 GHz) at 4.00 GHz)
4 GB (DDR3 at 1066 8 GB (DDR3 at 1600 8 GB (DDR4 at 2666
Memory
MHz) MHz) MHz)
. Intel HD Graphics
Graphics Processor 3000 MSI GTX 950 MSI GTX 950
Monitor Resolution 1600 x 1000 1920 x 1080 1920 x 1080
Windows 10 & Windows 10 &
(N Ubuntu 17.04
OpenSUSE 42.1 OpenSUSE 42.1

The GUI is designed to accommodate all the elements required for the analysis, so as
to avoid any overlaps between them and provide a clear and pleasant working environment.
Although the window is adjustable, a 1920 x 1080 resolution is recommended. There are six
menus available to the analyst:

e File: Options to define a catalogue and a waveform master path (which contains the
data at the end of the tree), save results of the analysis and close the program.

e View: Options that control the visual part of the application.

e Visual: Offers controls for the PM method. The analyst can switch between the three
analysis stages and manage, if required, the quantities related to this technique.

e Splitting: Provides a selection of the semi - automatic and automatic techniques. For a
given event - station pair, the RC, ME, EV and CA (in combination with either RC or

EV) methods can be applied through this menu. In addition, the CA technique can be

employed for a whole catalogue, without the intervention of the analyst. The shear -

wave window can be set through this menu.
e Navigate: Selection of browsing the events of the provided catalogue or the available
stations for the selected event.
e Tools: Secondary tools (e.g. filtering and spectrum viewing).
To begin analyzing data, the user must go through the “Open Catalogue” option in the “File”
menu. They are then prompted to select a master path for the data and a catalogue file, through
the OS’s native file browser. Even though the exact structure of the data tree is irrelevant, the
program will search for a directory (named after the origin time of each event, in any format
recognized by Obspy’s “UTCDateTime” function, e.g. 1992-09-03-19-14-03) at the end of each
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sub — path found. This folder must contain the waveforms of the corresponding event. There is
no required convention for naming the trace files. Any Obspy compatible format should work
properly (the software has been extensively used with SAC files, one for each trace). When
attempting to access an event — station pair for analysis, the program will check whether there
is an issue with the corresponding data (e.g. missing a component) and will prompt the user to
skip the pair, if needed. Concerning the catalogue, a QuakeML file must be provided.

On opening a new event — station pair, an automatic picking method will determine
the arrivals of shear — waves (see Chapter 3.2.1), noted by a violet solid line (Figure 3.1). The
theoretical arrival will also be shown, if calculated (dashed violet line). The analyst can control
the view of the waveforms and the polarigram by using the mouse wheel. Simply using the wheel
will adjust the amplitude of the waveform. If the Shift keyboard modifier is used, the limits of
the time axis can be controlled. For the PM and CA methods the S - arrival can be picked by
left clicking and using the Ctrl modifier. A solid red line showing the picked time is then drawn.
In addition, the hodograms are updated to showcase the particle motion around the arrival (3
samples before and 3 after) and the SNR is calculated (see Chapter 3.2.1). The ¢ value
corresponding to the picked vector is also acquired from the polarization vector. If the user does
not wish to measure the polarization, the right mouse button can be used instead, to only pick
the S - arrival. It is noted that, upon opening a new station — event pair, if the QuakeML file

contains arrival information, the relevant pick will be indicated by the red solid line.

Vieusl Splining Hawvigwe Tools

2.71 km MAG: 1.3

2013.01-01-11-13-13 PSAR AIN: 18.5 ° DI
phiz = nanmsise: nan N'E weight: X

nan = nanN'Etd:  0.00
SNR: 0.00 Filt
com

BHE

50 100 150 200 750 300

Figure 3.1. The initial screen, after the opening a new event - station pair. Values in the second and third rows of
the title (which are measurement related) are placeholders. The hodograms correspond to the first 15 samples of the
waveform. The various menus are located to the top left of the window.

Concerning the PM method, the waveforms can now be rotated to the FS axial system.
At this stage, the Sy, component can be temporally moved to determine the ¢, This can be
achieved either by the “Visual” menu’s “Set time - delay” option (measured in ms) or by using
the arrow keys. The Left arrow shifts the waveform towards the start time (positive defined time
- delays) and the Right arrow moves the trace towards the end time (negative defined time —
delays). Each key stroke corresponds to shifting one sample. Nevertheless, the software offers

the ability of shifting at the opposite direction. At this stage, by left clicking using the Ctrl
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modifier in the plot, the auxiliary angle can be acquired. The isotropic polarization will
automatically be calculated. Finally, after rotating back to the NE system, the analyst can pick
the arrival of the corrected S — waves to obtain the isotropic polarization (and confirm their
measurement). In addition, the ¢, value can be changed, so that minor corrections can be made
without requiring switching between stages. A grade can also be defined at any time, through
the “Visual” menu. The accepted grades are: “A”, “B”,”C”, ”"D”,”E” and “N”. “E” is proposed to
be used for rejected measurements and “N” for null ones (see Chapter 3.3.1). The “X” grade is
also available, if the user wishes to not perform any grading.

The semi - automatic methods require the selection of an analysis window. This can be
achieved by using the Shift modifier and the two mouse click buttons. Left clicking sets the start
of the window and right clicking the end. After selecting the method through the “Splitting”
menu, a diagnostic plot is produced to evaluate the measurement. This contains part of the
initial waveforms with the selected window marked, the traces in the FS system (after the
temporal shift) and the final corrected data in the NE system, as well as the hodograms of the
original and corrected data in the selected window. In addition, a contour plot of the relevant
selection value is shown: the correlation coefficient for RC, the minimum eigenvalue for EV
and the energy in the corrected transverse component for ME. The contours represented the
selection value normalized per the one at the 95% confidence interval (noted by the heavier
black contour). In any case, the analyst can save their results in a “spl” format file (Table 3.2) in
the “splitting” directory (located in the main program’s folder). These files include all necessary

information related to the analysis in a space - separated array structure.
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Table 3.2. Fields corresponding to the “spl” file format. If a field is not eligible (e.g. the isotropic polarization when
using the CA method), the “nan” value is provided. In the Method field, the following codes correspond to the
methods: “MAN” for PM, “MSC” for EV, “MME” for ME, “MRC” for RC, “ASC” for CA with EV and “ARC” for

CA with RC.
Column(s) Parameter
I 6 Origin Time (Year, Month, Day, Hour,
Minute, Second)
7-8 Event Coordinates (Latitude, Longitude)

9 Depth (km)
10 Magnitude
11 Epicentral Distance (km)
12 Azimuth (N°E)
13 Angle of Incidence (°)
14 ¢ (N°E)
15 t; (ms)
16 Isotropic Polarization (N°E)
17 Station Name
18 Method
19 SNR
20 g, (N°E)
21 0y (mMs)
22 Grade
23 Comment

If the user wishes to apply the CA method for a single event - station pair, they do so

through the “Splitting” menu. At the end of the analysis, a diagnostic plot detailing the cluster

selection process is displayed. Alternatively, CA can be employed for the whole dataset, as

defined by the provided catalogue. The configuration file for the CA method is located in

“etc/options/teanby.cnf” (for more details, see Chapter 3.3.3).

Pytheas consists of the main program and five auxiliary modules that comprise the

underlying library. Following, a detailed description of each software component is presented.

Functions are formatted in italics and classes in bold.
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3.2.1. pytheas.py

This file contains the main class (a template containing initial values and underlying
functions for the Pytheas object) and the launch code of the application. The creation of the
GUI is handled by the initialization function (__init ). This includes the setup of the menus,
assignment of GUI callback functions, creation of the initial figures and parsing of
configuration files. The basic archiving and data management functions are also present. For
example, readQML is used to parse QuakeML files, getTree obtains the event directories and
writeSplittingDict is responsible for writing the analysis results to “spl” output files. eventCorrect
matches origin times from the catalogue to event directories.

To calculate the SNR, the calcSNR function uses the following relation:

|A|max

2
Onoise

SNR =

(3.1)

nox2
where |A|qy the maximum absolute amplitude in the signal window, 62,;5, = /%xl with

x corresponding to the amplitude of the noise and n the number of samples. This quantity is
obtained for the two horizontal components and their average is the final SNR. The start of the
noise window is set 1.5 s before the S - arrival and the end of the signal window 2.0 s after.

To obtain the arrival time of the S - waves automatically, the Obspy implementation
of the Auto Regression — Akaike Information Criterion (AR - AIC) method by Akazawa (2004)
is used. This technique is applied through the following algorithm. First, the filtered waveform
(ayq) is transformed according to:

2
@ ©] _an®) 62

Vimax

a,,(t) =
v2(8) layilmax @

Then, the envelope a,3(t) is acquired from:

ay3(t) = @y (t — 1),if a,2(6) < a,,(t—1)

ap3(t) = Ay (), if a2 (t) > ay,(t— 1)
A STA/LTA filter is applied in the window between the start of the waveform and the maximum
of the envelope (i;). The peak of the STA/LTA application defines the new end of the window
(i). AIC is utilized to select the best fitting AR model to a3, (t), in the previous interval. The
new window starts at i, and ends at 3iz — i,, where i3 the point of lowest AIC. The AR - AIC

(3.3)

method is then applied again, this time to a3, (t), but using the interval specified above. The
minimum value of AIC at this stage defines the P — arrival (i5). To estimate the S - onset, a STA
- LTA filter is applied in the predominant horizontal component, between i, and the end of
the trace. The reverse direction is also used. Finally, the AR - AIC method is applied in the
unfiltered waveform of the predominant horizontal component, in the interval defined by the
maximum LTA - STA value in the forward direction and the minimum STA - LTA in the
reverse. The various parameters related to this method, used by Obspy, are provided in the
“etc/options/picker.cnf” file (see Chapter 3.3.3)

Finally, this file contains the functions that control the secondary GUI elements. This

refers to the progress bar window (prgBar), the event (eventsListWindow) and station
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(stationsListWindow) selection windows, as well as the user prompt (replyMsgBox) and warning
(warnMsgBox) windows. Also, two custom exceptions are defined: the StationException refers
to errors occurring while navigating through station - event pairs and EventException when

alternating between events.

3.2.2. parsers.py

This module contains classes that are used to process settings files related to various
functions of the software. The module “configparser”, included in the Python Standard Library
(PSL), is used to read configuration files of a structure similar to that of INT files in Windows.
These are composed by sections comprised of separate keys (properties corresponding to
variables). Each property acquired from the configuration file is stored as a unique member
variable of each class, to be used in the program. Pytheas currently uses four such files: (i)
picker.cnf, containing settings about the implemented auto - picker routine (see Chapters 3.2.1
and 3.3.3), (ii) taup.cnf (see Chapter 3.2.6), (iii) clustering.cnf (see Chapter 3.2.5) and (iv)
grading.cnf (see Chapter 3.3.1). As an example of the structure of those files, picker.cnf consists
of one section (ARPICKER) which holds eleven keys (e.g. the frequencies for the bandpass filter
used in the auto - picking process, defined as the variables f1 and f2). The parsing of the
configuration files takes place in the program’s initialization stage.

3.2.3. rotationcorrelation.py

This module contains the crosscorrelation function, used to apply the RC method. The
function accepts as arguments the Obspy stream object containing the three traces, the tuple of
the selected window indices and (optionally) the maximum time - delay for which to calculate
the cross - correlation function (CCF), by default set at 250.0 ms. The ¢ and #, test matrices are
initialized at the start, as well as the array that will receive the CCFs. For each test polarization
direction, the original waveforms are rotated to the FS axial system and the CCF for the
maximum time - delay is obtained. After all the ¢ trials are conducted, the parameter pair with
the maximum absolute correlation coefficient is selected as the measurement. To obtain the
errors, the 95% confidence region for the coefficient is defined the 95% of its value (Piccinini et
al., 2013). The error bounds are then calculated from the distance between the measurement
and the contour defined by the 95% confidence level value. The output of the function is the
RC results and corresponding errors, the trial matrices and the error estimation relevant

information.
3.2.4. eigenvalue.py

All the functions related to the EV method are defined in this module. SilverAndChan
is used as the main procedure. It requires the following arguments: (1) the stream containing
the three waveforms to analyze, (2) the backazimuth of the station and (3) the user - defined
window where the method will be applied (in samples). The latter is selected by the analyst in
the application’s main window or provided by the cluster analysis routines. The general

algorithm used to apply this method is shown in Figure 3.2.
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Figure 3.2. Flow chart showcasing the algorithm used in the implementation of the EV (and ME) method in the

Pytheas software.

The angle of incidence can also be used. If that is the case, the waveforms will be rotated
to the LQT system, instead of the ZRT. The maximum time - delay to be tested and the method
used (EV or ME) can also be passed as arguments to the function (the default values are 0.250
s and EV, respectively). The trial arrays are first initialized (for increments of 1° for ¢ and 1

sample for t;). The ¢ array contains values between -90 and 90 N°E, while the #, trials range
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from 0 to the number of samples given as argument (default is 250 samples for a 100 sps
waveform). The arrays for the critical value (either minimum energy or X,), the two eigenvalues
and the first eigenvector are initialized (starting values are zeroes). All matrices to be used are
created at the start, to render the following calculations faster. The algorithm then performs the
rotation of the initial ZNE waveforms to either the LQT or the ZRT system. To optimize
iterating over the two test anisotropy parameters, the “itertools” module of the PSL is used. It
was observed that using “itertools” led to faster calculations, compared to using a nested loop,
by 0.8 s (for each iteration). For each combination of ¢ and t,, the waveforms are first rotated
to the FS axial system and the time - delay is applied. Then, they are rotated back to the radial
system and the covariance matrix of the corrected radial and transverse components is
obtained, as well as the energy in the transverse component. The eigenvalues and eigenvectors
are stored in the respective arrays. After that, depending on the selected method, the parameters
pair that corresponds to the minimum critical value is determined. The polarization of the

corrected S — wave (§) is calculated from the following equation:

2
§ =tan! /1_; (3.4)
1
where A and A7 the unit vectors defining the first eigenvector of the covariance matrix
corresponding to the selected anisotropy parameters. The ¢ and § values are then transformed
to the ZNE system. In the last part of this function, the errors of the method are calculated (see
Chapter 3.2.4). The final output includes the anisotropy parameters, the critical value and
corresponding trial arrays, the initial polarization correction, the errors and the 95% confidence
level of the critical value (Cq5) used in the error estimation.

To compute the errors of the EV method, three additional functions, included in the
module, are used. Initially, the corrected (for anisotropy) waveforms in the LQT or ZRT system
are acquired. The degrees of freedom (v) are calculated with the NDF function. If that number
is lower than the number of parameters (two), the threshold critical value is equal to the
minimum and a warning is posted. Otherwise, it is obtained from the confRegion function.
Finally, the anisotropy parameters, trial and critical value arrays, as well as the threshold critical
value are passed to the gefBounds function to calculate the errors.

eigenvalue.py also contains the function writeEigenvalueResults, which is used to write
the results of the EV methods in an output file. This contains the measurement details (¢, £, and
corresponding errors. polarization correction, selection window and Cys), as well as a table of

the calculated critical value (energy or \,) for every parameter pair.
3.2.5. clustering.py

This module contains the clustering class which consists of all the underlying functions
used in the cluster analysis. In order to not lock out the main GUI and be able to provide a
visual response of the background process to the user, a second thread is employed. Thus, the
main thread runs in parallel with a new one, which handles the clustering process. The

clustering class emits two signals, to interact with the main thread, to notify whether the
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procedure was completed successfully or failed. The analysis described in Chapter 2.4 is
implemented with the run method of the class (Figure 3.3).

Create the candidate
time - windows

time - window

|

Apply the EV or
RC method

l

Is this the last
time-window?

Yes

Standarize values
of measured parameters

Perform agglomerative
hierarchical clustering

Apply criteria to
select number of clusters

¥

Remove clusters with
an inadequate number
of samples

l

No
Are there any

Raise exception clusters left?

Calculate cluster
variances and
select optimal

Figure 3.3. Flow chart showcasing the algorithm used in the implementation of the CA method in the Pytheas
software.
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At first, the windows are defined based on the user provided boundaries. To avoid the
use of fixed windows for an entire dataset, a windowing process was adapted from Savage et al.
(2010). The user provided parameters are the minimum time intervals before and after the S -
arrival, the time steps for the start and end times, the maximum accepted value for the
difference between the S- and P- travel -times (S - P), the time window after the S - arrival for
the calculation of the dominant period, an extending factor (f,) to determine the longest
accepted window end and the boundaries for the dominant period. The first start point is
defined as the half S — P time. The first end point is equal to the dominant period in the S
window. The last end point is determined from the dominant period multiplied by the
extending factor. To better explain the windowing parameters, these are presented in Table 3.3.

Table 3.3. Parameters used in the windowing for the CA method. The definition of each is also provided. Where “User”
are parameters that are defined in the configuration file. For an explanation of each parameter see Chapter 2.4.

Parameter Definition
tsp
TbegO 7
Tbegl User
ATpeg User
N Tbegl - Tbego
beg ATbeg
Tendo TO
Tena1 foxTo
ATeng User
N Tendl - TendO
end ATend

The program then iterates over each window and applies the selected SWS analysis
method. For each completion, a signal is emitted to the main thread and the progress bar,
created before the initialization of clustering, is updated, to inform the analyst. Measurements
(¢, ts and their respective uncertainties) are stored in a dictionary that is then converted to four
discrete arrays (one for each variable). Values are then normalized, to hold the same weight in
the clustering process (given that t, is in s, the much larger - arithmetically - angle values of ¢
would dominate). Then, the labels of the data are obtained with the getClustersSK method. This
function uses the sklearn AgglomerativeClustering class to categorize the data in different
clusters, for various numbers of clusters M in the range between 1 and the maximum number
of data points. The labels (i.e. the cluster identification) for each data point and for each number
of clusters are stored in a dictionary. To facilitate the rest of the analysis, observations are stored
— per cluster per number of clusters — in a new array, by using getClusterDataSK. At this stage,
the criteria for selecting M are applied. The Duda and Hart (1973) score (cpy) is first computed
from the critDudaHartSK method, for M in an ascending order. In other words, starting for
M = 1, cpy is calculated. For the first M that satisfies the condition cpy = 3.2, the loop breaks
and M4, = M. If no eligible cpy is found, then M,,,, is equal to the number of observations.
Next, the criterion of Caliniski and Harabasz (1974) must be applied. For this purpose, the
critCalHara method is used, which, in turn, utilizes the metrics.calinski_harabaz_score from

sklearn. A score (ccy) is obtained for every M In the range [M, M,,,,]. A user specified

37



maximum threshold for the number of clusters is used to remove very high values. The M with
the highest score is the accepted one. Clusters with a number of observations less than the one
set by the analyst are rejected as spurious. Following, the within - cluster and mean data
variances are computed. The cluster with the smallest variance is the optimal one. Finally, the
anisotropy parameters and their uncertainties, as well as the various quantities used in the
creation of the quality control figure (described in the next paragraph) are set as member
variables of clustering, to permit use in the main thread.

The “clustering” module also contains a function to plot a quality control figure
(clusterQCDiagram). The user can use this to determine whether the clustering is appropriate

and adjust the configuration as needed.

3.2.6. tools.py

The “tools” module is a collection of various functions that do not belong in other
modules. lengthcheck performs an examination on the length of the timeseries provided. This
is essential for any SWS software, as even one sample difference between the two horizontal
components can lead to erroneous results. For the two given traces, their start time and end
time are synchronized. The correction is performed by adding zeroes in the edges of the signal,
to ensure that the minimum start time and maximum end time are used. This is achieved
through the trim function of Obspy (with a padding value of zero). timedelay is used to add the
measured 1, to a waveform. For positive time - delays, zeroes (equal to the number of samples
that correspond to t,) are inserted at the start of the signal. If it’s negative, a number of samples
(equal to t,) is removed from the beginning of the trace.

getTheorArrivalsis a function that calculates theoretical arrival times for a given station
- event pair with the use of the TauP implementation in Obspy. A velocity model and a
StationXML file must be specified by the user in the configuration file “etc/options/taup.cnf”.
The velocity model must be in a format readable by the Obspy subroutines (e.g. in the “named
discontinuities” structure) or be one of the default models (e.g. IASP91). If the model is not one
of the included, the file is converted automatically to the npz format. All arrival times of the
various phases for the given station - event pair are then calculated and stored in a dictionary.
Finally, the spectrum function simply calculates the power spectrum of the defined signals. The
periodogram method is used for a hanning window. The spectrum is used by Pytheas to
automatically obtain the dominant frequency near the shear — wave arrival and recommend the
filter boundaries for analyzing the signal. This module also contains the functions responsible
for creating the particle motion diagrams (polarigram and hodogram), the 2D and 3D rotation
matrices creation (Rmatrix2D and Rmatrix3D), as well as the automatic grading function

(autoGrading).
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3.3. Secondary and Quality of Life Features

Other than the main functionality, the aim of the Pytheas software is to provide
convenience features by exploiting the capabilities of the Python language and the Obspy
toolkit. As such, there are noteworthy features that do not affect the basic SWS processing, but

offer a smoother user experience.

3.3.1. Grading Algorithm

A crucial part of any analysis is the evaluation of results. The user can manually select
a grade for the result (independent of the processing method used). The current author suggests
the manual assessment scheme of Kaviris et al. (2018a) as a suitable system for assigning quality
grades (as described in Chapter 2.1). However, an automatic grading system is also offered, to
complement the integration of the (semi- or not) automatic methods. Wiistefeld et al. (2010)
proposed an intricate method of grading results by combining the EV and RC methods and
comparing the parameters produced from both. This approach is largely dependent on both
methods and, consequently, includes any issues that may arise during the implementation of
either. The main advantage of their procedure is the accurate identification of null
measurements (i.e. situations where shear — waves were not split, either due to an isotropic
medium or to the shear — wave polarization being parallel to an anisotropic symmetry axis).
Savage et al. (2010) consider measurements with a ¢ sub - parallel or sub - perpendicular to
the isotropic S polarization as null, while implementing a grading system based on the SNR,
clustering metrics and the SWS parameters.

For the Pytheas software, a new grading algorithm was developed, to function as an
initial filter of unsuitable measurements. The algorithm is designed to work on all methods,
manual or otherwise. It is based on the assumption that the measurement quality can be
quantified by evaluating three parameters; the SNR and errors of ¢ and #;. The user must
provide specific limits for the three, i.e. the minimum threshold for the SNR and the maximum
permitted bound for the errors. The algorithm firsts checks the difference between the isotropic
polarization () and ¢ to determine whether the measurement is considered null, as seen in
Savage et al. (2010), based on a maximum accepted difference §4;¢f = [6 — ¢|. Then, a quality

score is calculated from three individual ones. These are:

SNRpyin
SSNR = “SNR
S
S, = 3.5
¢ 5(pmax ( )
oty
Sta = ¢

where s the score for each parameter and & the errors of ¢ and f,. If any of these metrics is
greater than 1, the measurement is rejected and assigned a cumulative score of infinity. The

final score (s) is:

S = SsNR + S(P + Std (36)
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In essence, the cumulative score showcases the degree of the effect the three parameters have.
A score of 1.0 is the equivalent of considering that two out of three parameters are within
accepted bounds. A score that tends to 0 is an indication of an excellent measurement, while
tending to 3.0 (the maximum attainable score) means that the quality of the measurement is
low. A grade is then assigned for different situations:

e Grade“A”:5s<1.0

e Grade“B™:1.0<s<15

e Grade“C”15<s<20

e Grade“D™2.0<s5<3.0

e Grade “E”: rejected measurements

e Grade “N”: null measurements
The limits that bound the grading can be tweaked by the user as seen fit. Even though, as stated
above, this algorithm can be used for all SWS methods, it is not really suitable for the PM
technique, where the errors of the anisotropy parameters are fixed and, as a result, their
contribution to the final score is biased based on the limits specified. This could be partially
countered by setting limits equal to the errors (thus, s, and s; ; being always 1.0) and refining
the grading boundaries to take into account variations of the SNR.

In any case, visually assessing the results is still an important step in the quality

evaluation of measurements. Other factors, such as waveform matching after the correction and

cycle skipping, cannot be quantified from the above algorithm.
3.3.2. Integration of the QUAKEML and STATIONXML schema

eXtensible Markup Language (XML) files are textual files that contain information in
a very specific and structured manner. Every XML file is accompanied by a well - defined
syntax. This syntax comprises the XML schema. Different formats are defined by different
schemas. The QuakeML schema (Schorlemmer et al., 2011) was first released in 2004 and its
main goal is to facilitate data exchange between seismological data providers, who often
maintained their own standards, requiring conversions between formats. The main
information contained in a QuakeML is the metadata concerning an event, such as the origin
time, hypocenter coordinates and magnitude information. Furthermore, it can contain
information about discrete picks, arrivals, picking and location methods, from multiple
institutions. QuakeML is also extensible, permitting the definition of new fields for information
not included in the original (e.g. focal mechanisms). One of the planned updates for Pytheas
will offer the ability to output any measurements (including error estimation) from SWS to a
QuakeML.

StationXML is a similar concept of an XML schema that focuses on station metadata.
These are files that, compared to classic formats, contain richer information about a station. In
a StationXML file, other than the base information (geographical coordinates), one can also
find a concise station history detailing instrument changes. There are fields that contain
information about each individual component and channel, as well as the full instrument
response stages. Thus, a StationXML file is layered as follows: (1) Network, (2) Station, (3)
Channel and (4) Response. In Pytheas, this file is used to obtain the location of each station.

Because of that, the information required is up to the Station layer.
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3.3.3. Configuration Files

The AR - AIC picker configuration file (picker.cnf) is used to define several variables
required by the Obspy ar_pick function. First, the frequency band for the initial Butterworth
bandpass filter must be set (properties f1 and f2). This filter is applied before the start of the
algorithm. Second, the duration (in seconds) of the STA and LTA windows are specified in the
properties Ita_p and sta_p. These values are utilized in the STA/LTA filter applied to the data
to obtain an initial estimation of the P — wave arrival. Additionally, the STA and LTA window
duration for the STA - LTA filter used in the S - wave pick must be set (properties sta_s and
Ita_s). The coefficients of the auto - regressive model to be fit in the data are also specified in
the file (properties m_p for P — waves and m_s for S — waves). Finally, the length of the variance
window (in seconds) is provided (Lp and 1 s, respectively). These parameters are site
independent and can be used for large datasets. The user can utilize this file to better calibrate
these properties to their needs.

The clustering.cnf file contains settings about the clustering process. In the WINDOWS
section, the required properties, as described in Chapter 3.2.5, for the windows definition are
set. When using the default values, only the end point will be adjusted severely. It was observed
that these parameters led to an adequate estimation of SWS, while not requiring an extensive
time period for the calculations. In the CLUSTERING section, the user can set the threshold
value for the Duda and Hart criterion. The one proposed by Teanby et al. (2004) is equal to 3.2.
The additional criteria of the maximum number of clusters and minimum number of
observations per cluster are also defined here.

taup.cnf contains the path to the velocity model to be used in TauP, as well s the path
to the StationXML file used by Pytheas. Furthermore, there is a flag to enable or disable
recalculation of the angle of incidence. If that value is False, the angle specified in the provided
QuakeML will be used.

The grading.cnf file is used to specify the parameters of the grading algorithm. This
includes the maximum accepted angle difference for identifying nulls, the thresholds for SNR

and the splitting parameters errors, as well as the upper bound of the score of each grade.

3.3.4. Archiving Methods

The Pytheas software is designed to work with a large database of waveforms. To do
that efficiently, especially at the stage where the user needs to empirically identify the optimal
parametrization, a archiving procedure is implemented. After reading all the event origin times
from the input catalogue, the software performs a search for event codes in the given master
data directory. The event codes are stored in a Numpy array. To facilitate the computations, the
UNIX timestamp (i.e. the amount of seconds since 1970-01-01T00:00:00 GMT) is used instead
of the full date and time. To properly match event code and origin time, each time from the
catalogue is subtracted from the code array. The absolute difference that is smaller than the
maximum accepted threshold (defined at 5 s) belongs to the origin - code pair that best fit.

To avoid searching anew for the event codes and matching them to the origin times,
the results of the above procedure are stored locally. The file “etc/options/paths.exp” contains
the paths for the catalogue file and the master data folder last used. “etc/index” contains two

types of files. The index files with the “.idx’ extension (and named after their creation date)

41



include all the paths of event folders acquired from previous runs. These files are matched to
specific master data directories in the “index.cat” file. Also, the matching between event codes
and origin times is stored in the “/etc/evcor/evcor.dat” file. Thus, all this information is loaded
at the startup and the software does not need to execute the event data queries again, saving up

considerable time.
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3.4. Example of the Automated Process

To showcase the use of the Pytheas software, an event from the WGoC dataset (Chapter
4.1) is exhibited. This is the same example used to showcase the PM method (Chapter 2.1). The
SNR s 5.3. After picking the S - arrival, the option “Cluster Analysis (EV)” from the “Splitting”
menu is selected. The software then displays a progress bar showing the percentage of windows
that have already been analyzed. When the analysis is completed, two figures are displayed, to
aid the analyst in evaluating the measurement. One refers to the EV and the other to the CA
method.

Concerning the first (Figure 3.4), to the left of the figure, the filtered horizontal
components are shown in the following order: (1) the original north and east channels, (2) the
fast- and slow- rotated components, after applying the time - delay correction and (3) the
corrected for anisotropy north and east waveforms. Below that, the particle motion diagrams
exhibit the motion before (solid line) and after (dashed line) the correction. Finally, the contour
plot to the right shows the distribution of the normalized (according to the 95% confidence
level value) critical value, A,. The bold contour line traces the 95% confidence interval, while the
selected value is marked by the dashed cross. The parameters pair for this case is N90.0°E for ¢
and 80.0 ms for f,, with errors of N1.29°E and 0.59 ms, respectively. The isotropic polarization
is N55.8°E. This measurement is automatically graded as “A”. This example showcases an angle
of incidence outside the shear — wave window, due to its initial selection with the estimate seen
in Chapter 4 (which calculated an angle of 34.1°). The shown angle is obtained from TauP.

Method: EV 2013-06-04-22-56-24, KALE, BAZ: 87.0N"E, AIN: 37.3", POL: 55.8", DIST: 9.4 km
phi; 90.00 + 1.28 N"E, dt: 80.000 * 0.590 ms filter: 1.0 - 20.0 Hz
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Figure 3.4. Quality control figure to evaluate the results of the EV method. The title includes the following
information: method type, origin time, station name, backazimuth (BAZ), angle of incidence (AIN), epicentral
distance (DIST), ¢, ta (and their respective errors), isotropic polarization (POL) and the filter band. For this example,
the waveforms are filtered in the 1 - 20 Hz range. The unique 95% confidence level contour indicates that there is no
cycle skipping in the measurement. The linearization of the particle motion and the matching between the corrected
horizontal waveforms are further indication of the excellent quality of the measurement.
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The CA quality control figure (Figure 3.5) is used to evaluate the steps of the clustering.
At the top left, the initial data (i.e. measurements for each window) are shown. Next (top right),
the variation of the Calinski - Harabasz criterion is shown, with the selected number of clusters
marked by the crosshair. The final clustering (after finding the number of clusters) is shown at
the middle left. The selected measurement window (which belongs to the optimal cluster) is
shown at the middle right subplot. The two bottom plots show the stability of the measurement
for each window, for both ¢ (left) and ¢, (right). Results are written in the “spl” format file and
include the values of the optimal measurement window. In this case, the window ranges from
63.67 to 64.55 s after the start time of the waveform. The solution in this window is shown in
Figure 3.4. The parameters obtained from the fully automated process are identical to those

determined from the manual analysis (see example in Chapter 2.1).

Method: EV 2013-06-04-22-56-24, KALE, AIN: 37.3", DIST: 9.4 km
phi: 90.0N “E, dt: 80.00 ms filter: 1.0 - 20.0 Hz
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Figure 3.5. Quality control figure to evaluate the results of the CA method. The title includes the following
information: method type, origin time, station name, angle of incidence, (AIN) epicentral distance (DIST), ¢, tzand
the filter band. For this example, the waveforms are filtered in the 1 - 20 Hz range.
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4. Case Studies

To evaluate the performance of the Pytheas software and investigate the viability of the
EV and CA methods, waveform data from earthquakes originating in three different regimes
were used: (1) the WGoC (tectonic regime), (2) the SVC (volcanic regime) and (3) the WOF
(induced seismicity).

A similar procedure scheme was employed for all three cases. For the WGoC and the
SVC, the phase arrivals were collected from the Seismological Laboratory of the National and
Kapodistrian University of Athens (SL - NKUA) database and the hypocenters were
determined with the Hypoinverse (Klein, 2002) program. The velocity models used in the
location are presented in Table 4.1. For an initial estimate of the angle of incidence (i), the
following relation was used (Kapetanidis, 2017):

iy = sin™! <@ sin(ih)) (4.1)
Vbot

where Vi, and Vj, the velocities at the surface and the focus, respectively, and i, the takeoff
angle. Only upwards travelling rays were considered (i.e. i, > 90°). The angles of incidence for
each ray during the analysis were calculated with the TauP algorithm through the Pytheas
software, using the full velocity model. For the WOF dataset, event and station details were used
as provided by the University of Kansas (KU), including incidence angles. After visually
inspecting a sample of the events to analyze, it was decided to use a universal 1 - 20 Hz
Butterworth bandpass filter for processing. SWS was analyzed with the CA and EV methods,
using the fully automated catalogue option. The maximum trial time - delay was set at 250 ms,
according to relevant literature (Kaviris et al., 2015, 2017, 2018d; Nolte et al., 2017). The fast
axis metrics were calculated with circular statistics (Berens, 2009).

Table 4.1. Velocity models used in the current study for the WGoC (Rigo et al., 1996) and the SVC (Papadimitriou
etal., 2015).

WGoC SvVC
Ceiling (km) V, (km/s) Ceiling (km) V, (km/s)
0.0 4.8 0.0 4.0
4.0 5.2 1.0 4.3
7.2 5.8 3.0 4.8
8.2 6.1 8.0 5.2
10.4 6.3 12.0 5.5
15.0 6.5 16.0 5.8
30.0 7.0 18.0 6.1
- - 22.0 6.6
- - 26.0 7.1
V,/V, = 1.80 V,/V,=1.81

Only graded “A” and “B” measurements were used. For the WOF data, due to the
limited amount of results, “C” grades were included as well. In any case, stations with less than
10 initial results were removed from the final catalogues. The criteria used in the grading were:
SNRpin = 2.5, 6@max = 10°,8tq,, .. = sps and 8¢y = 10°.
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4.1. Western Gulf of Corinth, Greece

4.1.1. Geotectonic Setting

The Gulf of Corinth is one of the most tectonically active areas in Europe (Makropoulos
et al., 2012; Kouskouna and Sakkas, 2013) and consists a “natural laboratory” for tectonic and
seismological studies. It is a complex asymmetrical graben (Armijo et al., 1996; Brooks and
Ferentinos, 1984), whose formation started in the Middle Miocene, mainly affected by the local
extensional regime in the Aegean, with an arc - parallel direction, as well as the African —
Eurasian plate boundary. During the Upper Miocene - Lower Pliocene, the basin evolved into
its current state (Papanikolaou and Royden, 2007). The rifting process probably started to the
north, where the Aegean extension resulted in crustal thinning (Tiberi et al., 2000). In its
western part (WGoC), fault systems are generally striking E - W, dipping antithetically,
southward at the northern and northward at the southern coast (Hatzfeld et al., 2000; Moretti
et al.,, 2003). This system is responsible for uplifting of the coast of North Peloponnesus
(Tselentis and Makropoulos, 1986; Skourtsos and Kranis, 2009). The extension is mainly
constrained in the inner part of the gulf, with deformation measurements of 16 mm/yr
(Avallone et al., 2004) and 14 mm/yr (Briole et al., 2003) in a NNW-SSE direction. Beneath the
WGoC, a low - angle detachment zone has been suggested at a depth of about 10 km, with a
northward 15° dip (Rigo et al., 1996) which is connected to the overlying faults. Those showcase
greater dip values, which tend to be reduced northward (Godano et al., 2014). This structure
was proposed to facilitate interpreting the accommodation of strain in the gulf, based on
observations of microseismicity. Hatzfeld et al. (2000) argued that microseismicity is located in
the transition zone between brittle and ductile deformation in the crust. Latorre et al. (2004)
observed a zone of crustal weakness at a similar depth. Nevertheless, other researchers have
debated that any slip that occurs on the suggested detachment fault is negligible and, as such,
the strain can be attributed to the activity of the overlying steep faults (McNeill et al., 2005; Bell
et al., 2008). According to Ambraseys and Jackson (1990), the length of the individual faults
does not exceed 20 km, which is the cause of the absence of very strong earthquakes (M; > 7.0)
in the area. This segmentation, albeit rendering the tectonic evolution of the gulf complex, does
not permit the occurrence of such strong events. In addition, surficial traces extend to a
maximum of 10 km (Doutsos and Poulimenos, 1992). The segmentation of faults in the gulf is
related to the expression of seismic energy mainly through seismic swarms (Potanina et al,,
2011; Karakostas et al., 2012; Duverger et al., 2015; Kapetanidis et al., 2015; Mesimeri et al.,
2016, 2018). Such episodes were recorded during 2013 and 2014 (Chouliaras et al., 2015;
Kapetanidis et al., 2015; Kapetanidis, 2017; Kaviris et al., 2017, 2018a, 2018d), where over 3,500
earthquakes were identified (Figure 4.1). There are several fault systems in the northern and

southern coast of the WGoC. Following, the most important ones are described.
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Figure 4.1. Seismotectonic map of the WGoC. The earthquakes that occurred during 2013 and 2014 (yellow) and
the ones that provided results during the SWS analysis in at least one station (black) are shown. The faults (black
lines) are after Ganas et al. (2013a). For all maps, the topography was obtained from the Shuttle Radar Topography
Mission (Reuter et al., 2007). Maps are plotted with the General Mapping Tools (Wessel and Smith, 1991) software.

The Psathopyrgos fault is located at the westernmost part of the area (Figure 4.1), on
the southern coast. The broader region of the fault exhibits high mean topography, a strong
indication of intense tectonic activity (Tsimi et al., 2007). Dating of corals in marine deposits
led to the estimation of an uplift rate, for the southern block, equal to 0.7 mm/year (Houghton,
2003). The Aigio fault (Figure 4.1) is located near the homonymous city, east of the
Psathopyrgos fault. It remains active since the historical era (Pantosti et al., 2004) and has
presented significant seismicity in recent years (Mesimeri et al., 2016). It extends several
kilometers to the east and continues offshore, across the shelf (McNeill et al., 2005). While it is
severely segmented, a mean strike of N100°E can be deduced (Koukouvelas and Doutsos, 1996),
as well as a length of 12 km (Koukouvelas, 1998). Evidence from marine deposits suggest a slip
rate between 9 and 11 mm/year and an uplift rate in the range of 1.05 - 1.20 mm/yr (De Martini
et al., 2004). The Aigio fault was the focus of multiple studies due to the occurrence of the 15"
June 1995 (M; = 6.2) earthquake, in the vicinity. Even though this event has been attributed to
the Aigio fault (Koukouvelas and Doutsos, 1996; Koukouvelas, 1998), Bernard et al. (1997)
suggested that a low — angle (uncommon for the area) fault was the causative one. Finally, the
Helike fault (Figure 4.1), to the SE of Aigio, is one of the most important structures in the gulf.
Its activity has been identified since the early Copper Age, accompanied by destructive
earthquakes, as the famous 373 B.C. event which led to the generation of a tsunami and the
devastation of the ancient city of Helike (Soter and Katsonopoulou, 2011). The slip rate of the
northern hanging wall is not constant and it has been proposed that slip on the fault is
conducted with variations of high (2.0 mm/yr) and low (0.3 mm/yr) rate. The transition

between slip rate periods is denoted by seismic outbursts (Koukouvelas et al., 2005).
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Nevertheless, De Martini et al. (2004) deduced significantly higher slip rates which vary
spatially, i.e. 7 - 9 mm/yr for the eastern and 9 - 11 mm/yr for the western part of the structure.
In recent years, seismicity in the Helike fault has been expressed mainly through seismic swarms
(Kapetanidis et al., 2015). At the northern coast of the WGoC, seismicity and tectonic activity
are much more moderate. On January 2010, a doublet of events occurred near the city of
Efpalio, both with a magnitude of M,,= 5.1 (Sokos et al., 2012; Ganas et al., 2013b).

The WGoC is covered by two seismological networks. The Hellenic Unified
Seismological Network (HUSN) consists of stations located in the entirety of Greece, installed
and operated by the following Greek institutes: (i) SL - NKUA, (ii) Seismological Laboratory of
the University of Patras, (iii) Department of Geophysics of the Aristotle University of
Thessaloniki, (iv) Technological Educational Institute of Crete and (v) Institute of
Geodynamics of the National Observatory of Athens. In addition, a French - Greek initiative
in 2000 initiated the Corinth Rift Laboratory Network (CRLN), aiming to study geotectonic
processes around Aigio (Lyon-Caen et al., 2004). All stations located in the WGoC are equipped
with broadband seismometers, operating at a sampling rate of 100 sps. The CRLN also includes
instruments located in boreholes.

Shear - wave splitting has been extensively studied in the gulf. The majority of
measurements and research time have discovered an anisotropic layer with a dominant
anisotropy direction (WNW - ESE) perpendicular to the rift’s extension, oriented according to
OH 1 qy (Bernard et al., 1997; Bouin et al., 1996; Giannopoulos et al., 2015; Kaviris et al., 2017,
2018a, 2018d). This is consistent with an anisotropic medium pervaded by fluid - saturated
microcracks. Thus, shear - wave splitting in the WGoC has been interpreted with the APE
model. However, deviations from these have been observed in three stations (SERG, PYRG and
MALA) at the NW part of the area (Giannopoulos et al., 2015; Kaviris et al., 2017, 2018a, 2018d).
An interesting observation is the shift of the Sy polarization direction in PSAR. Measurements
from the early 90s documented a direction of ~N64°E (Bouin et al., 1996). However, data from
the 2013 and 2014 have shown a very well constrained strike of approximately N90°E (Kaviris
etal., 2018d).
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4.1.2. Results

For the application of the automatic CA - EV technique, 3,808 events (with 38,130
corresponding S — wave arrivals) in the WGoC were initially selected, during 2013 and 2014,
with local magnitudes My ranging from 0.3 to 5.1. Further selection criteria excluded any events
that did not have at least one arrival with an angle of incidence less than or equal to 35.0°. Due
to limitations in resources, only the first semester of 2013 was analyzed. The gargantuan task of
automatically processing the full dataset (over 15,510 eligible pairs) is reserved for the future,
when more appropriate circumstances arise. Thus, the final catalogue consisted of 1,136 events
(18,556 arrivals), with 7,844 rays within the shear — wave window (Figure 4.2) and magnitudes
(ML) between 1.2 and 4.2. It is noted that the selection includes several arrivals in stations that
exhibited technical problems and had to be excluded from the analysis. For example, an issue
with the North component of the AGEO station enabled analysts to determine the arrival of the
shear — wave (in the East channel), but could not be used in the SWS processing. Considering
that AGEO is located close to the Helike swarm of 2013, this led to a de facto exclusion of a high

number of potential measurements.
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Figure 4.2. Distribution of the angle of incidence in the WGoC catalogue, for S- arrivals. Bin spacing is 5°.

The number of results is 933 parameter pairs out of 375 events. The processing took 16
hours and 36 minutes to complete. Grading led to a final dataset of 358 pairs (grades “A” and
“B”). The results for the thirteen stations in the WGoC are presented in Table 4.2. Polarization
directions were corrected for the instrument’s orientation according to Kapetanidis (2017). Due
to the large scatter in the observations, the median value was preferred over the mean for ¢.

These are shown for each station in Figure 4.3.
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Table 4.2. Summary of statistics for analyzed SWS parameters in the WGoC, with the CA and EV methods. In the
elevation column, the depth of boreholes is noted within the parentheses. N is the number of observations, ¢ the
median value of the Srs polarization direction, 8¢ the standard error of mean of ¢, t; the mean time - delay and
6t the standard error of mean of ..

Elevation _
Station (m) N @ (N°E)  6¢@(N°E) ty(ms) oty(ms)
AIOA 198 (130) 66 79 4 48
ALIK 37 (70) 29 114 5 102
EFP 107 49 70 7 65
KALE 760 18 142 15 69 11
LAKA 505 15 123 11 74 11
MALA 7 (180) 21 61 11 59 10
MGO00 143 8 65 16 68 17
PANR 149 12 163 11 83 19
PSAR 117 35 103 7 73 8
PYRG 596 27 91 10 81 11
ROD3 448 2 106 16 80 60
SERG 480 41 49 5 53 7
TRIZ 59 35 105 11 63
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Figure 4.3. Map of the WGoC showcasing the median polarization direction for each station. The bar is proportional
to the mean time - delay.
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As mentioned, above, there is a significant scatter in the measurements of ¢ in most
stations. The rose diagrams (Figure 4.4) showcase this. Stations EFP, KALE and TRIZ are the
most characteristic, with measurements of the polarization equally populating most directions.
However, stations AIOA and ALIK showcase surprisingly constrained measurements, reflected
in the small errors. Most median polarization values are within 45° of the E - W direction.
Deviations from this orientation are observed at stations (KALE, SERG and PANR) that are not

located in close proximity to each other.
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Figure 4.4. Rose diagrams of ¢ in the WGoC, with the CA and EV methods. F is the number of observations per grid
line.

Concerning time - delays, two sub - groups can be identified: below 70 ms and above
that. There is no clear indication of any relationship between those stations. Elevation, which
theoretically would affect ¢, by increasing the ray path and, thus, the time - delay, does not seem
to be a factor. In terms of individual values, time — delays are present in the whole 0 - 250 ms
range, as expected for a six months period with highly volatile seismicity. Nevertheless, they

seem to be concentrated between 30 and 50 ms (Error! Reference source not found.).
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Figure 4.5. Summary time - delay histogram in the WGoC
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For the purpose of applying the SWST method of Johnson et al. (2011), through the
TESSA software, the SWS parameters catalogue obtained from the current study is not suitable
because of the significant scatter observed to both ¢ and #,. Thus, the catalogue of (Kaviris et
al., 2018d), containing events from both 2013 and 2014, was utilized instead. These results were
obtained with the manual PM method. A total of 20 stations and 1,447 events is included,
resulting to 2,271 event - station pairs. To obtain the grid for the inversion, the quadtree
gridding process was preferred, over a regular grid. Coverage of rays is highly uneven in the
area (Figure 4.6) and, thus, a standard grid with a fixed interval of nodes would include a
significant number of cells with no data. The minimum size for each grid cell during the
quadtree processing was set to 1 km. Only cells with a number of rays between 5 and 50 were
accepted. The maximum number of rays is used in the gridding, to split cells with a large
number of data.

38.4°

38.3° 1

nq 2o

Figure 4.6. The area for which the SWST was applied in the WGoC. The rays (red lines) are connecting events (red
circles) and stations (red triangles). The final grid used after the quadtree gridding process is also shown.

To determine areas where the results are constrained, a checkerboard test was applied
(Figure 4.7). The size of each checker was set to 1 km. The test revealed an area of reliable results
at the center of the study area, as seen in Figure 4.7. The SW, SE and NE regions could not

reproduce the checkerboard.
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Figure 4.7. Input checkerboard model (left) and synthetic data output (right). Areas where the initial model is
recreated are considered to provide adequate resolution. The stations used in the tomography (red triangles) are also
presented.

Regarding the tomography, alternating areas of localized high and low anisotropy are
observed (Figure 4.8). Most of the central gulf seems to offer values of 10.0 ms/km. The
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maximum value observed is 20.0 ms/km. A locus of intense anisotropy is located at TRIZ
station. The distribution of the strength of anisotropy does not seem to follow any tectonic
features. Considering that shear — wave splitting is attributed to fluid processes in the WGoC
(Kaviris et al., 2018b, 2017), this is not surprising. In areas with no resolution, very high values
of anisotropy are observed beneath stations. This is probably an artifact, due to the assumption

of the method that time - delay is accumulated along the ray path.
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Figure 4.8. 2 - D representation of the strength of anisotropy in the WGoC, produced from the tomographic
inversion.
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4.2. Santorini Volcanic Complex, Greece

4.2.1. Geotectonic Setting

The SVC is located in the southern Aegean and is one of the most significant volcanic
centers of the Greek volcanic arc. The complex is comprised by five islands (Figure 4.9), i.e.
Santorini (or Thera), Therasia, Aspronisi, Palea and Nea Kameni, that form a distinct circular
shape. The Santorini caldera can be further distinguished into four basins (with a depth range
between 290 and 390 m). Activity that belongs to the SVC also occurs at the Columbo
underwater crater, which is located to the NE of Santorini at a depth of 500 m (Perissoratis,
1995). In the center of the caldera, the Palea and Nea Kameni islands are the main points of
modern volcanic activity in the SVC, with their formation having started around 1200 B.C.
(Nomikou et al., 2014). The emergence of the Palea Kameni island was first observed along with
the destructive earthquake of 198 B.C. (Papazachos and Papazachou, 2003). The SVC is
generally considered a region of low to moderate seismicity (Papadimitriou et al., 2015), as
earthquakes are commonly linked to violent volcanic events. Nevertheless, a NE - SW trending
zone has been identified between the Santorini and Amorgos islands (which includes
Columbo). Seismicity in this zone is much higher and, considering the locality of the magmatic
processes, is associated with the development of pathways that facilitate the magma’s ascension
to the surface (Bohnhoff et al., 2006). The Santorini - Amorgos zone is segmented by transverse
NE - SW striking faults (with varying slip) that clearly define three individual secondary basins
(Nomikou et al., 2017).
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Figure 4.9. Seismotectonic map of the SVC. Shown are the earthquakes that occurred during the unrest period
between 2011 and 2012, within the Caldera, (yellow) and the ones that provided results during the SWS analysis in
at least one station (black). The faults (black lines) are after Ganas et al. (2013a).
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Concerning the eruption history of the SVC, twelve major eruptions have occurred in
the past 300,000 years, interrupted by smaller scale ash — producing events (Vespa et al., 2006).
The most significant major eruption took place in the 17* century B.C., during the Bronze Age,
and is considered a catalyst in the demise of the Minoan civilization (Marinatos, 1939).
Simulations have revealed the possible generation of a tsunami wave that could have affected
the northern shore of Crete, as well as nearby islands in the southern Aegean (Pareschi et al.,
2006). This eruption consisted of five stages and led to the formation of the modern caldera
(Druitt, 2014). Tephra was dispersed as far as the Black Sea to the north (Guichard et al., 1993)
and Egypt to the south (Stanley and Sheng, 1986). Nevertheless, its importance, both in
environmental and historical terms, has been debated (Pyle, 1997).

Between September 2011 and March 2012, seismic activity in the SVC increased
dramatically (Vallianatos et al., 2013), suggesting a potential eruption. A significant uplift was
observed with a value equal to 14 cm within a year (Foumelis et al., 2013; Lagios et al., 2013).
Seismicity was first constrained in the caldera, between the Kameni islands and Santorini. In
addition, two earthquakes with magnitudes My, = 5.1 and M,, = 5.0 occurred to the SW of
Santorini in January 2012. Seismological evidence did not suggest an impending volcanic
eruption (Papadimitriou et al., 2015). The complex is covered by stations belonging to HUSN.

Shear - wave splitting during the unrest period of 2011 - 2012 was studied by
Konstantinou et al. (2013) and Kaviris et al. (2015). Results of the polarization direction were
generally consistent, showing mean values between NW - SE and NE - SW. Both research
teams attributed the phenomenon to the APE model. Kaviris et al. (2015) featured a more
extensive dataset. In addition, even though it was suggested by other methods (e.g. inSAR) that
an eruption was within the realm of possibilities, no 90° - flips or equivalent variations in t,

were observed. Indeed, no eruption accompanied the unrest period.
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4.2.2. Results

For the EV - CA methods, a catalogue of 520 events (1,520 S - arrivals), located within
the caldera, was selected. The dataset spans the unrest period of 2011 - 2012 and the included
magnitudes (M) range between 0.2 and 3.3. Only 263 rays complied with the shear — wave
window criterion (i, < 35°), with the majority being outside (Figure 4.10).
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Figure 4.10. Distribution of the angle of incidence in the SVC catalogue. Bin spacing is 5°.

A total of 145 parameter pairs was determined out of 118 events, after 2 hours and 17
minutes of processing. The strict grading criteria rejected approximately half the
measurements, with only 82 of them being in the “A” and “B” range. The results for the three
stations in the SVC are presented in Table 4.3. The limited number of stations is attributed to
the station - event geometry, with the caldera cluster being located closer to the middle part of
western Santorini (Figure 4.9). The location of the stations (and their respective anisotropy

results) is presented in Figure 4.12.

Table 4.3. Summary of statistics for analyzed SWS parameters in the SVC, with the CA and EV methods. N is the
number of observations, (F the median value of the Sr« polarization direction, 8¢ the standard error of mean of ¢,

t, the mean time - delay and 8t the standard error of mean of fa.

. Elevation . _
Station (m) N @ (N°E)  6¢@(N°E) t (ms) 6ty(ms)
m
SANT 591 1 114 - 60 -
SNT3 136 15 146 15 83 16
THT1 0 63 171 4 54 6
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Figure 4.11. Map of the SVC showcasing the median polarization direction for each station. The bar is proportional
to the mean time - delay.

The scatter is present yet again (Figure 4.12), but results are generally more constrained
compared to some extreme cases in the WGoC. There is only one observation for SANT station,
so commenting on it is not reliable. However, both SNT3 and THT1 showcase sub - parallel

directions, albeit there is stronger scattering in the former.

:

Figure 4.12. Rose diagrams of ¢ in the SVC, with the CA and EV methods. F is the number of observations per grid
line.
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Concerning time — delays, SNT3 and THT1 present mean values of a ~30 ms difference.
Although it could be argued that the station at the higher elevation features a higher t,, the
difference is rather small (136 m), so this is considered coincidental. A more interesting
observation is that SNT3 has both higher mean time - delay and errors. Time - delays are

generally constrained within 10 and 90 ms, with some exceptions (Figure 4.13).
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Figure 4.13. Summary time - delay histogram in the SVC, with the CA and EV methods

The SWST for the SVC was employed using the results of Kaviris et al. (2015), where
the PM method was utilized. The final catalogue included 6 stations and 217 events, resulting
in 355 event - station pairs. As in the case of the WGoC, the quadtree gridding was employed.

A minimum accepted cell size of 0.5 km was set, for a number of rays between 5 and 50.
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Figure 4.14. The area for which the SWST was applied in the SVC. The rays (red lines) are connecting events (red
circles) and stations (red triangles). The final grid used after the quadtree gridding process is also shown.

For the checkerboard tests (Figure 4.15), a 0.5 km interval was selected. While not as
clear as the case of the WGoC, resolution is constrained between Nea Kameni and Santorini,

where the rays are denser, in an area with NW - SE direction.

36.44° 36.44°

36.42°

36.42°

36.4° 36.4°

strength of anisotropy (s/km)
strength of anisotropy (s/km)
o
&

36.38° | 36.38° |

25.38° 25.4° 25.42° 25.44° 25.46° 25.48° 25.38° 25.4° 25.42° 25.44° 25.46° 25.48°

Figure 4.15. Input checkerboard model (left) and synthetic data output (right). Areas where the initial model is
recreated are considered to provide adequate resolution. The stations used in the tomography (red triangles) are also
presented.
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The tomography (Figure 4.16) is characterized by mostly values lower than 60.0 ms/km.
The exception is an area to the south of THT1, which anisotropy seems to be much stronger
(up 100.0 ms/km). However, this region is arguably within the limits of the resolution and its

representation is not considered reliable.
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Figure 4.16. 2 - D representation of the strength of anisotropy in the SVC, produced from the tomographic
inversion.
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4.3. Wellington QOil Field, Kansas, USA

4.3.1. Geotectonic Setting

The WOF is located in the Kansas state in the central USA. The broader area has
experienced some seismic activity in the past. Since 2008 there has been an unprecedent
increase in both the occurrence frequency and the magnitudes observed. In 2011, a M = 5.6
earthquake occurred in Oklahoma, resulting in moderate damages and injuries. Even weaker
events (in the range of 3.0 to 3.9) can lead to minor damage, considering the building code
applied in the area (Ellsworth et al., 2015). This surge in seismicity has been linked to oil
production - related activity. Wastewater produced during the oil extraction is disposed of by
being stored in porous formations bounded by impermeable rocks or faults, which act as seals
and block the fluid diffusion. This results in increased pressure in the reservoir which, in turn,
can exceed the critical pressure threshold on the faults and trigger slip (Keranen et al., 2013).

Nolte et al. (2017) performed a SWS study in the area of the WOF. They identified two
indicators of the wastewater injection affecting the propagation medium. First, a general
agreement of ¢ values with the local oy, (N75°E) was observed between 2010 and 2015. A
shift from that orientation was observed in late 2015 and 2016, with polarization being flipped
to a general NW - SE direction. Second, time - delays exhibit an increase in variance after the
beginning of the injections. In general, the above are strong indicators of a rock volume where

pore pressure is increased.
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Figure 4.17. Map of the WOF displaying the original catalogue (yellow) and the events that yielded at least one
result in the SWS analysis (black). The ZA network is also shown.

In the current thesis, the automatic CA - EV method was employed to analyze

waveforms from the Wellington, Kansas CO, Sequestration Monitoring (ZA) network (Lynn
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Watney, 2014), installed and operated by the Kansas Geological Survey and KU. The network
is comprised by twelve broadband stations configured at a sampling rate of 200 sps. The
earthquake catalogue (provided by KU) contains 110 events that occurred during 2016 (Figure
4.17). Event magnitudes (M,,) vary between 0.6 and 2.2, while depths are in the range 2.3 - 29.6

km. Finally, the minimum station - event distance is 0.16 km.

4.3.2. Results

For the combination of the CA and EV methods, the initial catalogue was comprised
of 392 S - wave arrivals, for the 110 events, out of which 181 met the maximum i, criterion.
Total processing time was equal to 2 hours and 24 minutes. This catalogue is much more

constrained in terms of the angle of incidence, because it was already filtered by the provider.
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Figure 4.18. Distribution of the angle of incidence in the WOF catalogue. Bin spacing is 5°.

Analysis led to 145 parameter pairs from 49 events. Selection of observations graded
between “A” and “C” reduced the number of measurements to 76. Restriction to “A” and “B”
grades only (as in the cases of the WGoC and the SVC) would lead to only 36 parameter pairs,
rendering the interpretation of the results problematic. In Table 4.4, the summary of the

measured parameters is presented for each station. Results are also shown in Figure 4.19.
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Table 4.4. Summary of statistics for analyzed SWS parameters in the WOF, with the CA and EV methods. N is the
number of observations, ¢ the median value of the Sus polarization direction, 8¢ the standard error of mean of ¢,

t, the mean time - delay and 8t  the standard error of mean of ta.

. Elevation . _
Station (m) N @ (N°E) 6¢(N°E) ty(ms) 6t (ms)
m
WKO1 387 9 173 7 64 13
WKO03 384 9 150 3 24 4
WKO05 381 8 80 22 79 26
WKO06 385 9 17 6 52 10
WKO07 385 15 172 6 38 13
WKI11 384 14 144 12 39 7
37.33°

37.32°

37.31°

37.3°
—-97.46° -97.45° -97.44° -97.43° -97.42°

Figure 4.19. Map of the WOF showcasing the median polarization direction for each station. The bar is proportional
to the mean time - delay.

Most of the stations seem to present a general NW - SE median polarization direction
(Figure 4.21), with the exception of WK05, where @ is oriented WNW - ESE (there seem to
be two clear directions, one NE - SW and one NW - SE). It is noted that WK11 presents large
scatter of results in virtually all directions. WKO3 is the best constrained station. Concerning
the time - delays, two groups can be distinguished. Stations WK03, WK07 and WK11 present
values equal or lower than 40 ms, while #; in WKO01, WKO05, WK06 and WK12 has a bottom

limit of 52 ms. There is no correlation between the ¢ and ¢, groups.
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Figure 4.21. Rose diagrams for analyzed SWS parameters in the WOF, with the CA and EV methods. F is the number
of observations per grid line.

Considering the proximity of the stations, the individual measurements can be
exhibited as a sum. The polarization directions (Figure 4.20) showcase a predominant NW -
SE direction. This is in agreement with the results of Nolte et al. (2017) for 2016. The median
¢ is 168 N°E with a standard error of mean of 4 N°E. Directions are consistent and resemble
measurements from a single station. This orientation is in agreement with the observations of
flip by Nolte et al. (2017). The histogram of time - delays (Figure 4.20) exhibits a concentration
of observations in the 20 - 50 ms range. The mean value of #;is 45 + 5 ms.
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Figure 4.20. Summary plots for analyzed SWS parameters in the WOF, with the CA and EV methods. The rose
diagram (left) and the time -delay histogram (right) are presented.
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5. Discussion — Conclusions

5.1. Common issues of automatic methods

There are several issues that pose a significant challenge in employing a fully automated
solution to study SWS in the upper crust. First and foremost, the selection criteria used are
generally very strict. To eliminate the human factor as much as possible, a quantifiable way of
evaluating the quality of the waveform must be used. The shear — wave window is a good first
- order approach in eliminating secondary phases from the analysis windows. Nevertheless, the
~35°limit obtained from Eq. 2.3 renders a great portion of available data ineligible, even in very
active areas, such as the WGoC. In the current study, the 57.7% of available event — station pairs
in the area was rejected due to this criterion (see Chapter 4.1.2). Considering the high rejection
rate in the next stages of processing for both manual and automatic methods, the shear - wave
window can have a devastating effect on a SWS study. Kaviris et al. (2015, 2017, 2018a, 2018d)
increased the number of available pairs by extending the window to 45°. To ensure that no
secondary phases were erroneously identified as S - arrivals, any recordings presented a higher
amplitude in the (initially) determined S — waves in the vertical component, compared to the
horizontal ones, were rejected (Kaviris, 2003). A relatively simple clause could be added to the
Pytheas software to enforce the above criterion, where windows with higher vertical energy
would be rejected. However, identifying converted and scattered phases in local recordings can
be challenging, even manually. As the hypocentral distance increases, the classification becomes
easier due to phases being separated better (Stephens et al., 1990). Moreover, calculating the
angle of incidence of a ray is by itself problematic. No matter the method, there will be
uncertainties involved. A good approximation was implemented by using the TauP software
and a reliable local 1 - D velocity model. Ray tracing in anisotropic media (Lai et al., 2009; Sadri
and Riahi, 2010; Wang, 2014) could facilitate the accurate determination of the angle of
incidence.

A second significant problem is the noise content in the waveform and the attempts to
remove it. Due to the proximity to the source, as in the case of secondary phases, direct S —
arrivals are usually included in the coda of P — waves. This renders the accurate identification
of the shear — waves’s arrival impossible in some occasions. To reduce the effect of random
noise and increase the SNR, a bandpass filter is commonly used. The determination of the
proper filter band is crucial to SWS studies. The frequency of the shear — wave is dependent of
the source and the distance. Tectonic events featured a lower frequency content compared to
volcanotectonic earthquakes or induced seismicity. In addition, events recorded close to the
source present higher frequency. To solve this problem, Savage et al. (2010) apply various pre
- determined filters to the waveform and select the one that maximizes the SNR as the optimal.
However, this process can erroneously choose a filter range that simplifies the pulse and leads
to cycle skipping, artificially increasing the time - delay. In the Pytheas software, a different
approach has been taken. If the analyst wishes to, they can use the automatic filter
determination, where the range is defined as the +50% of the dominant frequency in the
horizontal components. To avoid contamination of long period noise, a minimum cutoff

frequency of 1 Hz is also used, meaning that the dominant frequency cannot be less than 1 Hz.
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Further research must be conducted on the matter, to develop a more robust method of
automatic filtering.

Cycle skipping (whether caused by the filtering or not) is a common issue in SWS$
studies. Band - limited data and weak signals are the usual causes. In the grid search methods,
multiple local minima (for EV) or maxima (for RC) are the indicators of cycle skipping. In
Figure 5.1, an example of this issue in SNT1 station of the SVC dataset is shown. Even though
this is not included in the final results (SNT1 featured less than ten initial observations), its
grade was “D”. The rejection of measurements graded “C” and “D” would have excluded it, but
for different reasons (high errors). Cycle skipping needs to be manually checked to avoid

contamination of the final dataset and artificially high #, values.

Method: EV 2011-11-03-22-38-23, SNT1, BAZ: 209.0N“E, AIN: 24.0°, POL: 204.8°, DIST: 1.4 km
phi: 62.00 = 8.35 N E, dt: 130.000 * 4.099 ms filter: 1.0 - 20.0 Hz
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Figure 5.1. Example of cycle skipping from the SVC dataset. The phenomenon is identified by the multiple 95%
confidence level contours in the minimum eigenvalue plot. The erroneous matching of the split shear - waves can
be seen in the FS rotated system. The Sqow has been overly shifted backwards in time. The time - delay from the left
95% confidence region contour (~70 ms) would probably lead to fit data.

All of the SWS methods implemented in Pytheas assume that the split shear — waves
are orthogonally polarized. The waveforms are rotated to the FS axial system to apply the time
- delay which, for the rotation, is an orthogonal one. There are two types of non - orthogonality:
inherent, caused by a strongly anisotropic complex propagation medium (e.g. tilted anisotropy
symmetry axis), and apparent, a result of the ray arriving at the station with a non - normal
angle of incidence (Li et al., 1998). According to Crampin and Gao (2006), orthogonality is only
true for waves that travel with phase velocity. In the current study, an interesting observation
arose during data analysis. In the WGoC, stations that provided the most constrained results
(for the CA and EV methods) of ¢ are located in boreholes. Moreover, these measurements do
not deviate a lot (Figure 5.2) from results of manual analysis (Kaviris et al., 2018a). This seems
to confirm that the interaction of the wave with the free surface can distort the polarization
significantly. Since the test for the best fitting ¢ and t, is conducted on the corrected waveforms

(for either EV or RC), the application of the time - delay on a non - Sy, quasi wave will lead to
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erroneous parameter estimation. This is a major drawback of grid search methods. Teanby et
al. (2004) used data recorded by geophones located in boreholes of 2 km depth. To mitigate the
effect of non - orthogonality, a suitable coordinate transformation can be applied to the original
data (Lei, 2005).

ALIK

F=5

Figure 5.2. Comparison of rose diagrams for the ALIK station (located in a borehole), with measurements obtained
from events during 2013 and 2014. The automatic analysis of the current study (left) yielded similar results to the
manual analysis (right) of Kaviris et al. (2018a).
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5.2. Comparison of automatic and manual techniques

To investigate the reliability of automatic measurements, they were compared to ones
obtained from the manual analysis of Kaviris et al.( 2017) for the WGoC (during the first
semester of 2013) and Kaviris et al.( 2015) for the SVC. Only graded “A” and “B” observations
(in both manual and automatic catalogues) were used in the comparison. The correlation
coefficient (R) for ¢ values was obtained from Jammalamadaka and SenGupta (2001) to
accommodate wrapping phenomena at the edges of the angle range. For the WGoC dataset
(Figure 5.3), the ¢ values show good correlation between them, with R = 0.61. On the other
hand, time - delays showcase adequate correlation visually, but the Pearson’s correlation

coefficient (R = —0.26) does not substantiate this observation, statistically.
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Figure 5.3. Comparison plot for measurements of automatic and manual catalogues in the WGoC. The correlation
plot of ¢ (top left) shows multiple measurements close to the linear model x = y (dashed line). This is also shown
in the difference histogram (bottom left). Time - delays (top right) are more scattered and cannot provide a reliable
R. It is noted that the most populated class in the histogram (bottom right) are the ones that represent a maximum
difference of 20 ms (i.e. 2 samples). N is the number of observations and R the correlation coefficient.

The difference between the median Spy polarization directions obtained from the
automatic analysis and the average ones from Kaviris et al. (2018d) are not so pronounced
(Figure 5.4). The residuals between manual and automatic observations vary from zero in
LAKA to 42° in KALE. Three stations (KALE, MGO0 and PYRG) are of special interest.
Automatic measurements vary greatly (over 35°) in these. KALE presents high scattering. In

PYRG, the manually determined mean ¢ (56°) can be seen as a secondary direction (Figure 4.3).
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However, an interesting comparison is present in MG00. For the automatic method, analyzed
events were constrained between January and June of 2013, while the Kaviris et al. (2018d)
dataset contains station — event pairs for MGOO mainly in 2014. Could this describe a potential
change in direction? This hypothesis must be investigated by measuring SWS in the station for
2014 with the automatic method. If the results are reliable and the new direction is similar to
the manual one, then polarization shifted. Regardless, the direction obtained in the current
study agrees with nearby MALA and SERG, forming a larger region of NE - SW dominant S
axis strike. The median value of ¢ in EFP showcases a similar direction, but the station is marred
by very high scatter in measurements and the results is not reliable. Differences in mean time -
delays are not discussed, due to their volatile characteristics. A comparison of this parameter

on a sample — to — sample basis is more valid (as seen above).
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Figure 5.4. Map of shear — wave splitting results in the WGoC from the automatic method (black bars). The results
of Kaviris et al. (2018b) are overlaid (blue bars).
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The opposite behavior Is observed in the SVC data (Figure 5.5), which are compared
to the manual ones from Kaviris et al. (2015). t; values have R = 0.71, while polarization
directions do not seem to be statistically correlated (R = 0.36). This is also evident from the
histograms, where time - delays differences are largely limited to up to 50 ms (5 samples).
Nevertheless, by visually inspecting the diagrams it is evident that there is a significant number
of automatic measurements that match the manual ones. Deviations and outliers are attributed

to badly graded measurements in the CA catalogue and human bias in manual analysis.
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Figure 5.5. Comparison plot for measurements of automatic and manual catalogues in the WGoC. The correlation
plot of ¢ (top left) shows multiple measurements close to the linear model x = y (dashed line). This is also shown
in the differences histogram (bottom left). Time - delays (top right) are approximating the line and are characterized
by a high R. It is noted that the most populated classes in the histogram (bottom right) are the ones that represent a
maximum difference of 20 ms (i.e. 2 samples). N is the number of observations and R the correlation coefficient.

A comparison between the average parameters from the manual and automatic
processes yields optimistic results. THT1, the station with most observations in either study,
has virtually the same values. The average ¢ differs only by 1° and even the variation in ¢, is
rather small (7 ms). On the contrary, SNT3 showcases a 23° discrepancy in Sp directions and
26 ms in mean #;. SANT yielded only one result in the final automatic dataset and, as such, no
conclusion can be drawn. At this point, it is important to mention another major difference
between the manual and the automatic results for the SVC. The study of Kaviris et al. (2015)
includes observations in eight stations, for a total of 340 parameter pairs. Stations CMBO and

SAP3 are located further away from the seismicity cluster, leading to angles of incidence outside
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of the shear — wave window defined in the current study. The manual analysis was conducted
for maximum angle of incidence equal to 45°, instead of 35°, thus excluding these two stations.
The same is valid for SANT, but one observation (corresponding to an event that occurred
really close to the station, about 1.5 km to the west) managed to find its way into the final
dataset. However, the absence of results for stations SAP2, SNT1 and THT?2 is troubling.
Further investigation led to the discovery of results in all three in the initial catalogue. However,
SAP2 and SNT1 were rejected due to the minimum number of ten results criterion. The former
yielded only 5 observations (instead of the 89 from the manual analysis) and the latter 7 (instead
of 8). Considering that SNT3 (who is located next to SAP2) featured an initial number of 28
observations, processing in this station needs to be investigated further. The initial 12 results in
THT?2 were rejected due to grading (“C” and below).
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Figure 5.6. Map of shear — wave splitting results in the SVC from the automatic method (black bars). The results of
Kaviris et al. (2015) are overlaid (blue bars).

Finally, a potential difference in the number of results may stem from the event location
process. In the current study, hypocenters were acquired from Hypoinverse. In both Kaviris et
al. (2018b) and Kaviris et al. (2015) a relocation was conducted through a double - difference
algorithm (Waldhauser, 2001) and determined more accurate results. This process has surely
led to discrepancies between the event databases.

In conclusion, the comparison between manually and automatically acquired results
provided valuable insight on the applicability of the CA and EV methods. Concerning the
polarization direction of the Sig, the automatic method seems satisfyingly reliable. With the
exception of some outliers (e.g. stations PYRG and KALE) observations between methods are
similar. The same could be stated for the time - delays, although the comparison yields slightly
worse results. Further work in the quality assessment and grading of automatic measurements
could improve the reliability of the method. Nevertheless, human error and bias can considered

as an important factor in discrepancies between the two techniques.
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5.3. Assessment of the Grading Algorithm

Grading could well be considered the second most important part of an automatic
processing scheme, after the analysis itself. A robust grading algorithm assigns weights to the
measurements and facilitates the automatic sorting of observations in categories. Quantifying
the quality criteria is a difficult task. To do so, bounds for specific parameters must be set.
However, there is the issue of how these bounds are selected. The expertise of the analyst has
an important role in this, as these must be manually defined, usually from experience. As
described in further detail in Chapter 3.3.1, Pytheas incorporates the comparison of three
parameters to automatically evaluate the quality of the measurement: (i) the error of the ¢, (ii)
the error of the #; and (iii) the SNR. The limits were selected (Chapter 3.4) after inspecting a
sample number of measurements.

An example of the grading for the SVC dataset is provided below (Figure 5.7). Grading
determined 6 null measurements, out of the 145 in the input. The majority of the rest (82),
though, was sorted in the “A” and “B” categories. The “E” grade (i.e. at least one of the three
grading criteria was not fulfilled) was assigned to 37 values, where the low SNR was the major

factor of rejection.

Number of pairs: 145
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Figure 5.7. Distribution of grades (top) and rejection causes (bottom) for the grading procedure. N is the number of
observations (also located on top of each bar).
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To assess the performance of the algorithm, the variation of the standard deviation of
¢ (0,) and t4 (0¢,) in all three SWS catalogues (WGoC, SVC and WOF) in relation to the
minimum accepted grade is investigated. First, it has to be considered that, by applying stricter
criteria (i.e. the grade going from “E” to “A”) the population of the samples decreases, affecting
the standard deviation. Of the 22 stations presented in the current study, only two included
over 10 observations in the “A” class. For those two (AIOA and THT1), deviation decreased
consistently with the increase in grading. o,, decreased by 35.8% and a;, by 62.4%, from “E” to
“A”, in AIOA station. A similar behavior was observed in THT1, where g, saw a 22.2%
reduction and oy, decreased by 37.8%. The number of observations declined by 60.5% and
67.8%, respectively. For the rest of the stations, the results are summarized in Table 5.1.

Table 5.1. Perturbations of number of observations (dN), standard deviation of ¢ (dg,) and t:(da,,) between grade

classes “E” and “B”. For the stations of the WOF (in italics), classes “E” and “C” were used. “nan” values refer to the
inability of calculation the standard deviation due to limitations in the number of observations.

Station dN (%) do, (%) do, (%)
AIOA -23.3 -14.1 -44.6
ALIK -72.6 -26.5 -16.4
EFP -54.2 -18.8 -16.0
KALE -64.0 16.2 -26.3
LAKA -75.8 -22.0 -27.8
MALA -68.2 -19.1 -24.1
MGO0O0 -38.5 -10.3 -27.7
PANR -64.7 -45.0 4.8
PSAR -63.5 -37.7 -22.2
PYRG -62.5 -7.8 -6.0
ROD3 -66.7 -56.6 -8.3
SANT -93.3 nan nan
SERG -54.9 -28.2 -28.0
SNT3 -46.4 -12.6 -2.1
THT1 -30.0 -7.9 -15.5
TRIZ -71.1 -10.3 -20.2
WKO01 -35.7 13.2 -6.5
WKO3 -50.0 -44.0 -87.8
WKO05 -27.3 39.0 -36.5
WKo6 -30.8 -36.3 -4.2
WKo7 -50.0 -21.5 -84.9
WK11 -56.2 8.3 -63.5

It is evident that the grading algorithm successfully removed the bulk of spurious
measurements from the dataset. There are some exceptions concerning ¢, in which case the
standard deviation increased (KALE, WKO01, WKO05 and WK11). The large rejection rate of
measurements is not uncommon in SWS studies, automatic or not (Teanby et al., 2004; Savage
et al., 2010; Al-Harrasi et al., 2011; Kaviris et al., 2017, 2018a, 2018b). In the current study, the
average rejection rate was 54.5%. The bounding values used in the grading should be examined

and potential revisions could result from more experience in using the algorithm.
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Figure 5.8. Variations of standard deviation for ¢ (top plots) and fs (bottom) for the WGoC (a), SVC (b) and
WOF(c), according to the minimum accepted grade. Classes without a data point did not have any available results.
There is a consistent reduction observed, interspersed by spikes of increase related to the decrease in the number of
observations. This behavior is more pronounced in stations with a small amount of initial measurements (i.e. the
ones in the WOF) and in the “A” class (where the vast majority of parameters is usually rejected).
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5.4. On the Pytheas software

The main advantage of Pytheas is the seamless integration of the most popular SWS
techniques under one GUI. This enables the user to select the analysis scheme ad - hoc and
easily compare between methods. Furthermore, results from (semi- or not) automatic methods
can be effortlessly verified in a couple of seconds. For example, if a user wants to apply the CA
and EV methods on a single station - event pair, they have to follow these steps: (1) pick the
Sps — arrival (if not already provided by the catalogue), (2) select the CA - EV method from the
splitting options (or use the Ctrl+T hotkey) and (3), if they wish, rotate waveforms to the
corrected NE system (Ctrl+3 hotkey) to verify the result by inspecting the traces and both
particle motion diagrams (polarigram and hodogram). This way, the user can quickly evaluate
the measurements of both ¢ and #,. The starting screen of each station - event pair displays the
polarigram. Upon picking the S — arrival, the user instantly has determined ¢ manually. After
steps (1) and (2), the linearity of the polarigram vectors at the (now) S - arrival is an indication
on the quality of the #;. On a modern computer, the CA - EV processing time for one example
is about a minute (dependent of the number of windows). This means that, including manual
verification, the analysis shouldn’t take over two minutes, even for an inexperienced user. This
is a major advantage that will facilitate increasing the robustness of results, as well as render the
analysis more effective. If, instead of a pair — to — pair basis, the user wishes to utilize the
catalogue — wide automatic processing, opening (afterwards) the event - station pair will load
the results of the processing. Hence, performing a manual quality control check on the fully
automatic scheme is also time - effective.

The current author has participated in the manual analysis of three SWS datasets
(Kaviris et al.,, 2017, 2018a, 2018b). With the original (unpublished) POLAR software used
(written in Fortran and Shell scripts), each event - station pair would take about 8 minutes to
process (even after years of experience). With the use of Pytheas, the manual analysis time was
reduced to ~3 minutes, a 62.5% decrease. In addition, this is currently the only freely available
software that incorporates the PM method.

The picking of S - arrivals from routine analysis is not always suitable for a SWS study.
This is critical for the application of the automatic methods. It is partially mitigated by the
configuration of windowing in CA, by selecting a minimum window that allows for an
acceptable residual. Nevertheless, Pytheas can be used to pick the S, The shear — wave window
limit can be set globally. As a result, selecting to go to the next station or event (Ctrl+W and
Shift+N, respectively) will choose the next pair that falls within it. Picking is, thus, rendered
rapid, with multiple arrivals be able to be determined in swift succession. Moreover, to facilitate
this, the user can choose to take into account the result of the automatic AR - AIC picker and
the theoretical arrival time calculated by TauP. Concerning the arrivals, the optional use of
TauP can generate more accurate angles of incidence than the ones in the catalogue, provided
a suitable velocity model is given. This is crucial for SWS analysis, as i is used in both selecting
rays and rotating waveforms to the LQT system.

The requirements to use the software are standardized. The dependencies are
comprised by popular Python packages, which can be easily installed through a package

manager (e.g. PyPi or Anaconda). The configuration of the application’s components can be
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achieved through modifying easily readable ASCII files. The input catalogue format is
QuakeML. This permits the standardization of event information and does not require the user
to develop additional tools to convert their catalogue to a niche format. Admittedly, it is not
always an easy task to produce a QuakeML file (at least for users that are not familiar with
programming). However, its increasing use in the seismological community should eradicate
this issue in time. Online catalogue services of the FDSN already offer the choice of
downloading event data in a QuakeML format (including arrivals and picks). The format of the
waveforms is also very accessible. Any trace file compatible with Obspy can be used (SAC,
MSEED, etc.). There are a few details that need to be given extra care. First, due to design choice,
Pytheas does not merge data. This is to avoid erroneous merges or conceal underlying issues
with the waveforms. Thus, the provided waveforms must not be segmented. The trace files do
not have to meet any specific naming convention, as long as their name includes the station
code and they are contained in a folder named after the event code. This event code will be used
to match event data to waveforms.

In conclusion, Pytheas is focused on the user accessibility aspect, without sacrificing
anything in terms of processing robustness and effectiveness. There are several areas of
improvement, for subsequent releases of the software. The implementation of a more robust
auto — picker could aid in requiring only the event and waveform data for the analysis, without
having any arrivals information and not necessitating the manual picking by the user.
Furthermore, a more reliable method of automatically determining the optimal filter
frequencies needs to be implemented. While the broad 1 - 20 Hz filter used in the current thesis
yielded satisfactory results, there are situations where a stricter band could have removed more
of the noise content without distorting the shear — wave signal. Grading needs to incorporate
more metrics, such as waveform similarity of the corrected traces and an estimate of the energy
content in the corrected transverse component (for EV). Moreover, there is the question of
determining the limits of parameters for grading. The empirically obtained values need to be
further refinement to permit the inclusion of more quality observations in the final dataset.
Another section where Pytheas could improve on is results visualization and processing. The
statistics and related figures (rose diagrams, maps, histograms) can be generated automatically
at the end of the analysis. This will be a significant QoL feature, as it will not require the user to
develop their own tools for the above operations. Similarly, functionality concerning temporal
variations of time -delays and polarization directions, such as moving averages (Crampin et al.,
1999), normalized ¢, error estimation (Del Pezzo et al., 2004) and sorting of observations in
bands according to the incident ray and the microcrack orientation (Gao and Crampin, 2006;
Crampin, 2011; Crampin et al., 2013). The above is used in monitoring stress variations and
can lead to a possible “stress — forecast” of an earthquake or volcanic event (Gao and Crampin,
2004; Bianco et al., 2006; Crampin and Gao, 2012; Crampin et al., 2015). Finally, the Obspy
package offers a multitude of routines to access online repositories of seismological
information. Incorporating these to Pytheas will permit the user to obtain both event and
waveform data easily, in available areas. While this can already be done quite easily. However,
Pytheas would offer a more SWS - centric approach, for example, with data selection based on

a given shear — wave window.
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5.5. Applicability of the Shear - Wave Splitting Tomography

The application of the SWST method led to valuable insight concerning its application
eligibility. The fundamental issue with the technique is one that prevalent in SWS studies. As
with every tomographic inversion, SWST’s reliability is heavily dependent on the ray coverage.
However, the high rejection rate of observations severely limits the available wave paths. This
issue is more conspicuous in automatic methods. In the current thesis, results from CA and EV
could not be used due to their limited number. They could not yield any reliable results, by
consistently failing the checkerboard tests. Employing manual measurements by previous
studies managed to produce areas of resolution. However, in the SVC the resolution contrast
with the WGoC (where the number of observations was almost ten times higher) is striking.
The utilization of wider grid cells (in respect to each region’s geographical extent) led to lower
resolution and worse defined checkerboards.

Another issue is related with the concept of time - delay. The assumption that it is
accumulated along the ray path produces artificially high anisotropy at station locations.
Moreover, the eligibility of using time - delays over long periods needs to be questioned. The ¢,
is a highly volatile quantity with daily changes, as a response to the medium’s stress state. It is
only natural that incorporating measurements over years will not yield a comprehensive image
of anisotropy in the crust. SWST should be conducted in time - intervals, which has the
disadvantage of greatly reducing the number of measurements per inversion. To determine
these periods, the occurrence of significant tectonic or volcanic events can be used to outline
expected stress variations. In areas where induced seismicity is dominant, these time - lapses
can be determined more effectively, by changes in the earthquake cause (e.g. alterations in oil
production or specific water injections). An additional problem with time - delays is their
scatter. As detailed in Chapter 1.2, ¢, scattering is a common observation in SWS studies. The
model will have to fit, for similar ray paths, significantly different measurements. This will result
in a dubious distribution of anisotropy in the medium.

To successfully interpret a tomography obtained through SWS, further information is
required. As explained in the above paragraph, for areas such as the ones examined in the
current thesis, anisotropy is directly affected by stress. Thus, other methods need to be used in
tandem with SWST, to prove its reliability. For example, pressure measurements or inversion
of focal - mechanisms (Kassaras and Kapetanidis, 2018) could be used to directly be compared
with results of the tomography. In the SVC, there are two structures observed in the resolution
area, striking approximately N - S, between Santorini and Nea Kameni (Figure 4.16). These are
sub - parallel to low S- velocity shallow anomalies obtained from local tomography
(Papadimitriou et al., 2015) and attributed to activation of the magmatic chamber. For the
WGoC, there are alternating moderate and low anisotropy regions (Figure 4.8), which do not
form a pattern. Even though the checkerboard tests define a well - resolved area, the variability
of time - delays due to the long analysis period (two years) has probably distorted any reliable
results. From the above, it is clear the method of SWST requires further investigation before it
can be considered reliable. The main issue, however, is the data availability. Given enough
measurements, a 2D inversion (in determined time intervals) could produce critical

information on the lateral variations of stress in an anisotropic medium.
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