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## Summary

We study the convergence of the ergodic averages of the integral of the product of $2^{k}$ functions and the $L^{2}$-convergence of the ergodic averages of the product of $2^{k}-1$ functions, for $k=2,3$. These averages are taken along cubes whose sizes tend to $+\infty$. For each average, we show that it is sufficient to prove the convergence for special systems, the characteristic factors. From the first convergence result a combinatorial interpretation can be derived for the arithmetic structure inside a set of integers of positive upper density.

## Пعрілпч $\eta$





 $\varepsilon$ દ८ukoú túnou, tous characteristic mapáyovtes.

## Introduction

In this dissertation we study the convergence of nonconventional ergodic averages over combinatorial cubes. The averages along cubes are concerned with demonstrating the existence of some arithmetic structure inside a set of positive upper density (see Definition 2) as mentioned in Section Combinatorial Interpretation, by corresponding this problem to an invertible measure preserving system (see Definition 1.2.2) and examine the behaviour of some ergodic averages, using Ergodic Theory.

Let $(X, \mathcal{X}, \mu, T)$ be an invertible measure preserving system and $A \in \mathcal{X}$. By using the method of Characteristic Factors ( see Section Characteristic Factors) will show the following results.

## Theorem 1.

The averages over $(n, m) \in\left[N, N^{\prime}\right] \times\left[M, M^{\prime}\right] \subseteq \mathbb{Z}^{2}$ of

$$
\mu\left(A \cap T^{n} A \cap T^{m} A \cap T^{n+m} A\right)
$$

converge to a limit that is equal or greater than $\mu(A)^{4}$ as $\left[N, N^{\prime}\right],\left[M, M^{\prime}\right]$ tend to $+\infty$

## Theorem 2.

The averages over $(n, m, p) \in\left[N, N^{\prime}\right] \times\left[M, M^{\prime}\right] \times\left[P, P^{\prime}\right] \subseteq \mathbb{Z}^{3}$ of

$$
\mu\left(A \cap T^{n} A \cap T^{m} A \cap T^{n+m} A \cap T^{p} A \cap T^{n+p} A \cap T^{m+p} A \cap T^{n+m+p} A\right)
$$

converge to a limit that is equal or greater than $\mu(A)^{8}$ as $\left[N, N^{\prime}\right],\left[M, M^{\prime}\right],\left[P, P^{\prime}\right]$ tend to $+\infty$

We view these averages taken over the combinatorial cubes $(0, n, m, m+n)$ and ( $0, n, m, n+m, p, n+p, m+p, n+m+p$ ) respectively. We actually prove two stronger statements namely the convergence of averages over $n \in\left[N, N^{\prime}\right], m \in\left[M, M^{\prime}\right]$ and $p \in\left[P, P^{\prime}\right]$ of the form

$$
\int_{X} f_{1}(x) f_{2}\left(T^{n} x\right) f_{3}\left(T^{m} x\right) f_{4}\left(T^{n+m} x\right) \mathrm{d} \mu(x)
$$

and

$$
\int_{X} f_{1}(x) f_{2}\left(T^{n} x\right) f_{3}\left(T^{m} x\right) f_{4}\left(T^{n+m} x\right) f_{5}\left(T^{p} x\right) f_{6}\left(T^{n+p} x\right) f_{7}\left(T^{m+p} x\right) f_{8}\left(T^{n+m+p} x\right) \mathrm{d} \mu(x)
$$

where $f_{i} \in L^{\infty}(\mu), i=1, \ldots, 8$.
Furthermore, we will study the convergence in $L^{2}(\mu)$ of the product of 3 and 7 functions in $L^{\infty}(\mu)$. To be more precise, we will show the following.

## Theorem 3.

The averages over $(n, m) \in\left[N, N^{\prime}\right] \times\left[M, M^{\prime}\right] \subseteq \mathbb{Z}^{2}$ of

$$
f_{1}\left(T^{n} x\right) f_{2}\left(T^{m} x\right) f_{3}\left(T^{n+m} x\right)
$$

converge in $L^{2}(\mu)$ when $\left[N, N^{\prime}\right],\left[M, M^{\prime}\right]$ tend to $+\infty$

## Theorem 4.

The averages over $(n, m, p) \in\left[N, N^{\prime}\right] \times\left[M, M^{\prime}\right] \times\left[P, P^{\prime}\right] \subseteq \mathbb{Z}^{3}$ of

$$
f_{1}\left(T^{n} x\right) f_{2}\left(T^{m} x\right) f_{3}\left(T^{n+m} x\right) f_{4}\left(T^{p} x\right) f_{5}\left(T^{n+p} x\right) f_{6}\left(T^{m+p} x\right) f_{7}\left(T^{n+m+p} x\right)
$$

converge in $L^{2}(\mu)$ when $\left[N, N^{\prime}\right],\left[M, M^{\prime}\right],\left[P, P^{\prime}\right]$ tend to $+\infty$

## Generalization of Khintchine's Theorem

## Definition 1.

Let $G$ be a discrete abelian group and $A \subseteq G$. Then $A$ is said to be syndetic if there exist a $n \in \mathbb{N}$ and $g_{1}, \ldots, g_{n} \in G$, so that $G=\bigcup_{i=1}^{n}\left(A+g_{i}\right)$. In particular, if $G=\mathbb{Z}^{d}$ that means there exists an integer $L>0$ such that $A$ intersects every d-dimensional cube of size $L$.

Khintchine proved the following result.

## Theorem 5.

Let $(X, \mathcal{X}, \mu, T)$ be an invertible measure preserving system and $A \in \mathcal{X}$. For every $\varepsilon>0$ the set

$$
\left\{n \in \mathbb{Z}: \mu\left(A \cap T^{n} A\right) \geq \mu(A)^{2}-\varepsilon\right\}
$$

is syndetic.
By Theorem 1 and Theorem 2 we obtain the following generalizations of Khintchine's Theorem.

## Theorem 6.

Let $(X, \mathcal{X}, \mu, T)$ be an invertible measure presercing system and $A \in \mathcal{X}$. For every $\varepsilon>0$ the set

$$
\left\{(n, m) \in \mathbb{Z}^{2}: \mu\left(A \cap T^{n} A \cap T^{m} A \cap T^{n+m} A\right) \geq \mu(A)^{4}-\varepsilon\right\}
$$

is syndetic.

## Theorem 7.

Let $(X, \mathcal{X}, \mu, T)$ be an invertible measure preserving system and $A \in \mathcal{X}$. For every $\varepsilon>0$ the set
$\left\{(n, m, p) \in \mathbb{Z}^{3}: \mu\left(A \cap T^{n} A \cap T^{m} A \cap T^{n+m} A \cap T^{p} A \cap T^{n+p} A \cap T^{m+p} A \cap T^{n+m+p} A\right) \geq \mu(A)^{8}-\varepsilon\right\}$
is syndetic.
Indeed, let for example $E$ be the subset of $\mathbb{Z}^{3}$ appearing in Theorem 7 and assume that $E$ is not syndetic. Then there is a sequence of cubes $\left[N_{i 0}, N_{i 0}^{\prime}\right] \times\left[M_{i 0}, M_{i 0}{ }^{\prime}\right] \times$ [ $\left.P_{i 0}, P_{i 0}^{\prime}\right], i \in \mathbb{N}$, in $\mathbb{Z}^{3}$, such that the lengths of the intervals tending to $\infty$ and

$$
E \cap\left[N_{i 0}, N_{i 0}^{\prime}\right] \times\left[M_{i 0}, M_{i 0}^{\prime}\right] \times\left[P_{i 0}, P_{i 0}^{\prime}\right]=\varnothing
$$

Applying Theorem 2 gives a contradiction.

## Combinatorial Interpretation

## Definition 2.

The upper density, $\bar{d}$, of a set $B \subseteq \mathbb{Z}$ is

$$
\bar{d}(B):=\lim _{N \rightarrow+\infty} \max _{M \in \mathbb{Z}} \frac{B \cap[M, M+N]}{N}
$$

Using Furstenberg's Correspondence Principle, we obtain the following combinatorial statement as a corollary of Theorem 7 .

## Theorem 8.

Let $A \subseteq \mathbb{N}$ with $\bar{d}(A)>\delta>0$. Then the set

$$
\begin{aligned}
& \left\{(n, m, p) \in \mathbb{Z}^{3}: \bar{d}(A \cap(A+n) \cap(A+m) \cap(A+n+m) \cap\right. \\
& \left.\quad(A+p) \cap(A+n+p) \cap(A+m+p) \cap(A+m+n+p)) \geq \delta^{8}\right\}
\end{aligned}
$$

is syndetic.
This theorem is closely related to other combinatorial statements, in particular Szemeredi's Theorem.

## Characteristic Factors

The method of characteristic factors is used in order to prove the statements above, introduced by Furstenberg. This method consists in finding an appropriate factor (see Definition 1.4.1 of the given system, referred to as the characteristic factor, so that the limit behaviour of the averages remains unchanged when each function is replaced by its conditional expectation on this factor. Then it suffices to prove the convergence when this factor is substituted for the original system, which is facilitated when the factor has a more specific description.

In particular we will show that considering the cases of Theorem 2 and Theorem 4. the characteristic factor is approximated in some sense by another special case of systems called nilsystems (see Definition 1.11 .11 ) and it is sufficient to prove the convergence for these systems.

## Eıбаүడүท́
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 ஸ́vtas tท a


## ©єผ́pпиа 1.

Oı $\mu$ ह́бoı ó oò $\pi$ ávف ađó $\tau$ a $(m, n) \in\left[N, N^{\prime}\right] \times\left[M, M^{\prime}\right] \subseteq \mathbb{Z}^{2} \tau \omega v$

$$
\mu\left(A \cap T^{n} A \cap T^{m} A \cap T^{n+m} A\right)
$$




## ©єผ́pпиа 2.

Oı $\mu$ ह́бo» ó oò пávف ađó 七a $(m, n, p) \in\left[N, N^{\prime}\right] \times\left[M, M^{\prime}\right] \times\left[P, P^{\prime}\right] \subseteq \mathbb{Z}^{3} \tau \omega v$

$$
\mu\left(A \cap T^{n} A \cap T^{m} A \cap T^{n+m} A \cap T^{p} \cap T^{n+p} A \cap T^{m+p} A \cap T^{n+m+p} A\right)
$$



 $(0, n, m, m+n)$ kaı $(0, n, m, n+m, p, n+p, m+p, n+m+p)$ avtiotorxa. Iסıaitepa,


 $\left[N, N^{\prime}\right] \times\left[M, M^{\prime}\right] \times\left[P, P^{\prime}\right] \subseteq \mathbb{Z}^{3}$ avtiotorxa, t $\omega v$

$$
\int_{X} f_{1}(x) f_{2}\left(T^{n} x\right) f_{3}\left(T^{m} x\right) f_{4}\left(T^{n+m} x\right) \mathrm{d} \mu(x)
$$

кaı

$$
\int_{X} f_{1}(x) f_{2}\left(T^{n} x\right) f_{3}\left(T^{m} x\right) f_{4}\left(T^{n+m} x\right) f_{5}\left(T^{p} x\right) f_{6}\left(T^{n+p} x\right) f_{7}\left(T^{m+p} x\right) f_{8}\left(T^{n+m+p} x\right) \mathrm{d} \mu(x)
$$

о́поч $f_{i} \in L^{\infty}(\mu), i=1, \ldots, 8$.



## Өєம́рпиа 3.



$$
f_{1}\left(T^{n} x\right) f_{2}\left(T^{m} x\right) f_{3}\left(T^{n+m} x\right)
$$



## Өعம்рŋиа 4.



$$
f_{1}\left(T^{n} x\right) f_{2}\left(T^{m} x\right) f_{3}\left(T^{n+m} x\right) f_{4}\left(T^{p} x\right) f_{5}\left(T^{n+p} x\right) f_{6}\left(T^{m+p} x\right) f_{7}\left(T^{n+m+p} x\right)
$$



## Гعvikeuan tou ©عตpı́patos tou Khintchine

## Opıóós 1.






## ©єம́рпиа 5.

 $\varepsilon>0$ то бบ́voภo

$$
\left\{n \in \mathbb{Z}: \mu\left(A \cap T^{n} A\right) \geq \mu(A)^{2}-\varepsilon\right\}
$$

عivaı ouvסعזıкó.


## ©вம́рпиа 6.

 $\varepsilon>0$ то би่ขоло

$$
\left\{(n, m) \in \mathbb{Z}^{2}: \mu\left(A \cap T^{n} A \cap T^{m} A \cap T^{n+m} A\right) \geq \mu(A)^{4}-\varepsilon\right\}
$$

عivaı бuvбธะıкó.

## ©єம́рұиа 7.

 $\varepsilon>0$ то би่ขоло

$$
\left\{(n, m, p) \in \mathbb{Z}^{3}: \mu\left(A \cap T^{n} A \cap T^{m} A \cap T^{n+m} A \cap T^{p} A \cap T^{n+p} A \cap T^{m+p} A \cap T^{n+m+p} A\right) \geq \mu(A)^{8}-\varepsilon\right\}
$$

عival ouvбепıкó.




$$
E \cap\left[N_{i 0}, N_{i 0}^{\prime}\right] \times\left[M_{i 0}, M_{i 0}^{\prime}\right] \times\left[P_{i 0}, P_{i 0}^{\prime}\right]=\varnothing
$$



## इuvסuaotıkи́ Eppqveia

## Opıopós 2.



$$
\bar{d}(B):=\lim _{N \rightarrow+\infty} \max _{M \in \mathbb{Z}} \frac{B \cap[M, M+N]}{N}
$$




## Oгம்pqua 8.

'Еб๘ $A \subseteq \mathbb{N} \mu \varepsilon \bar{d}(A)>\delta>0$. Tótะ то бช่ขоло

$$
\begin{aligned}
& \left\{(n, m, p) \in \mathbb{Z}^{3}: \bar{d}(A \cap(A+n) \cap(A+m) \cap(A+n+m) \cap\right. \\
& \left.\quad(A+p) \cap(A+n+p) \cap(A+m+p) \cap(A+m+n+p)) \geq \delta^{8}\right\}
\end{aligned}
$$

عivaı бuvбعııкó.
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## Chapter 1

## Preliminaries

In this chapter we establish some notation and terminology that is used in the next Chapters. Furthermore we list some probabilistic, functional and measure theoretic tools used in Ergodic Theory. Lastly we describe a special case of Ergodic systems, known as nilsystems, that play a key role in obtaining the desired results.

We omit some of the proofs of the results mentioned in this chapter as most of them are standard facts that may be found in the literature and their inclusion would increase the length of this dissertation substantially, without them being the main focus of this dissertation.

### 1.1 Polish Spaces, Polish Groups, Standard Borel and Lebesgue Spaces

## Definition 1.1.1.

A separable completely metrizable topological space is called a Polish space. A topological group that is a Polish space, is called Polish group.

## Proposition 1.1.2.

The product of countably many Polish spaces, endowed with the product topology, is itself a Polish space.

## Definition 1.1.3.

Let $(X, \mathcal{X})$ be a measurable space, where $X$ is a topological space and $\mathcal{X}$ is its Borel $\sigma$-algebra. Then $(X, \mathcal{X})$ is called standard Borel space if there is a Borel isomorphism ${ }^{1}$

[^0]to a Polish space endowed with its Borel $\sigma$-algebra.
A standard Borel space $(X, \mathcal{X})$ equipped with a probability measure $\mu$ is called a Lebesgue probability space $(X, \mathcal{X}, \mu)$.

Notation. Let $(X, \mathcal{X})$ be a standard Borel space. The space of Borel probability measures on $(X, \mathcal{X})$ is denoted by $\mathcal{M}(X, \mathcal{X})$ or simply $\mathcal{M}(X)$.

## Proposition 1.1.4.

Let $X$ be a Polish space and $\mathcal{X}$ its Borel $\sigma$-algebra. Then every Borel probability measure on $X$ is Radon. This means that $\forall \mu \in \mathcal{M}(X, \mathcal{X})$,

$$
\mu(A)=\sup \{\mu(F): F \subseteq A, \text { closed }\}=\inf \{\mu(U): A \subseteq U, \text { open }\} \quad \forall A \in \mathcal{X}
$$

Equivalently, if $\mu \in \mathcal{M}(X, \mathcal{X})$, then for every $A \in \mathcal{X}$ and every $\epsilon>0$, there exist $F \subseteq X$, closed and $U \subseteq X$, open with $F \subseteq A \subseteq U$ and $\mu(U \backslash F)<\epsilon$.

## Theorem 1.1.5.

Let $X$ be a Polish space that has an uncountable number of points and let $\mathcal{X}$ be its Borel $\sigma$-algebra. Then there exist a Borel isomorphism from $(X, \mathcal{X})$ to $([0,1], \mathcal{B}([0,1]))$.

## Theorem 1.1.6.

Let $X$ be a separable metric space, $\mathcal{X}$ be its Borel $\sigma$-algebra and $\mu$ be a Borel probability measure on $(X, \mathcal{X})$. Then there exists a unique closed subset $C_{\mu}$ of $X$ satisfying the following,
(i) $\mu\left(C_{\mu}\right)=1$
(ii) if $D$ is any other closed subset of $X$ such that $\mu(D)=1$ then $C_{\mu} \subseteq D$
(iii) $C_{\mu}$ is the set of all points $x \in X$ having the property that $\mu(U)>0$ for each open subset $U$ of $X$ containing $x$.

## Theorem 1.1.7.

Let $(X, \mathcal{X})$ be a standard Borel space. Then
(i) The $\sigma$-algebra $\mathcal{X}$ is countably generated (and thus every sub- $\sigma$-algebra of $\mathcal{X}$ is countably generated). Furthermore there exists a countable family of bounded $\mathcal{X}$ measurable functions on $X$ that is dense in $L^{p}(\mu)$ for every $p \in[1,+\infty)$ and every measure $\mu \in \mathcal{M}(X, \mathcal{X})$.
In particular $L^{2}(\mu)$ is separable for every $\mu \in \mathcal{M}(X, \mathcal{X})$.

[^1](ii) There exists a $\sigma$-algebra $\mathcal{M}$ on $\mathcal{M}(X, \mathcal{X})$ such that $(\mathcal{M}(X, \mathcal{X}), \mathcal{M})$ is a standard Borel space and the map $\mu \mapsto \int f \mathrm{~d} \mu$ is a Borel function for every bounded Borel function $f$ on $X$.

## Lemma 1.1.8.

Let $H$ be a closed normal subgroup of the Polish group $G$. If $H$ and $G / H$ are locally compact groups, then $G$ is locally compact. If $H$ and $G / H$ are compact groups, then $G$ is compact.

### 1.2 Measure Preserving Systems, Ergodicity, Ergodic Theorems

## Definition 1.2.1.

Let $(X, \mathcal{X}, \mu)$ be a probability space and $T: X \rightarrow X$ be a measurable map. The system $(X, \mathcal{X}, \mu, T)$ (or $(X, \mu, T))$ is called a measure preserving system if

$$
\mu\left(T^{-1} A\right)=\mu(A)
$$

for every $A \in \mathcal{X}$.

Notation. For a function $f: X \rightarrow X$, let $f_{*} \mu$ denote the measure defined by $f_{*} \mu(A)=$ $\mu\left(f^{-1} A\right), \forall A \in X$.

## Definition 1.2.2.

A system $(X, \mathcal{X}, \mu, T)$ is an invertible measure preserving system if it is a measure preserving system with $T$ invertible and $T^{-1}: X \rightarrow X \mathcal{X}$-measurable.

## Definition 1.2.3.

A measure preserving system $(X, \mathcal{X}, \mu, T)$ is ergodic if for every $A \in \mathcal{A}$ with $T^{-1}(A)=A$, we have $\mu(A)=0$ or $\mu(A)=1$.

## Proposition 1.2.4.

Let $(X, \mathcal{X}, \mu, T)$ be a measure preserving system. Then the following are equivalent.
(i) The system is ergodic.
(ii) $\mu(A) \in\{0,1\}$ for all $A \in \mathcal{X}$ with $\mu\left(A \triangle T^{-1} A\right)=0$
(iii) For every $A \in \mathcal{X}$ with $\mu(A)>0, \mu\left(\bigcup_{n \geq 1} T^{-1}(A)\right)=1$.

## Theorem 1.2.5.

Let $(X, \mu, T)$ be a measure preserving system.
(i) If the system is ergodic then every measurable function $f$ on $X$ with $f \circ T=f \mu$-a.e. is equal to a constant $\mu$-a.e.
(ii) If every $f \in L^{\infty}(\mu)$ with $f \circ T=f \mu$-a.e. is equal to a constant $\mu$-a.e., then the system is ergodic.

## Theorem 1.2.6. (Von Neumann's Mean Ergodic Theorem)

Let $(X, \mathcal{X}, \mu, T)$ be a measure preserving system, $p \in[1,+\infty)$ and $f \in L^{p}(\mu)$. Then there exist an $\tilde{f} \in L^{p}(\mu)$ such that,

$$
\frac{1}{N} \sum_{n=0}^{N-1} f \circ T^{n} \xrightarrow{L^{p}(\mu)} \tilde{f}
$$

and $\tilde{f} \stackrel{L^{p}(\mu)}{=} \tilde{f} \circ T$.
If the system is in addition ergodic, then

$$
\tilde{f}=\int_{X} f \mathrm{~d} \mu \quad \mu \text {-a.e. }
$$

## Theorem 1.2.7. (Birkhoff's Pointwise Ergodic Theorem)

Let $(X, \mathcal{X}, \mu, T)$ be a measure preserving system, $f \in L^{1}(\mu)$. Then there exists an $\tilde{f} \in L^{1}(\mu)$ such that,

$$
\frac{1}{N} \sum_{n=0}^{N-1} f \circ T^{n}(x) \longrightarrow \tilde{f}(x) \quad \text { for } \mu \text {-almost every } x \in X
$$

Furthermore $\tilde{f}=\tilde{f} \circ T$, $\mu$-a.e., $\|\tilde{f}\|_{L^{1}(\mu)} \leq\|f\|_{L^{1}(\mu)}$ and $\int_{A} \tilde{f} \mathrm{~d} \mu=\int_{A} f \mathrm{~d} \mu$, for every $A \in \mathcal{X}$ such that $A=T^{-1} A$.

If the system is in addition ergodic then,

$$
\tilde{f}=\int_{X} f \mathrm{~d} \mu \quad \mu \text {-a.e. }
$$

### 1.3 Eigenfunctions

## Definition 1.3.1.

Let $(X, \mathcal{X}, \mu, T)$ be a measure preserving system and $p \in[1,+\infty]$. Define $U_{T}: L^{p}(\mu) \rightarrow$
$L^{p}(\mu)$ by

$$
U_{T}(f)=f \circ T
$$

for every $f \in L^{p}(\mu)$.

## Remarks 1.3.2.

(i) The operator $U_{T}$ is an isometry on $L^{p}(\mu)$, for every $p \in[1,+\infty]$.
(ii) If the system $(X, \mu, T)$ is invertible then $U_{T}$ is a unitary operator on $L^{2}(\mu)$.

## Definition 1.3.3.

Let $(X, \mathcal{X}, \mu, T)$ be a measure preserving system. An eigenfunction of $U_{T}$ (or of $X$ ) with eigenvalue $\lambda \in \mathbb{C}$, is a function $f \in L^{2}(\mu)$ where $f$ is not identically zero function and $U_{T} f=\lambda \cdot f, \mu$-a.e.

## Remarks 1.3.4.

(i) $\lambda=1$ is always an eigenvalue with eigenfunction $f=\mathbb{1}_{X}$ (which is an element of $L^{2}(\mu)$ since $\left.\mu(X)<+\infty\right)$.
(ii) Since every $U_{T}$ is an isometry on $L^{2}(\mu)$, for every eigenvalue $\lambda \in \mathbb{C}$, we have $|\lambda|=1$.

## Proposition 1.3.5.

Let $(X, \mu, T)$ be a measure preserving system. Then eigenfunctions corresponding to different eigenvalues are orthogonal to each other in $L^{2}(\mu)$.

## Corollary 1.3.6.

The eigenvalues of $U_{T}: L^{2}(\mu) \rightarrow L^{2}(\mu)$ are at most countably many.

## Theorem 1.3.7.

Let $(X, \mu, T)$ be an ergodic measure preserving system and consider $U_{T}: L^{2}(\mu) \rightarrow L^{2}(\mu)$. Then
(i) If $U_{T} f=\lambda$ f for some $f \in L^{2}(\mu)$ with $f \stackrel{L^{2}(\mu)}{\neq} 0$ then, $|\lambda|=1$ and $|f|=c$, $\mu$-almost everywhere, for some constant $c \in \mathbb{C} \backslash\{0\}$.
(ii) If $f, g \in L^{2}(\mu)$ are two eigenfunctions of $U_{T}$ corresponding to the same eigenvalue $\lambda$, then

$$
f \stackrel{L^{2}(\mu)}{=} c \cdot g
$$

for some constant $c \in \mathbb{C}$.
(iii) The eigenvalues of $U_{T}$ form a countable subgroup of $\mathbb{S}^{1}$.

## Remark 1.3.8.

Let $(X, \mathcal{X}, \mu, T)$ be an ergodic measure preserving system. By Theorem 1.1.7 we have that $L^{2}(\mu)$ is separable. Combining Proposition 1.3 .5 and Theorem 1.3.7 (iii) we have that each eigenspace is of dimension 1 and subspaces corresponding to different eigenvalues are orthogonal (as subspaces of $L^{2}(\mu)$ ). There

By Theorem 1.3.7 (i) we can consider the set of eigenfunctions of $X$ normalized so that $|f(x)|=1$, for $\mu$-almost every $x \in X$. Observe that this set contains exactly one eigenfunction for each eigenvalue or equivalently, it contains exaclty one function from each eigenspace. Combining all the above we obtain that this set is countable.

### 1.4 Factors

## Definition 1.4.1.

Let $(X, \mathcal{X}, \mu, T),(Y, \mathcal{Y}, \nu, S)$ be two measure preserving systems. The system $(Y, \mathcal{Y}, \nu, S)$ is called factor of $(X, \mathcal{X}, \mu, T)$ if there exists a measurable function $\pi: X \rightarrow Y$ such that $\pi_{*} \mu=\nu$ and $\pi \circ T=S \circ \pi \mu$-a.e.

The function $\pi$ is called factor map.

## Remark 1.4.2.

If $(X, \mathcal{X}, \mu, T)$ is ergodic then $(Y, \mathcal{Y}, \nu, S)$ is also ergodic.

## Definition 1.4.3.

Let $(X, \mathcal{X}, \lambda)$ be a measure space and $\mathcal{A}, \mathcal{B} \subseteq \mathcal{X}$ be two sub- $\sigma$-algebras then $\mathcal{A}=\mathcal{B}$ $\bmod \mu$ if for every $A \in \mathcal{A}, \exists B \in \mathcal{B}$ such that $\mu(A \triangle B)=0$ and for every $B \in \mathcal{B}, \exists A \in \mathcal{A}$ such that $\mu(B \triangle A)=0$

## Proposition 1.4.4.

Let $(X, \mathcal{X}, \mu, T)$ be a measure preserving system, $(Y, \mathcal{Y}, \nu, S)$ be an invertible measure preserving systems and $\pi: X \rightarrow Y$ a factor map. Let $\pi^{-1}(\mathcal{Y})=\mathcal{A}$. Then $T^{-1} \mathcal{A}=\mathcal{A}$ $\bmod \mu$.

## Theorem 1.4.5.

Let $(X, \mathcal{X}, \mu, T)$ be a measure preserving system and $\mathcal{A} \subseteq \mathcal{X}$ be a sub- $\sigma$-algebra such that $T^{-1} \mathcal{A}=\mathcal{A}$, modulo $\mu$. Then there exists a measure preserving system $(Y, \mathcal{Y}, \nu, S)$ and a factor map $\pi: X \rightarrow Y$ such that $\pi^{-1}(\mathcal{Y})=\mathcal{A}$. If in addition $(X, \mathcal{X}, \mu, T)$ is an invertible m.p.s. then $(Y, \mathcal{Y}, \nu, S)$ is also invertible m.p.s.

### 1.5 Conditional Expectation and Conditional Measures

## Proposition 1.5.1.

Let $(X, \mathcal{X}, \mu)$ be a probability space. Let $\mathcal{A}$ be a sub- $\sigma$-algebra of $\mathcal{X}$ and $p \in[1,+\infty)$. There exists a function $\mathbb{E}(\cdot \mid \mathcal{A}): L^{1}(X, \mathcal{X}, \mu) \rightarrow L^{1}(X, \mathcal{A}, \mu)$ such that:
(i) For every $f \in L^{1}(X, \mathcal{X}, \mu)$,

- $\mathbb{E}(f \mid \mathcal{A})$ is $\mathcal{A}$-measurable and
- $\int_{A} f \mathrm{~d} \mu=\int_{A} \mathbb{E}(f \mid \mathcal{A}) \mathrm{d} \mu$, for every $A \in \mathcal{A}$.
(ii) $\mathbb{E}(\cdot \mid \mathcal{A})$ is a positive linear operator of norm 1.
(iii) For $f \in L^{1}(X, \mathcal{X}, \mu)$ and $g \in L^{\infty}(X, \mathcal{A}, \mu)$,

$$
\mathbb{E}(f g \mid \mathcal{A})=g \mathbb{E}(f \mid \mathcal{A}) \quad \text { - } \text {-a.e. }
$$

(iv) If $\mathcal{B} \subseteq \mathcal{A}$ is a sub- $\sigma$-algebra, then if $f \in L^{1}(X, \mathcal{X}, \mu)$

$$
\mathbb{E}(\mathbb{E}(f \mid \mathcal{A}) \mid \mathcal{B})=\mathbb{E}(f \mid \mathcal{B}) \quad \text { u-a.e. }
$$

(v) If $f \in L^{1}(X, \mathcal{A}, \mu)$ then $\mathbb{E}(f \mid \mathcal{A})=f$, $\mu$-a.e.
(vi) For any $f \in L^{1}(X, \mathcal{X}, \mu)$, $|\mathbb{E}(f \mid \mathcal{A})| \leq \mathbb{E}(|f| \mid \mathcal{A})$, $\mu$-a.e.

## Remarks 1.5.2.

- The two properties in (i), characterize the conditional expectation of a given function, uniquely up to sets of measure zero.
- $\mathbb{E}(\cdot \mid \mathcal{A})$ can be considered as an operator from $L^{2}(X, \mathcal{X}, \mu)$ to $L^{2}(X, \mathcal{A}, \mu)$ where for each $f \in L^{2}(X, \mathcal{X}, \mu), \mathbb{E}(f \mid \mathcal{A})$ is the projection of $f$ on the closed subspace $L^{2}(X, \mathcal{A}, \mu)$ of $L^{2}(X, \mathcal{X}, \mu)$.
- Let $(X, \mathcal{X}, \mu, T)$ be a measure preserving system and $\mathcal{A}$ a sub- $\sigma$-algebra of $\mathcal{X}$. Then

$$
\mathbb{E}\left(f \circ T \mid T^{-1} \mathcal{A}\right)=\mathbb{E}(f \mid \mathcal{A}) \circ T
$$

If $\mathcal{A}$ is in addition such that $T^{-1} \mathcal{A}=\mathcal{A}$ then

$$
\mathbb{E}(f \circ T \mid \mathcal{A})=\mathbb{E}(f \mid \mathcal{A}) \circ T
$$

With the notion of conditional expectation in hand we can give the following reformulation of Theorem 1.2 .6 and Theorem 1.2 .7 respectively.

Notation. Let $(X, \mathcal{X}, \mu, T)$ be a measure preserving system. Consider the set

$$
\mathcal{I}(T):=\left\{A \in \mathcal{X}: T^{-1}(A)=A\right\}
$$

Then $\mathcal{I}(T)$ is a sub- $\sigma$-algebra of $\mathcal{X}$ and is referred as the invariant $\sigma$-algebra of the system $(X, \mathcal{X}, \mu, T)$.

## Theorem 1.5.3.

Let $(X, \mathcal{X}, \mu, T)$ be a measure preserving system, $p \in[1,+\infty)$ and $f \in L^{p}(\mu)$. Then,

$$
\frac{1}{N} \sum_{n=0}^{N-1} f \circ T^{n} \xrightarrow{L^{p}(\mu)} \mathbb{E}(f \mid \mathcal{I}(T))
$$

. If the system is in addition ergodic, then

$$
\mathbb{E}(f \mid \mathcal{I}(T))=\int_{X} f \mathrm{~d} \mu \quad \mu \text {-almost everywhere }
$$

## Theorem 1.5.4.

Let $(X, \mathcal{X}, \mu, T)$ be a measure preserving system, $f \in L^{1}(\mu)$. Then,

$$
\frac{1}{N} \sum_{n=0}^{N-1} f \circ T^{n}(x) \longrightarrow \mathbb{E}(f \mid \mathcal{I}(T))(x) \quad \text { for } \mu \text {-almost every } x \in X
$$

If the system is in addition ergodic then,

$$
\mathbb{E}(f \mid \mathcal{I}(T))=\int_{X} f \mathrm{~d} \mu \quad \mu \text {-almost everywhere }
$$

## Theorem 1.5.5.

Let $(X, \mathcal{X}, \mu),(Y, \mathcal{Y}, \nu)$ be two Lebesgue probability spaces and $\pi: X \rightarrow Y$ a measurable map. Let $\mathcal{B}$ denote the sub- $\sigma$-algebra, $\pi^{-1}(\mathcal{Y})$ of $\mathcal{X}$. Then, for every $f \in L^{\infty}(\mu)$ there exist a $\mathcal{Y}$-measurable function $\mathbb{E}(f \mid Y): Y \rightarrow \mathbb{C}$, such that

$$
\mathbb{E}(f \mid \mathcal{B})=\mathbb{E}\left(f \mid \pi^{-1}(\mathcal{Y})\right)=\mathbb{E}(f \mid Y) \circ \pi, \quad \mu \text {-almost everywhere. }
$$

## Remark 1.5.6.

Let $(X, \mathcal{X}, \mu),(Y, \mathcal{Y}, \nu)$ be two Lebesgue probability spaces, $(X, \mathcal{X}, \mu, T),(Y, \mathcal{Y}, \nu, S)$ and $\pi:(X, \mathcal{X}, \mu, T) \rightarrow(Y, \mathcal{Y}, \nu, S)$, is a factor map. Assume further that $(Y, \mathcal{Y}, \nu, S)$ is an invertible measure preserving system. then

$$
\mathbb{E}(f \circ T \mid Y)=\mathbb{E}(f \mid Y) \circ S, \quad \nu \text {-almost everywhere },
$$

for any $f \in L^{1}(\mu)$.

### 1.6 Disintegration of a measure

Theorem 1.6.1. (disintegration with respect to a sub- $\sigma$-algebra)
Let $(X, \mathcal{X}, \mu)$ be a Lebesgue probability space and $\mathcal{A} \subseteq \mathcal{X}$ a sub- $\sigma$-algebra. Then there exists a $X^{\prime} \in \mathcal{A}$ with $\mu\left(X^{\prime}\right)=1$ and a set of Borel probability measures, $\left\{\mu_{x}^{\mathcal{A}}: x \in X^{\prime}\right\}$ with the following properties
(i) For every $x \in X^{\prime}, \mu_{x}^{\mathcal{A}}$ is a Borel probability measure on $X$, with

$$
\mathbb{E}(f \mid \mathcal{A})(x)=\int_{X} f(y) \mathrm{d} \mu_{x}^{\mathcal{A}}(y)
$$

for every $f \in \mathscr{L}^{1}(X, \mathcal{X}, \mu) .{ }^{2}$
(ii) For $x \in X$ let $[x]_{\mathcal{A}}:=\bigcap_{A \in \mathcal{A}: x \in A} A$ be the atom of $\mathcal{A}$ containing $x$. If $\mathcal{A}$ is countably generated, then

- The set $[x]_{\mathcal{A}}$ is an element of $\mathcal{A}$
- If $x, y \in X^{\prime}$, with $[x]_{\mathcal{A}}=[y]_{\mathcal{A}}$, then $\mu_{x}^{\mathcal{A}}=\mu_{y}^{\mathcal{A}}$.
(iii) The fisrt property uniquely determines the measure $\mu_{x}^{\mathcal{A}}$, for every $x \in X^{\prime}$.
(iv) If $\mathcal{A}^{\prime}$ is any sub- $\sigma$-algebra with $\mathcal{A}=\mathcal{A}^{\prime} \bmod \mu$, then $\mu_{x}^{\mathcal{A}}=\mu_{x}^{\mathcal{A}^{\prime}}$, for $\mu$-almost every $x \in X$


## Remark 1.6.2.

The mapping $x \mapsto \mu_{x}^{\mathcal{A}}$ from $X$ to $\mathcal{M}(X, \mathcal{X})$ is $\mathcal{A}$-measurable, when $\mathcal{M}(X, \mathcal{X})$ is equipped with the $\sigma$-algebra of Theorem 1.1.7(ii).

[^2]
## Theorem 1.6.3.

Let $(X, \mathcal{X}, \mu)$ be a Lebesgue probability space and $\mathcal{A} \subseteq \mathcal{X}$ a sub- $\sigma$-algebra. Suppose that there exist an $X^{\prime} \in \mathcal{X}$ such that $\mu\left(X^{\prime}\right)=1$ and a set $\left\{\nu_{x}: x \in X^{\prime}\right\}$ of Borel probability measures with the following properties,

- $x \mapsto \nu_{x}$ is measurable and for any $f \in \mathscr{L}^{\infty}(\mu), x \mapsto \int f \mathrm{~d} \nu_{x}$ is measurable.
- If $[x]_{\mathcal{A}}=[y]_{\mathcal{A}}$, for some $x, y \in X^{\prime}$ then $\nu_{x}=\nu_{y}$.
- $\nu\left([x]_{\mathcal{A}}\right)=1$, for any $x \in X^{\prime}$.
- For any $f \in \mathscr{L}^{\infty}(\mu), \int f \mathrm{~d} \mu=\iint f \mathrm{~d} \nu_{x} \mathrm{~d} \mu(x)$.

Then $\nu_{x}=\mu_{x}^{\mathcal{A}}$ for $\mu$-almost every $x \in X$.

## Remark 1.6.4.

Theorem 1.6 .1 basically says that if $(X, \mathcal{X}, \mu)$ is a Lebesgue probability space and $\mathcal{A} \subseteq \mathcal{X}$ is a sub- $\sigma$-algebra, then there exist a Borel measurable map (defined almost everywhere) $x \mapsto \mu_{x}: X \rightarrow \mathcal{M}(X, \mathcal{X})$, such that for any $f \in L^{\infty}(\mu)$ and every $A \in \mathcal{A}$,

$$
\int_{A} f \mathrm{~d} \mu=\int_{A}\left(\int_{X} f \mathrm{~d} \mu_{x}\right) \mathrm{d} \mu(x)
$$

In the same Theorem, property (ii) can be rephrased as follows,

$$
\text { for } \mu \text {-almost every } x \in X, \quad \mu_{x}=\mu_{y}, \mu_{x} \text {-almost everywhere }
$$

Theorem 1.6 .3 says that this decomposition is essentially unique.

## Proposition 1.6.5.

Let $(X, \mathcal{X}, \mu),(Y, \mathcal{Y}, \nu)$ be two Lebesgue probability spaces and $\pi: X \rightarrow Y$ a factor map. Let $\mathcal{B}$ denote the sub- $\sigma$-algebra, $\pi^{-1}(\mathcal{Y})$ of $X$. Then there exist a $\mathcal{Y}$-measurable map $y \mapsto \mu_{y}: Y \rightarrow \mathcal{M}(X, \mathcal{X})$, such that for every $A \in \mathcal{Y}$ and every $f \in L^{\infty}(\mu)$,

$$
\int_{\pi^{-1}(A)} f \mathrm{~d} \mu=\int_{A}\left(\int_{X} f \mathrm{~d} \mu_{y}\right) \mathrm{d} \mu(y)
$$

In addition,

$$
\mathbb{E}(f \mid Y)(y)=\int_{X} f \mathrm{~d} \mu_{y}, \quad \text { for } \nu \text {-almost every } y \in Y
$$

where $\mathbb{E}(f \mid Y)$ is defined as in Theorem 1.5.5. We call the above disintegration of the measure $\mu$, disintegration with respect to $\pi$ or disintegration over the factor $Y$.
It follows that $\mu_{x}=\mu_{\pi(x)}$, for $\mu$-almost every $x \in X$.

## Remark 1.6.6.

If $(X, \mathcal{X}, \mu, T)$ is a measure preserving system, where $(X, \mathcal{X}, \mu)$ is a Lebesgue probability space and $\mathcal{A}$ a sub- $\sigma$-algebra of $\mathcal{X}$, such that $T^{-1} \mathcal{A}=\mathcal{A}$, then $\mu_{T(x)}=T_{*} \mu_{x}$, for $\mu$ almost every $x \in X$.
Let $\pi:(X, \mathcal{X}, \mu, T) \rightarrow(Y, \mathcal{Y}, \nu, S)$ be a factor map. Consider the disintegration $y \mapsto \mu_{y}$ of $\mu$ with respect to $\pi$. Then

$$
\mu_{S(y)}=T_{*} \mu_{y}
$$

for $\nu$-almost every $y \in Y$.
Now, if $\mathcal{A}=\pi^{-1}(\mathcal{Y})$,

$$
\mu_{x}=\mu_{\pi(x)}
$$

for $\mu$-almost every $x \in X$. That means that the disintegration with respect to $\mathcal{A}$ coincides with the disintegration with respect to $\pi$.

### 1.7 Ergodic Decomposition

## Theorem 1.7.1.

Let $(X, \mathcal{X}, \mu, T)$ be a measure preserving system, where $(X, \mathcal{X}, \mu)$ is a Lebesgue probability space. Consider the disintegration of the measure $\mu$ over the sub- $\sigma$-algebra $\mathcal{I}(T) \subseteq \mathcal{X}$, $x \mapsto \mu_{x}^{\mathcal{I}(T)}$. Then for $\mu$-almost every $x \in X$, the measure $\mu_{x}^{\mathcal{I}(T)}$ is $T$-invariant and the system $\left(X, \mathcal{X}, \mu_{x}^{\mathcal{I}(T)}, T\right)$ is ergodic.

## Definition 1.7.2.

The disintegration over $\mathcal{I}(T)$ is called ergodic decomposition of the measure $\mu$.

Note. (alternate presentation of the ergodic decomposition)
Let $\pi:(X, \mathcal{X}, \mu, T) \rightarrow(\Omega, \mathcal{O}, P, S)$ be the factor map associated to the invariant sub- $\sigma$ algebra $\mathcal{I}(T)$ of $\mathcal{X}$. This means that $\mathcal{I}(T)=\pi^{-1}(\mathcal{O})$, modulo $\mu$. Then for $\mu$-almost every $x \in X, \mu_{x}=\mu_{\pi(x)}^{\prime}$ (where $\mu_{x}$ is as above), where the map $\omega \rightarrow \mu_{\omega}^{\prime}$ is the disintegration of the measure $\mu$ over $P$. The map $\omega \rightarrow \mu_{\omega}^{\prime}$ is also called ergodic decomposition of $\mu$ and we have that

$$
\mu=\int_{\Omega} \mu_{\omega}^{\prime} \mathrm{d} P(\omega)
$$

We refer to this disintegration as alternate presentation of the ergodic decomposition.

### 1.8 Joinings

## Definition 1.8.1.

Let $\left(X_{i}, \mu_{i}, T_{i}\right), i=1,2$ be two measure preserving systems. A joining of these two systems is a probability measure $\rho$ on $\left(X_{1} \times X_{2}, \mathcal{X}_{1} \otimes \mathcal{X}_{2}\right)$ such that $\rho\left(X_{1} \times B\right)=\mu_{2}(B)$, for any $B \in \mathcal{X}_{2}$ and $\rho\left(A \times X_{2}\right)=\mu_{1}(A)$, for any $A \in \mathcal{X}_{1}$.
The joining $\rho$ is ergodic if $\left(X_{1} \times X_{2}, \rho, T_{1} \times T_{2}\right)$ is an ergodic system.
A self-joining of a system, is a joining of two copies of the same system.

## Remark 1.8.2.

The product measure $\mu_{1} \otimes \mu_{2}$ is a joining. Thus the set of joinings of two systems is always nonempty

## Definition 1.8.3.

When the only joining of two systems is the product measure, then the two system are said to be disjoint.

## Definition 1.8.4.

The diagonal self-joining of a system $(X, \mu, T)$ is the image of the measure $\mu$ under the $\operatorname{map} x \mapsto(x, x): X \rightarrow X \times X$.

## Definition 1.8.5.

Let $\pi:(X, \mu, T) \rightarrow(Y, \nu, S)$ be a factor map. The graph joining is the image of the measure $\mu$ under the map $x \mapsto(x, \pi(x)): X \rightarrow X \times Y$.

## Remark 1.8.6.

The graph joining is ergodic if $(X, \mu, T)$ is ergodic.

## Proposition 1.8.7.

Let $\left(X_{i}, \mu_{i}, T_{i}\right), i=1,2$ be two measure preserving systems and $\rho$ be a joining of these two systems. Consider the $\left(x_{1}, x_{2}\right) \mapsto \rho_{\left(x_{1}, x_{2}\right)}^{\mathcal{I}\left(T_{1} \times T_{2}\right)}$ be the ergodic decomposition of $\rho$. Then for $\rho$-almost every $\left(x_{1}, x_{2}\right) \in X_{1} \times X_{2}$ the measure $\rho_{\left(x_{1}, x_{2}\right)}^{\mathcal{I}\left(T_{1} \times T_{2}\right)}$ is a joining of $\mu_{1}$ and $\mu_{2}$.

## Definition 1.8.8.

Let $\left(X_{i}, \mu_{i}, T_{i}\right), i=1,2$ and $(Y, \nu, S)$ be three measure preserving systems and $\pi_{i}: X_{i} \rightarrow$ $Y, i=1,2$ be two factor maps. The relatively independent joining of $X_{1}$ and $X_{2}$ over
the common factor $Y$ (or equivalently over the common factor $\mathcal{Y}$ ) is the probability measure $\mu_{1} \otimes_{Y} \mu_{2}$ (or equivalently $\mu_{1} \otimes \mathcal{Y} \mu_{2}$ ) characterized by.

$$
\int_{X_{1} \times X_{2}} f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) \mathrm{d} \mu_{1} \otimes_{Y} \mu_{2}\left(x_{1}, x_{2}\right)=\int_{Y} \mathbb{E}\left(f_{1} \mid Y\right)(y) \cdot \mathbb{E}\left(f_{2} \mid Y\right)(y) \mathrm{d} \nu(y)
$$

for all $f_{1} \in L^{\infty}\left(\mu_{1}\right)$ and $f_{2} \in L^{\infty}\left(\mu_{2}\right)$.

## Definition 1.8.9.

Let $\left(X_{i}, \mu_{i}, T_{i}\right), i=1,2$, and $\left(Y_{i}, \nu_{i}, S_{i}\right), i=1,2$, be three measure preserving systems, $\pi_{i}: X_{i} \rightarrow Y_{i}, i=1,2$ be two factor maps and $\rho$ a joining of the systems $Y_{1}$ and $Y_{2}$. The conditional measure of $\mu_{1}$ and $\mu_{2}$ over $\rho$ is the measure $\mu_{1} \otimes_{\rho} \mu_{2}$ on $X_{1} \times X_{2}$ characterized by,

$$
\int_{X_{1} \times X_{2}} f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) \mathrm{d} \mu_{1} \otimes_{\rho} \mu_{2}\left(x_{1}, x_{2}\right)=\int_{Y_{1} \times Y_{2}} \mathbb{E}\left(f_{1} \mid Y_{1}\right)\left(y_{1}\right) \cdot \mathbb{E}\left(f_{2} \mid Y_{2}\right)\left(y_{2}\right) \mathrm{d} \rho\left(y_{1}, y_{2}\right)
$$

for all $f_{1} \in L^{\infty}\left(\mu_{1}\right)$ and $f_{2} \in L^{\infty}\left(\mu_{2}\right)$.

### 1.9 Rotations

Let $Z$ be a compact abelian group, $\alpha$ a fixed element of $Z, R: Z \rightarrow Z$ the function given by $R(z)=\alpha \cdot z$ and $m_{Z}$ tha Haar measure of $Z$. The measure preserving system $\left(Z, m_{Z}, R\right)$ is called a rotation.

## Theorem 1.9.1.

Assume that $\left(Z, m_{Z}, R\right)$ is a rotation and $R$ is the translation $z \mapsto z+\alpha$ for some fixed $\alpha \in Z$. Then $\left(Z, m_{Z}, R\right)$ is ergodic if and only if $\left\{\alpha^{n}: \mathbb{Z}\right\}$ is dense in $Z$, and this holds if and only if the unique character $\chi$ of $Z$ with $\chi(\alpha)=1$ is the trivial character. In this case, the topological rotation $(Z, R)$ is minimal and uniquely ergodic.
More generally, let $(Z, R)$ be a topological rotation with $R$ defined by a fixed element $\alpha \in Z$ and let $H$ be the closure of $\left\{\alpha^{n}: \mathbb{Z}\right\}$ in $Z$. Then $H$ is a subgroup of $Z$. Every ergodic $R$-invariant measure on $Z$ is the image of $m_{H}$ under the map $z \mapsto s \cdot z$ for some $s \in Z$, and every measure defined in this way is $R$-invariant and ergodic.

## Proposition 1.9.2.

Let $\left(Z_{i}, m_{Z_{i}}, R_{i}\right)$ be ergodic rotations given by $\alpha_{i} \in Z_{i}$ for $i=1,2$ and let $H$ be the closure of $\left\{\left(\alpha_{1}, \alpha_{2}\right)^{n}: \mathbb{Z}\right\}$ in $Z_{1} \times Z_{2}$. Then every ergodic joining $\lambda$ of $Z_{1}$ and $Z_{2}$ is the image
under some translation of the Haar measure of $H$ for some closed subgroup $H$ of $Z_{1} \times Z_{2}$. In particular, $\left(Z_{1} \times Z_{2}, \lambda R_{1} \times R_{2}\right)$ is isomorphic to an ergodic rotation.

Applying the proposition above to the graph joining, we obtain:

## Corollary 1.9.3.

Every factor map $\pi:\left(Z_{1}, m_{Z_{1}}, R_{1}\right) \rightarrow\left(Z_{2}, m_{Z_{2}}, R_{2}\right)$ between ergodic rotations has the form $\pi=\beta+\phi$, where $\beta \in Z$ and $\phi$ is a continuous group homomorphism from $Z_{1}$ onto $Z_{2}$. Furthermore, if $\alpha_{i}$ is the element of $Z_{i}$ defining the transformation on $Z_{i}$ then $\phi\left(\alpha_{1}\right)=\alpha_{2}$.

## Corollary 1.9.4.

Every isomorphism $\pi:\left(Z, m_{Z}, R\right) \rightarrow\left(Z, m_{Z}, R\right)$, where $\left(Z, m_{Z}, R\right)$ is an ergodic rotation, is of the form $z \mapsto z+\beta$, for some $\beta \in Z$.

### 1.10 Group Extension and Cocycles

## Definition 1.10.1.

If $(X, \mu, T),(Y, \nu, S)$ are measure preserving systems and $\pi: X \rightarrow Y$ a factor map, then the system $(X, \mu, T)$ is an extension of $Y$ and $\pi$ can be also denoted as extension map.

Let $(Y, \nu, S)$ be a measure preserving system and $K$ a compact group, and $m_{K}$ its (normalized) Haar measure.

## Definition 1.10.2.

A $K$-cocycle or cocycle on $Y$ is a measurable map $\rho: Y \rightarrow K$. Let $\operatorname{Coc}(Y, K)$ denote the set of all $K$-cocycles on $Y$.

## Remark 1.10.3.

The set $\operatorname{Coc}(Y, K)$ equipped with the operation $\rho_{1} \bullet \rho_{2}, \quad \rho_{1}, \rho_{2} \in \operatorname{Coc}(Y, K)$, where $\left(\rho_{1} \bullet \rho_{2}\right)(y)=\rho_{1}(y) \rho_{2}(y), \forall y \in Y$, is a group.
Furthermore if $K$ is in addition abelian then $\operatorname{Coc}(Y, K)$ is also abelian.

## Definition 1.10.4.

Let $\rho, \rho^{\prime} \in \operatorname{Coc}(Y, K)$. Let $\partial: \operatorname{Coc}(Y, K) \rightarrow \operatorname{Coc}(Y, K)$, defined by $\partial \rho(y)=\rho \circ S(y) \rho(y)^{-1}$.
(i) $\rho$ is said to be a coboundary if there exists an $f: Y \rightarrow K$, such that $\rho=\partial f$
(ii) $\rho, \rho^{\prime}$ are said to be cohomologous if there exists an $f: Y \rightarrow K, f \in \operatorname{Coc}(Y, K)$, such that, $\rho(y) \rho^{\prime}(y)^{-1}=\partial f(y)$
(iii) $\rho$ is said to be quasi-coboundary if it is cohomologous to a constant cocycle.

## Lemma 1.10.5.

Let $(Y, \mathcal{Y}, \nu, S)$ be a measure preserving system, where $(Y, \mathcal{Y}, \nu)$ is a Lebesgue probability space. Let $\ell \in \mathbb{N}$. Then $\operatorname{Coc}\left(Y, \mathbb{T}^{\ell}\right)$ endowed with the distance $d=d_{\operatorname{Coc}\left(Y, \mathbb{T}^{\ell}\right)}$, defined by $d\left(\rho, \rho^{\prime}\right)=\int_{Y} d_{\mathbb{T}^{\ell}}\left(\rho(y), \rho^{\prime}(y)\right) \mathrm{d} \nu(y)$, is a Polish group.
Furthermore then the set of coboundaries $\partial\left(\operatorname{Coc}\left(Y, \mathbb{T}^{\ell}\right)\right)$ is a Borel subset of $\operatorname{Coc}\left(Y, \mathbb{T}^{\ell}\right)$.

## Definition 1.10.6.

Let $\rho \in \operatorname{Coc}(Y, K)$. The isometric extension of $Y$ by $K$ associated to $\rho$ is defined to be the extension $\pi:\left(Y \times K, \nu \otimes m_{K}, S_{\rho}\right) \rightarrow(Y, \nu, S)$, where $\pi(y, k)=y$ and $S_{\rho}$ : $Y \times K \rightarrow Y \times K$, defined by

$$
S_{\rho}(y, k)=(S(y), \rho(y) k) \quad \forall(y, k) \in Y \times K
$$

The cocycle $\rho$ is said to be ergodic, when $\left(Y \times K, \nu \otimes m_{K}, S_{\rho}\right)$ is ergodic.

## Definition 1.10.7.

A function $f: X \rightarrow X$ is called an automorphism of $(X, \mathcal{X}, \mu, T)$ if $f_{*} \mu=\mu$ and $f \circ T=T \circ f$

Let $(X, \mathcal{X}, \mu, T)=\left(Y \times K, \mathcal{Y} \otimes \mathcal{K}, \nu \times m_{K}, S_{\rho}\right)$. For each $h \in K$, define $V_{h}: X \rightarrow X$ with $V_{h}(y, k)=(y, k h)$. Then clearly $V_{h}$ is an automorphism of $X$

## Definition 1.10.8.

Let $h \in K$ and $V_{h}: x \rightarrow X$ as above. The transformation $V_{h}$ is called vertical rotation.

## Definition 1.10.9.

We say that an extension $X$ of the system $Y$ is an extension by a compact group $K$ if, $X$ is isomorphic to a group extension of $Y$.

Now let $G$ be a compact, metrizable group, $m_{G}$ its Haar measure and $H$ a closed subgroup of $G$. Then $G$ acts on the compact space $G / H$ by (left) translations and we write this action, $(g, z) \mapsto g \odot z: G \times G / H \rightarrow G / H$. Let $m_{G / H}$ be the (unique) probability measure of $G / H$, which is invariant under this action. Actually $m_{G / H}$ is the image of $m_{G}$ under the quotient map.

## Definition 1.10.10.

Let $(Y, \nu, S)$ be a measure preserving system, $\rho: Y \rightarrow G$ a $G$-cocycle. The extension
of $Y$ by $G / H$ given by the cocycle $\rho$ is defined to be the extension $\pi$ : $(Y \times G / H, \nu \otimes$ $\left.m_{G / H}, S_{\rho}\right) \rightarrow(Y, \nu, S)$, where $\pi(y, z)=y$ and $S_{\rho}: Y \times G / H \rightarrow Y \times G / H$, defined by

$$
S_{\rho}(y, z)=(y, \rho(y) \odot z) \quad \forall(y, z) \in Y \times G / H
$$

The topology of $G$ can be defined by a metric that is invariant under left translations. Since $H$ is a closed subgroup of $G$ then the metric on $G$ induces a metric on $G / H$ that is invariant under the left action of $G$ on $G / H$. When $G / H$ is endowed with this metric then the restriction of $S_{\rho}$ in each fiber of $\pi$ is clearly an isometry. Thus say that the extension $\pi: Y \times G / H \rightarrow Y$ is an isometric extension of $Y$.

Without loss of generality we can assume that the subgroup $H$ does not contain any normal subgroup of $G$. Under this assumption, the (left) action of $G$ on $G / H$ is faithful. This means that if $g \in G$ with $g \odot z=z, \forall z \in G / H$, then $g=e_{G}$.

Notation. Let $(X, \mu, T)=\left(Y \times G / H, \nu \otimes m_{G / H}, S_{\rho}\right)$ be an isometric extension of $(Y, \nu, S)$. Then the group $G$ acts on $X$ by, $(g, x) \mapsto g \star x$, where $g \star x=g \star(y, z)=(y, g \odot z)$.

## Remark 1.10.11.

Clearly, if $\left(Y \times G / H, \nu \otimes m_{K}, S_{\rho}\right)$ is an isometric extension of $(Y, \nu, T)$, then $\forall g \in G$, the $\operatorname{map}(y, z) \mapsto g \star(y, z)=(y, g \odot z)$ leaves the measure $\nu \otimes m_{K}$ invariant, but in general this map does not commute with $S_{\rho}$. However we have the following result.

## Proposition 1.10.12.

Any factor, $W$ of $X=Y \times G / H$ over $Y$ has the form $Y \times G / L$, for some closed subgroup $L$ of $G$ containing $H$. In particular, the action of $g \in G$ on $W$ induces a measure preserving transformation on this factor, written with the same notation.

Let $\pi: X \rightarrow Y$ be a factor map and assume that $Y$ ergodic. Then the family of isometric extensions of $Y$, such that they are factors of $X$, admits a maximal element, called maximal isometric extension of $Y$ below $X$.

## Theorem 1.10.13

Let $(X, \mu, T),(Y, \nu, S)$ and $(Z, \lambda, Q)$ be three systems, where $(Y, \nu, S)$ is in addition ergodic. Furthermore let $\pi: X \rightarrow Y$ and $p: Z \rightarrow Y$ be factor maps an $W$ be the maximal isometric extension of $Y$, below $X$. Then the $\sigma$-algebra, $\mathcal{I}(T \times Q)$, of the $T \times Q$-invariant sets of the relatively independent joining $\left(X \times Z, \mu \otimes_{Y} \lambda, T \times Q\right)$, over the common factor $Y$, is contained in the $\sigma$-algebra $\mathcal{W} \otimes \mathcal{Z}$.

## Definition 1.10.14.

Now let $G$ be in a compact abelian group. The extension of the system $(Y, \nu, S)$ associated to a cocycle $\rho: Y \rightarrow G$ is the system $\left(Y \times G, \nu \otimes m_{G}, S_{\rho}\right)$.

Lemma 1.10.15. (Uniqueness of the measure)
Let $(Y, \nu, S)$ be an ergodic system, $K$ be a compact abelian group, $\rho: Y \rightarrow K$ be an ergodic cocycle, and $\left(Y \times K, \nu \otimes m_{K}, S_{\rho}\right)$ be the extension it defines. If $\mu$ is a $S_{\rho}$-invariant measure on $Y \times K$ whose projection on $Y$ is equal to $\nu$, then $\mu=\nu \otimes m_{K}$.

## Lemma 1.10.16.

Let $(Y, \nu, S)$ be an ergodic system, $K$ be a finite dimensional torus ( $K=\mathbb{T}^{n}$ ) and let $\rho$ : $Y \rightarrow K$ be a cocycle. Then $\rho$ is a quasi-coboundary if and only if the cocycle $\Delta \rho: Y^{2} \rightarrow K$ given by $\Delta \rho\left(y_{0}, y_{1}\right)=\rho\left(y_{0}\right) \rho\left(y_{1}\right)^{-1}$ is a coboundary of the system $\left(Y^{2}, \nu \otimes \nu, T \times T\right)$.

### 1.11 Lie groups and nilsystems

## Definition 1.11.1.

The commutator, $[G, G]$, of a group $G$ is the normal subgroup spanned by the elements $[x, y]=x y x^{-1} y^{-1}, x, y \in G$. This means,

$$
[G, G]=\left\langle x y x^{-1} y^{-1}: x, y \in G\right\rangle
$$

## Definition 1.11.2.

The center, $Z(G)$, of a group $G$ is the normal subgroup that contains each element of $G$, that commutes with every other element of $G$. This means,

$$
Z(G)=\{x \in G: \quad x g=g x, \forall g \in G\}
$$

## Definition 1.11.3.

A group $G$ is called 2-step nilpotent when the commutator subgroup $[G, G]$ is a subset of the center, $Z(G)$, of $G$.

## Definition 1.11.4.

A Lie group is a group $G$ that is also a finite dimension $C^{\infty}$ manifold, such that the functions

- $\gamma: G \times G \rightarrow G$, with $\gamma\left(g, g^{\prime}\right)=g \cdot g^{\prime}$, for every $g \cdot g^{\prime} \in G$
- $\alpha: G \rightarrow G$, with $\alpha(g)=g^{-1}$, for every $g \in G$
are $C^{\infty}$ maps.


## Proposition 1.11.5.

If $H$ is a closed subgroup of a Lie group $G$, then $H$ is an embedded Lie group with the relative topology being the same as the group topology.

## Proposition 1.11.6.

Let $G$ be a Lie group. Then $G$ is Hausdorff, locally compact space and locally path connected space.

## Proposition 1.11.7.

Let $G$ be a locally compact group and $H$ a closed normal subgroup of $G$. If $G / H$ and $H$ are Lie groups then $G$ is a Lie group.

## Definition 1.11.8.

Let $G$ be a Lie group. A discrete subgroup $\Lambda$ of $G$ is called cocompact when is closed in $G$ and the manifold $G / \Lambda$ is compact.

## Definition 1.11.9.

Let $G$ be a Lie group and $\Lambda \leq G$ a discrete, cocompact subgroup of $G$. If $G$ is in addition 2-step nilpotent, the compact manifold $G / \Lambda$ is called 2-step nilmanifold.

## Theorem 1.11.10. (Malcev)

The subgroups $[G, G]$ and $[G, G] \Lambda$ are closed subgroups of $G$ and thus they are closed Lie subgroups of $G$.

Let $G$ be a Lie group and $\Lambda$ a discrete cocompact subgroup of $G$. The group $G$ acts (transitively) on the manifold $X=G / \Lambda$ by

$$
\left(g, g^{\prime} \Lambda\right) \mapsto g \odot g^{\prime} \Lambda=\left(g g^{\prime}\right) \Lambda: G \times X \rightarrow X
$$

It can be proved that there exists a Borel probability measure, $\mu$, on $X=G / \Lambda$ that is invariant under this action.

## Definition 1.11.11.

Let $\alpha \in G$ and $T_{\alpha}=T: X \rightarrow X$ be the continuous function on $X$ defined by $T(x)=$ $\alpha \odot x$. Then

- The topological system $(X, T)=\left(G / \Lambda, T_{\alpha}\right)$ is called topological 2-step nilsystem.
- In addition, $T_{*} \mu=\mu$, thus $(X, \mu, T)=\left(G / \Lambda, \mu, T_{\alpha}\right)$ is a measure preserving system. This kind of systems are called 2-step nilsystems.

Let $(X, \mu, T)=\left(G / \Lambda, \mu, T_{\alpha}\right)$ a 2-step nilsystem. We assume that the system is also ergodic. Let $G_{0}$ be the connected component of the identity of $G$. Since $G$ is a Lie group therefore locally path connected, we have that $G_{0}$ is a clopen subgroup of $G$. Consider $G^{\prime}=\left\langle G_{0}, \alpha\right\rangle$, and $\Lambda^{\prime}=G^{\prime} \cap \Lambda$. Then $G^{\prime}$ is an open subgroup of $G$ and $\Lambda^{\prime}$ is a discrete cocompact subgroup of $G^{\prime}$. Furthermore by ergodicity the projection of $G^{\prime}$ on $X$ is (almost) onto $X$ (the image of $G^{\prime}$ is an open subset of $X$ that is $T$-invariant, follows that that has measure $\mu$ equal to 1). Follows that $X$ is isomorphic to $G^{\prime} / \Lambda^{\prime}$.

In summary, for an ergodic 2-step nilsystem defined as above one can assume the following:
$G$ is spanned by the identity component and the element $\alpha$.

Again let $(X, \mu, T)=\left(G / \Lambda, \mu, T_{\alpha}\right)$ a 2-step nilsystem. Consider $\Lambda^{\prime \prime}$ to be the largest normal subgroup of $G$ such that $\Lambda^{\prime \prime} \subseteq \Lambda$. Then we have that

$$
G / \Lambda \cong\left(G / \Lambda^{\prime \prime}\right) /\left(\Lambda / \Lambda^{\prime \prime}\right)
$$

Thus without loss of generality can $G$ can be substituted by $G / \Lambda^{\prime \prime}$ and $\Lambda$ by $\Lambda / \Lambda^{\prime \prime}$. Thus one can assume
(1.2) The subgroup $\Lambda$ does not contain any normal subgroup of $G$.

In order to make the assumption that property $\boxed{1.2}$ is satisfied, ergodicity is not necessary.

Notice that property [1.1] is satisfied for $X$, then after the substitutions made in order to acquire property [1.2], it is still satisfied. Furthermore the second property means that $G$ acts faithfully on $X$. This means that if $g \in G$ with $g \odot x=x, \forall x \in X$, then $g=e_{G}$. This implies that $U \cap \Lambda$ is the trivial group and it follows that $U$ is compact (thus $U$ is a finite dimensional torus). It can be proven that $U$ is also connected. Moreover $\Lambda$ is abelian.

From here on for any ergodic 2-step nilsystem we will assume that these properties are automatically satisfied.

Let $\lambda$ denote the Haar measure of $U$ and $K=G / \Lambda U$. Let $\pi: X \rightarrow K$ be the natural (continuous and open) projection of $X$ on the compact abelian group $K$. Moreover let $m$ be the Haar measure of $K$ and $q: G \rightarrow K$ the natural (continuous and open) projection of $G$ on $K$. Define $\beta \in K$ to be the $q$-projection of $\alpha$ on $K$ and $R$ the rotation on $K$ by $\beta$.

Since $U \subseteq Z(G)$, the action of $U$ on $K$ commutes with $T=T_{\alpha}$. Furthermore the action is free. This means that if $x \in X$ and $u \in U$ with $u \odot x=x$, then $u=e_{U}=e_{G}$. The quotient of $X$ under this action is the group $K$.

## Proposition 1.11.12. (Parry)

Let $(X, \mu, T)$ be an ergodic 2-step nilsystem. Then $(X, T)$ is uniquely ergodic and minimal 2 -step topological nilsystem.

## Proposition 1.11.13. (Parry)

Let $(X, \mu, T)$ be an 2-step nilsystem and $(K, m, R)$ the measure preserving system where $K, m, R$ as above. Then
(i) $(X . \mu, T)$ is ergodic if and only if $(K, m, R)$ is ergodic
(ii) If $(X, \mu, T)$ is ergodic, the system $(K, m, R)$ is the Kronecker factor of $X$, with factor $\operatorname{map} \pi: X \rightarrow K$ where $\pi$ as above.

The previous Proposition, with an additional requirement, can be generalized in the following manner.

## Proposition 1.11.14. (Parry, Leibman)

Let $X=G / \Lambda$ be a manifold with Haar measure $\mu$ and $\alpha_{1}, \ldots, \alpha_{k} \in G, k \in \mathbb{N}$ be commuting elements of $G$. Assume that

$$
\begin{equation*}
G=\left\langle G_{0}, \alpha_{1}, \ldots, \alpha_{k}\right\rangle \tag{1.3}
\end{equation*}
$$

Let $T_{\alpha_{i}}: X \rightarrow X$, with $T_{\alpha_{i}}(x)=\alpha_{i} \odot x$, for every $i=1,2, \ldots, k$ and $R_{\beta_{i}}: K \rightarrow K$ be the rotations on $K$ by $\beta_{i}=q\left(\alpha_{i}\right)$, for every $i=1,2, \ldots, k$. Then
(i) The joint action of $T_{\alpha_{1}}, \ldots, T_{\alpha_{k}}$ is ergodic on $X$ if and only if the joint action of the induced transformations, $R_{\beta_{1}}, \ldots, R_{\beta_{k}}$, on $K$ is ergodic on $K$.
(ii) If the joint action of $T_{\alpha_{1}}, \ldots, T_{\alpha_{k}}$ is ergodic on $X, X$ is uniquely ergodic and minimal for this joint action.

### 1.12 Inverse Limits

Let $(I, \leq)$ be a countable directed set. It follows that there exists an increasing sequence $\left(i_{n}\right)_{n \in \mathbb{N}}$ in $I$, such that for every $i \in I$ there exists a $n \in \mathbb{N}$ such that $i \leq i_{n}$.

For every $i \in I$ let $\left(X_{i}, \mu_{i}, T_{i}\right)$ be a measure preserving system and for every $i, j \in I$ with $i \leq j$ let $\pi_{i, j}: X_{i} \rightarrow X_{j}$ be factor maps such that

$$
\pi_{i, \ell}=\pi_{i, j} \circ \pi_{j, \ell} \quad \forall i \leq j \leq \ell, \quad i, j, \ell \in I
$$

We say that the pair $\left(\left(X_{i}, \mu_{i}, T_{i}\right)_{i \in I},\left(\pi_{i, j}\right)_{i \leq j}\right)$ forms an inverse system of measure preserving systems or simply inverse system.

The inverse limit of an inverse system of measure preserving systems, is a measure preserving system $(X, \mu, T)$ endowed with the factor maps $\pi_{i}: X \rightarrow X_{i}, \forall i \in I$, satisfying the following properties.
(i) $\pi_{i}=\pi_{i, j} \circ \pi_{j}, \mu$-almost everywhere, for all $i \leq j, i, j \in I$.
(ii) If $(Y, \nu, S)$ is a measure preserving system and for each $i \in I$ there exists a factor $\operatorname{map} p_{i}: Y \rightarrow X_{i}$ such that $p_{i}=\pi_{i, j} \circ p_{j}, \forall i \leq j, i, j \in I$, then there exists a unique factor map $p: Y \rightarrow X$ such that $p_{i}=\pi_{i} \circ p, \nu$-almost everywhere, for every $i \in I$.

The second property characterizes the inverse limit uniquely up to isomorphism. Thus we can assume that the inverse limit is unique and we write

$$
(X, \mu, T)=\underset{\underset{i}{ }(\underset{I}{\prime}}{\lim }\left(X_{i}, \mu_{i}, T_{i}\right) \quad \text { or } \quad \lim _{\rightleftarrows}\left(X_{i}, \mu_{i}, T_{i}\right)
$$

The inverse limit can be constructed in a more specific way. Let $X=\prod_{i \in I} X_{i}$ and $T$ be the diagonal transformation on $X$. For each $i \in I$, let $\pi_{i}: X \rightarrow X_{i}$ denote the projection to the $i$-th coordinate. By combining this and the properties of that inverse system we can build an invariant probability measure $\mu$ on the space $X$. Since $I$ is countable, $\mu$ is a Borel probability measure on $X$, and thus $(X, \mu)$ is a Lebesgue space.

Now if $(X, \mu, T)=\varliminf_{\varrho}\left(X_{i}, \mu_{i}, T_{i}\right)$, then
(iii) $\mathcal{X}=\bigvee_{i \in I} \pi_{i}^{-1}\left(\mathcal{X}_{i}\right)$
(iv) for every $1 \leq p \leq+\infty$, the set $\bigcup_{i \in I}\left\{f \circ \pi_{i}: f \in L^{p}\left(\mu_{i}\right)\right\}$ is dense in $L^{p}(\mu)$.

## Proposition 1.12.1.

Let $\left(\left(X_{i}, \mu_{i}, T_{i}\right)_{i \in I},\left(\pi_{i, j}\right)_{i \leq j}\right)$ be an inverse system and $(X, \mu, T)$ a measure preserving system such that $\forall i \in I, \pi: X \rightarrow X_{i}$ is a factor map such that the property (i) is satisfied. Then each of the properties (iii] or (iv] implies that $(X, \mu, T)=\underset{\gtrless}{\lim }\left(X_{i}, \mu_{i}, T_{i}\right)$.

## Proposition 1.12.2.

Let $\left(i_{n}\right)_{n \in \mathbb{N}}$ be a subset of $I$ as defined in the beginning of this section. For $n \in \mathbb{N}$, let $X_{n}^{\prime}=X_{i_{n}}$ and for $m \leq n$, let $\pi_{m, n}^{\prime}=\pi_{i_{m}, i_{n}}$. The family of systems and factor maps form an inverse system and $\underset{n \in \mathbb{N}}{\lim _{\overleftarrow{N}}}\left(X_{n}^{\prime}, \mu_{n}, T_{n}\right)={\underset{i \in I}{ }}_{\lim _{i \in I}}\left(X_{i}, \mu_{i}, T_{i}\right)$.

## Remarks 1.12.3.

- This means that essentially we can reduce to the case where $I=\mathbb{N}$
- In this case property (iv) implies that for $1 \leq p \leq+\infty$ and $f \in L^{p}(\mu)$,

$$
f \underset{L^{p}(\mu)}{=} \lim _{n \rightarrow+\infty} \mathbb{E}\left(f \mid \mathcal{X}_{n}\right)
$$

## Proposition 1.12.4.

The inverse limits of ergodic systems is itself an ergodic system.

### 1.13 Cubes

Throughout, we use $2^{k}$-Cartesian powers of spaces for an integer $k>0$ and need some shorthand notation. For an integer $k>0$, let $V_{k}=\{0,1\}^{k}$. The elements of $V_{k}$ are written without commas or parentheses. For $\epsilon=\epsilon_{1} \epsilon_{2} \ldots, \epsilon_{k} \in V_{k}$ and $n=$ $\left(n_{1}, n_{2}, \ldots, n_{k}\right) \in \mathbb{Z}^{k}$ we write

$$
\epsilon \cdot n=\epsilon_{1} n_{1}+\epsilon_{2} n_{2}+\ldots+\epsilon_{k} n_{k}
$$

We use $\mathbf{0}$ to denote the element $00 \ldots 0$ of $V_{k}$ and set $V_{k}^{*}=V_{k} \backslash\{\mathbf{0}\}$. Let $X$ be a set. For an integer $k \geq 0$, we write $X^{[k]}=X^{2^{k}}$. For $k>0$, we use the sets $V_{k}=\{0,1\}^{k}$ introduced above to index the coordinates of elements of this space, which are written $\mathbf{x}=\left(x_{\epsilon}: \epsilon \in V_{k}\right)$.

When $f_{\epsilon}, \epsilon \in V_{k}$, are $2^{k}$ real or complex valued functions on the set $X$, we define a function $\bigotimes_{\epsilon \in V_{k}} f_{\epsilon}$ by

$$
\bigotimes_{\epsilon \in V_{k}} f_{\epsilon}(\mathbf{x})=\prod_{\epsilon \in V_{k}} f_{\epsilon}\left(x_{\epsilon}\right)
$$

When $g: X \rightarrow Y$ is a map, we write $g^{[k]}: X^{[k]} \rightarrow Y^{[k]}$ for the map given by $\left(g^{[k]}(\mathbf{x})\right)_{\epsilon}=g\left(x_{\epsilon}\right), \quad \epsilon \in V_{k}$.

We often identify $X^{[k+1]}$ with $X^{[k]} \times X^{[k]}$. In this case, we write $\mathbf{x}=\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right)$ for a point of $X^{[k+1]}$, where $\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime} \in X^{[k]}$ are defined by

$$
x_{\epsilon}^{\prime}=x_{0 \epsilon} \quad \text { and } \quad x_{\epsilon}^{\prime \prime}=x_{1 \epsilon}
$$

for $\epsilon \in V_{k}$ and $0 \epsilon$ and $1 \epsilon$ are the elements of $V^{k+1}$ given by

$$
(0 \epsilon)_{j}=(1 \epsilon)_{j}=\epsilon_{j} \quad 2 \leq j \leq k ; \quad(0 \epsilon)_{1}=0,(1 \epsilon)_{1}=1
$$

The maps $\mathbf{x} \mapsto \mathbf{x}^{\prime}$ and $\mathbf{x} \mapsto \mathbf{x}^{\prime \prime}$ are called the projections on the first and second side, respectively.

It is convenient to view $V_{k}$ as indexing the set of vertices of the cube of dimension $k$, making the use of the geometric words side, face, and edge for particular subsets of $V_{k}$ natural. More precisely, for $0 \leq \ell \leq k$, consider $A$ to be a subset of $\{1,2, \ldots, k\}$ of cardinality $k-\ell$ and let $\eta \in\{0,1\}^{A}$. The subset

$$
\alpha=\left\{\epsilon \in V_{k}: \epsilon_{j}=\eta_{j}, \forall j \in A\right\}
$$

of $V_{k}$ is called a face of dimension $\ell$ of $V_{k}$, or more succinctly, an $\ell$-face. Thus $V_{k}$ has one face of dimension $k$, namely $V_{k}$ itself. It has $2 k$ faces of dimension $k-1$, called the sides, and has $k 2^{k-1}$ faces of dimension 1 , called edges. It has $2^{k}$ faces of dimension 0 , each consisting in one element of $V_{k}$ and called a vertex. We often identify the vertex $\{\epsilon\}$ with the element $\epsilon$ of $V_{k}$.

Let $\alpha$ be an $\ell$-face of $V_{k}$. There is a natural bijection between $\alpha$ and $V_{\ell}$. This bijection maps the faces of $V_{k}$ included in $\alpha$ to the faces of $V_{\ell}$. Moreover, for every set $X$, it induces a map from $X^{[k]}$ onto $X^{[\ell] . ~ W h e n ~} \alpha$ is any face, we call it a face-projection and when $\alpha$ is a side, we call it a a side-projection. This is a natural generalization of the projections on the first and second sides.

The symmetries of the cube $V_{k}$ play an important role in the sequel. We write $S_{k}$ for the group of bijections of $V_{k}$ onto itself which maps every face to a face (of the same dimension, of course). This group is isomorphic to the group of the geometric cube of dimension $k$, meaning the group of isometries of $\mathbb{R}^{k}$ preserving the unit cube. It is spanned by digit permutations and reflections, which we now define.

## Definition 1.13.1.

Let $\tau \in S_{k}$. The permutation $\sigma$ on $V_{k}$ given by

$$
(\sigma(\epsilon))_{j}=\epsilon_{\tau(j)}, \quad 1 \leq j \leq k
$$

for $\epsilon \in V_{k}$, is called digit permutation.
Let $i \in\{1,2, \ldots, k\}$. The permutation of $V_{k}$ defined by

$$
(\sigma(\epsilon))_{j}=\epsilon_{j} j \neq i ; \quad(\sigma(\epsilon))_{i}=1-\epsilon_{i}
$$

for $\epsilon \in V_{k}$, is called reflection.
For set $X$ the group $S_{k}$ acts on $X^{[k]}$ by permutating the coordinates. More precisely, if $\sigma \in S_{k}$, define $\sigma_{*}: X^{[k]} \rightarrow X^{[k]}$ by

$$
\left(\sigma_{*}(\mathbf{x})\right)_{\epsilon}=x_{\sigma(\epsilon)}
$$

When $\sigma$ is a digit permutation (respectively, a reflection) we also call the associated map $\sigma_{*}$ a digit permutation (respectively, a reflection).

## Chapter 2

## Kronecker Factor

### 2.1 Ergodic decomposition of a rotation

## Definition 2.1.1.

Let $Z$ be a compact, abelian, metrizable group with additive notation, $\alpha$ be a fixed element of that group, $R: Z \rightarrow Z$ given by $R(z)=\alpha+z$ and $m_{Z}$ the Haar measure of $Z$.

Then the measure preserving system $\left(Z, m_{Z}, R\right)$ is called rotation. If $\left(Z, m_{Z}, R\right)$ in addition is ergodic then it is called ergodic rotation.

Let $\left(Z, m_{Z}, R\right)$ be an ergodic rotation.
For each $s \in Z$, set

$$
Z_{s}=\{(z, z+s): z \in Z\}
$$

Then $Z_{s}$ is a subgroup of $Z^{2}$ that is invariant under the transformation $R \times R$. The $\operatorname{map} \theta_{s}: Z \rightarrow Z_{s}$, given by $\theta_{s}(z)=(z, z+s)$ is an isomorphism from the topological system $(Z, R)$ to the topological system $\left(Z_{s}, R \times R\right)$. Therefore the topological system $\left(Z_{s}, R \times R\right)$ is uniquely ergodic and its (unique) invariant measure $m_{s}$ is the image of $m_{Z}$ under the map $\theta_{s}$.

## Proposition 2.1.2.

Let $\left(Z, m_{Z}, R\right)$ be an ergodic rotation. The map $\varphi: Z \times Z \longrightarrow \mathcal{M}(Z \times Z)$ given by $\varphi(x, y)=m_{y-x}$ is an ergodic decomposition of $m_{Z} \otimes m_{Z}$

Proof. Let $F$ be a bounded function on $X \times X$ then by the pointwise ergodic theorem

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N-1} F\left(R^{n}(x), R^{n}(y)\right)=\mathbb{E}_{m_{Z} \otimes m_{Z}}(F \mid \mathcal{I}(R \times R))(x, y)
$$

for $m_{Z} \otimes m_{Z}$-almost every $(x, y) \in Z \times Z$.
On the other hand $\forall(x, y) \in Z \times Z, \quad(x, y) \in Z_{y-x}$ and since $\left(Z_{y-x}, R \times R\right)$ is uniquely ergodic, we have that

$$
\frac{1}{N} \sum_{n=1}^{N-1} F\left(R^{n}(x), R^{n}(y)\right) \underset{N \rightarrow \infty}{\longrightarrow} \int_{Z^{2}} F\left(z_{1}, z_{2}\right) \mathrm{d} m_{y-x}
$$

Thus, for $m_{Z} \otimes m_{Z}$-almost every $(x, y) \in Z \times Z$, we have that

$$
\mathbb{E}_{m_{Z} \otimes m_{Z}}(F \mid \mathcal{I}(R \times R))(x, y)=\int_{Z^{2}} F\left(z_{1}, z_{2}\right) \mathrm{d} m_{y-x}
$$

Equivalently,

$$
\int_{Z \times Z} F\left(z_{1}, z_{2}\right) \mathrm{d}\left(m_{Z} \otimes m_{Z}\right)_{(x, y)}^{\mathcal{I}(R \times R)}=\int_{Z^{2}} F\left(z_{1}, z_{2}\right) \mathrm{d} m_{y-x}
$$

The result follows from the fact that $Z \times Z$ has a countable base and $\mathcal{Z} \otimes \mathcal{Z}$ is its Borel $\sigma$-algebra $(\mathcal{B}(Z \times Z)=\mathcal{Z} \times \mathcal{Z}$ since $Z$ is separable metric space $)$.

## Proposition 2.1.3.

Let $p: Z \times Z \rightarrow Z$, given by $p(x, y)=y-x$. Then

$$
p^{-1}(\mathcal{Z})=\mathcal{I}(R \times R)
$$

Proof. We observe that the map $p$ is continuous (and surjective). Thus $p$ is $\mathcal{Z} \times \mathcal{Z}$ measurable. Let $(x, y) \in Z \times Z$,

$$
p \circ(R \times R)(x, y)=p(x+\alpha, y+\alpha)=(y+\alpha)-(x+\alpha) \underset{\substack{Z \text { is } \\ \text { abelian }}}{=} y-x=p(x, y)
$$

Thus $p^{-1}(\mathcal{Z})$ is $R \times R$-invariant. In particular $p^{-1}(\mathcal{Z}) \subseteq \mathcal{I}(R \times R)$.
On the other hand, let $\mathcal{A}$ denote the sub- $\sigma$-algebra of $\mathcal{Z} \otimes \mathcal{Z}$ that makes $\phi$ measurable. We consider the map $\psi: s \mapsto m_{s}: Z \rightarrow \mathcal{M}(Z \times Z)$ and we have that $\phi=\psi \circ p$. Thus $\mathcal{A} \subseteq p^{-1}(\mathcal{Z})$. Now from Proposition 2.1.2, $\mathcal{A}=\mathcal{I}(R \times R)$ modulo $m_{Z} \otimes m_{Z}$. Therefore $\mathcal{I}(R \times R) \subseteq p^{-1}(\mathcal{Z})$.

## Remark 2.1.4.

The function $\psi$ defined in the proof above is indeed $\mathcal{Z}$-measurable. In particular is a continuous function.

Indeed, let $f \in C(Z \times Z), r \in \mathbb{R}$ and $\epsilon>0$. We consider the subset $\mathcal{O}_{f, r, \epsilon}=\{\nu \in$ $\left.\mathcal{M}(Z \times Z):\left|\int_{Z^{2}} f \mathrm{~d} \nu-r\right|<\epsilon\right\}$ of $\mathcal{M}(Z \times Z)$, then

$$
\psi^{-1}\left(\mathcal{O}_{f, r, \epsilon}\right)=\left\{s \in Z:\left|\int_{Z^{2}} f \mathrm{~d} m_{s}-r\right|<\epsilon\right\}=\left\{s \in Z:\left|\int_{Z} f \circ \theta_{s} \mathrm{~d} m_{Z}-r\right|<\epsilon\right\}
$$

Let $s_{0} \in \psi^{-1}\left(\mathcal{O}_{f, r, \epsilon}\right) \quad \Longrightarrow\left|\int_{Z} f \circ \theta_{s_{0}} \mathrm{~d} m_{Z}-r\right|<\epsilon \quad \Longrightarrow \exists n_{0} \in \mathbb{N}$ such that $\left|\int_{Z} f \circ \theta_{s_{0}} \mathrm{~d} m_{Z}-r\right|<\epsilon-\frac{1}{n_{0}}$. Since $f$ is continuous on the compact space $Z \times Z$, then is uniformly continuous. Thus there exists a $\delta=\delta\left(n_{0}\right)>0$ so that, for every $\mathbf{z}, \mathbf{z}^{\prime} \in Z \times Z$ with $d_{Z^{2}}\left(\mathbf{z}, \mathbf{z}^{\prime}\right)<\delta$, then $\left|f(\mathbf{z})-f\left(\mathbf{z}^{\prime}\right)\right|<\frac{1}{n_{0}}$. Now, if $d_{Z}\left(s_{0}, s\right)<\delta$ then $d_{Z^{2}}\left(\theta_{s_{0}}(z), \theta_{s}(z)\right)<\delta$, for every $z \in Z \Longrightarrow\left|f\left(\theta_{s_{0}}(z)\right)-f\left(\theta_{s}(z)\right)\right|<\frac{1}{n_{0}}$, for every $z \in Z \quad \Longrightarrow \quad \int_{Z}\left|f\left(\theta_{s_{0}}(z)\right)-f\left(\theta_{s}(z)\right)\right| \mathrm{d} m_{Z}<\frac{1}{n_{0}}$.
Therefore for any $s \in Z$ that is $\delta$-near $s_{0}$,

$$
\begin{aligned}
\left|\int_{Z^{2}} f \mathrm{~d} m_{s}-r\right| & =\left|\int_{Z} f \circ \theta_{s} \mathrm{~d} m_{Z}-r\right| \leq\left|\int_{Z} f \circ \theta_{s_{0}} \mathrm{~d} m_{Z}-r\right|+\left|\int_{Z} f\left(\theta_{s_{0}}(z)\right)-f\left(\theta_{s}(z)\right) \mathrm{d} m_{Z}\right| \\
& \leq\left|\int_{Z} f \circ \theta_{s_{0}} \mathrm{~d} m_{Z}-r\right|+\int_{Z}\left|f\left(\theta_{s_{0}}(z)\right)-f\left(\theta_{s}(z)\right)\right| \mathrm{d} m_{Z}<\epsilon-\frac{1}{n_{0}}+\frac{1}{n_{0}}=\epsilon
\end{aligned}
$$

In other words if an $s \in Z$ is $\delta$-near to $s_{0}$, then $s \in \psi^{-1}\left(\mathcal{O}_{f, r, \epsilon}\right)$ and that completes the proof.

### 2.2 Existence

## Theorem 2.2.1.

Let $(X, \mathcal{X}, \mu, T)$ be an invertible ergodic measure preserving system on a Borel probability space, and let $\mathcal{K}$ be the smallest -algebra with respect to which all $L^{2}(\mu)$ eigenfunctions of $X$ are measurable. Then the corresponding factor $\left(Z, \mathcal{Z}, m_{Z}, R\right)$ of $(X, \mathcal{X}, \mu, T)$ is isomorphic to a rotation $R(z)=R_{a}(z)=z \cdot a$ on some compact abelian group $Z$.

Proof. Consider the countable set of $\left\{f_{1}, f_{2}, \ldots, f_{n}, \ldots\right\}$ of the eigenfunctions of $X$, such that, for every $i \in \mathbb{N},\left|f_{i}\right|=1$, for $\mu$-almost everywhere (Remark 1.3.8). Let $\lambda_{i}$ denote the corresponding eigenvalue for each $f_{i}$. Define $F: X \rightarrow \mathbb{T}^{\mathbb{N}}$ by,

$$
F(x)=\left(f_{1}(x), f_{2}(x), \ldots, f_{n}(x), \ldots\right)
$$

Then $F$ is measurable. In particular $F^{-1}\left(\mathcal{B}\left(\mathbb{T}^{\mathbb{N}}\right)\right)=\mathcal{K}$. Indeed for every $\prod_{i \in \mathbb{N}} B_{i}$, where each $B_{i}$ is an open subset of $\mathbb{T}$, we have that $F^{-1}\left(\prod_{i \in \mathbb{N}} B_{i}\right)=\bigcap_{i \in \mathbb{N}} f_{i}^{-1}\left(B_{i}\right)$, which is an element of $\mathcal{K}$. Thus $F^{-1}\left(\mathcal{B}\left(\mathbb{T}^{\mathbb{N}}\right)\right) \subseteq \mathcal{K}$. Furthermore if $B$ is an open subset of $\mathbb{T}$, then for the set $\mathbf{B}=\mathbb{T} \times \ldots \times \mathbb{T} \times B \times \mathbb{T} \times \ldots$, where $B$ is in the $i$-th position, we have that $F^{-1}(\mathbf{B})=f_{i}^{-1}(B)$. This means that each of $f_{i}$ is $F^{-1}\left(\mathcal{B}\left(\mathbb{T}^{\mathbb{N}}\right)\right)$-measurable. By minimality of $\mathcal{K}$, follows that $\mathcal{K} \subseteq F^{-1}\left(\mathcal{B}\left(\mathbb{T}^{\mathbb{N}}\right)\right)$.

Set $\alpha=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}, \ldots\right)$ and define $R(z)=z \cdot a$ for every $z \in \mathbb{T}^{\mathbb{N}}$. Then clearly $R \circ F=F \circ T$. Let $\mathbb{T}^{\mathbb{N}}$ be endowed with the Borel measure $\nu=F_{*} \mu$. Then the system $\left(\mathbb{T}^{\mathbb{N}}, \nu, R\right)$ is an ergodic system (see Remark 1.4.2. By Theorem 1.9.1 we have that the system $\left(Z, m_{Z}, R\right)$, where $m_{Z}:=\nu$ is the Haar measure of the subgroup $Z:=\overline{\left\langle\alpha^{n}: n \in \mathbb{Z}\right\rangle}$ of $\mathbb{T}^{\mathbb{N}}$, is the ergodic factor with the required property.

## Definition 2.2.2.

The factor constructed in the Theorem above is called Kronecker factor of $X$.
A system that is isomporphic to its Kronecker factor is called system of order 1.

## Remark 2.2.3.

Let $\left(Z, m_{Z}, R\right)$ be an ergodic rotation, where $R(z)=z+\alpha$.
If $\gamma \in \widehat{Z}$ and $c \in \mathbb{T}$ then $c \gamma$ is an eigenfunction of $Z$, with eigenvalue $\gamma(\alpha)$. Conversely, if $f$ is an eigenfunction of $Z$ with eigenvalue $\lambda$, then (by density in $L^{2}\left(m_{Z}\right)$ there exists a $\gamma \in \widehat{Z}$ with $\int_{Z} f \cdot \bar{\gamma} \mathrm{~d} m_{Z} \neq 0$. Now since $\gamma$ is an eigenfunction of $Z$ with eigenfunction $\gamma(\alpha)$, we have (eigenfunctions corresponding to different eigenfunctions are orthogonal in $L^{2}\left(m_{Z}\right)$ ) that $\lambda=\gamma(\alpha)$ and $\exists c \in \mathbb{T}$ such that $f=c \cdot \gamma$. Therefore all the eigenfunctions of $Z$ are of the form $c \cdot \gamma$, for some $c \in \mathbb{T}$ and $\gamma \in \widehat{Z}$.

Since the linear subspace of $L^{2}\left(m_{Z}\right)$, consisting of characters of $Z$, is dense in $L^{2}\left(m_{Z}\right)$, then

$$
L^{2}\left(m_{Z}\right)=\overline{\langle\gamma \in \widehat{Z}\rangle}\left\|^{\|\cdot\|_{L^{2}\left(m_{Z}\right)}}=\overline{\langle g \text { is an eigenfunction of } Z\rangle}\right\| \cdot \|_{L^{2}\left(m_{Z}\right)}
$$

## Corollary 2.2.4.

Let $(X, \mu, T)$ be an invertible ergodic system, $(Z, m, R)$ be its Kronecker factor and $\pi$ : $X \rightarrow Z$ the corresponding factor map. Then every eigenfunction of $X$ is of the form $c \cdot \gamma \circ \pi$, where $c \in \mathbb{C}$ is a constant and $\gamma \in \widehat{Z}$.

## Proposition 2.2.5.

Let $(X, \mu, T)$ be an ergodic system and $\left(Z, m_{Z}, R\right)$ its Kronecker factor. Then:
(i) The subspace $L^{2}\left(X, \pi^{-1}(\mathcal{Z}), \mu\right)$ of $L^{2}(\mu)$, consisting of the $\pi^{-1}(\mathcal{Z})$-measurable functions, is the closed linear space spanned by the eigenfunctions. That means

$$
L^{2}\left(X, \pi^{-1}(\mathcal{Z}), \mu\right)=\overline{\left\langle f \in L^{2}(\mu): f \text { is an eigenfunction of } X\right\rangle} \|^{\|\cdot\|_{L^{2}(\mu)}}
$$

(ii) The sub- $\sigma$-algebra of $\mathcal{X}$ spanned by the eigenfunctions of $X$ is equal to $\pi^{-1}(\mathcal{Z})$ modulo $\mu$.
(iii) The system $(X, \mu, T)$ is isomorphic to an ergodic rotation if and only if its $\sigma$-algebra is spanned by its eigenfunction.
(iv) The factor $Z$ is the largest factor of $X$ that is isomorphic to a rotation.

Proof.
(i) Let $f \in L^{2}\left(X, \pi^{-1}(\mathcal{Z}), \mu\right)$. Then there exists a $g \in L^{2}\left(m_{Z}\right)$ such that $f=g \circ \pi$, $\mu$-a.e. From the Remark $2.2 .3, g$ can be approximated in $L^{2}\left(m_{Z}\right)$ by functions of the form $\sum_{i=1}^{n} c_{i} \gamma_{i}$. Thus $f$ is approximated in $L^{2}\left(X, \pi^{-1}(\mathcal{Z}), \mu\right)$, by functions of the form $\left(\sum_{i=1}^{n} c_{i} \gamma_{i}\right) \circ \pi=\sum_{i=1}^{n} c_{i}\left(\gamma_{i} \circ \pi\right)$. Observe that $\gamma_{i} \circ \pi$ is eigenfunction of $X$, with eigenvalue $\gamma(\alpha)$. Hence,

$$
L^{2}\left(X, \pi^{-1}(\mathcal{Z}), \mu\right)=\overline{\left\langle f \in L^{2}(\mu): f \text { is an eigenfunction of } X\right\rangle}\|\cdot\|_{L^{2}(\mu)}
$$

(ii) The result is proven with same procedure applied in (i).
(iii) If the system is isomorphic to an ergodic rotation then we obtain the result by Remark 2.2.3. Now if the $\sigma$-algebra of $X$ is spanned by its eigenfunctions, then by (i) $(X, \mu, T)$ is isomorphic to its Kronecker factor, which is an ergodic rotation.
(iv) Let $(Y, \mathcal{Y}, \nu, S)$ an ergodic rotation an $p: X \rightarrow Y$ a factor map. Then by (iii), $\mathcal{Y}$ is spanned by the eigenfunctions of $Y$. Thus $p^{-1}(\mathcal{Y})$ is spanned by the functions of the form $f \circ p$, where f is an eigenfunction of $Y$. Observe that $f \circ p$ is an eigenfunction of $X$. Thus $f \circ p$ is $\pi^{-1}(\mathcal{Z})$-measurable. Therefore $p^{-1}(\mathcal{Y}) \subseteq \pi^{-1}(\mathcal{Z})$.

### 2.3 Decomposition of a system via the Kronecker factor

## Theorem 2.3.1.

Let $(X, \mu, T)$ be a system. Then the subspace of $L^{2}(\mu \otimes \mu)$, consisting of $(T \times T)$-invariant functions is the subspace spanned by functions of the form $\overline{f_{1}} \otimes f_{2}$ where each $f_{i} \in L^{2}(\mu)$, $i=1,2$, is an eigenfunction of $U_{T}$, such that the corresponding eigenvalues $\lambda_{1}, \lambda_{2}$ are equal.

Proof. Let $F \in L^{2}(\mu \otimes \mu)$ be an $\mathcal{I}(T \times T)$-measurable. Define $L: L^{2}(\mu) \rightarrow L^{2}(\mu)$, by setting

$$
L f(x)=\int_{X} F(x, y) f(y) \mathrm{d} \mu_{2}(y)
$$

for any $f \in L^{2}(\mu)$. Then $L$ is a Hilbert-Schmidt operator and thus is compact. Furthermore, $U_{T} \circ L=L \circ U_{T}$. Indeed

$$
\begin{aligned}
L f(T x) & =U_{T}(L f)(x)=\int_{X} F(T x, y) f(y) \mathrm{d} \mu(y) \\
& =\int_{T_{*} \mu=\mu} F(T x, y) f(y) \mathrm{d} T_{*} \mu(y)=\int_{X} F(T x, T y) f(T y) \mathrm{d} \mu(y) \\
& =\underset{X}{=}=(T \times T) \quad \int_{X} F(x, y) f(T y) \mathrm{d} \mu(y)=L\left(U_{T} f\right)(x)
\end{aligned}
$$

By writing $F=F^{\prime}+i F^{\prime \prime}$, where $F^{\prime}=\frac{1}{2}(F(x, y)+\bar{F}(y, x))$ and $F^{\prime}=\frac{1}{2 i}(F(x, y)-\bar{F}(y, x))$, we have that $\overline{F^{\prime}}(y, x)=F^{\prime}(x, y)$ and $\overline{F^{\prime \prime}}(y, x)=F^{\prime \prime}(x, y)$. Thus, taking into account the linearity of the integral, we can assume that $\bar{F}(y, x)=F(x, y)$. With this additional assumption $L$ is also self-adjoint.

Let $\left\{\lambda_{n}: n \in \mathbb{N}\right\}$ be the countable set of non-zero eigenvalues of $L$. For each $n \in \mathbb{N}$ we consider $V_{n} \leq L^{2}(\mu)$ to be the eigenspace corresponding to eigenvalue $\lambda_{n}$. We have that $\operatorname{dim} V_{n}<\infty$ and since $U_{T} \circ L=L \circ U_{T}, U_{T} V_{n} \subseteq V_{n}$, for every $n \in \mathbb{N}$. Since $(X, \mu, T)$ is invertible system, then $U_{T}$ is a unitary operator. It follows that $\left.U_{T}\right|_{V_{n}}$ is a unitary operator on the finite dimensional space $V_{n}$, for any $n \in \mathbb{N}$, and thus is diagonalizable on each $V_{n}$. Hence $V_{n}$ has a basis that consists of eigenfunctions of the operator $U_{T}$.

We have that $L^{2}(\mu \otimes \mu)=L^{2}(\mu) \otimes L^{2}(\mu)$. Hence if $\left\{e_{n}: n \in \mathbb{N}\right\}$ is a basis for $L^{2}(\mu)$ then for the $F \in L^{2}(\mu \otimes \mu)$,

$$
F=\sum_{i, j \in \mathbb{N}} F_{i j} \cdot e_{i} \otimes \overline{e_{j}}
$$

for some $F_{i, j} \in \mathbb{C}$.
Now we have that $L^{2}(\mu)=\operatorname{ker} L \oplus \oplus_{n \in \mathbb{N}} V_{n}$, thus we can consider that the basis $\left\{e_{n}: n \in \mathbb{N}\right\}$ of $L^{2}(\mu)$ be the collection eigenfunctions of $U_{T}$ that span $V_{n}$, for each $n \in \mathbb{N}$ plus a basis of $\operatorname{ker} L$. We will show that $F \in \underset{n \in \mathbb{N}}{\bigoplus_{n}} V_{n} \otimes \bigoplus_{n \in \mathbb{N}} V_{n}$. Let $e_{j 0} \in \operatorname{ker} L$ then
$0=L e_{j_{0}}(x)=\sum_{i, j} F_{i, j} e_{i}(x) \int_{X} \overline{e_{j}}(y) e_{j_{0}}(y) \mathrm{d} \mu(y)=\sum_{i, j} F_{i, j} e_{i}(x)\left\langle e_{j_{0}}, e_{j}\right\rangle_{L^{2}(\mu)}=\sum_{i} F_{i, j_{0}} e_{i}(x)$
Since $e_{i}$ is a basis of $L^{2}(\mu)$ then $F_{i, j_{0}}=0$ for all $i \in \mathbb{N}$. Applying the same procedure for $\bar{F}(y, x)=F(x, y)$, one can show that if $e_{i_{0}} \in \operatorname{ker} L$, then $F_{i_{0}, j}=0$ for all $j \in \mathbb{N}$, and we obtain the result.

Furthermore, let $e_{i} \circ T=\lambda_{i} e_{i}$ and $e_{j} \circ T=\lambda_{j} e_{j}$. We have

$$
F \circ(T \times T)=\sum_{i, j \in \mathbb{N}} F_{i j} \cdot e_{i} \circ T \otimes \overline{e_{j}} \circ T=\sum_{i, j \in \mathbb{N}} F_{i j} \lambda_{i} \overline{\lambda_{j}} \cdot e_{i} \otimes \overline{e_{j}}
$$

and since $F$ is $\mathcal{I}(T \times T)$-measurable then $F \circ(T \times T)=F$. Follows that for all $i, j \in \mathbb{N}$, $F_{i j} \lambda_{i} \overline{\lambda_{j}}=F_{i j} \Longrightarrow \lambda_{i} \overline{\lambda_{j}}=1 \stackrel{\left|\lambda_{j}\right|=1}{\Longrightarrow} \lambda_{i}=\lambda_{j}$.

## Corollary 2.3.2.

The sub- $\sigma$-algebra $\mathcal{I}(T \times T)$ of $\mathcal{X} \otimes \mathcal{X}$, is a subset of $\mathcal{K} \otimes \mathcal{K}$, where $\mathcal{K}=\pi^{-1}(\mathcal{Z})$. In particular, $\mathcal{K}$ is the smallest factor of $X$ with this property.

## Corollary 2.3.3.

If $F \in L^{2}(\mu \otimes \mu)$, is $\boldsymbol{I}(T \times T)$-measurable function, then $F=\sum_{i=1}^{n} \lambda_{i} \overline{f_{i}} \otimes g_{i}$, where $f_{i}$, $g_{i}$ are eigenfunctions of $X$ with eigenvalues $\lambda_{f_{i}}=\lambda_{g_{i}}=\lambda_{i}$, for every $j \in\{1,2, \ldots, n\}$.

## Definition 2.3.4.

We consider the measures $m_{s}, s \in Z$, on $Z \times Z$ defined in the first Section of this Chapter. For $s \in Z$ we define $\mu_{s}$ the conditional product square of $\mu$ with itself over $m_{s}$. That means $\mu_{s}=\mu \otimes_{m_{s}} \mu$, where for every $f_{1}, f_{2} \in L^{\infty}(\mu)$ we have,

$$
\begin{aligned}
\int_{X \times X} f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) \mathrm{d} \mu_{s}\left(x_{1}, x_{2}\right) & =\int_{Z \times Z} \mathbb{E}\left(f_{1} \mid Z\right)\left(z_{1}\right) \mathbb{E}\left(f_{2} \mid Z\right)\left(z_{2}\right) \mathrm{d} m_{s} \\
& =\int_{Z} \mathbb{E}\left(f_{1} \mid Z\right)(z) \mathbb{E}\left(f_{2} \mid Z\right)(z+s) \mathrm{d} m_{Z}(z)
\end{aligned}
$$

## Theorem 2.3.5.

Let $(X, \mathcal{X}, \mu, T)$ be an ergodic system, $\left(Z, \mathcal{Z}, m_{Z}, R\right)$ be its Kronecker factor and $\pi: X \rightarrow$ $Z$ the associated factor map. Then
(i) Let $P: X \times X \rightarrow Z$, defined by $P\left(x_{1}, x_{2}\right)=\pi\left(x_{1}\right)-\pi\left(x_{2}\right)$. Then

$$
\begin{aligned}
\mathcal{I}(T \times T) & =P^{-1}(\mathcal{Z}) \\
& =\left\{A \in \mathcal{X} \otimes \mathcal{X}: A=\left\{\left(x_{1}, x_{2}\right) \in X \times X: P\left(x_{1}, x_{2}\right) \in B\right\}, \text { for some } B \in \mathcal{Z}\right\} \\
& =\left\{A \in \mathcal{X} \otimes \mathcal{X}: A=\left\{\left(x_{1}, x_{2}\right) \in X \times X: \pi\left(x_{2}\right)-\pi\left(x_{1}\right) \in B\right\}, \text { for some } B \in \mathcal{Z}\right\}
\end{aligned}
$$

(ii) For $m_{Z}$-almost every $s \in Z$ the system $\left(X \times X, \mu_{s}, T \times T\right)$ is ergodic and the map $s \mapsto \mu_{s}$ is an ergodic decomposition of $\mu \otimes \mu$.

Proof. Let $\alpha \in Z$ be the element that defining $R: Z \rightarrow Z, R(z)=z+\alpha$.
(i) With simple computations, clearly $P^{-1}(\mathcal{Z}) \subseteq \mathcal{I}(T \times T)$.

For the converse inclusion, we consider the multiplicative group $\widehat{Z}$. By Corollary 2.2.4 every eigenfunction of $X$ is of the form $c \cdot(\gamma \circ \pi)$, where $c \in \mathbb{T}$ and $\gamma \in \widehat{Z}$. By Corollary 2.3 .3 the $\sigma$-algebra $\mathcal{I}(T \times T)$ is spanned by functions of the form $\overline{\gamma \circ \pi} \otimes \gamma \circ \pi=\bar{\gamma} \circ \pi \otimes \gamma \circ \pi$. Observe that for every $\left(x_{1}, x_{2}\right) \in X \times X$

$$
\begin{gathered}
(\bar{\gamma} \circ \pi \otimes \gamma \circ \pi)\left(x_{1}, x_{2}\right)=\bar{\gamma}\left(\pi\left(x_{1}\right)\right) \cdot \gamma\left(\pi\left(x_{2}\right)\right) \underset{\gamma \in \widehat{Z}}{=} \gamma\left(-\pi\left(x_{1}\right)\right) \cdot \gamma\left(\pi\left(x_{2}\right)\right) \\
=\begin{array}{c}
\gamma \in \widehat{Z}, \\
Z \text { abelian }
\end{array}
\end{gathered}
$$

In particular $\bar{\gamma} \circ \pi \otimes \gamma \circ \pi$ is $P^{-1}(\mathcal{Z})$-measurable. Hence $\mathcal{I}(T \times T) \subseteq P^{-1}(\mathcal{Z})$.
(ii) It suffices to prove that for every $f_{1}, f_{2} \in L^{\infty}(\mu)$,

$$
\begin{equation*}
\mathbb{E}\left(f_{1} \otimes f_{2} \mid \mathcal{I}(T \times T)\right)\left(x_{1}, x_{2}\right)=\int_{X \times X} f_{1} \otimes f_{2} \mathrm{~d} \mu_{P\left(x_{1}, x_{2}\right)} \tag{2.1}
\end{equation*}
$$

By Corollary $2.3 .3 \mathcal{I}(T \times T) \subseteq \mathcal{K} \otimes \mathcal{K}$, where $\mathcal{K}=\pi^{-1}(\mathcal{Z})$. Then the left side of the above equation equals to

$$
\begin{aligned}
\mathbb{E}_{\mu \otimes \mu}\left(\mathbb{E}\left(f_{1} \mid \mathcal{K}\right) \otimes \mathbb{E}\left(f_{2} \mid \mathcal{K}\right) \mid\right. & \mathcal{I}(T \times T)) \\
& \stackrel{(*)}{=} \mathbb{E}_{m_{Z} \otimes m_{Z}}\left(\mathbb{E}\left(f_{1} \mid Z\right) \otimes \mathbb{E}\left(f_{2} \mid Z\right) \mid \mathcal{I}(R \times R)\right) \circ(\pi \times \pi)
\end{aligned}
$$

By Proposition 2.1.2,

$$
\left.\begin{array}{rl}
\mathbb{E}_{m_{Z} \otimes m_{Z}} & \left(\mathbb{E}\left(f_{1} \mid Z\right) \otimes \mathbb{E}\left(f_{2} \mid Z\right) \mid \mathcal{I}(R \times R)\right) \circ(\pi \times \pi)\left(x_{1}, x_{2}\right) \\
& =\mathbb{E}_{m_{Z} \otimes m_{Z}}\left(\mathbb{E}\left(f_{1} \mid Z\right) \otimes \mathbb{E}\left(f_{2} \mid Z\right) \mid \mathcal{I}(R \times R)\right)\left(\pi\left(x_{1}\right), \pi\left(x_{2}\right)\right) \\
& =\int_{Z \times Z} \mathbb{E}\left(f_{1} \mid Z\right)\left(z_{1}\right) \mathbb{E}\left(f_{2} \mid Z\right)\left(z_{2}\right) \mathrm{d} m_{\pi\left(x_{2}\right)-\pi\left(x_{1}\right)}\left(z_{1}, z_{2}\right) \\
& =\int_{Z \times Z} \mathbb{E}\left(f_{1} \mid Z\right) \otimes \mathbb{E}\left(f_{2} \mid Z\right) \mathrm{d} m_{P\left(x_{1}, x_{2}\right)} \\
& =\int_{X \times X} f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) \mathrm{d} \mu_{P\left(x_{1}, x_{2}\right)}\left(x_{1}, x_{2}\right) \\
\text { def. } \\
\text { of } \mu_{s}
\end{array}\right)
$$

## Chapter 3

## Construction of the measures

$(X, \mathcal{X}, \mu, T)$ is an ergodic invertible measure preserving system, $(X, \mathcal{X}, \mu$,$) Lebesgue$ space.

### 3.1 The measure $\mu^{[1]}$

## Definition 3.1.1.

Let $(X, \mathcal{X}, \mu, T)$ be a measure preserving system. We define $\mathcal{I}^{[0]}$ to be the sub- $\sigma$-algebra of $\mathcal{X}$ that consists of the $T^{[0]}=T$-invariant subsets of X

## Definition 3.1.2.

Let $(X, \mathcal{X}, \mu, T)$ be a measure preserving system. We define the system ( $X^{[1]}, \mathcal{X}^{[1]}, \mu^{[1]}$, $T^{[1]}$ ) to be the relatively independent self-joining of the system $(X, \mathcal{X}, \mu, T)$ over the factor $\mathcal{I}^{[0]}$

## Remark 3.1.3.

$\mu^{[1]}=\mu \otimes \mu$
Indeed, as the system $(X, \mathcal{X}, \mu, T)$ is ergodic, thus $\mathcal{I}^{[0]}$ is trivial. By definition of the relatively independent joining we have the equality

## Proposition 3.1.4.

We define two sub $\sigma$-algebras of $\mathcal{X}^{2}$,
$\mathcal{A}_{\boldsymbol{o}, 1}=\left\{A \subseteq X^{2}: A=B \times X\left(\bmod \mu^{[1]}\right)\right.$ for some $\left.B \subseteq X\right\}, \quad$ and
$\mathcal{J}^{[1]}=\left\{A \subseteq X^{2}:(I d \times T)^{-1}(A)=A\left(\bmod \mu^{1]}\right)\right\}$.
Then

$$
\mathcal{A}_{\boldsymbol{o}, 1}=\mathcal{J}^{[1]}
$$

Proof. If $A \in \mathcal{A}_{\mathbf{0}, 1}$ then clearly $A$ is also an element of $\mathcal{J}^{[1]}$.
Conversely, if $A \in \mathcal{J}^{[1]}$ then $(I d \times T)(A)=A,\left(\bmod \mu \mu^{[1]}\right)$, thus

$$
\begin{aligned}
0 & =(\mu \otimes \mu)((I d \times T)(A) \triangle A)=\int_{(I d \times T)(A) \triangle A} \mathrm{~d} \mu \otimes \mu=\int_{X}\left(\int_{((I d \times T)(A) \triangle A)_{x}} \mathrm{~d} \mu(y)\right) \mathrm{d} \mu(x) \\
& =\int_{X}\left(\int_{(I d \times T)(A)_{x} \triangle A_{x}} \mathrm{~d} \mu(y)\right) \mathrm{d} \mu(x)
\end{aligned}
$$

Now we have that $(I d \times T)(A)_{x}=T\left(A_{x}\right)$

$$
y \in(I d \times T)(A)_{x} \Leftrightarrow(x, y) \in(I d \times T)(A) \Leftrightarrow\left(x, T^{-1}(y)\right) \in A \Leftrightarrow T^{-1}(y) \in A_{x} \Leftrightarrow y \in T\left(A_{x}\right)
$$

Thus,

$$
0=\int_{X}\left(\int_{(I d \times T)(A)_{x} \triangle A_{x}} \mathrm{~d} \mu(y)\right) \mathrm{d} \mu(x)=\int_{X}\left(\int_{T\left(A_{x}\right) \Delta A_{x}} \mathrm{~d} \mu(y)\right) \mathrm{d} \mu(x)
$$

It follows that, for $\mu$-almost every $x \in X, \mu\left(T\left(A_{x}\right) \triangle A_{x}\right)=0$. Because $(X, \mu, T)$ is ergodic, we have that $\mu$-almost every $x \in X, \mu\left(A_{x}\right)=0$ or 1 , in other words $A=B \times X$ for some $B \subseteq X$ or $A=\varnothing$ up to to a set of $\mu \otimes \mu$-measure zero. Hence $A \in \mathcal{J}^{[1]}$.

### 3.2 The measure $\mu^{[k]}$

We define by induction the $T^{[k]}$-invariant measure, $\mu^{[k]}$, on $X^{[k]} \forall k \in \mathbb{N}$.

## Definition 3.2.1.

$\mathcal{I}^{[k]}$ is the sub- $\sigma$-algebra of $\mathcal{X}{ }^{[k]}$ that consists of all $T^{[k]}$-invariant sets

## Definition 3.2.2.

We define the system $\left(X^{[k+1]}, \mathcal{X}^{[k+1]}, \mu^{[k+1]}, T^{[k+1]}\right)$ to be the relatively independent self-joining of the system ( $X^{[k]}, \mathcal{X}^{[k]}, \mu^{[k]}, T^{[k]}$ ) over the factor $\mathcal{I}^{[k]}$
This means that if $f_{\epsilon}, \epsilon \in V_{k+1}$ are $2^{[k]}$ bounded functions on X then,

$$
\int_{X^{[k+1]}} \bigotimes_{\epsilon \in V_{k+1}} f_{\epsilon} \mathrm{d} \mu^{[k+1]}=\int_{X^{[k]}} \mathbb{E}\left(\bigotimes_{\eta \in V_{k}} f_{0 \eta} \mid \mathcal{I}^{[k]}\right) \cdot \mathbb{E}\left(\bigotimes_{\eta \in V_{k}} f_{1 \eta} \mid \mathcal{I}^{[k]}\right) \mathrm{d} \mu^{[k]}
$$

## Lemma 3.2.3.

Let $k, \ell \geqslant 0$ be integers and $\mu^{[k]}=\int_{\Omega_{k}} \mu_{\omega}^{[k]} \mathrm{d} P_{k}(\omega)$ be an ergodic decomposition of the measure $\mu^{[k]}$. Let $\left(\mu_{\omega}^{[k]}\right)^{[\ell]}$ be the measure on $\left(X^{[k]}\right)^{[\ell]}=X[k+\ell]$ built from the ergodic $\operatorname{system}\left(X^{[k]}, \mu_{\omega}^{[k]}, T^{[k]}\right)$ in the same way that $\mu^{[k]}$ was built from $(X, \mu, T)$. Then

$$
\mu^{[k+\ell]}=\int_{\Omega_{k}}\left(\mu_{\omega}^{[k]}\right)^{[\ell]} \mathrm{d} P_{k}(\omega)
$$

Proof. For $\ell=1$, the equation holds by the definition of $\mu^{[k+1]}$ as the relatively independent selfjoinig of $\mu^{[k]}$ over $\mathcal{I}^{[k]}$
We will show by induction tha it holds for every $\ell \geqslant 1$.
Assume that it holds for some $\ell \geqslant 1$. Let $\mathcal{J}_{\omega}$ denote the invariant $\sigma$-algebra of the system $\left(\left(X^{[k]}\right)^{[\ell]},\left(\mu_{\omega}^{[k]}\right)^{[\ell]},\left(T^{[k]}\right)^{[\ell]}\right)=\left(X^{[k+\ell]}, \mu_{\omega}^{[k+\ell]}, T^{[k+\ell]}\right)$
Let $f, g$ be two bounded functions on $X^{[k+\ell]}$. By applying the Pointwise Ergodic theorem for the two sytems $\left(X^{[k+\ell]}, \mu^{[k+\ell]}, T^{[k+\ell]}\right),\left(X^{[k+\ell]}, \mu_{\omega}^{[k+\ell]}, T^{[k+\ell]}\right)$,
(1) $\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} f \circ\left(T^{[k+\ell]}\right)^{n}(x)=\mathbb{E}\left(f \mid \mathcal{I}^{[k+\ell]}\right)(x)$, for $\mu^{[k+\ell]}$-almost every $x \in X^{[k+\ell]}$ and
(2) $\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} f \circ\left(T^{[k+\ell]}\right)^{n}(x)=\mathbb{E}\left(f \mid \mathcal{J}_{\omega}\right)(x)$, for $\left(\mu_{\omega}^{[k]}\right)^{[\ell]}$-almost every $x \in X^{[k+\ell]}$

We define $N=\left\{x \in X^{[k+\ell]}\right.$ : (1) does not hold $\}$. Then $\mu^{[k+\ell]}(N)=0$ thus, by induction, $\int_{\Omega_{k}}\left(\mu_{\omega}^{[k]}\right)^{[\ell]}(N) \mathrm{d} P_{k}(\omega)=0$. That is $\left(\mu_{\omega}^{[k]}\right)^{[\ell]}(N)=0$, for $P_{k^{\prime}}$-almost every $\omega \in \Omega_{k}$
In particular $\exists \Omega^{\prime} \subset \Omega_{k}$, such that $P_{k}\left(\Omega^{\prime}\right)=1$, and $\forall \omega \in \Omega^{\prime}$, equation (1) holds for $\left(\mu_{\omega}^{[k]}\right)^{[\ell]}$-almost everywhere.
In sum, if $\omega \in \Omega^{\prime}$ then
$\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} f \circ\left(T^{[k+\ell]}\right)^{n}(x)=\mathbb{E}\left(f \mid \mathcal{I}^{[k+\ell]}\right)(x)$, for $\left(\mu_{\omega}^{[k]}\right)^{[\ell]}$-almost every $x \in X^{[k+\ell]}$
and
$\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} f \circ\left(T^{[k+\ell]}\right)^{n}(x)=\mathbb{E}\left(f \mid \mathcal{J}_{\omega}\right)(x)$, for $\left(\mu_{\omega}^{[k]}\right)^{[\ell]}$-almost every $x \in X^{[k+\ell]}$
Equivelantly, for $P_{k}$-almost every $\omega \in \Omega, \mathbb{E}\left(f \mid \mathcal{I}^{[k+\ell]}\right)=\mathbb{E}\left(f \mid \mathcal{J}_{\omega}\right)$, $\left(\mu_{\omega}^{[k]}\right)^{[\ell]}$-almost every $x \in X^{[k+\ell]}$
The same holds for $g$. Hence,

$$
\begin{aligned}
\int_{X^{[k+\ell+1]}} f \otimes g \mathrm{~d} \mu^{[k+\ell+1]} & =\int_{X^{[k+\ell]}} \mathbb{E}\left(f \mid \mathcal{I}^{[k+\ell]}\right) \cdot \mathbb{E}\left(g \mid \mathcal{I}^{[k+\ell]}\right) \mathrm{d} \mu^{[k+\ell]}(x) \\
& =\int_{\Omega_{k}}\left(\int_{X^{[k+\ell]}} \mathbb{E}\left(f \mid \mathcal{I}^{[k+\ell]}\right) \cdot \mathbb{E}\left(g \mid \mathcal{I}^{[k+\ell]}\right) \mathrm{d}\left(\mu_{\omega}^{[k]}\right)^{[\ell]}(x)\right) \mathrm{d} P_{k}(\omega) \\
& =\int_{\Omega_{k}}\left(\int_{[\omega} \mathbb{E}\left(f \mid \mathcal{J}_{\omega}\right) \cdot \mathbb{E}\left(g \mid \mathcal{J}_{\omega}\right) \mathrm{d}\left(\mu_{\omega}^{[k]}\right)^{[\ell]}(x)\right) \mathrm{d} P_{k}(\omega) \\
& =\int_{\Omega_{k}}\left(\int_{X^{[k+\ell]}} f \cdot g \mathrm{~d}\left(\mu_{\omega}^{[k]}\right)^{[\ell+1]}(x)\right) \mathrm{d} P_{k}(\omega)
\end{aligned}
$$

That is

$$
\mu^{[k+\ell+1]}=\int_{\Omega_{k}}\left(\mu_{\omega}^{[k]}\right)^{[\ell+1]} \mathrm{d} P_{k}(\omega)
$$

## Lemma 3.2.4.

Let $p:(X, \mu, T) \rightarrow(Y, \nu, S)$ be a factor map and let $k \geq 0$ be an integer. Then the map $p^{[k]}:\left(X^{[k]}, \mu^{[k]}, T^{[k]}\right) \rightarrow\left(Y^{[k]}, \nu^{[k]}, S^{[k]}\right)$ is a factor map.

Proof. Clearly $p^{[k]} \circ T^{[k]}=S^{[k]} \circ p^{[k]}$. We are left with showing that the image of $\mu^{[k]}$ under $p^{[k]}$ is $\nu^{[k]}$. For $k=0$ is obvious and we assume that it holds for some $k \geq 0$. Let $f_{\epsilon}, \epsilon \in V_{k}$ be sounded functions on $Y$. Since $p^{[k]}$ is a factor map, we have that

$$
\mathbb{E}\left(\left(\bigotimes_{\epsilon \in V_{k}} f_{\epsilon}\right) \circ p^{[k]} \mid \mathcal{I}^{[k]}(X)\right)=\mathbb{E}\left(\bigotimes_{\epsilon \in V_{k}} f_{\epsilon} \mid \mathcal{I}^{[k]}(Y)\right) \circ p^{[k]}
$$

By the definitions of the measures $\mu^{[k+1]}, \nu^{[k+1]}$ the statement follows for $k+1$.

### 3.3 The measure $\mu^{[2]}$

Already stated above, $\mu^{[2]}$ is the ralatively independent self-joining of $\mu^{[1]}=\mu \otimes \mu$ over $\mathcal{I}^{[1]}$. In particular,

$$
\int_{X^{4}} f_{00} \otimes f_{01} \otimes f_{10} \otimes f_{11} \mathrm{~d} \mu \mu^{[2]}=\int_{X^{2}} \mathbb{E}\left(f_{00} \otimes f_{01} \mid \mathcal{I}^{[1]}\right) \cdot \mathbb{E}\left(f_{10} \otimes f_{11} \mid \mathcal{I}^{[1]}\right) \mathrm{d}(\mu \otimes \mu)
$$

## Proposition 3.3.1.

The measure $\mu^{[2]}$ is $T^{[2]}$ invariant.

Proof. Let $f_{00}, f_{01}, f_{10}, f_{11} \in L^{\infty}(\mu)$ then,

$$
\begin{aligned}
& \int_{X^{4}} f_{00} \circ T \otimes f_{01} \circ T \otimes f_{10} \circ T \otimes f_{11} \circ T \mathrm{~d} \mu^{[2]} \\
& =\int_{X^{2}} \mathbb{E}\left(f_{00} \circ T \otimes f_{01} \circ T \mid \mathcal{I}^{[1]}\right) \cdot \mathbb{E}\left(f_{10} \circ T \otimes f_{11} \circ T \mid \mathcal{I}^{[1]}\right) \mathrm{d}(\mu \otimes \mu) \\
& =\int_{X^{2}} \mathbb{E}\left(\left(f_{00} \otimes f_{01}\right) \circ(T \times T) \mid \mathcal{I}^{[1]}\right) \cdot \mathbb{E}\left(\left(f_{10} \otimes f_{11}\right) \circ(T \times T) \mid \mathcal{I}^{[1]}\right) \mathrm{d}(\mu \otimes \mu) \\
& =\int_{X^{2}} \mathbb{E}\left(f_{00} \otimes f_{01} \mid \mathcal{I}^{[1]}\right) \cdot \mathbb{E}\left(f_{10} \otimes f_{11} \mid \mathcal{I}^{[1]}\right) \circ T \times T \mathrm{~d}(\mu \otimes \mu) \\
& =\int_{X^{2}} \mathbb{E}\left(f_{00} \otimes f_{01} \mid \mathcal{I}^{[1]}\right) \cdot \mathbb{E}\left(f_{10} \otimes f_{11} \mid \mathcal{I}^{[1]}\right) \mathrm{d}(\mu \otimes \mu) \\
& =\int_{X^{4}} f_{00} \otimes f_{01} \otimes f_{10} \otimes f_{11} \mathrm{~d} \mu^{[2]}
\end{aligned}
$$

The third equality holds by the definition of $\mathcal{I}^{[1]}$.

## Proposition 3.3.2.

The measure $\mu^{[2]}$ is relatively independent with respect to $\mathcal{K}^{[2]}$ (and the Kronecker factor is minimal with this property)
This means that
$\int_{X^{4}} f_{00} \otimes f_{01} \otimes f_{10} \otimes f_{11} \mathrm{~d} \mu^{[2]}=\int_{X^{4}} \mathbb{E}\left(f_{00} \mid \mathcal{K}\right) \otimes \mathbb{E}\left(f_{01} \mid \mathcal{K}\right) \otimes \mathbb{E}\left(f_{10} \mid \mathcal{K}\right) \otimes \mathbb{E}\left(f_{11} \mid \mathcal{K}\right) \mathrm{d} \mu^{[2]}$

Proof. Let f,g be bounded functions on $X$ and $\Gamma \in \mathcal{K} \otimes \mathcal{K}$
For every $x, y \in X$ we denote $\Gamma_{x}, \Gamma_{y} X$ the sets $\{y \in X \mid(x, y) \in \Gamma\},\{x \in X \mid(x, y) \in \Gamma\}$,
respectively. Then for $\mu$-almost every $\mathrm{x}, \Gamma_{x} \in \mathcal{K}$ and for $\mu$-almost every y, $\Gamma_{y} \in \mathcal{K}$

$$
\begin{aligned}
\int_{\Gamma} \mathbb{E}(f \mid \mathcal{K}) \otimes \mathbb{E}(g \mid \mathcal{K})(x, y) \mathrm{d}(\mu \otimes \mu)(x, y) & =\int_{X} \mathbb{E}(f \mid \mathcal{K})(x)\left(\int_{\Gamma_{x}} \mathbb{E}(g \mid \mathcal{K})(y) \mathrm{d} \mu(y)\right) \mathrm{d} \mu(x) \\
& =\int_{X} \mathbb{E}(f \mid \mathcal{K})(x)\left(\int_{\Gamma_{x}} g(y) \mathrm{d} \mu(y)\right) \mathrm{d} \mu(x) \\
& =\int_{\Gamma} \mathbb{E}(f \mid \mathcal{K}) \otimes g(x, y) \mathrm{d}(\mu \otimes \mu)(x, y) \\
& =\cdots \\
& =\int_{\Gamma} f \otimes g(x, y) \mathrm{d}(\mu \otimes \mu)(x, y) \\
& =\int_{\Gamma} \mathbb{E}(f \otimes g \mid \mathcal{K} \otimes \mathcal{K})(x, y) \mathrm{d}(\mu \otimes \mu)(x, y)
\end{aligned}
$$

In particular, $\mathbb{E}(f \mid \mathcal{K}) \otimes \mathbb{E}(g \mid \mathcal{K})=\mathbb{E}(f \otimes g \mid \mathcal{K} \otimes \mathcal{K})(\mu \otimes \mu)$-a.e.
Now let $f_{00}, f_{01}, f_{10}, f_{11}$ be four bounded functions on $X$.

$$
\begin{aligned}
& \int_{X^{4}} \mathbb{E}\left(f_{00} \mid \mathcal{K}\right) \otimes \mathbb{E}\left(f_{01} \mid \mathcal{K}\right) \otimes \mathbb{E}\left(f_{10} \mid \mathcal{K}\right) \otimes \mathbb{E}\left(f_{11} \mid \mathcal{K}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{X^{2}} \mathbb{E}\left(\mathbb{E}\left(f_{00} \mid \mathcal{K}\right) \otimes \mathbb{E}\left(f_{01} \mid \mathcal{K}\right) \mid \mathcal{I}^{[1]}\right) \cdot \mathbb{E}\left(\mathbb{E}\left(f_{10} \mid \mathcal{K}\right) \otimes \mathbb{E}\left(f_{11} \mid \mathcal{K}\right) \mid \mathcal{I}^{[1]}\right) \mathrm{d} \mu^{[1]} \\
& =\int_{X^{2}} \mathbb{E}\left(\mathbb{E}\left(f_{00} \otimes f_{01} \mid \mathcal{K} \otimes \mathcal{K}\right) \mid \mathcal{I}^{[1]}\right) \cdot \mathbb{E}\left(\mathbb{E}\left(f_{10} \otimes f_{11} \mid \mathcal{K} \otimes \mathcal{K}\right) \mid \mathcal{I}^{[1]}\right) \mathrm{d}(\mu \otimes \mu) \\
& =\int_{X^{2}} \mathbb{E}\left(f_{00} \otimes f_{01} \mid \mathcal{I}^{[1]}\right) \cdot \mathbb{E}\left(f_{10} \otimes f_{11} \mid \mathcal{I}^{[1]}\right) \mathrm{d}(\mu \otimes \mu) \\
& =\int_{X^{4}} f_{00} \otimes f_{01} \otimes f_{10} \otimes f_{11} \mathrm{~d} \mu^{[2]}
\end{aligned}
$$

The third equality holds by the previous proposition.

## Remark 3.3.3.

Let $Z$, as mentioned above, denote the Kronecker factor of X. Define $Z_{4}=\{(z, s z, t z, t s z)$ : $z, s, t \in K\}$ Then $Z_{4}$ is a closed subgroup of $Z^{4}$.

Proof. Let $\left(\mathbf{z}_{n}\right)_{n \in \mathbb{N}}$ a sequence in $Z_{4}$ and $\mathbf{z} \in Z^{4}$ such that $\mathbf{z}_{n} \rightarrow \mathbf{z}$. Each $\mathbf{z}_{n}$ is of the form $\left(z_{n}, s_{n} z_{n}, t_{n} z_{n}, t_{n} s_{n} z_{n}\right)$ and $\mathbf{z}=\left(z_{00}, z_{01}, z_{10}, z_{11}\right)$.

Hence $z_{n} \rightarrow z_{00}$ and $s_{n} z_{n} \rightarrow z_{01}$ and $t_{n} z_{n} \rightarrow z_{10}$ and $s_{n} t_{n} z_{n} \rightarrow z_{11}$
$\Rightarrow s_{n}=\left(s_{n} z_{n}\right)\left(z_{n}^{-1}\right) \rightarrow z_{01} z_{00}^{-1}$ and $t_{n}=\left(t_{n} z_{n}\right)\left(z_{n}^{-1}\right) \rightarrow z_{10} z_{00}^{-1}$
By setting $z=z_{00}, s=z_{01} z_{00}^{-1}$ and $t=z_{10} z_{00}^{-1}$, follows $\mathbf{z}=(z, s z, t z, t s z)$. Therefore $Z_{4}$ is closed in $Z^{4}$

## Proposition 3.3.4.

Let $m_{4}$ be the Haar measure of $Z_{4}, \pi_{4}=\pi \times \pi \times \pi \times \pi: X^{4} \rightarrow Z^{4}$ and $g_{\epsilon}, \epsilon \in V_{2}$, be four bounded functions on $Z$. Then,

$$
\int_{X^{[2]}} \bigotimes_{\epsilon \in V_{2}} g_{\epsilon} \circ \pi_{4} \mathrm{~d} \mu^{[2]}=\int_{Z_{4}} \bigotimes_{\epsilon \in V_{2}} g_{\epsilon} \mathrm{d} m_{4}
$$

Proof. Let $\phi: Z^{3} \rightarrow Z_{4}$ given by $\phi(z, s, t)=(z, z+s, z+t, z+s+t)$. Then $\phi$ is a bijection, continuous and open function. In particular, $\phi$ is homeomorphism.
Let $m^{3}=m \otimes m \otimes m$, then $\phi_{*} m^{3}$ is a Borel probability measure on $Z_{4}$ that is invariant under any rotation, thus $\phi_{*} m^{3}=m_{4}$. Now let $g_{00}, g_{01}, g_{10}, g_{11}$ be four bounded functions on $Z$, then

$$
\begin{aligned}
\int_{Z^{4}} \bigotimes_{\epsilon \in V_{2}} g_{\epsilon} \mathrm{d} m_{4} & =\int_{Z^{3}} \bigotimes_{\epsilon \in V_{2}} g_{\epsilon} \circ \phi \mathrm{d} m^{3} \\
& =\int_{Z^{3}} g_{00}(z) \cdot g_{01}(z+s) \cdot g_{10}(z+t) \cdot g_{11}(z+s+t) \mathrm{d} m(z) \mathrm{d} m(s) \mathrm{d} m(t)
\end{aligned}
$$

With the additional assumption that $g_{\epsilon}, \epsilon \in V_{2}$ are characters of $Z, g_{\epsilon} \circ \pi, \epsilon \in V_{2}$ are eigenfunctions of $X$, thus $\mathcal{K}$-measurable

Now, remember that $s \mapsto \mu_{s}$ is an ergodic decomposition of $\mu \otimes \mu$, where

$$
\begin{aligned}
\int_{X \times X} f_{1}\left(x_{1}\right) \cdot f_{2}\left(x_{2}\right) \mathrm{d} \mu_{s}\left(x_{1}, x_{2}\right) & =\int_{Z \times Z} \mathbb{E}\left(f_{1} \mid Z\right)\left(z_{1}\right) \cdot \mathbb{E}\left(f_{2} \mid Z\right)\left(z_{2}\right) \mathrm{d} m_{s}\left(z_{1}, z_{2}\right) \\
& =\int_{Z} \mathbb{E}\left(f_{1} \mid Z\right)(z) \cdot \mathbb{E}\left(f_{2} \mid Z\right)(z+s) \mathrm{d} m(z)
\end{aligned}
$$

Then, by Lemma 3.2.3,

$$
\mu^{[2]}=\int_{Z} \mu_{s} \otimes \mu_{s} \mathrm{~d} m(s)
$$

Thus,

$$
\begin{aligned}
& \int_{X^{4}} \bigotimes_{\epsilon \in V_{2}} g_{\epsilon} \circ \pi_{4} \mathrm{~d} \mu^{[2]} \\
& =\int_{Z}\left(\int_{Z} \mathbb{E}\left(g_{00} \mid Z\right)(z) \cdot \mathbb{E}\left(g_{01} \mid Z\right)(z+s) \mathrm{d} m(z)\right)\left(\int_{Z} \mathbb{E}\left(g_{10} \mid Z\right)\left(z^{\prime}\right) \cdot \mathbb{E}\left(g_{11} \mid Z\right)\left(z^{\prime}+s\right) \mathrm{d} m\left(z^{\prime}\right)\right) \mathrm{d} m(s) \\
& =\int_{Z}\left(\int_{Z} g_{00}(z) \cdot g_{01}(z+s) \mathrm{d} m(z)\right)\left(\int_{Z} g_{10}\left(z^{\prime}\right) \cdot g_{11}\left(z^{\prime}+s\right) \mathrm{d} m\left(z^{\prime}\right)\right) \mathrm{d} m(s) \\
& =\int_{Z^{3}} g_{00}(z) \cdot g_{01}(z+s) \cdot g_{10}\left(z^{\prime}\right) \cdot g_{11}\left(z^{\prime}+s\right) \mathrm{d} m(z) \mathrm{d} m\left(z^{\prime}\right) \mathrm{d} m(s) \\
& =\int_{Z^{3}} g_{00}(z) \cdot g_{01}(z+s) \cdot g_{10}(z+t) \cdot g_{11}(z+t+s) \mathrm{d} m(z) \mathrm{d} m(t) \mathrm{d} m(s) \\
& =\int_{Z^{3}} \bigotimes_{\epsilon \in V_{2}} g_{\epsilon} \circ \phi \mathrm{d} m^{3}=\int_{Z^{4}} \bigotimes_{\epsilon \in V_{2}} g_{\epsilon} \mathrm{d} m_{4}
\end{aligned}
$$

The second equality holds beacause $g_{\epsilon} \circ \pi$ is $\mathcal{K}$-measurable, thus $\mathbb{E}\left(g_{\epsilon} \circ \pi \mid \mathcal{K}\right)=g_{\epsilon} \circ \pi$. Furthermore $\mathbb{E}\left(g_{\epsilon} \circ \pi \mid \mathcal{K}\right)=\mathbb{E}\left(g_{\epsilon} \circ \pi \mid Z\right) \circ \pi$. Hence $g_{\epsilon} \circ \pi=\mathbb{E}\left(g_{\epsilon} \circ \pi \mid Z\right) \circ \pi$, $\mu$-a.e. $\Rightarrow g_{\epsilon}=\mathbb{E}\left(g_{\epsilon} \circ \pi \mid Z\right), \pi_{*} \mu=m$-a.e.
The general case follows from density.

From the two propositions above we deduce that:

## Corollary 3.3.5.

The measure $m_{4}$ is the image of $\mu^{[2]}$ under the $\pi_{4}=\pi \times \pi \times \pi \times \pi: X^{4} \rightarrow Z^{4}$. Furthermore, if $f_{\epsilon}, \epsilon \in V_{2}$ are four bounded functions on $X$, then
$\int_{X^{4}} f_{00} \otimes f_{01} \otimes f_{10} \otimes f_{11} \mathrm{~d} \mu_{4}=\int_{Z^{4}} \mathbb{E}\left(f_{00} \mid Z\right) \otimes \mathbb{E}\left(f_{01} \mid Z\right) \otimes \mathbb{E}\left(f_{10} \mid Z\right) \otimes \mathbb{E}\left(f_{11} \mid Z\right) \mathrm{d} m_{4}$

## Proposition 3.3.6.

By identifying $Z^{4}$ with $Z \times Z^{3}$, we have that the projection of $m_{4}$ on $Z^{3}$ is $m^{3}=m \otimes m \otimes m$.

Proof. Let $\psi: Z^{4} \rightarrow Z^{3}$ given by $\psi\left(z_{00}, z_{01}, z_{10}, z_{11}\right)=\left(z_{01}, z_{10}, z_{11}\right)$ then $\psi_{*} m_{4}$ is a Borel
probability measure on $Z^{3}$ and if $f$ a bounded function on $Z^{3}$ then,

$$
\begin{aligned}
\int_{Z^{3}} f\left(\left(z_{01}, z_{10}, z_{11}\right)+\right. & \left.\left(z_{01}^{\prime}, z_{10}^{\prime}, z_{11}^{\prime}\right)\right) \mathrm{d} \psi_{*} m_{4} \\
& =\int_{Z^{4}} f \circ \psi\left(\left(z_{00}, z_{01}, z_{10}, z_{11}\right)+\left(z_{00}^{\prime}, z_{01}^{\prime}, z_{10}^{\prime}, z_{11}^{\prime}\right)\right) \mathrm{d} m_{4} \\
& =\int_{Z^{4}} f \circ \psi\left(\left(z_{00}, z_{01}, z_{10}, z_{11}\right)\right) \mathrm{d} m_{4} \\
& =\int_{Z^{3}} f\left(z_{01}, z_{10}, z_{11}\right) \mathrm{d} \psi_{*} m_{4}
\end{aligned}
$$

Thus $\psi_{*} m_{4}$ is the Haar measure on $Z^{3}$ In particular, $\psi_{*} m_{4}=m \otimes m \otimes m$
Since $\mu_{4}$ is relatively independent with respect $\mathcal{K}^{4}$ we have the following,

## Corollary 3.3.7.

By identifying $X^{4}$ with $X \times X^{3}$, we have that the projection of $\mu^{[2]}$ on $X^{3}$ is $\mu^{3}=\mu \otimes \mu \otimes \mu$.
Proof. Let $\Psi: X^{4} \rightarrow X^{3}$ given by $\Psi\left(x_{00}, x_{01}, x_{10}, x_{11}\right)=\left(x_{01}, x_{10}, x_{11}\right), f \epsilon \in L^{\infty}(\mu)$, $\epsilon \in V_{2}^{*}$, and $f_{00}=\mathbb{1}_{X}$, then $f_{00} \otimes f_{01} \otimes f_{10} \otimes f_{11}=\left(f_{01} \otimes f_{10} \otimes f_{11}\right) \circ \Psi$, $\mu^{[2]}$-a.e.
Now we have that,

$$
\begin{aligned}
& \int_{X^{3}} \bigotimes_{\epsilon \in V_{2}^{*}} f_{\epsilon} \mathrm{d} \Psi_{*} \mu^{[2]}=\int_{X^{4}} \bigotimes_{\epsilon \in V_{2}^{*}} f_{\epsilon} \circ \Psi \mathrm{d} \mu^{[2]}=\int_{X^{4}} \bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mathrm{d} \mu^{[2]} \\
&=\int_{Z^{4}} \bigotimes_{\epsilon \in V_{2}} \mathbb{E}\left(f_{\epsilon} \mid Z\right) \mathrm{d} m_{4}=\int_{Z^{4}} \bigotimes_{\epsilon \in V_{2}^{*}} \mathbb{E}\left(f_{\epsilon} \mid Z\right) \circ \psi \mathrm{d} m_{4} \\
&=\int_{Z^{3}} \bigotimes_{\epsilon \in V_{2}^{*}} \mathbb{E}\left(f_{\epsilon} \mid Z\right) \mathrm{d} \psi_{*} m_{4}=\int_{Z^{3}} \bigotimes_{\epsilon \in V_{2}^{*}} \mathbb{E}\left(f_{\epsilon} \mid Z\right) \mathrm{d} m^{3} \\
&=\prod_{\epsilon \in V_{2}^{*}} \int_{Z} \mathbb{E}\left(f_{\epsilon} \mid K\right) \mathrm{d} m=\prod_{\epsilon \in V_{2}^{*}} \int_{X} \mathbb{E}\left(f_{\epsilon} \mid \mathcal{K}\right) \mathrm{d} \mu=\prod_{\epsilon \in V_{2}^{*}} \int_{X} f_{\epsilon} \mathrm{d} \mu=\int_{X^{3}} \bigotimes_{\epsilon \in V_{2}^{*}} f_{\epsilon} \mathrm{d} \mu^{3}
\end{aligned}
$$

The fourth equality holds for the same reason the second equality holds and because $\mathbb{E}\left(\mathbb{1}_{X} \mid Z\right)=\mathbb{1}_{Z}$, and the sixth equality holds from Proposition 3.3.6

## Note.

Let $\varphi: K^{3} \rightarrow K$ be defined by $\varphi\left(z_{01}, z_{10}, z_{11}\right)=z_{01} z_{10} z_{11}^{-1}$. Then for each $\left(z_{00} z_{01}, z_{10}, z_{11}\right) \in$ $K_{4}, z_{00}=\left(z_{01}, z_{10}, z_{11}\right)$ and this relation holds for $m_{4}$-almost every $\left(z_{00}, z_{01}, z_{10}, z_{11}\right) \in$
$K^{4}$. Since $m_{4}$ is the projection of $\mu^{[2]}$ on $K^{4}$ we have that for any $\mathcal{K}$ function $f$ on $X$ there exists a bounded function $F$ on $X^{3}$, measurable with respect to $\mathcal{K}^{3}=\mathcal{K} \otimes \mathcal{K} \otimes \mathcal{K}$ such that:

$$
\begin{equation*}
f\left(x_{00}\right)=F\left(x_{01}, x_{10}, x_{11}\right) \tag{3.1}
\end{equation*}
$$

for $\mu^{[2]}$-almost every $\mathbf{x}=\left(x_{00}, x_{01}, x_{10}, x_{11}\right) \in X^{4}$.
Indeed, if $f$ is $\mathcal{K}$-measurable then $\exists h \in L^{\infty}(m)$ such that $h \circ \pi=f$. Furthermore $h(z)=h\left(z_{00}\right)=h \circ \varphi\left(z_{01}, z_{10}, z_{11}\right), m_{4}$-a.e. . Setting $H: Z^{3} \rightarrow \mathbb{R}$, with $H=h \circ \varphi$, we have that $H\left(z_{01}, z_{10}, z_{11}\right)=h\left(z_{00}\right)$, for $m_{4}$-almost every $\left(z_{00}, z_{01}, z_{10}, z_{11}\right) \in Z^{4}$ Then the requested function is defined by $F=H \circ \pi_{3}$, because,

$$
\int_{X^{4}}\left|F\left(x_{01}, x_{10}, x_{11}\right)-f\left(x_{00}\right)\right| \mathrm{d} \mu^{[2]}=\int_{Z^{4}}\left|H\left(z_{01}, z_{10}, z_{11}\right)-h\left(z_{00}\right)\right| \mathrm{d} m_{4}=0
$$

The equality holds by Corollary 3.3.5. Therefore $f\left(x_{00}\right)=F\left(x_{01}, x_{10}, x_{11}\right), \mu^{[2]}$-a.e.
On the other hand, if $f$ a bounded function on X and $F$ is a bounded function on $X^{3}$ satisfying equation (3.1), then $f$ is $\mathcal{K}$-measurable.
Indeed, we have

$$
\begin{align*}
\|f\|_{L^{2}(\mu)} & =\int_{X^{4}} f\left(x_{00}\right) \cdot F\left(x_{01}, x_{10}, x_{11}\right) \mathrm{d} \mu^{[2]}(\mathbf{x})  \tag{3.2}\\
& \left.=\int_{X^{4}} \mathbb{E}(f) \mid \mathcal{K}\right)\left(x_{00}\right) \cdot F\left(x_{01}, x_{10}, x_{11}\right) \mathrm{d} \mu^{[2]}(\mathbf{x})=\int_{X} \mathbb{E}(f \mid \mathcal{K})(x) \cdot f(x) \mathrm{d} \mu(x)
\end{align*}
$$

For the second equality:
We have that $F\left(x_{01}, x_{10}, x_{11}\right)$ can be approached in $L^{1}(\mu \otimes \mu \otimes \mu)$ by finite sums of the form $\sum_{i} F_{i}\left(x_{00}\right) G_{i}\left(x_{10}\right) H_{i}\left(x_{11}\right)$. This last argument can be easily shown for characteristic function and the fact than finite unions of rectangles of $\mathcal{K}$-measurable sets is an algebra generating $\mathcal{K}^{3}$. Now the finite sums of the form $f\left(x_{00}\right) \cdot \sum_{i} F_{i}\left(x_{00}\right) G_{i}\left(x_{10}\right) H_{i}\left(x_{11}\right)$ approach $f\left(x_{00}\right) \cdot F\left(x_{01}, x_{10}, x_{11}\right)$ in $L^{1}\left(\mu^{[2]}\right)$. Indeed if a $\sum_{i} F_{i}\left(x_{01}\right) G_{i}\left(x_{10}\right) H_{i}\left(x_{11}\right)$ is
$\varepsilon /\|F\|_{L^{\infty}\left(\mu^{3}\right)}$-near $F\left(x_{01}, x_{10}, x_{11}\right)$ in $L^{1}\left(\mu^{3}\right)$ then,

$$
\begin{aligned}
& \int_{X^{4}}\left|f\left(x_{00}\right) \cdot \sum_{i} F_{i}\left(x_{00}\right) G_{i}\left(x_{10}\right) H_{i}\left(x_{11}\right)-f\left(x_{00}\right) \cdot F\left(x_{01}, x_{10}, x_{11}\right)\right| \mathrm{d} \mu^{[2]}(\mathbf{x}) \\
& =\int_{X^{4}}\left|f\left(x_{00}\right)\right| \cdot\left|F\left(x_{01}, x_{10}, x_{11}\right)-\sum_{i} F_{i}\left(x_{01}\right) G_{i}\left(x_{10}\right) H_{i}\left(x_{11}\right)\right| \mathrm{d} \mu^{[2]}(\mathbf{x}) \\
& =\int_{X^{3}}\left|F\left(x_{01}, x_{10}, x_{11}\right)\right| \cdot\left|F\left(x_{01}, x_{10}, x_{11}\right)-\sum_{i} F_{i}\left(x_{01}\right) G_{i}\left(x_{10}\right) H_{i}\left(x_{11}\right)\right| \mathrm{d} \mu^{3}(\tilde{\mathbf{x}})<\varepsilon
\end{aligned}
$$

where $\mathbf{x}=\left(x_{00}, \tilde{\mathbf{x}}\right) \in X \times X^{3}$. The last equality holds because $f, F$ satisfy equation 3.1]. Now,

$$
\begin{aligned}
\int_{X^{4}} f \otimes & \sum_{i} F_{i} G_{i} H_{i} \mathrm{~d} \mu^{[2]}=\sum_{i} \int_{X^{4}} f \otimes F_{i} \otimes G_{i} \otimes H_{i} \mathrm{~d} \mu^{[2]} \\
& =\sum_{i} \int_{X^{4}} \mathbb{E}(f \mid \mathcal{K}) \otimes F_{i} \otimes G_{i} \otimes H_{i} \mathrm{~d} \mu^{[2]}=\int_{X^{4}} \mathbb{E}(f \mid \mathcal{K}) \otimes \sum_{i} F_{i} G_{i} H_{i} \mathrm{~d} \mu^{[2]}
\end{aligned}
$$

and the last equality holds by Proposition 3.3.2.
But $\int_{X^{4}} \mathbb{E}(f \mid \mathcal{K}) \otimes \sum_{i} F_{i} G_{i} H_{i} \mathrm{~d} \mu^{[2]}$, (in the same manner as $\int_{X^{4}} f \otimes \sum_{i} F_{i} G_{i} H_{i} \mathrm{~d} \mu^{[2]}$, approaches in $\left.L^{1}\left(\mu^{[2]}\right), \int_{X^{4}} f\left(x_{00}\right) F\left(x_{01}, x_{10}, x_{11}\right) \mathrm{d} \mu^{[2]}=\|f\|_{L^{2}(\mu)}\right)$ approaches $\left.\int_{X^{4}} \mathbb{E}(f) \mid \mathcal{K}\right)\left(x_{00}\right) \cdot F\left(x_{01}, x_{10}, x_{11}\right) \mathrm{d} \mu^{[2]}(\mathbf{x})=\int_{X} \mathbb{E}(f \mid \mathcal{K})(x) \cdot f(x) \mathrm{d} \mu(x)$. By uniqueness of $\|\cdot\|_{L^{1}\left(\mu^{[2]}\right)}$-limit we have that the relation (3.2) is proven.
It is easy now to deduce that $f$ is $\mathcal{K}$-measurable, since by relation 3.2:
$\langle f-\mathbb{E}(f \mid \mathcal{K}), f\rangle=0 \Rightarrow f=\mathbb{E}(f \mid \mathcal{K})$, $\mu$-a.e.

By summarizing the previous results we obtain the following.

## Proposition 3.3.8.

Let $A$ be a subset of $X$. Then

$$
A \in \mathcal{K} \quad \Longleftrightarrow \quad \exists B \subseteq X^{3} \text { such that } A \times X^{3}=X \times B\left(\bmod \mu^{[2]}\right)
$$

## Note.

The rotations $R_{4,1}=\mathbf{I d} \times R \times \mathbf{I d} \times R$ and $R_{4,2}=\mathbf{I d} \times \mathbf{I d} \times R \times R$ of $Z^{4}$ clearly leave $Z_{4}$ invariant, thus leave the measure $m_{4}$ invariant. Since $\mu^{[2]}$ is relatively independent over $m_{4}$, it follows that,

## Proposition 3.3.9.

The measure $\mu^{[2]}$ is invariant under the transformations

$$
T_{4,1}=\mathbf{I d} \times T \times \mathbf{I d} \times T \text { and } T_{4,2}=\mathbf{I d} \times \mathbf{I d} \times T \times T
$$

Proof. Let $f_{00}, f_{01}, f_{10}, f_{11} \in L^{\infty}(\mu)$

$$
\begin{aligned}
\int_{X^{4}} \bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \circ T_{4,1} \mathrm{~d} \mu^{[2]} & =\int_{X^{4}} \mathrm{E}\left(f_{00} \mid \mathcal{K}\right) \otimes \mathrm{E}\left(f_{01} \circ T \mid \mathcal{K}\right) \otimes \mathrm{E}\left(f_{10} \mid \mathcal{K}\right) \otimes \mathrm{E}\left(f_{11} \circ T \mid \mathcal{K}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{Z^{4}} \mathrm{E}\left(f_{00} \mid Z\right) \otimes \mathrm{E}\left(f_{01} \circ T \mid Z\right) \otimes \mathrm{E}\left(f_{10} \mid Z\right) \otimes \mathrm{E}\left(f_{11} \circ T \mid Z\right) \mathrm{d} m_{4} \\
& =\int_{Z^{4}} \mathrm{E}\left(f_{00} \mid Z\right) \otimes \mathrm{E}\left(f_{01} \mid Z\right) \circ R \otimes \mathrm{E}\left(f_{10} \mid Z\right) \otimes \mathrm{E}\left(f_{11} \mid Z\right) \circ R \mathrm{~d} m_{4} \\
& =\int_{Z^{4}} \mathrm{E}\left(f_{00} \mid Z\right) \otimes \mathrm{E}\left(f_{01} \mid Z\right) \otimes \mathrm{E}\left(f_{10} \mid Z\right) \otimes \mathrm{E}\left(f_{11} \mid Z\right) \mathrm{d} m_{4} \\
& =\int_{X^{4}} \bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mathrm{d} \mu^{[2]}
\end{aligned}
$$

The first equality holds by Proposition 3.3.2, the second equality holds by Proposition 3.3 .4 and the fourth holds by the Note above.

Now for the four equality:
Let $f \in L^{\infty}(\mu)$ and $A \in \mathcal{Z}$, then

$$
\begin{aligned}
& \int_{A} \mathbb{E}(f \circ T \mid Z) \mathrm{d} m=\int_{\pi^{-1}(A)} \mathbb{E}(f \circ T \mid \mathcal{K}) \mathrm{d} \mu=\int_{\pi^{-1}(A)} f \circ T \mathrm{~d} \mu=\int_{T^{-1}\left(\pi^{-1}(A)\right)} f \mathrm{~d} \mu \\
& \quad=\int_{\pi^{-1}\left(R^{-1}(A)\right)} f \mathrm{~d} \mu=\int_{\pi^{-1}\left(R^{-1}(A)\right)} \mathbb{E}(f \mid \mathcal{K}) \mathrm{d} \mu=\int_{R^{-1}(A)} \mathbb{E}(f \mid Z) \mathrm{d} m=\int_{A} \mathbb{E}(f \mid Z) \circ R \mathrm{~d} m
\end{aligned}
$$

Thus $\mathbb{E}(f \circ T \mid Z)=\mathbb{E}(f \mid Z) \circ R$ for $m$-a.e. and by the fact that

$$
\begin{aligned}
& \int_{Z^{4}} \mathrm{E}\left(f_{00} \mid Z\right) \otimes \mathrm{E}\left(f_{01} \circ T \mid Z\right) \otimes \mathrm{E}\left(f_{10} \mid Z\right) \otimes \mathrm{E}\left(f_{11} \circ T \mid Z\right) \mathrm{d} m_{4} \\
& =\int_{Z^{3}} \mathrm{E}\left(f_{00} \mid Z\right)(z) \cdot \mathrm{E}\left(f_{01} \circ T \mid Z\right)(s z) \cdot \mathrm{E}\left(f_{10} \mid Z\right)(t z) \cdot \mathrm{E}\left(f_{11} \circ T \mid Z\right)(s t z) \mathrm{d} m^{3}(z, s, t)
\end{aligned}
$$

it is easy to deduce that the requested equality indeed holds.
The proof is exactly the same for $T_{4,2}$.

## Remark 3.3.10.

For $T_{4,2}$ there is a more direct proof:

$$
\begin{aligned}
\int_{X^{4}} f_{00} \otimes f_{01} \otimes & f_{10} \circ T \otimes f_{11} \circ T \mathrm{~d} \mu^{[2]} \\
& =\int_{X^{2}} \mathbb{E}\left(f_{00} \otimes f_{01} \mid \mathcal{I}^{[1]}\right) \cdot \mathbb{E}\left(\left(f_{10} \otimes f_{11}\right) \circ(T \times T) \mid \mathcal{I}^{[1]}\right) \mathrm{d}(\mu \otimes \mu) \\
& =\int_{X^{2}} \mathbb{E}\left(f_{00} \otimes f_{01} \mid \mathcal{I}^{[1]}\right) \cdot \mathbb{E}\left(f_{10} \otimes f_{11} \mid \mathcal{I}^{[1]}\right) \mathrm{d}(\mu \otimes \mu) \\
& =\int_{X^{4}} f_{00} \otimes f_{01} \otimes f_{10} \otimes f_{11} \mathrm{~d} \mu^{[2]}
\end{aligned}
$$

## Proposition 3.3.11.

We define two sub $\sigma$-algebras of $\mathcal{X}^{4}$,
$\mathcal{A}_{\boldsymbol{0}, 2}=\left\{A \subseteq X^{4}: A=B \times X^{3}\left(\bmod \mu^{[2]}\right)\right.$ for some $\left.B \subseteq X\right\}, \quad$ and
$\mathcal{J}^{[2]}=\left\{A \subseteq X^{4}: T_{4,1}^{-1}(A)=A\left(\bmod \mu^{[2]}\right)\right.$ and $\left.T_{4,2}^{-1}(A)=A\left(\bmod \mu^{[2]}\right)\right\}$.
Then

$$
\mathcal{A}_{\boldsymbol{O}, 2}=\mathcal{J}^{[2]} \quad \bmod \left(\mu^{[2]}\right)
$$

Proof. If $A \in \mathcal{A}_{\mathbf{0}, 2}$ then clearly $A$ is an element of $\mathcal{J}^{[2]}$.
Conversely, if $A \in \mathcal{J}^{[2]}$ then $T_{4,1}^{-1}(A)=A$ and $T_{4,2}^{-1}(A)=A$. Let $F$ be a bounded $\mathcal{J}^{[2]}$ measurable function on $X^{4}$. Since $\left(X^{4}, \mu^{[2]}, T^{[2]}\right)$ is a self-joining of $\left(X^{2}, \mu \otimes \mu, T ;[1]\right)$, over $\mathcal{I}^{[1]}$, we have that the function $F(\mathbf{x})=F\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right)$ on $X^{4}=X^{2} \times X^{2}$ can be approximated in $L^{2}\left(\mu^{[2]}\right)$ by finite sums of the form $\sum_{i} F_{i}\left(\mathbf{x}^{\prime}\right) G_{i}\left(\mathbf{x}^{\prime \prime}\right)$, where $F_{i}, G_{i}$ are bounded functions on $X^{2}$. Since $F \circ T_{4,2}=F$ and $T_{4,2}=\mathbf{I d}_{X^{2}} \times T^{[1]}$, by passing to ergodic averages we can assume that each $G_{i}$ is $T^{[1]}$-invariant. Indeed, let $\varepsilon>0$ and consider a finite sum $\sum_{i} F_{i}\left(x^{\prime}\right) G_{i}\left(x^{\prime \prime}\right)$, such that $\left\|F-\sum_{i} F_{i}\left(x^{\prime}\right) G_{i}\left(x^{\prime \prime}\right)\right\|_{L^{2}\left(\mu^{[2]}\right)}<\varepsilon / 2$. Since $F$ and $\mu^{[2]}$ are $T^{4,2}$-invariant, we have that for every $j \in \mathbb{N}$, the sum

$$
\left(\sum_{i} F_{i} G_{i}\right) \circ T_{4,2}\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right)=\sum_{i} F_{i}\left(\mathbf{x}^{\prime}\right) G_{i}\left(\left(T^{[1]}\right)^{j}\left(\mathbf{x}^{\prime \prime}\right)\right)
$$

is $\varepsilon$-near $F$ in $L^{2}\left(\mu^{[2]}\right)$. By Von Neumann's Mean Ergodic Theorem (Theorem 1.2.6) we have that

$$
A_{n}=\frac{1}{n} \sum_{j=0}^{n-1}\left(\sum_{i} F_{i}\left(\mathbf{x}^{\prime}\right) G_{i}\left(\left(T^{[1]}\right)^{j} \mathbf{x}^{\prime \prime}\right)\right) \rightarrow \sum_{i} F_{i}\left(\mathbf{x}^{\prime}\right) \widetilde{G}_{i}\left(\mathbf{x}^{\prime \prime}\right)
$$

in $L^{2}\left(\mu^{[2]}\right)$, as $n$ tends to $+\infty$, where each $\widetilde{G}_{i}$ is $T^{2}$-invariant. Now we have that for each $n \in \mathbb{N}$,

$$
\begin{aligned}
\left\|A_{n}-F\right\|_{L^{2}\left(\mu^{[2]}\right)} & =\left\|\frac{1}{n} \sum_{j=0}^{n-1}\left(\sum_{i} F_{i}\left(\mathbf{x}^{\prime}\right) G_{i}\left(\left(T^{[1]}\right)^{j}\left(\mathbf{x}^{\prime \prime}\right)\right)\right)-F\right\|_{L^{2}\left(\mu^{[2]}\right)} \\
& \leq \frac{1}{n} \sum_{j=0}^{n-1}\left\|\sum_{i} F_{i}\left(\mathbf{x}^{\prime}\right) G_{i}\left(\left(T^{[1]}\right)^{j}\left(\mathbf{x}^{\prime \prime}\right)\right)-F\right\|_{L^{2}\left(\mu^{[2]}\right)} \\
& <\frac{1}{n} \sum_{j=0}^{n-1} \frac{\varepsilon}{2}=\varepsilon / 2
\end{aligned}
$$

Choose, $n_{0} \in \mathbb{N}$ so that $A_{n_{0}}$ is $\varepsilon / 2$-near to $\sum_{i} F_{i} \otimes \widetilde{G}_{i}$, in $L^{2}\left(\mu^{[2]}\right)$. Then,

$$
\left\|\sum_{i} F_{i} \otimes \widetilde{G}_{i}-F\right\|_{L^{2}\left(\mu^{[2]}\right)} \leq\left\|\sum_{i} F_{i} \otimes \widetilde{G}_{i}-A_{n_{0}}\right\|_{L^{2}\left(\mu^{[2]}\right)}+\left\|A_{n_{0}}-F\right\|_{L^{2}\left(\mu^{[2]}\right)}<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
$$

Hence $F$ can be approximated in $L^{2}\left(\mu^{[2]}\right)$ by finite sums of the form $\sum_{i} F_{i}\left(\mathbf{x}^{\prime}\right) G_{i}\left(\mathbf{x}^{\prime \prime}\right)$, where $F_{i}, G_{i}$ are bounded functions and in addition each $G_{i}$ is $T^{[1]}$-invariant.

Now we will show that by the construction of the measure $\mu^{[2]}$ we have that for each $i, G_{i}\left(\mathbf{x}^{\prime}\right)=G_{i}\left(\mathbf{x}^{\prime \prime}\right)$, for $\mu^{[2]}$-almost every $\mathbf{x}=\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right) \in X^{4}=X^{2} \times X^{2}$. Since each $G_{i}$ is $T^{[1]}$-invariant, $G_{i}(\mathbf{y})=\mathbb{E}\left(G_{i} \mid \mathcal{I}^{[2]}\right)(\mathbf{y})=\int_{X^{2}} G_{i} \mathrm{~d} \mu_{\mathbf{y}}^{\mathcal{I}^{[1]}}$, for $\mu \times \mu$-almost every $\mathbf{y} \in X^{2}$.

$$
\begin{aligned}
& \int_{X^{4}}\left|G_{i}\left(\mathbf{x}^{\prime}\right)-G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right| \mathrm{d} \mu^{[2]} \\
& =\int_{X^{2}}\left(\int_{X^{2} \times X^{2}}\left|G_{i}\left(\mathbf{x}^{\prime}\right)-G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right| \mathrm{d}\left(\mu_{\mathbf{y}}^{\mathcal{I}[1]}\right) \otimes\left(\mu_{\mathbf{y}}^{\mathcal{I}[1]}\right)\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right)\right) \mathrm{d}(\mu \otimes \mu)(\mathbf{y}) \\
& =\int_{X^{2}}\left(\int _ { X ^ { 2 } } \left(\int_{X^{2}}\left(G_{i}\left(\mathbf{x}^{\prime}\right)-G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right) \mathbb{1}_{\left[G_{i}\left(\mathbf{x}^{\prime}\right)>G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right]} \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}^{[1]}}\left(\mathbf{x}^{\prime}\right)\right.\right. \\
& \left.\left.\quad+\int_{X^{2}}\left(G_{i}\left(\mathbf{x}^{\prime \prime}\right)-G_{i}\left(\mathbf{x}^{\prime}\right)\right) \mathbb{1}_{\left[G_{i}\left(\mathbf{x}^{\prime}\right)<G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right]} \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}[1]}\left(\mathbf{x}^{\prime}\right)\right) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}[1]}\left(\mathbf{x}^{\prime \prime}\right)\right) \mathrm{d}(\mu \otimes \mu)(\mathbf{y})
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{X^{2}}\left(\int _ { X ^ { 2 } } \left(\int_{X^{2}} G_{i}\left(\mathbf{x}^{\prime}\right)\left(\mathbb{1}_{\left(G_{i}\left(\mathbf{x}^{\prime \prime}\right),+\infty\right)} \circ G_{i}\right)\left(\mathbf{x}^{\prime}\right) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}^{[1]}}\left(\mathbf{x}^{\prime}\right)\right.\right. \\
& -\int_{X^{2}} G_{i}\left(\mathbf{x}^{\prime \prime}\right)\left(\mathbb{1}_{\left(G_{i}\left(\mathbf{x}^{\prime \prime}\right),+\infty\right)} \circ G_{i}\right)\left(\mathbf{x}^{\prime}\right) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}^{[1]}}\left(\mathbf{x}^{\prime}\right) \\
& +\int_{X^{2}} G_{i}\left(\mathbf{x}^{\prime \prime}\right)\left(\mathbb{1}_{\left(-\infty, G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right)} \circ G_{i}\right)\left(\mathbf{x}^{\prime}\right) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}[1]}\left(\mathbf{x}^{\prime}\right) \\
& \left.\left.-\int_{X^{2}} G_{i}\left(\mathbf{x}^{\prime}\right)\left(\mathbb{1}\left(-\infty, G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right) \circ G_{i}\right)\left(\mathbf{x}^{\prime}\right) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}^{[1]}}\left(\mathbf{x}^{\prime}\right)\right) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}^{[1]}}\left(\mathbf{x}^{\prime \prime}\right)\right) \mathrm{d}(\mu \otimes \mu)(\mathbf{y}) \\
& =\int_{X^{2}}\left(\int _ { X ^ { 2 } } \left(G_{i}(\mathbf{y})\left(\left(\mathbb{1}_{\left(G_{i}\left(\mathbf{x}^{\prime \prime}\right),+\infty\right)} \circ G_{i}\right)(\mathbf{y})\right)-G_{i}\left(\mathbf{x}^{\prime \prime}\right)\left(\left(\mathbb{1}_{\left(G_{i}\left(\mathbf{x}^{\prime \prime}\right),+\infty\right)} \circ G_{i}\right)(\mathbf{y})\right)\right.\right. \\
& \left.\left.+G_{i}\left(\mathbf{x}^{\prime \prime}\right)\left(\mathbb{1}_{\left(-\infty, G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right)} \circ G_{i}\right)(\mathbf{y})-G_{i}(\mathbf{y})\left(\mathbb{1}_{\left(-\infty, G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right)} \circ G_{i}\right)(\mathbf{y})\right) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}[1]}\left(\mathbf{x}^{\prime \prime}\right)\right) \mathrm{d}(\mu \otimes \mu)(\mathbf{y}) \\
& =\int_{X^{2}}\left(\int _ { X ^ { 2 } } G _ { i } ( \mathbf { y } ) \left(\left(\mathbb{1}_{\left(G_{i}\left(\mathbf{x}^{\prime \prime}\right),+\infty\right)} \circ G_{i}\right)(\mathbf{y}) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}^{[1]}}\left(\mathbf{x}^{\prime \prime}\right)-\int_{X^{2}} G_{i}\left(\mathbf{x}^{\prime \prime}\right)\left(\left(\mathbb{1}_{\left(G_{i}\left(\mathbf{x}^{\prime \prime}\right),+\infty\right)} \circ G_{i}\right)(\mathbf{y}) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}[1]}\left(\mathbf{x}^{\prime \prime}\right)\right.\right.\right. \\
& +\int_{X^{2}} G_{i}\left(\mathbf{x}^{\prime \prime}\right)\left(\mathbb{1}_{\left(-\infty, G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right)} \circ G_{i}\right)(\mathbf{y}) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}^{[1]}}\left(\mathbf{x}^{\prime \prime}\right) \\
& \left.\left.-\int_{X^{2}} G_{i}(\mathbf{y})\left(\mathbb{1}_{\left(-\infty, G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right)} \circ G_{i}\right)(\mathbf{y})\right) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}[1]}\left(\mathbf{x}^{\prime \prime}\right)\right) \mathrm{d}(\mu \otimes \mu)(\mathbf{y}) \\
& =\int_{X^{2}}\left(\int_{X^{2}} G_{i}(\mathbf{y}) \mathbb{1}_{\left[G_{i}(\mathbf{y})>G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right]}(\mathbf{y}) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}^{[1]}}\left(\mathbf{x}^{\prime \prime}\right)-\int_{X^{2}} G_{i}\left(\mathbf{x}^{\prime \prime}\right) \mathbb{1}_{\left[G_{i}(\mathbf{y})>G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right]}(\mathbf{y}) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}^{[1]}}\left(\mathbf{x}^{\prime \prime}\right)\right. \\
& \left.\left.+\int_{X^{2}} G_{i}\left(\mathbf{x}^{\prime \prime}\right) \mathbb{1}_{\left[G_{i}(\mathbf{y})<G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right]}(\mathbf{y}) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}^{[1]}}\left(\mathbf{x}^{\prime \prime}\right)-\int_{X^{2}} G_{i}(\mathbf{y}) \mathbb{1}_{\left[G_{i}(\mathbf{y})<G_{i}\left(\mathbf{x}^{\prime \prime}\right)\right]}(\mathbf{y})\right) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}^{[1]}}\left(\mathbf{x}^{\prime \prime}\right)\right) \mathrm{d}(\mu \otimes \mu)(\mathbf{y}) \\
& =\int_{X^{2}}\left(\int_{X^{2}} G_{i}(\mathbf{y})\left(\mathbb{1}_{\left(-\infty, G_{i}(\mathbf{y})\right)} \circ G_{i}\right)\left(\mathbf{x}^{\prime \prime}\right) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}[1]}\left(\mathbf{x}^{\prime \prime}\right)-\int_{X^{2}} G_{i}\left(\mathbf{x}^{\prime \prime}\right)\left(\mathbb{1}_{\left(-\infty, G_{i}(\mathbf{y})\right)} \circ G_{i}\right)\left(\mathbf{x}^{\prime \prime}\right) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}[1]}\left(\mathbf{x}^{\prime \prime}\right)\right. \\
& +\int_{X^{2}} G_{i}\left(\mathbf{x}^{\prime \prime}\right)\left(\mathbb{1}_{\left(G_{i}(\mathbf{y},+\infty)\right.} \circ G_{i}\right)\left(\mathbf{x}^{\prime \prime}\right) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}^{[1]}}\left(\mathbf{x}^{\prime \prime}\right) \\
& \left.-\int_{X^{2}} G_{i}(\mathbf{y})\left(\mathbb{1}_{\left(G_{i}(\mathbf{y},+\infty)\right.} \circ G_{i}\right)\left(\mathbf{x}^{\prime \prime}\right) \mathrm{d} \mu_{\mathbf{y}}^{\mathcal{I}^{[1]}}\left(\mathbf{x}^{\prime \prime}\right)\right) \mathrm{d}(\mu \otimes \mu)(\mathbf{y}) \\
& =\int_{X^{2}} G_{i}(\mathbf{y}) \mathbb{1}_{\left[G_{i}(\mathbf{y})>G_{i}(\mathbf{y})\right]}-G_{i}(\mathbf{y}) \mathbb{1}_{\left[G_{i}(\mathbf{y})>G_{i}(\mathbf{y})\right]} \\
& +G_{i}(\mathbf{y}) \mathbb{1}_{\left[G_{i}(\mathbf{y})<G_{i}(\mathbf{y})\right]}-G_{i}(\mathbf{y}) \mathbb{1}_{\left[G_{i}(\mathbf{y})<G_{i}(\mathbf{y})\right]} \mathrm{d}(\mu \otimes \mu)(\mathbf{y})
\end{aligned}
$$

Thus each sum $\sum_{i} F_{i}\left(\mathbf{x}^{\prime}\right) G_{i}\left(\mathbf{x}^{\prime \prime}\right)=\sum_{i} F_{i}\left(\mathbf{x}^{\prime}\right) G_{i}\left(\mathbf{x}^{\prime}\right)$, for $\mu^{[2]}$-almost every $\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right) \in$ $X^{4}$. Passing to the limit, we have that there exists a function $H$ on $X^{2}$ such that $F\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right)=H\left(\mathbf{x}^{\prime}\right)$, for $\mu^{[2]}$-almost every $\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right) \in X^{4}$. Since $F$ is $T_{4,1}$-invariant then $H$ is $\mathbf{I d} \times T$ invariant and thus by Proposition 3.1 .4 is $\mathcal{A}_{\mathbf{0}, 1}$-measurable. Follows that $F$ is $\mathcal{A}_{\mathbf{0}, 2}$-measurable.

## Corollary 3.3.12.

The measure $\mu^{[2]}$ is ergodic under the joint action spanned by $T^{[2]}, T_{4,1}, T_{4,2}$.

Proof. Let $A \subseteq X^{4}$ be an invariant set under all $T^{[2]}, T_{4,1}, T_{4,2}$. From Proposition 3.3.11 we have that there exists a set $B \subseteq X$ such that $A=B \times X^{3}$ Now, $T^{[2]}(A)=A$, and thus $T(B)=B$. By ergodicity, $\mu(B)=1$ or 0 , it follows that $\mu^{[2]}(A)=1$ or $\mu^{[2]}(A)=0$.

## Proposition 3.3.13.

The measure $\mu^{[2]}$ is invariant under the group of isometries of the unit Euclidean square, acting on $X^{4}$ by permutation of the coordinates

Proof. Since the group of isometries of the unit Euclidean square is spanned by digit permutations and reflections, it suffices to prove it for any reflection and any digit permutation,

- reflection:

There are only two reflection $\sigma_{1}^{2}, \sigma_{2}^{2}$ defined by
$\sigma_{1}^{2}(\boldsymbol{\epsilon})=\sigma_{1}^{2}\left(\epsilon_{1} \epsilon_{2}\right)=\left(1-\epsilon_{1}\right) \epsilon_{2}$, for each $\boldsymbol{\epsilon} \in V_{2}$ and
$\sigma_{2}^{2}(\boldsymbol{\epsilon})=\sigma_{2}^{2}\left(\epsilon_{1} \epsilon_{2}\right)=\epsilon_{1}\left(1-\epsilon_{2}\right)$, for each $\boldsymbol{\epsilon} \in V_{2}$
and they act on $X^{4}$ by
$\left(\sigma_{1}^{2}\right)_{*}\left(\left(x_{00}, x_{01}, x_{10}, x_{11}\right)\right)=\left(x_{10}, x_{11}, x_{00}, x_{01}\right)$ for each $\mathbf{x} \in X^{4}$ and
$\left(\sigma_{1}^{2}\right)_{*}\left(\left(x_{00}, x_{01}, x_{10}, x_{11}\right)\right)=\left(x_{01}, x_{00}, x_{11}, x_{10}\right)$ for each $\mathbf{x} \in X^{4}$.

Let $f_{\epsilon} \in L^{\infty}(\mu), \epsilon \in V_{2}$

$$
\begin{aligned}
& \int_{X^{4}}\left(f_{00} \otimes f_{01} \otimes f_{10} \otimes f_{11}\right) \circ\left(\sigma_{1}^{2}\right)_{*} \mathrm{~d} \mu^{[2]} \\
& =\int_{X^{4}} f_{00}\left(x_{10}\right) \cdot f_{01}\left(x_{11}\right) \cdot f_{10}\left(x_{00}\right) \cdot f_{11}\left(x_{01}\right) \mathrm{d} \mu^{[2]}(\mathbf{x}) \\
& =\int_{Z^{4}} \mathbb{E}\left(f_{00} \mid Z\right)\left(z_{10}\right) \cdot \mathbb{E}\left(f_{01} \mid Z\right)\left(z_{11}\right) \cdot \mathbb{E}\left(f_{10} \mid Z\right)\left(z_{00}\right) \cdot \mathbb{E}\left(f_{11} \mid Z\right)\left(z_{01}\right) m_{4}(\mathbf{z}) \\
& =\int_{Z^{3}} \mathbb{E}\left(f_{00} \mid Z\right)(t z) \cdot \mathbb{E}\left(f_{01} \mid Z\right)(s t z) \cdot \mathbb{E}\left(f_{10} \mid Z\right)(z) \cdot \mathbb{E}\left(f_{11} \mid Z\right)(s z) m(z) m(s) m(t)=
\end{aligned}
$$

Now by setting $z^{\prime}=t z$ and $t^{-1}=t^{\prime}$ we have that the Haar measure, m , of $Z$ is invariant under this transformations. Thus

$$
\begin{aligned}
& =\int_{Z^{3}} \mathbb{E}\left(f_{00} \mid Z\right)\left(z^{\prime}\right) \cdot \mathbb{E}\left(f_{01} \mid Z\right)\left(s z^{\prime}\right) \cdot \mathbb{E}\left(f_{10} \mid Z\right)\left(t^{\prime} z^{\prime}\right) \cdot \mathbb{E}\left(f_{11} \mid Z\right)\left(s t^{\prime} z^{\prime}\right) m\left(z^{\prime}\right) m(s) m\left(t^{\prime}\right) \\
& =\int_{X^{4}}\left(f_{00} \otimes f_{01} \otimes f_{10} \otimes f_{11}\right) \mathrm{d} \mu^{[2]}
\end{aligned}
$$

The same procedure can be applied for $\left(\sigma_{2}^{2}\right)_{*}$.

- digit permutation:

The only one nontrivial digit permutation of $V_{2}, \tau \in S_{2}$. In other words $\tau=(12)$ and it defies $\sigma$ on $V_{2}$, with $\sigma(\boldsymbol{\epsilon})=\sigma\left(\epsilon_{1} \epsilon_{2}\right)=\epsilon_{2} \epsilon_{1}$. Now $\sigma$ acts on $X^{4}$ by
$\sigma_{*}\left(x_{00}, x_{01}, x_{10}, x_{11}\right)=\left(x_{00}, x_{10}, x_{01}, x_{11}\right.$
Let $f_{\epsilon} \in L^{\infty}(\mu), \epsilon \in V_{2}$

$$
\begin{aligned}
& \int_{X^{4}}\left(f_{00} \otimes f_{01} \otimes f_{10} \otimes f_{11}\right) \circ\left(\sigma_{*}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{X^{4}} f_{00}\left(x_{00}\right) \cdot f_{01}\left(x_{10}\right) \cdot f_{10}\left(x_{01}\right) \cdot f_{11}\left(x_{11}\right) \mathrm{d} \mu^{[2]}(\mathbf{x}) \\
& =\int_{Z^{4}} \mathbb{E}\left(f_{00} \mid Z\right)\left(z_{00}\right) \cdot \mathbb{E}\left(f_{01} \mid Z\right)\left(z_{10}\right) \cdot \mathbb{E}\left(f_{10} \mid Z\right)\left(z_{01}\right) \cdot \mathbb{E}\left(f_{11} \mid Z\right)\left(z_{11}\right) \mathrm{d} m_{4}(\mathbf{z}) \\
& =\int_{Z^{3}} \mathbb{E}\left(f_{00} \mid Z\right)(z) \cdot \mathbb{E}\left(f_{01} \mid Z\right)(t z) \cdot \mathbb{E}\left(f_{10} \mid Z\right)(s z) \cdot \mathbb{E}\left(f_{11} \mid Z\right)(s t z) \mathrm{d} m(z) \mathrm{d} m(s) \mathrm{d} m(t) \\
& =\int_{Z^{3}} \mathbb{E}\left(f_{00} \mid Z\right)(z) \cdot \mathbb{E}\left(f_{01} \mid Z\right)\left(s^{\prime} z\right) \cdot \mathbb{E}\left(f_{10} \mid Z\right)\left(t^{\prime} z\right) \cdot \mathbb{E}\left(f_{11} \mid Z\right)\left(s^{\prime} t^{\prime} z\right) \mathrm{d} m(z) \mathrm{d} m\left(s^{\prime}\right) \mathrm{d} m\left(t^{\prime}\right) \\
& =\int_{X^{4}}\left(f_{00} \otimes f_{01} \otimes f_{10} \otimes f_{11}\right) \mathrm{d} \mu^{[2]}
\end{aligned}
$$

## Lemma 3.3.14.

Let $f \in L^{\infty}(\mu)$. Then

$$
\int_{X^{[2]}} f \otimes f \otimes f \otimes f \mathrm{~d} \mu^{[2]} \geq\left(\int_{X} f \mathrm{~d} \mu\right)^{4}
$$

Proof. Applying the Cauchy-Schwarz inequality we have,

$$
\begin{aligned}
& \int_{X^{[2]}} f \otimes f \otimes f \otimes f \mathrm{~d} \mu^{[2]}=\int_{X^{[1]}} \mathbb{E}\left(f \otimes f \mid \mathcal{I}^{[1]}\right)^{2} \mathrm{~d} \mu \otimes \mu \geq\left(\int_{X^{[1]}} \mathbb{E}\left(f \otimes f \mid \mathcal{I}^{[1]}\right) \mathrm{d} \mu \otimes \mu\right)^{2} \\
& =\left(\int_{X^{[1]}} f \otimes f \mathrm{~d} \mu \otimes \mu\right)^{2}=\left(\left(\int_{X} f \mathrm{~d} \mu\right)^{2}\right)^{2}=\left(\int_{X} f \mathrm{~d} \mu\right)^{4}
\end{aligned}
$$

By applying the previous Lemma for the function $f=\mathbb{1}_{A}$ we have that

## Corollary 3.3.15.

For any subset $A$ of $X, \mu^{[2]}(A \times A \times A \times A) \geq \mu(A)^{4}$

## Definition 3.3.16.

The sub- $\sigma$-algebra of $\mathcal{X}^{3}$ that contains all the subsets of $X^{3}$ that satisfy the property in Proposition 3.3 .8 is denoted as $\mathcal{J}_{3}$.

## Lemma 3.3.17.

(i) $\mathcal{J}_{3}$ is $T^{3}$-invariant.
(ii) $\mathcal{J}_{3}$ is the $\sigma$-algebra that contains the subset of $X^{3}$ that are invariant by $T_{3,1}$ and $T_{3,2}$.

Proof.
(i) Clearly this statement holds since $\mathcal{K}$ is $T$-invariant.
(ii) We identify $X^{4}$, with $X \times X^{3}$, by $x=\left(x_{00}, \tilde{\mathbf{x}}\right)$, where $x_{00} \in X$ and $\tilde{\mathbf{x}}=\left(x_{01}, x_{10}, x_{11}\right) \in$ $X^{3}$. Let $X^{3}$ be endowed with the measure $\mu^{3}=\mu \otimes \mu \otimes \mu$, the projection of $\mu^{[2]}$ on $X^{3}$ and with the transformations $T_{3,1}, T_{3,2}$ induced on $X^{3}$ by the transformations $T_{4,1}, T_{4,2}$ respectively.

Let $B \subseteq X^{3}$. If $B$ is $\mathcal{J}_{3}$-measurable. Then $X \times B$ is invariant by all $T_{4,1}, T_{4,2}$ and by Proposition 3.3 .11 there exists an $A \subseteq X$ such that $X \times B=A \times X^{3} \bmod \mu^{[2]}$. Conversely, if there exists an $A \subseteq X$ such that $X \times B=A \times X^{3} \bmod \mu^{[2]}$, then clearly $B$ is is $\mathcal{J}_{3}$-measurable.

## Lemma 3.3.18.

Let $f$ and $g$ be two bounded functions on $X$ and $X^{3}$ respectively, then

$$
\int_{X^{4}} f\left(x_{00}\right) g(\tilde{\boldsymbol{x}}) \mathrm{d} \mu^{[2]}(\boldsymbol{x})=\int_{X^{4}} \mathbb{E}(f \mid \mathcal{K})\left(x_{00}\right) \mathbb{E}\left(g \mid \mathcal{J}_{3}\right)(\tilde{\boldsymbol{x}}) \mathrm{d} \mu^{[2]}(\boldsymbol{x})
$$

In other words $\left(X^{[2]}, \mu^{[2]}\right)$ is the relatively independent joining of $(X, \mu)$ and $\left(X^{3}, \mu^{3}\right)$ over $\mathcal{K}$ when identified with $\mathcal{J}_{3}$.

Proof. Let $f$ be a bounded function on $X$ and $g$ a bounded function on $X^{3}$, Since $\mu^{[2]}$ is $T_{4,1}, T_{4,2}$-invariant, then for every $n_{1}, n_{2} \in \mathbb{N}$, we have,

$$
\left.\int_{X^{4}} f\left(x_{00}\right) g(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[2]}(\mathbf{x})=\int_{X^{4}} f\left(x_{00}\right) g\left(T_{3,1}^{n_{1}} T_{3,2}^{n_{2}}(\tilde{\mathbf{x}})\right)\right) \mathrm{d} \mu^{[2]}(\mathbf{x})
$$

Thus we have

$$
\left.\int_{X^{4}} f\left(x_{00}\right) g(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[2]}(\mathbf{x})=\frac{1}{n_{1} n_{2}} \sum_{\alpha=0}^{n_{1}} \sum_{\beta=0}^{n_{2}} \int_{X^{4}} f\left(x_{00}\right) g\left(T_{3,1}^{\alpha} T_{3,2}^{\beta}(\tilde{\mathbf{x}})\right)\right) \mathrm{d} \mu^{[2]}(\mathbf{x})
$$

From the $L^{1}$-ergodic theorem,

$$
\left.\frac{1}{n_{1} n_{2}} \sum_{\alpha=0}^{n_{1}} \sum_{\beta=0}^{n_{2}} \int_{X^{4}} f\left(x_{00}\right) g\left(T_{3,1}^{\alpha} T_{3,2}^{\beta}(\tilde{\mathbf{x}})\right)\right) \mathrm{d} \mu^{[2]}(\mathbf{x}) \xrightarrow[n_{1}, n_{2} \rightarrow \infty]{L^{1}\left(\mu^{[2]}\right)} \int_{X^{4}} f\left(x_{00}\right) \mathbb{E}\left(g \mid \mathcal{J}_{3}\right)(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[2]}(\mathbf{x})
$$

Thus

$$
\int_{X^{4}} f\left(x_{00}\right) g(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[2]}(\mathbf{x})=\int_{X^{4}} f\left(x_{00}\right) \mathbb{E}\left(g \mid \mathcal{J}_{3}\right)(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[2]}(\mathbf{x})=\int_{X^{4}} \mathbb{E}(f \mid \mathcal{K})\left(x_{00}\right) \mathbb{E}\left(g \mid \mathcal{J}_{3}\right)(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[2]}(\mathbf{x})
$$

## Definition 3.3.19.

Let $f \in L^{\infty}(\mu)$. We define

$$
\|f\|_{[2]}=\left(\int_{X^{4}} f \otimes f \otimes f \otimes f \mathrm{~d} \mu^{[2]}\right)^{1 / 4}
$$

## Lemma 3.3.20.

(i) Let $f_{\epsilon}, \epsilon \in V_{2}$ be four bounded functions on $X$, then

$$
\left|\int_{X^{4}} \bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mathrm{d} \mu^{[2]}\right| \leq \prod_{\epsilon \in V_{2}} \mid\left\|f_{\epsilon}\right\|_{[2]}
$$

(ii) $\left||\cdot| \|_{[2]}\right.$ is a semi-norm on $L^{\infty}(\mu)$

Proof.
(i) Let $f_{\epsilon}, \epsilon \in V_{2}$ be four bounded functions on $X$.

$$
\begin{aligned}
& \left(\int_{X^{4}} \bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mathrm{d} \mu^{[2]}\right)^{2} \\
& \leq\left\|\mathbb{E}\left(f_{00} \otimes f_{01} \otimes f_{00} \otimes f_{01} \mid \mathcal{I}^{[1]}\right)\right\|_{L^{2}(\mu \otimes \mu)}^{2} \cdot\left\|\mathbb{E}\left(f_{10} \otimes f_{11} \otimes f_{10} \otimes f_{11} \mid \mathcal{I}^{[1]}\right)\right\|_{L^{2}(\mu \otimes \mu)}^{2} \\
& =\left(\int_{X^{4}} f_{00} \otimes f_{01} \otimes f_{00} \otimes f_{01} \mathrm{~d} \mu^{[2]}\right) \cdot\left(\int_{X^{4}} f_{10} \otimes f_{11} \otimes f_{10} \otimes f_{11} \mathrm{~d} \mu^{[2]}\right)
\end{aligned}
$$

By using the $\sigma_{*}$, defined in the Proposition 3.3.13, we have that

$$
\begin{aligned}
& \left(\int_{X^{4}} f_{00} \otimes f_{01} \otimes f_{00} \otimes f_{01} \mathrm{~d} \mu^{[2]}\right) \cdot\left(\int_{X^{4}} f_{10} \otimes f_{11} \otimes f_{10} \otimes f_{11} \mathrm{~d} \mu^{[2]}\right) \\
& =\left(\int_{X^{4}} f_{00} \otimes f_{00} \otimes f_{01} \otimes f_{01} \mathrm{~d} \mu^{[2]}\right) \cdot\left(\int_{X^{4}} f_{10} \otimes f_{10} \otimes f_{11} \otimes f_{11} \mathrm{~d} \mu^{[2]}\right)
\end{aligned}
$$

Applying the same procedure on each of the last two integrals, we obtain the result.
(ii) Let $f$ be a bounded function on $X$.

$$
\begin{aligned}
\|f\|_{[2]}^{4} & =\left(\int_{X^{4}} f \otimes f \otimes f \otimes f \mathrm{~d} \mu^{[2]}\right)=\int_{X^{2}}\left(\mathbb{E}\left(f \otimes f \mid \mathcal{I}^{[1]}\right)\right)^{2} \mathrm{~d}(\mu \otimes \mu) \\
& \geqslant\left(\int_{X^{2}} \mathbb{E}\left(f \otimes f \mid \mathcal{I}^{[1]}\right) \mathrm{d}(\mu \otimes \mu)\right)^{2}=\left(\int_{X^{2}} f \otimes f \mathrm{~d}(\mu \otimes \mu)\right)^{2} \\
& =\left(\int_{X^{2}} f(x) \cdot f(y) \mathrm{d}(\mu \otimes \mu)(x, y)\right)^{2}=\left[\left(\int_{X} f \mathrm{~d} \mu\right)^{2}\right]^{2}=\left(\int_{X} f \mathrm{~d} \mu\right)^{4} \geqslant 0
\end{aligned}
$$

It is trivial to prove that $\left\|\left|c \cdot f\left\|_{[2]}=|c| \cdot\right\|\right| f\right\|_{[2]}, \forall c \in \mathbb{C}$
The remaining property that needs to be proven is subadditivity. Let $f, g \in L^{\infty}(\mu)$.

$$
\begin{aligned}
& \|f f+g\|_{[2]}^{4} \\
& \begin{aligned}
=\binom{4}{0} & \int_{X^{4}} f^{\{4\}} \mathrm{d} \mu^{[2]}
\end{aligned}+\binom{4}{1} \int_{X^{4}} f^{\{3\}} g^{\{1\}} \mathrm{d} \mu^{[2]} \\
&
\end{aligned}
$$

where the notation $f^{\{n\}}$ (respectively $g^{\{n\}}$ ) implies the number that $f$ (respectively $g$ ) appears in the integral regardless of the position. By (i) we have that,

$$
\begin{aligned}
& \|f+g\|_{[2]}^{4} \\
& \leq\binom{ 4}{0}\|f\|_{[2]}^{4}+\binom{4}{1}\left\|f_{[2]}\right\|\left\|^{3}\right\| g g\left\|_{[2]}+\binom{4}{2}\right\| f f\left\|_{[2]}^{2}\right\| g g\left\|_{[2]}^{2}+\binom{4}{3}\right\| f\left\|_{[2]}\right\| g\left\|_{[2]}^{3}+\binom{4}{4}\right\| g g \|_{[2]}^{4} \\
& =\left(\|f\|_{[2]}+\|g\|_{[2]}\right)^{4}
\end{aligned}
$$

## Proposition 3.3.21.

Let $f \in L^{\infty}(\mu)$, then

$$
\|f\|_{[2]}=0 \Longleftrightarrow \mathbb{E}(f \mid \mathcal{K})=0
$$

Proof. Assume that $\mathbb{E}(f \mid \mathcal{K})=0$. By Lemma 3.3 .18 applied for $g(\tilde{\mathbf{x}})=\prod_{\epsilon \in V_{2}^{*}} f\left(x_{\epsilon}\right)$, we have that $\mid\|f\|_{[2]}=0$

Conversely, let $\|f\|_{[2]}=0$. Then by Lemma 3.3.20, if $f_{\epsilon} \in L^{\infty}(\mu), \epsilon \in V_{2}^{*}$.

$$
\int_{X^{4}} f\left(x_{00}\right) \cdot \prod_{\epsilon \in V_{2}^{*}} f_{\epsilon}\left(x_{\epsilon}\right) \mathrm{d} \mu^{[2]}=0
$$

By density we have that $\int_{X^{4}} f\left(x_{00}\right) g(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[2]}=0$, function on $X^{3}$. In particular, this holds for every $\mathcal{J}_{3}$-measurable function on $X^{3}$ and thus $f$ is orthogonal in $L^{2}(\mu)$ to every $\mathcal{K}$-measurable function on $X$. Thus $\mathbb{E}(f \mid \mathcal{K})=0$.

## Proposition 3.3.22.

Let $f \in L^{2}(\mu)$, then
$f$ is $\mathcal{K}$-measurable if and only if $f$ is orthogonal in $L^{2}(\mu)$ to every $g \in L^{\infty}(\mu)$ with $\|g\|_{[2]}=0$

Proof. Let $f \in L^{2}(\mu)$, $\mathcal{K}$-measurable and $g \in L^{\infty}(\mu)$ with $\|g\|_{[2]}=0$. Then there exists a function $F$ in $X^{3}$ that is $\mathcal{K}^{3}$-measurable such that, for $\mu^{[2]}$-almost every $\mathbf{x} \in X^{4}$

$$
f\left(x_{00}\right)=F\left(x_{01}, x_{10}, x_{11}\right)
$$

As in Note on page 11, we have that

$$
\begin{aligned}
\left|\int_{X} f \cdot g \mathrm{~d} \mu\right| & =\left|\int_{X^{4}} F\left(x_{01}, x_{10}, x_{11}\right) \cdot g\left(x_{00}\right) \mathrm{d} \mu^{[2]}(\mathbf{x})\right| \sim\left|\sum_{i} \int_{X^{4}} g \otimes F_{i} \otimes G_{i} \otimes H_{i} \mathrm{~d} \mu^{[2]}(\mathbf{x})\right| \\
& \leq \sum_{i}\|g\|_{[2]} \cdot\left\|\mid F_{i}\right\|_{[2]} \cdot\left\|G_{i}\right\|_{[2]} \cdot\| \| H_{i} \|_{[2]}=0
\end{aligned}
$$

Conversely, let $f \in L^{2}(\mu)$ such that $\forall g \in L^{\infty}(\mu)$ with $\|g\|_{[2]}=0$,

$$
\int_{X} f \cdot g \mathrm{~d} \mu
$$

We can write $f=f^{\prime}+f^{\prime \prime}$, where $f^{\prime}$ is $\mathcal{K}$-measurable and $\mathbb{E}\left(f^{\prime \prime} \mid \mathcal{K}\right)=0$. Then,

$$
\|f\|_{L^{2}(\mu)}=\int_{X} f \cdot f \mathrm{~d} \mu=\int_{X} f \cdot\left(f^{\prime}+f^{\prime \prime}\right) \mathrm{d} \mu=\int_{X} f \cdot f^{\prime} \mathrm{d} \mu+\int_{X} f \cdot f^{\prime \prime} \mathrm{d} \mu
$$

Now, $\mathbb{E}\left(f^{\prime \prime} \mid \mathcal{K}\right) \Longleftrightarrow\left\|\left\|f^{\prime \prime}\right\|_{[2]}=0\right.$ thus,

$$
\int_{X} f \cdot f^{\prime \prime} \mathrm{d} \mu=0
$$

In other words

$$
\int_{X} f \cdot f \mathrm{~d} \mu=\int_{X} f \cdot \mathbb{E}(f \mid \mathcal{K}) \mathrm{d} \mu
$$

Hence f is $\mathcal{K}$-measurable

## Proposition 3.3.23.

Let $(X, \mu, T)$ and $(Y, \nu, S)$ be two systems a,d $p: X \rightarrow Y$ be a factor map. Let $\mathcal{K}(X)$, $\mathcal{K}(Y)$ be the Kronecker factor of $X, Y$ respectively. Then $p^{-1}(\mathcal{K}(Y))=\mathcal{K}(X) \cap p^{-1}(\mathcal{Y})$.

Proof. Let $p^{3}=p \times p \times p:\left(X^{3}, \mu^{3}, T^{3}\right) \rightarrow\left(Y^{3}, \nu^{3}, S^{3}\right)$ be the natural map. Then $p^{3}$ is a factor map. Let $f$ be a bounded function on $X$ that is $p^{-1}(\mathcal{K}(Y))$-measurable. Then $f=g \circ p$ for some bounded function on $Y$ that is $\mathcal{K}(Y)$-measurable. By Proposition 3.3.8 there exist a $\mathcal{K}^{3}(Y)$-measurable function $G$ on $Y^{3}$ such that $g\left(y_{00}\right)=G\left(y_{01}, y_{10}, y_{11}\right)$, for $\nu^{[2]}$-almost every $\mathbf{y}=\left(y_{00}, y_{01}, y_{10}, y_{11}\right) \in Y^{4}$. Thus $g \circ p\left(x_{00}\right)=G \circ p^{3}\left(x_{01}, x_{10}, x_{11}\right)$, for $\mu^{[2]}$-almost every $\left(x_{00}, x_{01}, x_{10}, x_{11}\right) \in X^{4}$. Again by Proposition 3.3.8 we have that $f=g \circ p$ is $\mathcal{K}(X)$-measurable. Thus $p^{-1}(\mathcal{K}(Y)) \subseteq \mathcal{K}(X) \cap p^{-1}(\mathcal{Y})$.

Now let $f$ be a bounded function on $X$ that is $\mathcal{K}(X) \cap p^{-1}(\mathcal{Y})$-measurable. Then $f=g \circ p$ for some bounded function on $Y$. Write $g=g^{\prime}+g^{\prime \prime}$, where $g^{\prime}$ is $\mathcal{K}(Y)$ measurable and $\mathbb{E}\left(g^{\prime \prime} \mid \mathcal{K}(Y)\right)=0$. By the first part of this proof, we have that $g^{\prime} \circ p$ is $\mathcal{K}(X)$-measurable. Since $\mathbb{E}\left(g^{\prime \prime} \mid \mathcal{K}(Y)\right)=0$, we have that $\left\|\left\|g^{\prime \prime}\right\|_{Y^{4}}=0\right.$, and thus $\left\|g^{\prime \prime} \circ p\right\|_{X^{4}}=0$ thus $\mathbb{E}\left(g^{\prime \prime} \circ p \mid \mathcal{K}(X)\right)=0$. Since $f=g^{\prime} \circ p+g^{\prime \prime} \circ p$ is $\mathcal{K}(X)$-measurable, we have that $g^{\prime \prime} \circ p=0$. Thus $g^{\prime \prime}=0$ and $g$ is $\mathcal{K}(Y)$-measurable.

## Remark 3.3.24.

This means that the Kronecker factor of any ergodic system is a system of order 1. Furthermore the Kronecker factor is the largest system of order 1 under any ergodic system.

## Note.

The sub- $\sigma$-algebra $\mathcal{K}^{4} \subseteq \mathcal{X}^{4}$ is $T^{[2]}$-invariant, hence the conditional expectation with respect to $\mathcal{I}^{[2]}$ commutes with the conditional expectation with respect to $\mathcal{K}^{4}$

## Lemma 3.3.25.

Let $f_{\epsilon} \in L^{\infty}(\mu)$ for $\epsilon \in V_{2}$.
(i) If $f_{\gamma}$ is $\mathcal{K}$-measurable for some $\gamma \in V_{2}$, then $\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right)$ is $\mathcal{K}^{4}$-measurable.
(ii) If $\mathbb{E}\left(f_{\delta} \mid \mathcal{K}\right)=0$ for some $\delta \in V_{2}$, then $\mathbb{E}\left(\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right) \mid \mathcal{K}^{4}\right)=0$.
(iii) If the conditions in both (i) and (ii) are satisfied, then $\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right)=0$

Proof. (i) By Proposition 3.3.13 it suffices to prove it for $\gamma=00$
Since $f_{00}$ is $\mathcal{K}$-measurable, $\exists F$ on $X^{3}$, that is $\mathcal{K}^{3}$-measurable, such that for $\mu^{[2]}$-almost every $\mathbf{x} \in X^{4}, f\left(x_{00}\right)=F\left(x_{01}, x_{10}, x_{11}\right)$. Thus we have that,
$\prod_{\epsilon \in V_{2}} f\left(x_{\epsilon}\right)=F\left(x_{01}, x_{10}, x_{11}\right) \cdot \prod_{\epsilon \in V_{2}^{*}} f_{\epsilon}\left(x_{\epsilon}\right)$ for $\mu^{[2]}$-almost every $\mathbf{x} \in X^{4}$
By Corollary 2.3 .2 we also obtain that the $T^{3}$-invariant sets of $\left(X^{3}, \mu \otimes \mu \otimes \mu\right)$ are $\mathcal{K}^{2}$-measurable

By corollary 3.3.7 we have that the 3 dimensional marginal of $\mu^{[2]}$ is $\mu \otimes \mu \otimes \mu$. Thus $\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right)$ is $\mathcal{K}^{4}$-measurable. Indeed, let $A \in \mathcal{I}^{[2]}$

$$
\begin{aligned}
& \int_{A} \mathbb{E}\left(\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right) \mid \mathcal{K}^{4}\right) \mathrm{d} \mu^{[2]}=\int_{A} \mathbb{E}\left(\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{K}^{4}\right) \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{A} \mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{K}^{4}\right) \mathrm{d} \mu^{[2]}=\int_{A} \mathbb{1}_{X} \otimes \mathbb{E}\left(F \cdot \bigotimes_{\epsilon \in V_{2}^{*}} f_{\epsilon} \mid \mathcal{K}^{3}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{A} \mathbb{1}_{X} \otimes F \cdot \bigotimes_{\epsilon \in V_{2}^{*}} f_{\epsilon} \mathrm{d} \mu^{[2]}=\int_{A} \bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mathrm{d} \mu^{[2]}=\int_{A} \mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[2]}
\end{aligned}
$$

The first equality holds by the previous Note and the third by the fact that, $\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{K}^{4}\right)=$ $\mathbb{E}\left(\mathbb{1}_{X} \otimes F \cdot \bigotimes_{\epsilon \in V_{2}^{*}} f_{\epsilon} \mid \mathcal{K}^{4}\right)=\mathbb{1}_{X} \otimes \mathbb{E}\left(F \cdot \bigotimes_{\epsilon \in V_{2}^{*}} f_{\epsilon} \mid \mathcal{K}^{3}\right)$
(ii) By Proposition 3.3 we have that, $\bigotimes_{\epsilon \in V_{2}} \mathbb{E}\left(f_{\epsilon} \mid \mathcal{K}\right)=\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{K}^{4}\right)$ Indeed, if $A \in \mathcal{K}^{4}$, then

$$
\int_{A} \bigotimes_{\epsilon \in V_{2}} \mathbb{E}\left(f_{\epsilon} \mid \mathcal{K}\right) \mathrm{d} \mu^{[2]}=\int_{A} \bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mathrm{d} \mu^{[2]}=\int_{A} \mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{K}^{4}\right) \mathrm{d} \mu^{[2]}
$$

Hence

$$
\begin{aligned}
\mathbb{E}\left(f_{\delta} \mid \mathcal{K}\right)=0 & \Longrightarrow \mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{K}^{4}\right)=0 \\
& \Longrightarrow \mathbb{E}\left(\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{K}^{4}\right) \mid \mathcal{I}^{[2]}\right)=0 \Longrightarrow \mathbb{E}\left(\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right) \mid \mathcal{K}^{4}\right)=0
\end{aligned}
$$

(iii) If one $f_{\gamma}$ is $\mathcal{K}$-measurable then from (i)

$$
\mathbb{E}\left(\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{K}^{4}\right) \mid \mathcal{I}^{[2]}\right)=\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right)
$$

Furthermore if $\mathbb{E}\left(f_{\delta} \mid \mathcal{K}\right)=0$ then from (ii)

$$
\mathbb{E}\left(\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right) \mid \mathcal{K}^{4}\right)=0
$$

and as mentioned before

$$
\mathbb{E}\left(\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{K}^{4}\right) \mid \mathcal{I}^{[2]}\right)=\mathbb{E}\left(\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right) \mid \mathcal{K}^{4}\right)
$$

It follows that

$$
\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right)=0
$$

### 3.4 The measure $\mu^{[3]}$

As stated above, the measure $\mu^{[3]}$ is the relatively independent joining over $\mathcal{I}^{[2]}$. That means

$$
\begin{aligned}
\int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \mathrm{d} \mu^{[3]} & =\int_{X^{4}} \mathbb{E}\left(\bigotimes_{\substack{\epsilon \in V_{3} \\
\epsilon_{1}=0}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right) \cdot \mathbb{E}\left(\bigotimes_{\substack{\epsilon \in V_{3} \\
\epsilon_{1}=1}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{X^{4}} \mathbb{E}\left(\bigotimes_{\eta \in V_{2}} f_{0 \eta} \mid \mathcal{I}^{[2]}\right) \cdot \mathbb{E}\left(\bigotimes_{\eta \in V_{2}} f_{1 \eta} \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[2]}
\end{aligned}
$$

for $f_{000}, f_{001}, f_{010}, f_{011}, f_{100}, f_{101}, f_{110}, f_{111} \in L^{\infty}(\mu)$.

## Proposition 3.4.1.

The measure $\mu^{[3]}$ is $T^{[3]}=T \times T \times T \times T \times T \times T \times T \times T$-invariant.

Proof. The proof is exactly the same as Proposition 3.3.1.

## Proposition 3.4.2.

The measure $\mu^{[3]}$ is invariant under the tranformations

$$
T_{8,1}=T_{4,1} \times T_{4,1}, T_{8,2}=T_{4,2} \times T_{4,2} \text { and } T_{8,3}=\mathbf{I d} \times \mathbf{I d} \times \mathbf{I d} \times \mathbf{I d} \times T \times T \times T \times T
$$

where $T_{4,1}, T_{4,2}$ are as in Proposition 3.3 .9

Proof. Let $f_{\epsilon} \in L^{\infty}(\mu), \epsilon \in V_{3}$ be 8 functions on $X$

$$
\begin{aligned}
& \int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \circ T_{8,1} \mathrm{~d} \mu^{[3]}=\int_{X^{4}} \mathbb{E}\left(\bigotimes_{\eta \in V_{2}} f_{0 \eta} \circ T_{4,1} \mid \mathcal{I}^{[2]}\right) \cdot \mathbb{E}\left(\bigotimes_{\eta \in V_{2}} f_{1 \eta} \circ T_{4,1} \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{X^{4}} \mathbb{E}\left(\bigotimes_{\eta \in V_{2}} f_{0 \eta} \mid \mathcal{I}^{[2]}\right) \circ T_{4,1} \cdot \mathbb{E}\left(\bigotimes_{\eta \in V_{2}} f_{1 \eta} \mid \mathcal{I}^{[2]}\right) \circ T_{4,1} \mathrm{~d} \mu^{[2]} \\
& =\int_{X^{4}}\left(\underset{E}{ }\left(\bigotimes_{\eta \in V_{2}} f_{0 \eta} \mid \mathcal{I}^{[2]}\right) \cdot \mathbb{E}\left(\bigotimes_{\eta \in V_{2}} f_{1 \eta} \mid \mathcal{I}^{[2]}\right)\right) \circ T_{4,1} \mathrm{~d} \mu^{[2]} \\
& =\int_{X^{4}} \mathbb{E}\left(\bigotimes_{\eta \in V_{2}} f_{0 \eta} \mid \mathcal{I}^{[2]}\right) \cdot \mathbb{E}\left(\bigotimes_{\eta \in V_{2}} f_{1 \eta} \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[2]}=\int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \mathrm{d} \mu^{[3]}
\end{aligned}
$$

The second equality holds because $T_{4,1} \circ T^{[2]}=T^{[2]} \circ T_{4,1}$ and the fifth holds by Proposition 3.3 .9
The remaining two cases can be proved in the exact same manner.

## Proposition 3.4.3.

The measure $\mu^{[3]}$ is invariant under the group of isometries of the unit Euclidean cube, acting on $X^{8}$ by permutation of the coordinates.

Note. We will use the transformations $\left(\sigma_{1}^{2}\right)_{*},\left(\sigma_{2}^{2}\right)_{*},(\sigma)_{*}$ defined in Proposition 3.3.13. acting on $X^{4}$ by
$\left(\sigma_{1}^{2}\right)_{*}\left(\left(x_{00}, x_{01}, x_{10}, x_{11}\right)\right)=\left(x_{10}, x_{11}, x_{00}, x_{01}\right)$ for each $\mathbf{x} \in X^{4}$,
$\left(\sigma_{2}^{2}\right)_{*}\left(\left(x_{00}, x_{01}, x_{10}, x_{11}\right)\right)=\left(x_{01}, x_{00}, x_{11}, x_{10}\right)$ for each $\mathbf{x} \in X^{4}$ and $\sigma_{*}\left(x_{00}, x_{01}, x_{10}, x_{11}\right)=\left(x_{00}, x_{10}, x_{01}, x_{11}\right)$ for each $\mathbf{x} \in X^{4}$

Proof. Since the group of isometries of the unit Euclidean cube is spanned by digit permutations and reflections, it suffices to prove it for any reflection and any digit permutation,

## - reflections:

There are 3 reflections $\sigma_{1}^{3}, \sigma_{2}^{3}, \sigma_{3}^{3}$ where

$$
\begin{gathered}
\left(\sigma_{1}^{3}\right)_{*}\left(x_{000}, x_{001}, x_{010}, x_{011}, x_{100}, x_{101}, x_{110}, x_{111}\right)= \\
=\left(x_{100}, x_{101}, x_{110}, x_{111}, x_{000}, x_{001}, x_{010}, x_{011}\right) \\
\left(\sigma_{2}^{3}\right)_{*}\left(x_{000}, x_{001}, x_{010}, x_{011}, x_{100}, x_{101}, x_{110}, x_{111}\right)= \\
=\left(x_{010}, x_{011}, x_{000}, x_{001}, x_{110}, x_{111}, x_{100}, x_{101}\right) \\
\left(\sigma_{3}^{3}\right)_{*}\left(x_{000}, x_{001}, x_{010}, x_{011}, x_{100}, x_{101}, x_{110}, x_{111}\right)= \\
=\left(x_{001}, x_{000}, x_{011}, x_{010}, x_{101}, x_{100}, x_{111}, x_{110}\right)
\end{gathered}
$$

Let $f_{\epsilon} \in L^{\infty}(\mu), \epsilon \in V_{3}$.

$$
\begin{aligned}
& \int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \circ\left(\sigma_{1}^{3}\right)_{*} \mu^{[3]} \\
& =\int_{X^{8}} f_{000}\left(x_{100}\right) f_{001}\left(x_{101}\right) f_{010}\left(x_{110}\right) f_{011}\left(x_{111}\right) f_{100}\left(x_{000}\right) f_{101}\left(x_{001}\right) f_{110}\left(x_{010}\right) f_{111}\left(x_{011}\right) \mathrm{d} \mu^{[3]} \\
& \left.\left.=\int_{X^{4}} \mathbb{E}\left(f_{100} \otimes f_{101} \otimes f_{110} \otimes f_{111}\right) \mid \mathcal{I}^{[2]}\right) \cdot \mathbb{E}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011}\right) \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \mathrm{d} \mu^{[3]}
\end{aligned}
$$

$$
\begin{aligned}
& \int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \circ\left(\sigma_{2}^{3}\right) * \mathrm{~d} \mu^{[3]} \\
& =\int_{X^{8}} f_{000}\left(x_{010}\right) f_{001}\left(x_{011}\right) f_{010}\left(x_{000}\right) f_{011}\left(x_{001}\right) f_{100}\left(x_{110}\right) f_{101}\left(x_{111}\right) f_{110}\left(x_{100}\right) f_{111}\left(x_{101}\right) \mathrm{d} \mu^{[3]} \\
& \left.\left.=\int_{X^{4}} \mathbb{E}\left(f_{010} \otimes f_{011} \otimes f_{000} \otimes f_{001}\right) \mid \mathcal{I}^{[2]}\right) \cdot \mathbb{E}\left(f_{110} \otimes f_{111} \otimes f_{100} \otimes f_{101}\right) \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[2]} \\
& \left.\left.=\int_{X^{4}} \mathbb{E}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011}\right) \mid \mathcal{I}^{[2]}\right) \circ\left(\sigma_{1}^{2}\right)_{*} \cdot \mathbb{E}\left(f_{100} \otimes f_{101} \otimes f_{110} \otimes f_{111}\right) \mid \mathcal{I}^{[2]}\right) \circ\left(\sigma_{1}^{2}\right)_{*} \mathrm{~d} \mu^{[2]}
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.=\int_{X^{4}}\left(\mathbb{E}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011}\right) \mid \mathcal{I}^{[2]}\right) \cdot \mathbb{E}\left(f_{100} \otimes f_{101} \otimes f_{110} \otimes f_{111}\right) \mid \mathcal{I}^{[2]}\right)\right) \circ\left(\sigma_{1}^{2}\right)_{*} \mathrm{~d} \mu^{[2]} \\
& \left.\left.=\int_{X^{4}} \mathbb{E}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011}\right) \mid \mathcal{I}^{[2]}\right) \cdot \mathbb{E}\left(f_{100} \otimes f_{101} \otimes f_{110} \otimes f_{111}\right) \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{X^{8}} \bigotimes \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \mathrm{d} \mu^{[3]}
\end{aligned}
$$

For the third equality, let $A \in \mathcal{I}^{[2]}$, then

$$
\begin{align*}
& \left.\int_{A} \mathbb{E}\left(f_{010} \otimes f_{011} \otimes f_{000} \otimes f_{001}\right) \mid \mathcal{I}^{[2]}\right)=\int_{A} f_{010}\left(y_{00}\right) \cdot f_{011}\left(y_{01}\right) \cdot f_{000}\left(y_{10}\right) \cdot f_{001}\left(y_{11}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{A}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011}\right) \circ\left(\sigma_{1}^{2}\right)_{*} \mathrm{~d} \mu^{[2]} \\
& =\int_{\left(\left(\sigma_{1}^{2}\right) *\right)^{-1}(A)} f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011} \mathrm{~d} \mu^{[2]} \quad(\mathbf{1}) \tag{1}
\end{align*}
$$

Now it is easy to deduce that $\left(\sigma_{1}^{2}\right)_{*} \circ T^{[2]}=T^{[2]} \circ\left(\sigma_{1}^{2}\right)_{*}$. Thus $\left(\left(\sigma_{1}^{2}\right)_{*}\right)^{-1}(A) \in \mathcal{I}^{[2]}$ and by that we have

$$
\begin{aligned}
(\mathbf{1}) & =\int_{\left(\left(\sigma_{1}^{2}\right) *\right)^{-1}(A)} \mathbb{E}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011} \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{A} \mathbb{E}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011} \mid \mathcal{I}^{[2]}\right) \circ\left(\sigma_{1}^{2}\right)_{*} \mathrm{~d} \mu^{[2]}
\end{aligned}
$$

Thus $\left.\mathbb{E}\left(f_{010} \otimes f_{011} \otimes f_{000} \otimes f_{001}\right) \mid \mathcal{I}^{[2]}\right)=\mathbb{E}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011} \mid \mathcal{I}^{[2]}\right) \circ\left(\sigma_{1}^{2}\right)_{*}$, $\mu^{[2]}$-a.e. and correspondingly $\left.\mathbb{E}\left(f_{110} \otimes f_{111} \otimes f_{100} \otimes f_{101}\right) \mid \mathcal{I}^{[2]}\right)=\mathbb{E}\left(f_{100} \otimes f_{101} \otimes\right.$ $\left.\left.f_{110} \otimes f_{111}\right) \mid \mathcal{I}^{[2]}\right) \circ\left(\sigma_{1}^{2}\right)_{*}, \mu^{[2]}$-a.e., and the relation follows.
The fifth equality holds by Proposition 3.3.13
The case for $\left(\sigma_{3}^{3}\right)_{*}$ is proved in the exact same way as $\left(\sigma_{2}^{3}\right)_{*}$, using now the transformation $\left(\sigma_{2}^{2}\right)_{*}$

- There are five nontrivial elements in $S_{3}, \tau_{i} \in S_{3}, i \in\{1,2,3,4,5\}$, where $\tau_{1}=(12)$, $\tau_{2}=(13), \tau_{3}=(23), \tau_{4}=(123), \tau_{5}=(132)$. They defy five nontrivial digit permutation on $V_{2}$,

$$
\begin{aligned}
& \sigma_{1}\left(\epsilon_{1} \epsilon_{2} \epsilon_{3}\right)=\epsilon_{2} \epsilon_{1} \epsilon_{3} \quad \sigma_{2}\left(\epsilon_{1} \epsilon_{2} \epsilon_{3}\right)=\epsilon_{3} \epsilon_{2} \epsilon_{1} \quad \sigma_{3}\left(\epsilon_{1} \epsilon_{2} \epsilon_{3}\right)=\epsilon_{1} \epsilon_{3} \epsilon_{2} \\
& \sigma_{4}\left(\epsilon_{1} \epsilon_{2} \epsilon_{3}\right)=\epsilon_{3} \epsilon_{1} \epsilon_{2} \quad \sigma_{5}\left(\epsilon_{1} \epsilon_{2} \epsilon_{3}\right)=\epsilon_{2} \epsilon_{3} \epsilon_{1} \\
& \text { and those transformations act on } X^{8} \text { by }
\end{aligned}
$$

$$
\begin{aligned}
& \left(\sigma_{1}\right)_{*}\left(x_{000}, x_{001}, x_{010}, x_{011}, x_{100}, x_{101}, x_{110}, x_{111}\right) \\
& \quad=\left(x_{000}, x_{001}, x_{100}, x_{101}, x_{010}, x_{011}, x_{110}, x_{111}\right)
\end{aligned}
$$

$$
\left(\sigma_{2}\right)_{*}\left(x_{000}, x_{001}, x_{010}, x_{011}, x_{100}, x_{101}, x_{110}, x_{111}\right)
$$

$$
=\left(x_{000}, x_{100}, x_{010}, x_{110}, x_{001}, x_{101}, x_{011}, x_{111}\right)
$$

$$
\left(\sigma_{3}\right)_{*}\left(x_{000}, x_{001}, x_{010}, x_{011}, x_{100}, x_{101}, x_{110}, x_{111}\right)
$$

$$
=\left(x_{000}, x_{010}, x_{001}, x_{011}, x_{100}, x_{110}, x_{101}, x_{111}\right)
$$

$\left(\sigma_{4}\right)_{*}\left(x_{000}, x_{001}, x_{010}, x_{011}, x_{100}, x_{101}, x_{110}, x_{111}\right)$

$$
=\left(x_{000}, x_{010}, x_{100}, x_{110}, x_{001}, x_{011}, x_{101}, x_{111}\right)
$$

$\left(\sigma_{5}\right)_{*}\left(x_{000}, x_{001}, x_{010}, x_{011}, x_{100}, x_{101}, x_{110}, x_{111}\right)$

$$
=\left(x_{000}, x_{100}, x_{001}, x_{101}, x_{010}, x_{110}, x_{011}, x_{111}\right)
$$

We have that $\tau_{2}=\tau_{1} \circ \tau_{3} \circ \tau_{1}, \tau_{4}=\tau_{3} \circ \tau_{1}$ and $\tau_{5}=\tau_{1} \circ \tau_{3}$
$\Rightarrow \sigma_{2}=\sigma_{1} \circ \sigma_{3} \circ \sigma_{1}, \sigma_{4}=\sigma_{3} \circ \sigma_{1}$ and $\sigma_{5}=\sigma_{1} \circ \sigma_{3}$
$\Rightarrow\left(\sigma_{2}\right)_{*}=\left(\sigma_{1}\right)_{*} \circ\left(\sigma_{3}\right)_{*} \circ\left(\sigma_{1}\right)_{*},\left(\sigma_{4}\right)_{*}=\left(\sigma_{3}\right)_{*} \circ\left(\sigma_{1}\right)_{*}$ and $\left(\sigma_{5}\right)_{*}=\left(\sigma_{1}\right)_{*} \circ\left(\sigma_{3}\right)_{*}$,
thus it suffices to show it just for $\left(\sigma_{1}\right)_{*}$ and $\left(\sigma_{3}\right)_{*}$

Let $f_{\epsilon} \in L^{\infty}(\mu), \epsilon \in V_{3}$.

$$
\begin{aligned}
& \int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \circ\left(\sigma_{3}\right)_{*} \mathrm{~d} \mu^{[3]} \\
& =\int_{X^{8}} f_{000}\left(x_{000}\right) f_{001}\left(x_{010}\right) f_{010}\left(x_{001}\right) f_{011}\left(x_{011}\right) f_{100}\left(x_{100}\right) f_{101}\left(x_{110}\right) f_{110}\left(x_{101}\right) f_{111}\left(x_{111}\right) \mathrm{d} \mu^{[3]} \\
& =\int_{X^{4}} \mathbb{E}\left(f_{000} \otimes f_{010} \otimes f_{001} \otimes f_{011} \mid \mathcal{I}^{[2]}\right) \cdot \mathbb{E}\left(f_{000} \otimes f_{110} \otimes f_{101} \otimes f_{111} \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{X^{4}} \mathbb{E}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011} \mid \mathcal{I}^{[2]}\right) \circ(\sigma)_{*} \cdot \mathbb{E}\left(f_{000} \otimes f_{101} \otimes f_{110} \otimes f_{111} \mid \mathcal{I}^{[2]}\right) \circ \sigma_{*} \mathrm{~d} \mu^{[2]}
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{X^{4}}\left(\mathbb{E}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011} \mid \mathcal{I}^{[2]}\right) \cdot \mathbb{E}\left(f_{000} \otimes f_{101} \otimes f_{110} \otimes f_{111} \mid \mathcal{I}^{[2]}\right)\right) \circ \sigma_{*} \mathrm{~d} \mu^{[2]} \\
& =\int_{X^{4}} \mathbb{E}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011} \mid \mathcal{I}^{[2]}\right) \cdot \mathbb{E}\left(f_{000} \otimes f_{101} \otimes f_{110} \otimes f_{111} \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \mathrm{d} \mu^{[3]}
\end{aligned}
$$

For the third equality, let $B \in \mathcal{I}^{[2]}$, then

$$
\begin{align*}
\int_{B} \mathbb{E}\left(f_{000} \otimes f_{010} \otimes f_{001} \otimes\right. & \left.f_{011} \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{B} f_{000}\left(y_{00}\right) \cdot f_{010}\left(y_{01}\right) \cdot f_{001}\left(y_{10}\right) \cdot f_{011}\left(y_{11}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{B}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011}\right) \circ \sigma_{*} \mathrm{~d} \mu^{[2]} \\
& =\int_{\left(\sigma_{*}\right)^{-1}(B)} f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011} \mathrm{~d} \mu^{[2]} \tag{2}
\end{align*}
$$

Now it is easy to deduce the $\sigma_{*} \circ T^{[2]}=T^{[2]} \circ \sigma_{*}$. Thus $\left(\sigma_{*}\right)^{-1}(B) \in \mathcal{I}^{[2]}$ and by that we have,

$$
\begin{aligned}
(\mathbf{2}) & =\int_{\left(\sigma_{*}\right)^{-1}(B)} \mathbb{E}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011} \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{B} \mathbb{E}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011} \mid \mathcal{I}^{[2]}\right) \circ\left(\sigma_{*}\right) \mathrm{d} \mu^{[2]}
\end{aligned}
$$

Thus $\mathbb{E}\left(f_{000} \otimes f_{010} \otimes f_{001} \otimes f_{011} \mid \mathcal{I}^{[2]}\right)=\mathbb{E}\left(f_{000} \otimes f_{001} \otimes f_{010} \otimes f_{011} \mid \mathcal{I}^{[2]}\right) \circ\left(\sigma_{*}\right)$, $\mu^{[2]}$-a.e. and correspondingly $\mathbb{E}\left(f_{100} \otimes f_{110} \otimes f_{101} \otimes f_{111} \mid \mathcal{I}^{[2]}\right)=\mathbb{E}\left(f_{100} \otimes f_{101} \otimes\right.$ $\left.f_{110} \otimes f_{111} \mid \mathcal{I}^{[2]}\right) \circ\left(\sigma_{*}\right), \mu^{[2]}$-a.e. and the equality holds.
The fifth equality holds by Proposition 3.3 .13
Now for $\left(\sigma_{1}\right)_{*}$
We define the system $(Y, \mathcal{Y}, \nu, S)=(X \times X, \mathcal{X} \otimes \mathcal{X}, \mu \otimes \mu, T \times T)$. Then the measure $\nu^{[2]}$, built from the system $(Y, \mathcal{Y}, \nu, S)$ in the same way that $\mu^{[2]}$ was built from $(X, \mathcal{X}, \mu, T)$, is equal to $\mu^{[3]}$

Indeed let $\nu=\mu \otimes \mu=\int_{\Omega} \mu_{\omega} \mathrm{d} P(\omega)$ be the ergodic decomposition of $\nu=\mu \otimes \mu$.
Then by Lemma 3.2.3, $\nu^{[2]}=\int_{\Omega} \mu_{\omega}^{[2]} \mathrm{d} P(\omega)$ where $\mu_{\omega}^{[2]}$ is constructed in the same way that $\mu^{[2]}$ was built from $(X, \mathcal{X}, \mu, T)$. From the same Lemma, we have that $\mu^{[3]}=\int_{\Omega} \mu_{\omega}^{[2]} \mathrm{d} P(\omega)$. Thus $\nu^{[2]}=\mu^{[3]}$.
Now we identify $X^{8}$ with $Y^{4}$ as follows

$$
\begin{aligned}
\left(x_{000}, x_{001}, x_{010}, x_{011},\right. & \left.x_{100}, x_{101}, x_{110}, x_{111}\right) \\
& =(\underbrace{\left(x_{(00) 0}, x_{(00) 1}\right)}_{y_{00}}, \underbrace{\left(x_{(01) 0}, x_{(01) 1}\right)}_{y_{01}}, \underbrace{\left(x_{(10) 0}, x_{(10) 1}\right)}_{y_{10}}, \underbrace{\left(x_{(11) 0}, x_{(11) 1}\right)}_{y_{11}})
\end{aligned}
$$

Then $\left(\sigma_{3}\right)_{*}$ acts on $X^{8}$ as $\sigma_{*}$ acts on $Y^{4}$. By Proposition 3.3.13 we have that $\left(\sigma_{*}\right)_{*} \nu=\nu$. Hence $\left(\left(\sigma_{3}\right)_{*}\right)_{*} \mu^{[3]}=\mu^{[3]}$

## Corollary 3.4.4.

The image of $\mu^{[3]}$ under any side projection $X^{[3]} \rightarrow X^{[2]}$ is $\mu^{[2]}$.

## Lemma 3.4.5.

Let $f \in L^{\infty}(\mu)$. Then

$$
\int_{X^{[3]}} f \otimes f \otimes f \otimes f \otimes f \otimes f \otimes f \otimes f \mathrm{~d} \mu^{[3]} \geq\left(\int_{X} f \mathrm{~d} \mu\right)^{8}
$$

Proof. By applying the Cauchy-Schwarz inequality and Lemma 3.3.14 we have that,

$$
\begin{aligned}
& \int_{X^{[3]}} f \otimes f \otimes f \otimes f \otimes f \otimes f \otimes f \otimes f \mathrm{~d} \mu^{[3]}=\int_{X^{[2]}} \mathbb{E}\left(f \otimes f \otimes f \otimes f \mid \mathcal{I}^{[2]}\right)^{2} \mathrm{~d} \mu^{[3]} \\
& \geq\left(\int_{X^{[2]}} \mathbb{E}\left(f \otimes f \otimes f \otimes f \mid \mathcal{I}^{[2]}\right) \mathrm{d} \mu^{[3]}\right)^{2}=\left(\int_{X^{[2]}} f \otimes f \otimes f \otimes f \mathrm{~d} \mu^{[3]}\right)^{2} \\
& \geq\left(\left(\int_{X} f \mathrm{~d} \mu\right)^{4}\right)^{2}=\left(\int_{X} f \mathrm{~d} \mu\right)^{8}
\end{aligned}
$$

Applying the previous Lemma for the function $\mathbb{1}_{A}$, we have that,

## Corollary 3.4.6.

For any subset $A$ of $X$,

$$
\mu^{[3]}(A \times A \times A \times A \times A \times A \times A \times A) \geq \mu(A)^{8}
$$

## Chapter 4

## Conze-Lesigne Factor

### 4.1 Construction of the factor

## Proposition 4.1.1.

We define $\mathcal{A}_{\boldsymbol{o}, 3}=\left\{B \subseteq X^{8}: B=A \times X^{7}\left(\bmod \mu \mu^{[3]}\right)\right\}$, and
$\mathcal{J}^{[3]}=\left\{A \subseteq X^{8}: T_{8,1}^{-1}(A)=A\left(\bmod \mu^{[3]}\right), T_{8,2}^{-1}(A)=A\left(\bmod \mu^{[3]}\right)\right.$ and

$$
\left.T_{8,3}^{-1}(A)=A\left(\bmod \mu^{[3]}\right)\right\}
$$

Then

$$
\mathcal{A}_{\boldsymbol{o}, 3}=\mathcal{J}^{[3]} \quad\left(\bmod \mu^{[3]}\right)
$$

We omit the proof of this Proposition as the procedure is exaclty the same as in Proposition 3.3.11

## Corollary 4.1.2.

The measure $\mu^{[3]}$ is ergodic under the joint action spanned by $T^{[3]}, T_{8,1}, T_{8,2}, T_{8,3}$.
Proof. Let $B \subseteq X^{8}$ be an invariant set under all $T^{[3]}, T_{8,1}, T_{8,2}, T_{8,3}$. From Proposition 4.1.1 we have that there exists a set $B \subseteq X$ such that $A=B \times X^{7}$

Now, $\left(T^{[3]}\right)^{-1}(B)=0 \Rightarrow T^{-1}(A)=A$. By ergodicity, $\mu(A)=1$ or 0 , it follows that $\mu^{[3]}(B)=1$ or $\mu^{[3]}(B)=0$.

We establish some more notation. We identify $X^{8}$, with $X \times X^{7}$, by $\mathbf{x}=\left(x_{000}, \tilde{\mathbf{x}}\right)$, where $x_{000} \in X$ and $\tilde{\mathbf{x}}=\left(x_{\epsilon}: \epsilon \in V_{3}^{*}\right) \in X^{7}$. Let $X^{7}$ be endowed with the measure $\mu_{7}$, the projection of $\mu^{[3]}$ on $X^{7}$ and with the transformations $T_{7,1}, T_{7,2}, T_{7,3}$ induced on
$X^{7}$ by the transformations $T_{8,1}, T_{8,2}, T_{8,3}$, respectively. We define $\mathcal{J}_{7}$ be the $\sigma$-algebra of subsets of $X^{7}$, invariant under the transformations $T_{7,1}, T_{7,2}, T_{7,3}$.

Let $B \subseteq X^{7}$. If $B$ is $\mathcal{J}_{7}$-measurable. Then $X \times B$ is invariant by all $T_{8,1}, T_{8,2}, T_{8,3}$ and by Proposition 4.1.1 there exists an $A \subseteq X$ such that $X \times B=A \times X^{7}\left(\right.$ mod $\mu^{[3]}$. Conversely, if there exists an $A \subseteq X$ such that $X \times B=A \times X^{7}\left(\bmod \mu^{[3]}\right)$, then clearly $B$ is is $\mathcal{J}_{7}$-measurable. So we have,

## Lemma 4.1.3.

Let $X^{7}$ be endowed with the measure $\mu_{7}$. A set $B \subseteq X^{7}$ is $\mathcal{J}_{7}$-measurable if and only if there exists a set $A \subseteq X$ so that

$$
X \times B=A \times X^{7} \quad\left(\bmod \mu^{[3]}\right)
$$

Equivalently,

$$
\begin{equation*}
B \in \mathcal{J}_{7} \quad \Leftrightarrow \quad \mathbb{1}_{A}\left(x_{000}\right)=\mathbb{1}_{B}(\tilde{\boldsymbol{x}}), \text { for } \mu^{[3]} \text {-almost every } \boldsymbol{x}=\left(x_{000}, \tilde{\boldsymbol{x}}\right) \in X^{8} \tag{4.1}
\end{equation*}
$$

## Definition 4.1.4.

The Conze-Lesigne $\sigma$-algebra, $\mathcal{C} \mathcal{L}$, on $X$ contains the sets $A \subseteq X$ so that there exists a set $B \subseteq X^{7}$ such that $A \times X^{7}=B \times X \bmod \mu^{[3]}$
Equivalently, is the $\sigma$-algebra of subsets of $X$ such that the relation (4.1) is satisfied.
A system is called Conze-Lesigne system or system of order 2 when it is isomorphic to its Conze-Lesigne factor.

## Remarks 4.1.5.

- By Lemma 4.1.3 and the definition 4.1.4 of the Conze-Lesigne $\sigma$-algebra we can identify the $\sigma$-algebras $\mathcal{C} \mathcal{L} \subseteq \mathcal{X}$ and $\mathcal{J}_{7} \subseteq \mathcal{X}^{7}$ by identifying a subset $B$ of $X^{7}$ belonging to $\mathcal{J}_{7}$ in with the corresponding subset $A$ of $X$, in $\mathcal{C} \mathcal{L}$
- By Lemma 4.1.3 if $f$ is a bounded function on X then, $f$ is $\mathcal{C} \mathcal{L}$-measurable if and only if there exists a $\mathcal{J}_{7}$-measurable function $F$ on $X^{7}$ with $f\left(x_{000}\right)=F(\tilde{\mathbf{x}}) \quad$ for $\mu^{[3]}$-almost every $\mathbf{x}=\left(x_{000}, \tilde{\mathbf{x}}\right) \in X^{8}$


## Proposition 4.1.6.

The $\sigma$-algebra $\mathcal{C L}$ is invariant under $T$ (thus is a factor of $X$ ).
Proof. From the previous Remark 4.1.5 it suffices to prove that $T^{7}\left(\mathcal{J}_{7}\right)=\mathcal{J}_{7}$. By the fact that $T \circ T_{7, i}=T_{7, i}, \forall i=1,2,3$ we have $T^{7}\left(\mathcal{J}_{7}\right)=\mathcal{J}_{7}$. as desired.

## Lemma 4.1.7.

Let $f$ and $g$ be two bounded functions on $X$ and $X^{7}$ respectively, then

$$
\int_{X^{8}} f\left(x_{000}\right) g(\tilde{\boldsymbol{x}}) \mathrm{d} \mu^{[3]}(\boldsymbol{x})=\int_{X^{8}} \mathbb{E}(f \mid \mathcal{C} \mathcal{L})\left(x_{000}\right) \mathbb{E}\left(g \mid \mathcal{J}_{7}\right)(\tilde{\boldsymbol{x}}) \mathrm{d} \mu^{[3]}(\boldsymbol{x})
$$

In other words $\left(X^{[3]}, \mu^{[3]}\right)$ is the relatively independent joining of $(X, \mu)$ and $\left(X^{7}, \mu_{7}\right)$ over $\mathcal{C} \mathcal{L}$ when identified with $\mathcal{J}_{7}$

Proof. Since $\mu^{[3]}$ is $T_{8,1}$ and $T_{8,2}$ and $T_{8,3}$ invariant (Proposition 3.4.2). then for every $n_{1}$, $n_{2}, n_{3} \in \mathbb{N}$, we have

$$
\left.\int_{X^{8}} f\left(x_{000}\right) g(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}(\mathbf{x})=\int_{X^{8}} f\left(x_{000}\right) g\left(T_{7,1}^{n_{1}} T_{7,2}^{n_{2}} T_{7,3}^{n_{3}}(\tilde{\mathbf{x}})\right)\right) \mathrm{d} \mu^{[3]}(\mathbf{x})
$$

$\left((f \cdot g) \circ T_{8, i}\left(x_{000}, \tilde{\mathbf{x}}\right)=f\left(x_{000}\right) \cdot\left(g \circ T_{7, i}\right)(\tilde{\mathbf{x}}), \quad \forall i=1,2,3\right.$ and the order is not important since $\left.T_{8, i} \circ T_{8, j}=T_{8, j} \circ T_{8, i}, \quad \forall i, j=1,2,3\right)$
Thus we have,

$$
\left.\int_{X^{8}} f\left(x_{000}\right) g(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}(\mathbf{x})=\frac{1}{n_{1} n_{2} n_{3}} \sum_{\alpha=0}^{n_{1}} \sum_{\beta=0}^{n_{2}} \sum_{\gamma=0}^{n_{3}} \int_{X^{8}} f\left(x_{000}\right) g\left(T_{7,1}^{\alpha} T_{7,2}^{\beta} T_{7,3}^{\gamma}(\tilde{\mathbf{x}})\right)\right) \mathrm{d} \mu^{[3]}(\mathbf{x})
$$

From Von Neumann's Mean Ergodic Theorem (Theorem 1.5.3),
$\left.\frac{1}{n_{1} n_{2} n_{3}} \sum_{\alpha=0}^{n_{1}} \sum_{\beta=0}^{n_{2}} \sum_{\gamma=0}^{n_{3}} \int_{X^{8}} f\left(x_{000}\right) g\left(T_{7,1}^{\alpha} T_{7,2}^{\beta} T_{7,3}^{\gamma}(\tilde{\mathbf{x}})\right)\right) \mathrm{d} \mu^{[3]}(\mathbf{x}) \xrightarrow[n_{1}, n_{2}, n_{3} \rightarrow \infty]{L^{1}\left(\mu^{[3]}\right)} \int_{X^{8}} f\left(x_{000}\right) \mathbb{E}\left(g \mid \mathcal{J}_{7}\right)(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}(\mathbf{x})$
Hence,
$\int_{X^{8}} f\left(x_{000}\right) g(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}(\mathbf{x})=\int_{X^{8}} f\left(x_{000}\right) \mathbb{E}\left(g \mid \mathcal{J}_{7}\right)(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}(\mathbf{x})=\int_{X^{8}} \mathbb{E}(f \mid \mathcal{C} \mathcal{L})\left(x_{000}\right) \mathbb{E}\left(g \mid \mathcal{J}_{7}\right)(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}(\mathbf{x})$

## Lemma 4.1.8.

Let $f \in L^{\infty}(\mu)$. The following are equivalent.
(i) $\mathbb{E}(f \mid \mathcal{C} \mathcal{L})=0$
(ii) $\int_{X^{8}} f\left(x_{000}\right) g(\tilde{\boldsymbol{x}}) \mathrm{d} \mu^{[3]}=0$ for every bounded function $g$ on $X^{7}$

Proof. Let $f \in L^{\infty}(\mu)$ and $g \in L^{\infty}\left(\mu_{7}\right)$.
If such that $\mathbb{E}(f \mid \mathcal{C} \mathcal{L})=0$, by Lemma 4.1.7 we have that

$$
\int_{X^{8}} f\left(x_{000}\right) g(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}(\mathbf{x})=\int_{X^{8}} \mathbb{E}(f \mid \mathcal{C} \mathcal{L})\left(x_{000}\right) \mathbb{E}\left(g \mid \mathcal{J}_{7}\right)(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}(\mathbf{x})
$$

Hence,

$$
\int_{X^{8}} f\left(x_{000}\right) g(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}(\mathbf{x})=\int_{X^{8}} \mathbb{E}(f \mid \mathcal{C} \mathcal{L})\left(x_{000}\right) \mathbb{E}\left(g \mid \mathcal{J}_{7}\right)(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}(\mathbf{x})=0
$$

Conversely, let $f \in L^{\infty}(\mu)$ such that $\int_{X^{8}} f\left(x_{000}\right) g(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}=0$ for every bounded function $g$ on $X^{7}$. By Lemma 4.1.7 it suffices to prove it with the additional property that $f$ is $\mathcal{C} \mathcal{L}$-measurable. Then there exists a $\mathcal{J}_{7}$-measurable function $F$ on $X^{7}$ such that $f\left(x_{000}\right)=F(\tilde{\mathbf{x}}) \quad$ for $\mu^{[3]}$-almost every $\mathbf{x}=\left(x_{000}, \tilde{\mathbf{x}}\right) \in X^{8}$. By hypothesis we have

$$
0=\int_{X^{8}} f\left(x_{000}\right) F(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}(\mathbf{x})=\|f\|_{L^{2}(\mu)}^{2}
$$

## Proposition 4.1.9.

The measure $\mu^{[3]}$ is relatively independent with respect to its projection on $\mathcal{C} \mathcal{L}^{8}$, meaning that,

$$
\int_{X^{8}} \bigotimes_{\in V_{3}} f_{\epsilon} \mathrm{d} \mu^{[3]}=\int_{X^{8}} \bigotimes_{\in V_{3}} \mathbb{E}\left(f_{\epsilon} \mid \mathcal{C} \mathcal{L}\right) \mathrm{d} \mu^{[3]}
$$

Proof. It suffices to prove that if there exists $\eta \in V_{3}$ such that $\mathbb{E}\left(f_{\eta} \mid \mathcal{C} \mathcal{L}\right)=0$, then $\int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \mathrm{d} \mu^{[3]}=0$.
Indeed the statement above is enough, by writing the arbitrary $f_{\epsilon}, \epsilon \in V_{3}$, as the direct sum of $f_{\epsilon}^{\prime}$ and $f_{\epsilon}^{\prime \prime}$, where $f_{\epsilon}^{\prime}=\mathbb{E}\left(f_{\epsilon} \mid \mathcal{C} \mathcal{L}\right)$ and $f_{\epsilon}^{\prime \prime}$ the complementary part, on $L^{2}(\mu)$. That is $f_{\epsilon}$ is $\mathcal{C} \mathcal{L}$-measurable and $\mathbb{E}\left(f_{\epsilon}^{\prime \prime} \mid \mathcal{C} \mathcal{L}\right)=0$. Expanding the the $\int_{X^{8}} \bigotimes_{\epsilon}\left(f_{\epsilon}^{\prime}+f_{\epsilon}^{\prime \prime}\right) \mathrm{d} \mu^{[3]}$, we get the sum of 16 integrals where $\int_{X^{8}} \bigotimes_{\epsilon} f_{\epsilon}^{\prime} \mathrm{d} \mu^{[3]}$ is the only integral which does not contain any function with conditional expectation with respect to $\mathcal{C} \mathcal{L}$ zero.
Thus if that condition holds, then the desired relation holds.
Now let $\eta \in V_{3}$ such that $\mathbb{E}\left(f_{\eta} \mid \mathcal{C} \mathcal{L}\right)=0$. By Lemma 4.1.8, that is equivalent with, $\int_{X^{8}} f_{\eta}\left(x_{000}\right) g(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}=0$ for every bounded function $g$ on $X^{7}$. If $\eta=000$ then we choose
$g$ to be $\underset{\epsilon \in V_{3}, \epsilon \neq \eta}{\bigotimes} f_{\epsilon}$ and we have $\int_{X^{8}} f_{\eta}\left(x_{000}\right)\left(\bigotimes_{\epsilon \in V_{3}, \epsilon \neq \eta} f_{\epsilon}\right)(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}=0$ as desired. If $\eta \neq \mathbf{0}$ then $\eta=\eta_{1} \eta_{2} \eta_{3} \in V_{3}$ where at least one of the $\eta_{i}, i \in\{1,2,3\}$ is not zero. Then by using the necessary of the reflections, $\sigma_{i}^{3}, i \in\{1,2,3\}$ so $f_{\eta}$ goes to the right position and setting $g$ to be the proper product of the rest of $f_{\epsilon}$ so $f \otimes g=f_{\eta} \otimes\left(\underset{\epsilon \in V_{3}, \epsilon \neq \eta}{\otimes} f_{\epsilon}\right)$ when composed with the reflections used above, equals $\bigotimes_{\epsilon \in V_{3}} f_{\epsilon}$ and by Proposition 3.3.13 we obtain the desired result.

## Definition 4.1.10.

Let $f \in L^{\infty}(\mu)$. We define

$$
\|f f\|_{[3]}=\left(\int_{X^{8}} f \otimes f \otimes f \otimes f \otimes f \otimes f \otimes f \otimes f \mathrm{~d} \mu^{[3]}\right)^{1 / 8}
$$

## Lemma 4.1.11.

(i) Let $f_{\epsilon} \in L^{\infty}(\mu), \epsilon \in V_{3}$, then

$$
\left|\int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \mathrm{d} \mu^{[3]}\right| \leq \prod_{\epsilon \in V_{3}}\left\|\mid f_{\epsilon}\right\|_{[3]}
$$

(ii) $\left\|\|\cdot\|_{[3]}\right.$ is a seminorm on $L^{\infty}(\mu)$.

Proof. The procedure is exactly the same as in the proof of Lemma 3.3.20.
Similar to Kronecker factor, the Conze-Lesigne algebra has good behaviour with respect to factor. More precisely, if $q: X \rightarrow Y$ is a factor map, then $q^{-1}(\mathcal{C} \mathcal{L}(Y))=$ $\mathcal{C} \mathcal{L}(X) \cap q^{-1}(\mathcal{Y})$, where $\mathcal{C} \mathcal{L}(X)$, and $\mathcal{C} \mathcal{L}(Y)$ are the Conze-Lesigne algebras of $X$ and $Y$ respectively.

## Proposition 4.1.12.

If $q: X \rightarrow Y$ is a factor map, then $q^{-1}(\mathcal{C} \mathcal{L}(Y))=\mathcal{C} \mathcal{L}(X) \cap q^{-1}(\mathcal{Y})$, where $\mathcal{C} \mathcal{L}(X)$, and $\mathcal{C} \mathcal{L}(Y)$ are the Conze-Lesigne algebras of $X$ and $Y$ respectively

Proof. Let $q^{7}: X^{7} \rightarrow Y^{7}$ be the natural map. By Lemma 3.2.4 the map $q^{7}$ is a factor map. Let $f$ be a bounded function on $X$ that is $q^{-1}(\mathcal{C} \mathcal{L}(Y))$. Then $f=g \circ q$ for some bounded function $g$ on $Y$, that is $\mathcal{C} \mathcal{L}(Y)$-measurable. Thus there exists a bounded $\mathcal{J}_{7}$-measurable function $G$ on $Y^{7}$, such that $g\left(y_{000}\right)=G(\tilde{\mathbf{y}})$, for $\nu^{[3]}$-almost every $\mathbf{y}=$ $\left(y_{000}, \tilde{\mathbf{y}}\right) \in Y^{8}$. Thus $g \circ q\left(x_{000}\right)=G \circ q^{7}(\tilde{\mathbf{x}})$, for $\mu^{[3]}$-almost every $\mathbf{x}=\left(x_{000}, \tilde{\mathbf{x}}\right) \in X^{8}$. In other words $f$ is $\mathcal{C} \mathcal{L}(X)$-measurable. Thus $q^{-1}(\mathcal{C} \mathcal{L}(Y)) \subseteq \mathcal{C} \mathcal{L}(X) \cap q^{-1}(\mathcal{Y})$

Let $f$ be a bounded function on $X$ that is $\mathcal{C} \mathcal{L}(X) \cap q^{-1}(\mathcal{Y})$-measurable. Then $f=g \circ q$ for some bounde function $g$ on $Y$. Write $g=g^{\prime}+g^{\prime \prime}$, where $g^{\prime}$ is $\mathcal{C} \mathcal{L}(Y)$-measurable and $\mathbb{E}\left(g^{\prime \prime} \mid \mathcal{C} \mathcal{L}(Y)\right)=0$. By the first part of this proof, we have that $g^{\prime} \circ q$ is $\mathcal{C} \mathcal{L}(X)$ measurable. Now, since $\mathbb{E}\left(g^{\prime \prime} \mid \mathcal{C} \mathcal{L}(Y)\right)=0,\| \| g^{\prime \prime} \|_{Y^{8}}=0$ and thus $\left\|g^{\prime \prime} \circ q\right\|_{X^{8}}=0$, follows that $\mathbb{E}\left(g^{\prime \prime} \circ q \mid \mathcal{C} \mathcal{L}(X)\right)=0$. Since $f=g^{\prime} \circ q+g^{\prime \prime} \circ q$ is $\mathcal{C} \mathcal{L}(X)$-measurable, we have that $q^{\prime \prime} \circ q=0$. Hence $g^{\prime \prime}=0$ and thus $g$ is $\mathcal{C} \mathcal{L}(Y)$-measurable.

## Remark 4.1.13.

This means that the Conze-Lesigne factor of any ergodic system is a Conze-Lesigne system. Furthermore the Conze-Lesigne factor is the largest Comze-Lesigne system under any ergodic system.

## Proposition 4.1.14.

Let $f \in L^{\infty}(\mu)$ then,

$$
\mathbb{E}(f \mid \mathcal{C} \mathcal{L})=0 \quad \Leftrightarrow \quad\|f\|_{[3]}=0
$$

Proof. If $\mathbb{E}(f \mid \mathcal{C} \mathcal{L})=0$, by Lemma $4.1 .8 \int_{X^{8}} f\left(x_{000}\right) g(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}=0$ for every bounded
function $g$ on $X^{7}$.By setting $g(\tilde{\mathbf{x}})=\prod_{\epsilon \in V_{3}^{*}} f\left(x_{\epsilon}\right)$ we have that

$$
\|f\|_{[3]}^{8}=\int_{X^{8}} f \otimes f \otimes \cdots \otimes f \mathrm{~d} \mu^{[3]}=0
$$

Conversely, let $\|f f\|_{[3]}=0$, then by Lemma 4.1.11, if $f_{\epsilon} \in L^{\infty}(\mu), \epsilon \in V_{3}^{*}$

$$
\int_{X^{8}} f \otimes \bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon} \mathrm{d} \mu^{[3]}=0
$$

By density we have that $\int_{X^{8}} f\left(x_{000}\right) g(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}=0$ for every bounded function $g$ on $X^{7}$ and by Lemma 4.1.8, $\mathbb{E}(f \mid \mathcal{C} \mathcal{L})=0$.

## Remark 4.1.15.

By the definition of the measure $\mu^{[3]}$ and of the seminorm $\|\mid \cdot\|_{[3]}$

$$
\|f\|_{[3]}=0 \quad \Leftrightarrow \quad E\left(f \otimes f \otimes f \otimes f \mid \mathcal{I}^{4}\right)=0, \mu^{[2]}-\text { a.e. }
$$

## Lemma 4.1.16.

Let $f \in L^{\infty}(\mu)$. Then $\|f\|_{[2]} \leq\|f\|_{[3]}$.

Proof. By Cauchy-Schwartz inequality,

$$
\|f\|_{[3]}^{8}=\left\|\mathbb{E}\left(\bigotimes_{\eta \in V_{2}} f \mid \mathcal{I}^{[2]}\right)\right\|_{L^{2}\left(\mu^{[2]}\right)}^{2} \geq\left(\int_{X^{4}} \bigotimes_{\eta \in V_{2}} f \mathrm{~d} \mu^{[2]}\right)^{2}=\| \| f \|_{[2]}^{8}
$$

## Corollary 4.1.17.

For the factors $\mathcal{K}, \mathcal{C} \mathcal{L}$ the following holds $\mathcal{K} \subseteq \mathcal{C} \mathcal{L}$.

Proof. It suffices to prove that for every bounded function $f$ on $X$ with, $\mathbb{E}(f \mid \mathcal{C} \mathcal{L})=0$, then $\mathbb{E}(f \mid \mathcal{K})=0$. Indeed, assume that the statement holds and let $g$ is a $\mathcal{K}$-measurable function. Write $g=g^{\prime}+g^{\prime \prime}$, where $g^{\prime}$ is $\mathcal{C} \mathcal{L}$-measurable and $\mathbb{E}\left(g^{\prime \prime} \mid \mathcal{C} \mathcal{L}\right)=0$. By the statement, follows that $\mathbb{E}\left(g^{\prime \prime} \mid \mathcal{K}\right)=0$. Thus $g=g^{\prime}$.

Now we have,

$$
\mathbb{E}(f \mid \mathcal{C} \mathcal{L})=0 \Leftrightarrow\|f\|_{[3]}=0 \Rightarrow\|f\|_{[2]}=0 \Leftrightarrow \mathbb{E}(f \mid \mathcal{K})=0
$$

## Proposition 4.1.18.

$\mathcal{C} \mathcal{L}$ is the smallest sub- $\sigma$-algebra of $\mathcal{X}$ so that $\mathcal{I}^{[2]} \subseteq \mathcal{C} \mathcal{L} \otimes \mathcal{C} \mathcal{L} \otimes \mathcal{C} \mathcal{L} \otimes \mathcal{C} \mathcal{L}=\mathcal{C} \mathcal{L}^{4}$.

Proof. To prove that $\mathcal{I}^{[2]} \subseteq \mathcal{C} \mathcal{L}^{4}$ it suffices to show that if $f_{\epsilon} \in L^{\infty}(\mu), \epsilon \in V_{2}$ and $\exists$ $\eta \in V_{2}$ so that $\mathbb{E}\left(f_{\eta} \mid \mathcal{C} \mathcal{L}\right)=0$, then $\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right)=0$

$$
\int_{X^{4}}\left|\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right)\right|^{2} \mathrm{~d} \mu^{[2]}=\int_{X^{8}} \bigotimes_{\epsilon \in V_{2}} f_{\epsilon}\left(x_{0 \epsilon}\right) \bigotimes_{\epsilon \in V_{2}} f_{\epsilon}\left(x_{1 \epsilon}\right) \mathrm{d} \mu^{[3]} \leq \prod_{\epsilon}\| \| f_{\epsilon} \|_{[3]}=0
$$

Hence $\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right)=0$ as desired.
Now let $\mathcal{W}$ be a factor of $X$ such that $\mathcal{I}^{[2]} \subseteq \mathcal{W}^{4}$ and let $f \in L^{\infty}(\mu)$, so that $\mathbb{E}(f \mid \mathcal{W})=0$. By the projection $\left(x_{00}, x_{01}, x_{10}, x_{11}\right) \mapsto\left(x_{00}, x_{01}\right): X^{4} \rightarrow X^{2}$, we have that $\mathcal{I}^{[1]} \subseteq \mathcal{W}^{2}$. By minimality, $\mathcal{K} \subseteq \mathcal{W}$. Now since $\mathcal{K} \subseteq \mathcal{W}$ and $\int_{X^{4}} \bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mathrm{d} \mu^{[2]}=$ $\int_{X^{4}} \bigotimes_{\epsilon \in V_{2}} \mathbb{E}\left(f_{\epsilon} \mid \mathcal{K}\right) \mathrm{d} \mu^{[2]}$, we obtain that,

$$
\int_{X^{4}} \bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mathrm{d} \mu^{[2]}=\int_{X^{4}} \bigotimes_{\epsilon \in V_{2}} \mathbb{E}\left(f_{\epsilon} \mid \mathcal{W}\right) \mathrm{d} \mu^{[2]}
$$

Thus $\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{W}^{4}\right)=\bigotimes_{\epsilon \in V_{2}} \mathbb{E}\left(f_{\epsilon} \mid \mathcal{W}\right)$, $\mu^{[2]}$-almost everywhere. Applying this equality for $f_{\epsilon}=f$, for all $\epsilon \in V_{2}$, we have that $\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{W}^{4}\right)=0$ and by hypothesis follows that $\mathbb{E}\left(\bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mid \mathcal{I}^{[2]}\right)=0$. Equivalently, $\|f f\|_{[3]}=0$ and thus $\mathbb{E}(f \mid \mathcal{C} \mathcal{L})=0$. Therefore $\mathcal{C} \mathcal{L} \subseteq \mathcal{W}$.

### 4.2 Group Extensions

## Lemma 4.2.1.

Let $(X, \mu, T)$ be a Conze-Lesigne system and $(Z, m, R)$ its Kroneckerfactor. Then $(X, \mu, T)$ is an isometric extension of $(Z, m, R)$.

Proof. Let $(W, \mathcal{W}, \lambda, S)$ denote the maximal isometric extension of $Z$ below $X$. We will show that $W=X$. Since $W$ is a factor of $X$, it suffices to show that for every $f \in L^{\infty}(\mu)$, with $\mathbb{E}(f \mid \mathcal{W})=0$, then $f=0$, $\mu$-a.e.
Let $f \in L^{\infty}(\mu)$, with $\mathbb{E}(f \mid \mathcal{W})=0$. Define $F(\mathbf{x})=F\left(x_{00}, x_{01}, x_{10}, x_{1} 1\right)=\prod_{\epsilon \in V_{2}} f\left(x_{\epsilon}\right)$, $\forall \mathbf{x} \in X^{4}$. Considering $\left(X^{[2]}, \mu^{[2]}, T^{[2]}\right)$ as the relatively independent joining of $(X, \mu, T)$ and $\left(X^{3}, \mu^{3}\right)$ over the common factor $\mathcal{Z} \equiv \mathcal{J}_{3}$, then by Theorem $1.10 .13, \mathcal{I}^{[2]} \subseteq \mathcal{W} \otimes \mathcal{X}^{3}$. We have that

$$
\mathbb{E}\left(F \mid \mathcal{W} \otimes \mathcal{X}^{3}\right)(\mathbf{x})=\mathbb{E}(f \mid \mathcal{W})\left(x_{00}\right) \prod_{\epsilon \in V_{2}^{*}} f\left(x_{\epsilon}\right)=0
$$

for $\mu^{[3]}$-almost every $\mathbf{x}=\left(x_{00}, x_{01}, x_{10}, x_{11}\right) \in X^{4}$. It suffices to show that for every $A \times B \in \mathcal{W} \otimes \mathcal{X}^{3}$,

$$
\int_{A \times B} \mathbb{E}\left(F \mid \mathcal{W} \otimes \mathcal{X}^{3}\right)(\mathbf{x}) \mathrm{d} \mu^{[2]}=\int_{A \times B} \mathbb{E}(f \mid \mathcal{W})\left(x_{00}\right) \prod_{\epsilon \in V_{2}^{*}} f\left(x_{\epsilon}\right) \mathrm{d} \mu^{[2]}
$$

which clearly holds. Now since $\mathbb{E}\left(F \mid \mathcal{W} \otimes \mathcal{X}^{3}\right)=0$ and $\mathcal{I}^{[2]} \subseteq \mathcal{W} \otimes \mathcal{X}^{3}$, follows that $\mathbb{E}\left(F \mid \mathcal{I}^{[2]}\right)=0$. This means $\|f f\|_{[3]}=0$. Equivalently, $\mathbb{E}(f \mid \mathcal{C} \mathcal{L})=0$. Since $(X, \mu, T)$ is a Conze-Lesigne system, this means that $f=0$.

Let $(Y, \nu, S)$ be system, $(X, \mu, T)=\left(Y \times G / H, m \otimes m_{G / H}, R_{\rho}\right)$ be an isometric extension of $Y$ and $\alpha$ an edge of $V_{2}$. Let $g \in G$, then $V_{g}: X \rightarrow X$, with $V_{g}(y, q)=(y, g \cdot q)$. Difine $g^{(\alpha)} \in G^{4}$, where

$$
\left(g^{(\alpha)}\right)_{\epsilon}= \begin{cases}\mathrm{g}, & \text { if } \epsilon \in \alpha \\ \mathrm{e}_{G}, & \text { otherwise }\end{cases}
$$

Now define, $V_{g}^{(\alpha)}: X^{4} \rightarrow X^{4}$ with $V_{g}^{(\alpha)}=(\tilde{y}, \tilde{q})=\left(\tilde{y}, g^{(\alpha)} \cdot \tilde{q}\right)$, where

$$
\left(g^{(\alpha)} \cdot \tilde{q}\right)_{\epsilon}= \begin{cases}\mathrm{g}_{\epsilon} \cdot q_{\epsilon}, & \text { if } \epsilon \in \alpha \\ \mathrm{q}_{\epsilon}, & \text { otherwise }\end{cases}
$$

## Lemma 4.2.2.

Let $(Y, \nu, S)$ be system, $(X, \mu, T)=\left(Z \times G / H, m \otimes m_{G / H}, S_{\rho}\right)$ be an isometric extension of $Y$ and $\alpha$ an edge of $V_{2}$. Then every $A \in \mathcal{I}^{[2]}(T)$ is $V_{g}^{(\alpha)}$-invariant.

Proof. First, let $g \in G, \eta \in V_{1}$ and $\mu \otimes \mu=\int_{\Omega} \mu_{\omega} \mathrm{d} P(\omega)$ the ergodic decomposition of $\mu \otimes \mu$. Then by Lemma 3.2.3, $\mu^{[2]}=\int_{\Omega} \mu_{\omega} \otimes \mu_{\omega} \mathrm{d} P(\omega)$. Define $J_{4}^{\omega}=\left\{B \in \mathcal{X}^{4}\right.$ : $\left.\mu_{\omega} \otimes \mu_{\omega}\left(B \triangle\left(T^{[2]}\right)^{-1} B\right)=0\right\}$, the invariant $\sigma$-algebra of the system $\left(X^{[2]}, \mu_{\omega} \otimes \mu_{\omega}, T^{[2]}\right)$.

Let $A \in \mathcal{I}^{[2]}$. Then $\mu^{[2]}\left(A \triangle\left(T^{[2]}\right)^{-1} A\right)=0$. Follows that $\mu_{\omega} \otimes \mu_{\omega}\left(A \triangle\left(T^{[2]}\right)^{-1} A\right)=0$, for $P$-almost every $\omega \in \Omega$. This means that $A \in J_{4}^{\omega}$ for $P$-almost every $\omega \in \Omega$. In other words $\mathcal{I}^{[2]} \subseteq J_{4}^{\omega}$, dor $P$-almost every $\omega \in \Omega$.

Since every $\mu_{\omega}$ is ergodic on $X^{2}$, the system $\left(X^{[2]}, \mu_{\omega} \otimes \mu_{\omega}, T^{[2]}\right)$ is relatively independent joining of $\left(X^{2}, \mu_{\omega}, T^{2}\right)$ over the trivial factor. Furthermore $\left(X^{2}, \mu_{\omega}, T^{2}\right)$ is isometric extension of $\left(Y^{2}, \nu_{\omega}, S^{2}\right)$ by $G^{2} / H^{2} \simeq(G / H)^{2}$.

By Lemma $A .5$, for every $\left(g, g^{\prime}\right) \in G^{2}$ the map,

$$
\begin{aligned}
\left(\left(x_{(0) 0}, x_{(0) 1}\right),\left(x_{(1) 0}, x_{(1) 1}\right)\right) \mapsto & \left(\left(g, g^{\prime}\right) \cdot\left(x_{(0) 0}, x_{(0) 1}\right),\left(g, g^{\prime}\right) \cdot\left(x_{(1) 0}, x_{(1) 1}\right)\right)= \\
& \left(\left(g \cdot x_{(0) 0}, g^{\prime} \cdot x_{(0) 1}\right),\left(g \cdot x_{(1) 0}, g^{\prime} \cdot x_{(1) 1}\right)\right)
\end{aligned}
$$

leaves each set of $\mathcal{I}\left(X^{4}, \mu_{\omega} \otimes \mu_{\omega}, T^{4}\right)=J_{4}^{\omega}$, invariant. Follows that $V_{g}^{(\eta)} \times V_{g}^{(\eta)}$ leaves every set of $\mathcal{J}_{4}^{\omega}$, modulo $\mu_{\omega} \otimes \mu_{\omega}$. Follows that $V_{g}^{(\eta)} \times V_{g}^{(\eta)}$ leaves every set of $\mathcal{I}^{[2]}$, modulo $\mu_{\omega} \otimes \mu_{\omega}$, for $P$-almost every $\omega \in \Omega$. Thus $V_{g}^{(\eta)} \times V_{g}^{(\eta)}$ leaves every set of $\mathcal{I}^{[2]}$, modulo $\mu^{[2]}$.

Now we have that $V_{g}^{(\eta)} \times V_{g}^{(\eta)}=V_{g}^{(\alpha)}$, where $\alpha$ is an edge of $V_{2}$. Thus $V_{g}^{(\alpha)}$ leaves every set of $\mathcal{I}^{[2]}$, modulo $\mu^{[2]}$, for an edge $\alpha$ of $V_{2}$. Since with digit permutations and reflections we can obtain from every edge of $V_{2}$, any other edge of $V_{2}$ and $\mu^{[2]}$ is invariant under this transformations, we have that, for every edge $\beta$ of $V_{2}, V_{g}^{\beta}$ leaves every set of $\mathcal{I}^{[2]}$, modulo $\mu^{[2]}$.

## Proposition 4.2.3.

Let $(X, \mu, T)$ be a Conze-Lesigne system and $(Z, m, R)$ its Kroneckerfactor. Then $(X, \mu, T)$ is an extension of $(Z, m, R)$ by a compact abelian group $U$.

Proof. By Lemma 4.2.1 we have that $(X, \mu, T)$ is an isometric extension of $(Z, m, R)$. This means there exist a compact, metrizable group $G$, a closed subgroup of $G, H$ and a cocycle $\rho: Z \rightarrow G$, susch that

$$
(X, \mu, T)=\left(Z \times G / H, m \otimes m_{G / H}, R_{\rho}\right)
$$

where $R_{\rho}(z, y)=(R(z), \rho(z) \cdot y)$, for every $z \in Z$ and every $y \in G / H$. We will show that $G$ is abelian, thus $G / H$ is a compact abelian group as desired.

Let $\epsilon \in V_{2}$ and $g, g^{\prime} \in G$. Let $\alpha, \beta$ be two faces of $V_{2}$ such that $\alpha \cap \beta=\{\epsilon\}$. In particular $\alpha, \beta$ can be chosen to be edges of $V_{2}$. Then by Lemma 4.2 .2 for every $A \in \mathcal{I}^{[2]}$ is $V_{g}^{(\alpha)}, V_{g^{\prime}}^{(\alpha)}$ invariant. By some relatively simple computations we have that $u=\left[g^{(\alpha)}, g^{\prime(\beta)}\right]=\left[g, g^{\prime}\right]^{\alpha \cap \beta}=\left[g, g^{\prime}\right](\{\epsilon\})$, thus $V_{g}^{(\{\epsilon\})}$, leaves every set of $\mathcal{I}^{[2]}$, invariant. Since every generator of $[G, G]$ can be obtained this way, we have that for every $u \in[G, G], V_{u}^{(\{\epsilon\})}$ leaves each set of $\mathcal{I}^{[2]}$ invariant and thus we clearly have the same result for every $u \in \overline{[G, G]}$. Since this holds for every $\epsilon \in V_{2}$ we obtain that $\mathcal{I}^{[2]}$ is contained to $\mathcal{W}^{[2]}$, where $W$ is the quotient of $X=Y \times G / H$ under the action of $\overline{[G, G]}$.

By Remark 4.1.13 and Proposition 4.1.18 and since $X$ is a Conze-Lesigne system, we have that $W=X$. Thus the action of $\overline{[G, G]}$ on $X$ is trivial and sice the action of $G$ on $X$ is faithful, we have that $\overline{[G, G]}=\left\{e_{G}\right\}$. In particular $[G, G]=\left\{e_{G}\right\}$. Thus $G$ is abelian.

## Definition 4.2.4.

Let $(Y, \nu, S)$ be a system and $G$ a compact abelian group.
(i) For a function $F: Y^{[k]} \rightarrow G$, define $\partial^{[k]} F: Y^{[k]} \rightarrow K$, with $\partial^{[k]} F(\mathbf{y})=F \circ$ $T^{[k]}(\mathbf{y}) F(y)^{-1}$, for every $\mathbf{y} \in Y^{[k]}$.
(ii) For a cocycle $\rho: Y \rightarrow K$, define $\Delta^{[k]} \rho: Y^{[k]} \rightarrow K$, with $\Delta^{[k]} \rho(\mathbf{y})=\sum_{\epsilon \in V_{k}} \rho\left(y_{\epsilon}\right)^{(-1)^{|\epsilon|}}$, for every $\mathbf{y} \in Y^{[k]}$, where $|\epsilon|=\epsilon_{1}+\ldots+\epsilon_{k}$.
(iii) A cocyle $\rho: Y \rightarrow K$ is said to be a cocycle of type $\mathbf{k}$, if there exist an $F: Y^{[k]} \rightarrow K$, such that $\Delta^{[k]} \rho=\partial^{[k]} F, \nu^{[k]}$-a.e. . In other words $\Delta^{[k]} \rho$ is a coboundary of $Y^{[k]}$.

## Lemma 4.2.5.

Let $(Y, \nu, S)$ be an ergodic system. $K$ a compact abelian group and $\rho: Y \rightarrow K$ a cocycle. Then $\rho$ is a coboundary if and only if for every $\chi \in \widehat{K}, \chi \circ \rho: Y \rightarrow \mathbb{T}$ is a coboundary.

Proof. If $\rho$ is o coboundary then clearly for for every $\chi \in \widehat{K}, \chi \circ \rho: Y \rightarrow \mathbb{T}$ is a coboundary.

Conversely, assume that $\rho: Y \rightarrow K$ is a cocycle and for every $\chi \in \widehat{K}, \chi \circ \rho: Y \rightarrow \mathbb{T}$ is a coboundary. Thus for each character $\chi$ there exists a $f_{\chi}: Y \rightarrow \mathbb{T}$ such that,

$$
\begin{equation*}
\chi(\rho(y))=f(S(y)) \cdot \bar{f}(y) \tag{4.2}
\end{equation*}
$$

for $\nu$-almost every $y \in Y$. Now, if $\chi, \chi^{\prime} \in \widehat{K}$, the function $f_{\chi \chi^{\prime}} \bar{f}_{\chi} \bar{f}_{\chi^{\prime}}$ is $S$-invariant and, by ergodicity, is a constant almost everywhere. Thus there exists a constant $c\left(\chi, \chi^{\prime}\right) \in \mathbb{T}$, such that,

$$
\begin{equation*}
f_{\chi \chi^{\prime}}(y)=c\left(\chi, \chi^{\prime}\right) f_{\chi}(y) f_{\chi^{\prime}}(y) \tag{4.3}
\end{equation*}
$$

for $\nu$-almost every $y \in Y$.
Since $K$ is compact, $\widehat{K}$ is countable. Thus there exists a $Y_{1} \in \mathcal{Y}$, with $S\left(Y_{1}\right) \subseteq Y_{1}$, $\nu\left(Y_{1}\right)=1$ and relations 4.2] and 4.3] hold for every $y \in Y_{1}$. Picking a $y_{1} \in Y_{1}$ we replace every $f_{\chi}$ by $\overline{f_{\chi}\left(y_{1}\right)} f_{\chi}$. Then equality (4.2) still holds for every $y \in Y_{1}$ and for every $\chi, \chi^{\prime} \in \widehat{K}$, relations (4.3) becomes,

$$
f_{\chi \chi^{\prime}}(y)=f_{\chi}(y) f_{\chi^{\prime}}(y)
$$

for every $y \in Y_{1}$.
Hence there exists a function $F: Y_{1} \rightarrow K$ such that for every $y \in Y_{1}, f_{\chi}(y)=\chi(F(y))$, for every $\chi \in \widehat{K}$. Indeed, $\forall y \in Y_{1}$ we consider $\Phi_{y}: \widehat{K} \rightarrow \mathbb{T}$, with $\Phi(y)(\chi)=f_{\chi}(y)$, for every $\chi \in \widehat{K}$. Then $\Phi \in \widehat{\widehat{K}} \cong K$ and thus considering each $\Phi_{y}$ as an element of $K, \chi\left(\Phi_{y}\right)=\Phi_{y}(\chi)$. By setting $F: Y_{1} \rightarrow K$, with $F(y)=\Phi_{y}$, we have that $\chi(F(y))=$ $\chi\left(\Phi_{y}\right)=\Phi_{y}(\chi)=f_{\chi}(y)$.
Extending $F$ on $Y$, by (4.2), we have that for $\nu$-almost every $y \in Y, \chi\left(F(S y) \cdot F(y)^{-1}\right)=$ $\chi(\rho(y))$, and this holds for every $\chi \in \widehat{K}$. Thus $F(S(y)) \cdot F(y)^{-1}=\rho(y)$, for $\nu$-almost every $y \in Y$. Thus $\rho$ is a coboundary, as desired.

## Proposition 4.2.6.

Let $(Y, \nu, S)$ be an ergodic system, $K$ a compact abelian group, $\rho \in \operatorname{Coc}(Y, K)$ an ergodic cocycle. Le $(X, \mu, T)$ be the extension of $Y$, by $K$, associated to $\rho$ and $\pi: X \rightarrow Y$ the corresponding factor map. Then, if $X$ is a type 2 system the $\rho$ is a cocycle of type 2 .

Proof. We have $X=Y \times K$ and $X^{4}=Y^{4} \times K^{4}$. Let $\chi: K \rightarrow \mathbb{T}$ be a character of $K$. Define $\psi: Y \rightarrow \mathbb{T}$, by $\psi(y, k)=\chi(k) \Phi: X^{4} \rightarrow \mathbb{T}$, by

$$
\begin{aligned}
\Psi(\mathbf{y}, \mathbf{k})=\prod_{\epsilon \in V_{2}} \chi\left(k_{\epsilon}\right)^{(-1)^{|\epsilon|}} & =\chi\left(k_{00}\right) \chi\left(k_{01}\right)^{-1} \chi\left(k_{10}\right)^{-1} \chi\left(k_{11}\right) \\
& =\chi\left(k_{00}\right) \overline{\chi\left(k_{01}\right)} \overline{\chi\left(k_{10}\right)} \chi\left(k_{11}\right)
\end{aligned}
$$

Then for every $(\mathbf{y}, \mathbf{k}) \in Y^{4} \times K^{4}, \Psi \circ T^{4}(\mathbf{y}, \mathbf{k})=\Psi(\mathbf{y}, \mathbf{k}) \cdot \chi\left(\Delta^{[2]} \rho(\mathbf{y})\right)$. In other words

$$
\begin{equation*}
\Psi \circ T^{4}=\Psi \cdot \chi\left(\Delta^{[2]} \rho\right) \circ \pi^{4} \tag{4.4}
\end{equation*}
$$

Now by definition of $\psi$ and because $X$ is a Conze-Lesigne system we have that $0 \neq \psi=\mathbb{E}(\psi \mid \mathcal{C} \mathcal{L})$. Thus $\|\psi\|_{[3]} \neq 0$. By definition of the simenorm and $\mu^{[3]}$,

$$
\left\|\mathbb{E}\left(\Psi \mid \mathcal{I}^{[2]}\right)\right\|_{L^{2}\left(\mu^{[2]}\right)}=\|\psi \psi\|_{[3]}^{8} \neq 0
$$

Let $J: L^{2}\left(\nu^{[2]}\right) \rightarrow L^{2}\left(\mu^{[2]}\right)$ be the linear map defined by $J(f)=\Psi \cdot f \circ \pi^{4}$. Since $\mu^{[2]}=\nu^{[2]} \otimes m_{K}^{4}, J$ is an isometry and its range is an closed subspace of $L^{2}\left(\mu^{[2]}\right)$. By relation 4.4] for an $f \in L^{2}\left(\nu^{[2]}\right)$ we have,

$$
\begin{aligned}
J(f) \circ T^{4} & =\left(\Psi \circ T^{4}\right) \cdot\left(f \circ \pi^{4} \circ T^{4}\right)=\left(\Psi \circ T^{4}\right) \cdot\left(f \circ S^{4} \circ \pi^{4}\right) \\
& =\Psi \cdot \chi\left(\Delta^{[2]} \rho\right) \circ \pi^{4} \cdot\left(f \circ S^{4}\right) \circ \pi^{4}=\Psi \cdot\left(\chi\left(\Delta^{[2]} \rho\right) \cdot\left(f \circ S^{4}\right)\right) \circ \pi^{4} \\
& =J\left(\chi\left(\Delta^{[2]} \rho\right) \cdot\left(f \circ S^{4}\right)\right)
\end{aligned}
$$

Therefore the range of $J$ is $T^{4}$-invariant. By Theorem 1.5 .3 and since $J\left(L^{2}\left(\nu^{[2]}\right)\right)$ is a closed and $T^{4}$-invariant subspace of $L^{2}\left(\mu^{[2]}\right)$, we have that the range of $J$ is also invariant under taking conditional expectation with respect to $\mathcal{I}^{[2]}(X)$. Since the function $\Psi=J(1)$, we have that $\mathbb{E}\left(\Psi \mid \mathcal{I}^{[2]}(X)\right)$ is also contained in $J\left(L^{2}\left(\nu^{[2]}\right)\right)$. This means that there exists a non identically zero function $f \in L^{2}\left(\nu^{[2]}\right)$ with $J(f)=\mathbb{E}\left(\Psi \mid \mathcal{I}^{[2]}(X)\right)$. Because $J(f) \circ T^{4}=J\left(\chi\left(\Delta^{[2]} \rho\right) \cdot\left(f \circ S^{4}\right)\right)$ and $J$ is an isometry we have that for $\nu^{[2]}$-almost everywhere,

$$
\begin{equation*}
\left(\chi\left(\Delta^{[2]} \rho\right)\right) \cdot f \circ S^{4}=f \tag{4.5}
\end{equation*}
$$

In particular, since $\left|\left(\chi\left(\Delta^{[2]} \rho\right)\right) \cdot f \circ S^{4}\right|=\left|f \circ S^{4}\right|=|f| \circ S^{4},|f|$ is $S^{4}$-invariant. Replacing $f$ by $\mathbb{1}_{\left\{\mathbf{y} \in Y^{4}: f(\mathbf{y}) \neq 0\right\}} \frac{f}{|f|}$, we have that 4.5] still holds and thus we can assume that $|f|=0$
or $1, \nu^{[2]}$-almost everywhere. Let $A=\left\{\mathbf{y} \in Y^{4}:|f(\mathbf{y})|=1\right\}$. Then $A$ is $S^{4}$-invariant and $\nu^{[2]}(A)>0$.

Now we have that $\left(Y^{[2]}, \nu^{[2]}\right)$ is ergodic under the joint action of $S^{4}, S_{4,1}, S_{4,2}$. Since $A$ is $S^{4}$-invariant and has a positive measure, by Proposition 1.2.4 there exist a countable family of $T^{4}$-invariant subsets, $A_{n}$ of $A$ and a family of transformations on $Y^{4}, Q_{n}$, where each $Q_{n}$ is of the form $T_{4,1}^{i_{n}} \circ T_{4,2}^{j_{n}}$, where $i_{n}, j_{n}, \in \mathbb{N} \cup\{0\}$, such that the sets $B_{n}=Q_{n}^{-1}\left(A_{n}\right)$, forms a partition of $Y^{4}$ into $S^{4}$ invariant subsets.

Note that each $Q_{n}$ commutes with $S^{4}$. By the construction of $B_{n}$ and relation 4.5) we have that on each $B_{n}, f \circ Q_{n}$ takes values on $\mathbb{T}$ and

$$
\left(\chi\left(\Delta^{[2]} \rho \circ Q_{n}\right)\right) \cdot f \circ Q_{n} \circ S^{4}=f \circ Q_{n} \Leftrightarrow\left(f \circ Q_{n} \circ S^{4}\right) \cdot \overline{f \circ Q_{n}}=\overline{\chi\left(\Delta^{[2]} \rho \circ Q_{n}\right)}
$$

Now since $Q_{n}=T_{4,1}^{i_{n}} \circ T_{4,2}^{j_{n}}$, for each $n$, for every $\epsilon \in V_{2}$ there exists an integer $m=m(n, \epsilon)$, such that

$$
\left(Q_{n}(\mathbf{y})\right)_{\epsilon}=S^{m(n, \epsilon)}\left(y_{\epsilon}\right) \quad \forall \mathbf{y} \in Y^{4}
$$

Thus for every $n \in \mathbb{N}$,

$$
\begin{aligned}
\Delta^{[2]} \rho \circ Q_{n}(\mathbf{y}) \cdot \Delta^{[2]} \rho(\mathbf{y})^{-1} & =\sum_{\epsilon \in V_{2}}\left(\rho\left(\left(\left(Q_{n}(\mathbf{y})\right)_{\epsilon}\right) \rho\left(y_{\epsilon}\right)^{-1}\right)\right. \\
& \left.=\sum_{\epsilon \in V_{2}}\left(\rho\left(S^{m(n, \epsilon)}\left(y_{\epsilon}\right)\right) \rho\left(y_{\epsilon}\right)^{-1}\right)\right)
\end{aligned}
$$

For every $n \in \mathbb{N}$, define $F_{n}: Y^{4} \rightarrow K$, by

$$
F_{n}(\mathbf{y})=\sum_{\substack{\epsilon \in V_{2} \\ m(n, \epsilon) \neq 0}} \sum_{i=0}^{m(n, \epsilon)} \rho\left(S^{i-1}\left(y_{\epsilon}\right)\right) \quad \forall \mathbf{y} \in Y^{4}
$$

Then

$$
\begin{equation*}
\Delta^{[2]} \rho \circ Q_{n}(\mathbf{y}) \cdot \Delta^{[2]} \rho(\mathbf{y})^{-1}=\partial F(\mathbf{y})=F \circ S^{4}(\mathbf{y}) \cdot F(\mathbf{y})^{-1} \quad \forall \mathbf{y} \in Y^{4} \tag{4.6}
\end{equation*}
$$

In other words the map

$$
\mathbf{y} \mapsto \Delta^{[2]} \rho \circ Q_{n}(\mathbf{y}) \cdot \Delta^{[2]} \rho(\mathbf{y})^{-1}: Y^{4} \rightarrow K
$$

is a coboundary of the system $\left(Y^{4}, \nu^{[2]}, S^{4}\right)$.

By setting, for each $n, \phi_{n}=\bar{\chi} \circ F_{n}: Y^{4} \rightarrow \mathbb{T}$ and by equality 4.6, we have,

$$
\begin{equation*}
\bar{\chi}\left(\Delta^{[2]} \rho \circ Q_{n}\right) \cdot \chi\left(\Delta^{[2]} \rho\right)=\phi_{n} \circ S^{4} \cdot \overline{\phi_{n}} \tag{4.7}
\end{equation*}
$$

For each $n$, define the function $\psi_{n}=\bar{f} \circ Q_{n} \cdot \phi_{n}: B_{n} \rightarrow \mathbb{T}$. By 4.6 and 4.7) we have that $\chi\left(\Delta^{[2]} \rho\right)=\psi_{n} \circ S^{4} \cdot \bar{\psi}$, on $B_{n}$. Since the sets $B_{n}$ is $S^{4}$-invariant and form a partition of $Y^{4}$, we can define the function $G: Y^{4} \rightarrow \mathbb{T}$ by $G=\sum_{n \in \mathbb{N}} \mathbb{1}_{B_{n}} \psi_{n}$ and it satisfies the property

$$
G \circ S^{4} \cdot \bar{G}=\chi\left(\Delta^{[2]} \rho\right)
$$

Therefore for every $\chi \in \widehat{K}$, the cocycle $\chi\left(\Delta^{[2]} \rho\right)$ is a coboundary of $Y^{4}$. By Lemma $4.2 .5, \Delta^{[2]} \rho$ is a coboundary of $Y^{4}$, an hence $\rho$ is o cocycle of type 2 .

By summarizing the previous results we have the following Theorem.

## Theorem 4.2.7.

Let $(X, \mu, T)$ be a Conze-Lesigne system and let $(K, m, R)$ be its Kronecker factor. Then $X$ is an extension of $K$ by a compact abelian group $U$ and the cocycle $\rho: K \rightarrow U$ that defines this extension, is a cocycle of type 2.

## Lemma 4.2.8.

Let $(Z, m, R)$ be an ergodic rotation, $U$ be a finite dimensional torus and $\rho: Z \rightarrow U a$ cocycle of type 2. Then for every $s \in Z$, there exist $f: Z \rightarrow U$ and $c \in U$ such that

$$
\rho(s x) \rho(x)^{-1}=f(R x) f(x)^{-1} c
$$

This equation is called Conze-Lesigne Equation.

Proof. Let $s \in Z$.
The cocycle, $\sigma$, defined by $x \mapsto \rho(s x) \rho(x)$ is a cocyle of type 1 . Indeed, since $\rho$ is a cocycle of type 2 thre exists an $F: Z^{4} \rightarrow U$, such that

$$
\Delta^{[2]}(\mathbf{x})=\rho\left(x_{00}\right) \rho\left(x_{01}\right)^{-1} \rho\left(x_{10}\right)^{-1} \rho\left(x_{11}\right)=F \circ T^{4}(\mathbf{x}) F(\mathbf{x})^{-1}
$$

for every $\mathbf{x} \in Z^{4}$ Now

$$
\begin{aligned}
\Delta^{[1]} \sigma(\mathbf{x})=\sigma\left(x_{0}\right) \sigma\left(x_{1}\right) & =\rho\left(s x_{0}\right) \rho\left(x_{0}\right)^{-1} \rho\left(s x_{1}\right)^{-1} \rho\left(x_{1}\right) \\
& =F \circ T^{4}\left(s x_{0}, x_{0}, s x_{1}, s x_{0}\right) F\left(s x_{0}, x_{0}, s x_{1}, s x_{0}\right)^{-1}
\end{aligned}
$$

for every $\mathbf{x} \in Z^{2}$. Define $G: Z^{2} \rightarrow U$, by setting $G\left(x_{0}, x_{1}\right)=F\left(s x_{0}, x_{0}, s x_{1}, s x_{1}\right)$. Then we have that,

$$
\Delta^{[1]} \sigma(\mathbf{x})=G \circ T^{2}(\mathbf{x}) G(\mathbf{x})^{-1} \quad \forall \mathbf{x} \in Z^{2}
$$

In other words, the cocyle $\sigma: Z \rightarrow U$, is a cocycle of type 1 . By Lemma 1.10 .16 and since $U$ is a torus, $\rho$ is a quasi-coboundary. This means that there exist a function $f: Z \rightarrow U$ and a constant $c \in U$, sucht that. for every $x \in Z$,

$$
\sigma(x)=f(R x) f(x)^{-1} c \quad \Longleftrightarrow \quad \rho(s x) \rho(x)^{-1}=f(R x) f(x)^{-1} c
$$

## Lemma 4.2.9.

Let $(Y, \nu, S)$ and $K$ a compact abelian group. A cocycle cohomologous to a cocycle of type $k$ is itself a cocycle of type $k$

Proof. For this proof we will use the additive notation, due to convenience.
Let $\rho, \rho^{\prime} \in \operatorname{Coc}(Y, K)$ two cocyles, such that $\rho$ is cohomologous to $\rho^{\prime}$. This means that there exists an $f: Y \rightarrow K$ such that

$$
\rho(y)-\rho(y)=f \circ S(y)-f(y)
$$

Assume that $\rho$ is a type $k$ cocycle. This means that there exists an $F: Y^{[k]} \rightarrow K$ such that

$$
\Delta^{[k]} \rho(\mathbf{y})=F \circ S^{[k]}(\mathbf{y})-F(\mathbf{y})
$$

Since $K$ is abelian we have that

$$
\begin{aligned}
\Delta^{[k]} \rho^{\prime}(\mathbf{y}) & =\Delta^{[k]} \rho(\mathbf{y})-\Delta^{[k]}\left(\rho-\rho^{\prime}\right)(\mathbf{y}) \\
& =F \circ S^{[k]}(\mathbf{y})-F(\mathbf{y})-\sum_{\epsilon \in V_{k}}\left(|-1|^{|\epsilon|} f \circ S\left(y_{\epsilon}\right)-|-1|^{|\epsilon|} f\left(y_{\epsilon}\right)\right) \\
& =\left(F \circ S^{[k]}(\mathbf{y})+\sum_{\epsilon \in V_{k}}|-1|^{|\epsilon|} f \circ S\left(y_{\epsilon}\right)\right)-\left(F(\mathbf{y})+\sum_{\epsilon \in V_{k}}|-1|^{|\epsilon|} f\left(y_{\epsilon}\right)\right)
\end{aligned}
$$

Define $G: Y^{[k]} \rightarrow K$, by $G(\mathbf{y})=F(\mathbf{y})+\sum_{\epsilon \in V_{k}}|-1|^{|\epsilon|} f\left(y_{\epsilon}\right)$, for every $\mathbf{y} \in Y^{[k]}$. Then $\Delta^{[k]} \rho^{\prime}=\partial G$. Thus $\rho^{\prime}$ is also a cocycle of type $k$.

## Remark 4.2.10.

From the previous Lemma we have that if a cocycle is a quasi-coboundary, equivalently is cohomologous to a constant, then is a cocycle of type $k$, for every $k \in \mathbb{N}$.

## Lemma 4.2.11.

Let $(Z, m, R)$, where $R(x)=\alpha x$, be an ergodic rotation, and $\rho: Z \rightarrow \mathbb{T}$ a cocycle of type 2. Assume that there exist a $n \in \mathbb{N}$ such that the cocycle $\rho_{n}: Z \rightarrow \mathbb{T}$, defined by $\rho_{n}(z)=\rho(z)^{n}$, is a quasi-coboundary of $Z$. Then $\rho$ is also a quasi-coboundary.

Proof. Let $s, f, c$ be such that they satisfy the Conze-Lesigne Equation. This means that

$$
\rho(s x) \rho(x)^{-1}=f(R x) f(x)^{-1} c \Leftrightarrow \rho(s x) \overline{\rho(x)}=f(R x) \overline{f(x)} c
$$

Since $\rho_{n}$ is a quasi-coboundary the cocycle, there exist an $g: Y \rightarrow \mathbb{T}$ and a constant $c^{\prime} \in \mathbb{T}$, such that

$$
\rho_{n}(x)=g \circ R(x) g(x)^{-1} c^{\prime}
$$

Define $\sigma_{s}: Z \rightarrow \mathbb{T}$ by $\sigma_{s}(z)=\rho_{n}(s z) \rho_{n}(z)^{-1}=\rho_{n}(s z) \overline{\rho_{n}(z)}$. Then

$$
\begin{aligned}
\sigma_{s}(x)=\rho_{n}(s z) \rho_{n}(z)^{-1} & =g \circ R(s x) g(s x)^{-1} c^{\prime} g \circ R(x)^{-1} g(x) c^{\prime-1} \\
& =g \circ R(s x) g(s x)^{-1} g \circ R(x)^{-1} g(x)
\end{aligned}
$$

By setting $G: Z \rightarrow \mathbb{T}$, to be $G(x)=g(s x) g(x)^{-1}$, we have that $\sigma_{s}(x)=\partial G(x)=$ $G(R x) G(x)^{-1}=G(R x) \overline{G(x)}$. In other words $\sigma_{s}$ is a coboundary. Substituting in the Conze-Lesigne Equation,

$$
\begin{aligned}
\sigma_{s}(x)=\rho_{n}(s z) \rho_{n}(z)^{-1}=f_{n}(R x) \overline{f_{n}(x)} c^{n} & \Longrightarrow G(R x) \overline{G(x)}=f_{n}(R x) \overline{f_{n}(x)} c^{n} \\
& \Longrightarrow G(R x) \overline{f_{n}(R x)}=G(x) \overline{f_{n}(x)} c^{n}
\end{aligned}
$$

where $f_{n}(x)=f(x)^{n}$. In other words $c^{n}$ is an eigenvalue of $Z$, with eigenfunction $F=G \cdot \bar{f}$.

Therefore, for all $s, f, c$, satisfying the Conze-Lesigne Equation, we have that $c \in \Gamma$, where

$$
\Gamma=\left\{c \in \mathbb{T}: c^{n} \text { is an eigenvalue of } Z\right\}
$$

Since $Z$ is compact, $\Gamma$ is countable. Furthermore $\Gamma$ is a subgroup of $\mathbb{T}$.
If $s \in Z$, consider $V_{s}: Z \rightarrow Z$, with $V_{s}(x)=s x$. Since $Z$ is abelian, for all $s \in Z$, $R \circ V_{s}=V_{s} \circ R$. With this notation, $\sigma_{s}=\rho \circ V_{s} \bar{\rho}$

Define

$$
Z_{0}=\left\{s \in Z: \text { the cocyle } \sigma_{s} \text { is a coboundary }\right\}
$$

Let $s, s^{\prime} \in Z_{0}$. This means that for the cocycles $\sigma_{s}$ and $\sigma_{s^{\prime}}$, there exist $h_{s}, h_{s^{\prime}}: Z \rightarrow \mathbb{T}$, such that $\sigma_{s}=\partial h_{s}$ and $\sigma_{s^{\prime}}=\partial h_{s^{\prime}}$. Then for the cocycle $\sigma_{s s^{\prime}}: x \mapsto \rho\left(s s^{\prime} x\right) \overline{\rho(x)}$ we have,

$$
\begin{aligned}
\sigma_{s s^{\prime}}=\rho \circ V_{s s^{\prime}} \bar{\rho}=\left(\rho \circ V_{s} \bar{\rho}\right) \circ V_{s^{\prime}} \cdot\left(\rho \circ V_{s^{\prime}} \bar{\rho}\right) & =\left(h_{s} \circ R \circ V_{s^{\prime}} \overline{h_{s}} \circ V_{s^{\prime}}\right) \cdot\left(h_{s^{\prime}} \circ R \overline{h_{s^{\prime}}}\right) \\
& =\left(h_{s} \circ V_{s^{\prime}} h_{s^{\prime}}\right) \circ R \cdot \overline{\left(h_{s} \circ V_{s^{\prime}} h_{s^{\prime}}\right)}
\end{aligned}
$$

Thus $\sigma_{s s^{\prime}}$ is also a coboundary. Equivalently $s s^{\prime} \in Z_{0}$. Now for the cocycle $\sigma_{s^{-1}}: x \mapsto$ $\rho\left(s^{-1} x\right) \overline{\rho(x)}$ we have,

$$
\sigma_{s^{-1}}=\rho \circ V_{s^{-1}} \bar{\rho}=\left(\rho \overline{\rho \circ V_{s}}\right) \circ V_{s^{-1}}=(h \overline{h \circ R}) \circ V_{s^{-1}}=\left(\overline{h \circ V_{s^{-1}}}\right) \circ R \cdot \overline{\left(\overline{h \circ V_{s^{-1}}}\right)}
$$

Thus $\sigma_{s^{-1}}$ is also a coboundary. Equivalently $s^{-1} \in Z_{0}$. Lastly, $e_{\mathbb{T}}$ clearly is an element of $Z_{0}$. Follows that $Z_{0}$ is a subgroup of $Z$.

Define $\Phi: Z \rightarrow \operatorname{Coc}(Z, \mathbb{T})$, by $\Phi(s)=\sigma_{s}=\rho \circ V_{s} \bar{\rho}$. Then we have that $\Phi$ is measurable (see Lemma 4.2.11.1 below) and clearly $\Phi^{-1}(\partial(\operatorname{Coc}(Z, \mathbb{T})))=Z_{0}$. Thus by Lemma $1.10 .5, Z_{0}$ is a Borel subset of $Z$. Define $\Psi: Z \rightarrow \Gamma$, by $\Psi(z)=c_{z}$, where $c_{z}$ is the constant arising from the Conze-Lesigne Equation. Then $\Psi$ is an group epimorphism and $\operatorname{ker} \Psi=Z_{0}$. Hence $Z / Z_{0} \simeq \Gamma$, and $\Gamma$ is countable. Thus $m\left(Z_{0}\right)>0$. (Follows that $Z_{0}$ is an open subgroup of $Z$.)

Furthermore $\alpha$ clearly is an element of $Z_{0}$. Follows that $Z_{0}=R\left(Z_{0}\right)$, modulo $m$. Since $Z$ is an ergodic rotation, and $m\left(Z_{0}\right)>0$, we have that $Z_{0}=Z$, modulo $m$. Thus for $m$-almost every $s \in Z, \sigma_{s}$ is a coboundary. In other words the cocycle $\left(x_{0}, x_{1}\right) \mapsto$ $\rho\left(x_{1}\right) \overline{\rho\left(x_{0}\right)}$ is a coboundary of the system $Z \times Z$. By Lemma 1.10.16, $\rho$ is a quasicoboundary.

## Lemma 4.2.11.1.

For $\zeta \in Z$ let $V_{\zeta}: Z \rightarrow Z$ denote the translation on $X$ by $\zeta$, defined by $V_{\zeta}(z)=\zeta \cdot z$ and $f: Z \rightarrow \mathbb{T}$ be a continuous function. The function $\Phi: Z \rightarrow \operatorname{Coc}(Z, \mathbb{T})$ defined by $\Phi(z):=\left(f \circ V_{z}\right) \bar{f}$, is continuous. Indeed, if

$$
\begin{aligned}
& d_{C o c(Z, \mathbb{T})}\left(\Phi(z), \Phi\left(z^{\prime}\right)\right)=\int_{Z} d_{\mathbb{T}}\left(\left(f \circ V_{z}(\zeta)\right) \bar{f}(\zeta),\left(f \circ V_{z^{\prime}}(\zeta)\right) \bar{f}(\zeta)\right) \mathrm{d} \lambda_{Z}(\zeta) \\
&=\int_{Z} d_{\mathbb{T}}\left(f \circ V_{z}(\zeta), f \circ V_{z^{\prime}}(\zeta)\right) \mathrm{d} \lambda_{Z}(\zeta)=\int_{Z} d_{\mathbb{T}}\left(f(z \zeta), f\left(z^{\prime} \zeta\right)\right) \mathrm{d} \lambda_{Z}(\zeta)
\end{aligned}
$$

The second equality holds since $d_{\mathbb{T}}$ is invariant under translations. Now since $f$ is considered continuous we have that if $z^{\prime} \rightarrow z$ then for every $\zeta \in Z$ we have that
$d_{\mathbb{T}}\left(f(z \zeta), f\left(z^{\prime} \zeta\right)\right) \rightarrow 0$. Now since $d_{\mathbb{T}}$ is bounded, applying Lebesgue's Dominated Convergence Theorem we have that if $\left(z_{n}\right)_{n \in \mathbb{N}}$ is a sequence in $Z$ such that $z_{n} \rightarrow z$, for some $z \in Z$, then

$$
\int_{Z} d_{\mathbb{T}}\left(f(z \zeta), f\left(z_{n} \zeta\right)\right) \mathrm{d} \lambda_{Z}(\zeta) \underset{n \rightarrow \infty}{\longrightarrow} 0
$$

To summarize, we proved that if $f: Z \rightarrow \mathbb{T}$ is a continuous function then $\Phi$ is Borel measurable (in particular continuous).

For the general case, let $\rho$ be an element of $\operatorname{Coc}(Z, \mathbb{T})$. By Lemma A. 1 there exists a sequence of continuous functions $f_{n}: Z \rightarrow \mathbb{T}, n \in \mathbb{N}$, such that $d \operatorname{Coc}(Z, \mathbb{T})\left(r, f_{n}\right) \rightarrow 0$, as $n \rightarrow+\infty$. Consider the functions $\Phi, \Phi_{n}: Z \rightarrow \operatorname{Coc}(Z, \mathbb{T})$ defined by $\Phi:=\left(\rho \circ V_{z}\right) \bar{\rho}$ and $\Phi_{n}:=\left(f \circ V_{z}\right) \bar{f}$, for every $z \in Z$ and every $n \in \mathbb{N}$. Then we have,

$$
\begin{aligned}
& d_{C o c(Z, \mathbb{T})}\left(\Phi(z), \Phi\left(z^{\prime}\right)\right)=\int_{Z} d_{\mathbb{T}}\left(\left(\rho \circ V_{z}(\zeta)\right) \bar{\rho}(\zeta),\left(f_{n} \circ V_{z}(\zeta)\right) \overline{f_{n}}(\zeta)\right) \mathrm{d} \lambda_{Z}(\zeta) \\
& \leq \int_{Z} d_{\mathbb{T}}\left(\left(\rho \circ V_{z}(\zeta)\right) \bar{\rho}(\zeta),\left(f_{n} \circ V_{z}(\zeta)\right) \bar{\rho}(\zeta)\right) \mathrm{d} \lambda_{Z}(\zeta) \\
&+\int_{Z} d_{\mathbb{T}}\left(\left(f_{n} \circ V_{z}(\zeta)\right) \bar{\rho}(\zeta),\left(f_{n} \circ V_{z}(\zeta)\right) \overline{f_{n}}(\zeta)\right) \mathrm{d} \lambda_{Z}(\zeta) \\
&= \int_{Z} d_{\mathbb{T}}\left(\left(\rho \circ V_{z}(\zeta)\right),\left(f_{n} \circ V_{z}(\zeta)\right)\right) \mathrm{d} \lambda_{Z}(\zeta)+\int_{Z} d_{\mathbb{T}}\left(\bar{\rho}(\zeta), \overline{f_{n}}(\zeta)\right) \mathrm{d} \lambda_{Z}(\zeta) \\
&= \int_{Z} d_{\mathbb{T}}\left(\rho(\zeta), f_{n}(\zeta)\right) \mathrm{d} \lambda_{Z}(\zeta)+\int_{Z} d_{\mathbb{T}}\left(\rho(\zeta), f_{n}(\zeta)\right) \mathrm{d} \lambda_{Z}(\zeta) \\
&= 2 d_{\operatorname{Coc}(Z, \mathbb{T})}\left(\rho, f_{n}\right) \rightarrow 0
\end{aligned}
$$

The second equality holds since $d_{\mathbb{T}}$ is invariant under translations and the third equality holds since the Haar measure of $Z, \lambda_{Z}$, is invariant under the translation $V_{z}$ and $d_{\mathbb{T}}(\bar{z}, \bar{w})=d_{\mathbb{T}}(z, w)$. It follows that $\Phi$ is the pointwise limit of $\Phi_{n}$, and since every $\Phi_{n}$ is Borel measurable, $\Phi$ is also Borel measurable.

## Corollary 4.2.12.

Let $(Z, m, R)$, where $R(x)=\alpha x$, be an ergodic rotation, and $\rho: Z \rightarrow \mathbb{T}$ a cocycle of type 2. Assume that there exist a $n \in \mathbb{N}$ such that the cocycle $\rho_{n}: Z \rightarrow \mathbb{T}$, defined by $\rho_{n}(z)=\rho(z)^{n}$, is a quasi-coboundary of $Z$. Then $\rho$ is a cocyle of type 1 .

Proof. It is a direct result combining the previous Lemma and the Remark above.

## Proposition 4.2.13.

Let $(Z, m, R)$ be an ergodic rotation, $U$ be a compact abelian group, $\rho \in \operatorname{Coc}(Z, U)$ an
ergodic cocycle and $\pi:(Y, \nu, S) \rightarrow(Z, m, R)$ be the extension of $Z$ by $U$ defined by $\rho$. Then, if $\rho$ is a cocycle of type 1 the $(Y, \nu, S)$ is a cocycle of order 1.

Proof. (Additive Notation)
Let $u \in U$ and $V_{u}: X \rightarrow X$, eith $V_{u}(z, g)=(z, u+g)$. Since $\rho$ is a cocycle of type 1 , there exists an function $F: Z^{[1]} \rightarrow U$ such that $\Delta^{[1]} \rho=\partial F=F \circ R^{[1]}-F$. Define $\Phi: Y^{[1]} \rightarrow U$, by $\Phi(\mathbf{z}, \mathbf{u})=F(\mathbf{z})-\sum_{\epsilon \in V_{1}}(-1)^{|\epsilon|} u_{\epsilon}$. Then,

$$
\begin{aligned}
\Phi \circ S^{[1]}(\mathbf{z}, \mathbf{u})=\Phi \circ R_{\rho}^{[1]} & =F \circ R^{[1]}(\mathbf{z})-\Delta^{[1]} \rho(\mathbf{z})-\sum_{\epsilon \in V_{1}}(-1)^{|\epsilon|} u_{\epsilon} \\
& =F(\mathbf{z})-\sum_{\epsilon \in V_{1}}(-1)^{|\epsilon|} u_{\epsilon}=\Phi(\mathbf{z}, \mathbf{u})
\end{aligned}
$$

Consider $\mathcal{Z}(Y)$ to be the Kronecker factor of $Y$ and $\pi_{2}: Y \rightarrow \mathcal{Z}(Y)$ the corresponding factor map. Then, since $Z$ is a factor of order 1 of $Y$, then $Z$ is a factor of $\mathcal{Z}(Y)$ and let $\pi_{3}$ denote the corresponding factor map. By Lemma A.4. $\mathcal{Z}(Y)$ is an extension of $Z$ by the compact abelian group $K / L$ where $L=\left\{u \in U: \pi_{2} \circ V_{u}=\pi_{2}\right\}$.

Let $u \in L$. Consider the function $V_{u}^{(\{\tilde{0}\})}: Y^{[1]} \rightarrow Y^{[2]}$, where, $V_{u}\left(z_{0}, z_{1}, g_{0}, g_{1}\right)=$ $\left(z_{0}, z_{1}, u+g_{0}, g_{1}\right)$. By Lemma 4.2.2 we have that $V_{u}^{(\{\tilde{0}\})}$ leaves each set of $\mathcal{I}\left(R^{[1]}\right)$ invariant. Since $\Phi$ is $R^{[1]}$-invariant, we have that $\Phi \circ V_{u}^{(\{\tilde{0}\})}=\Phi, \mu^{[1]}$ - almost everywhere. This means that

$$
F(\mathbf{z})-\sum_{\epsilon \in V_{1}}(-1)^{|\epsilon|} u_{\epsilon}=F(\mathbf{z})-g_{0}+u-\sum_{\epsilon \in V_{1}^{*}}(-1)^{|\epsilon|} u_{\epsilon} \Rightarrow g_{0}=g_{0}+u \Rightarrow u=0
$$

Thus $L=\{0\}$. In other words $Y=\mathcal{Z}(Y)$. Thus $Y$ is a system of oreder 1 .
With a similar procedure we abtain the following.

## Lemma 4.2.14.

Let $(Y, \nu, S)$ be an ergodic system of order $2, U$ be a compact abelian group, $\rho \in \operatorname{Coc}(Z, U)$ an ergodic cocycle and $\pi:(X, \mu, T) \rightarrow(Y, \nu, S)$ be the extension of $Y$ by $U$ defined by $\rho$. Then, if $\rho$ is a cocycle of type 2 the $(Y, \nu, S)$ is a cocycle of order 2.

## Theorem 4.2.15.

Let $(X, \mu, T)$ be a Conze-Lesigne system and $(K, m, R)$ its Kronecker factor. Then $X$ is an extension of $K$ by a compact connected abelian group $U$ and the cocycle $\rho: K \rightarrow U$ that defines the extension is a cocycle of type 2 .

Proof. By Theorem 4.2.7 we are left with showing that $U$ is connected.
Assume that $U$ is not connected. Then $U$ admits an open subgroup $U_{0}$ and an integer $n>1$, such that $U / U_{0} \simeq \mathbb{Z}_{n}$. Let $q: U \rightarrow U / U_{0}$ denote the natural (continuous and open) group epimorphism.

Define the cocycle $\sigma: Z \rightarrow U / U_{0}$ by $\sigma(z)=\rho(z) U_{0}$. In other words $\sigma=q \circ \rho$. The cocycle $\sigma$ is also of type 2. Consider the group isomorphisms $\phi: U / U_{0} \rightarrow \mathbb{Z}_{n}$ and $\psi: \mathbb{Z}_{n} \rightarrow\left\{e^{2 \pi \frac{k}{n} i}: k \in \mathbb{Z}\right\}$. Define the (non-ergodic) cocycle $\tau: Z \rightarrow \mathbb{T}$, with $\tau:=\psi \circ \phi \circ \sigma$. Then $\tau_{n} \equiv 1$ and thus, by the Corollary above, $\tau$ is of type 1 . Follows that $\sigma$ is of type 1 .

Now let $\tilde{\pi}:(\tilde{X}, \tilde{\mu}, \tilde{T}) \rightarrow(Z, m, R)$ be the extension of $Z$ by the compact abelian gorup $U / U_{0}$, defined by the cocycle $\sigma$. Since $\sigma$ is of type 1 , by Theorem 4.2.13 is a system of order 1. By maximality of the Kronecker factor in $X$, we have that $Z=\tilde{X}$. Thus $n=1$ which is a contradiction.

### 4.3 Conze-Lesigne systems and 2-step nilsystems

## Lemma 4.3.1.

Let $(Y, \nu, S)$ be an ergodic system, $K$ a compact abelian group and $\rho \in \operatorname{Coc}(Y, K)$. Then $\rho$ is not ergodic if and only if there exists a character $\chi \in \widehat{K}$, where $\chi$ is not identically equal to 1 , such that $\chi \circ \rho$ is a coboundary of $\mathbb{T}$.

Proof. Let $\pi:\left(Y \times K, \nu \otimes m, S_{\rho}\right) \rightarrow(Y, \nu, S)$ is the extension of $Y$ by $K$ defined by $\rho$. Let $\chi \in \widehat{K}$, where $\chi$ is not identically equal to 1 such that $\chi \circ \rho$ is a coboundary of $\mathbb{T}$. This means there exists a function $f: Y \rightarrow \mathbb{T}$ such that $\chi \circ \rho(y)=f \circ S(y)-\bar{f}(y)$. Define $F: Y \times K \rightarrow \mathbb{T}$ by $F(y, k)=f(y) \bar{\chi}(k)$. Then

$$
\begin{aligned}
& F \circ S_{\rho}(y, k)=F(S(y), \rho(y) k) \stackrel{\chi \text { chracter }}{=} f(S(y)) \bar{\chi}(\rho(y)) \bar{\chi}(k) \\
& =f(y) \bar{\chi}(k)=F(y, k)
\end{aligned}
$$

Thus $F$ is $S_{\rho}$-invariant and is not equal to a constant. Indeed if $F(y, k)=c$, for all $(y, k)$ then $F\left(y, k_{1}\right)=c$ for all $y$. Follows that $f(y)=c \chi\left(k_{1}\right)$ for all $y$. Follows that $\chi(y)=f \circ S(y) \bar{f}(y)=c \bar{c} \chi\left(k_{1}\right) \bar{\chi}\left(k_{1}\right)=1$, for all $y$ and that contradicts with the choice of $\chi$. Thus $\rho$ is not ergodic.

Conversely, since $\rho$ is note ergodic, there exists an $f: Y \times K \rightarrow \mathbb{C}, S_{\rho}$-invariant that is not everywhere equal to a constant. By relation A.1 there exist a vertical Fourier coefficient $\hat{f}_{\chi}$, where $\chi \in \widehat{K}$ and $\chi$ is not identically equal to 1 . Thus $\hat{f}_{\chi}$ is a vertical
character with frequency $\chi$. This means that $\hat{f}_{\chi}(y, k)=\phi(y) \chi(k)$, for some $\phi: Y \rightarrow \mathbb{C}$ that is not everywhere equal to 0 .

Since $V_{h} \circ S_{\rho}=S_{\rho} \circ V_{h}$, for all $h \in K$ we have that $\hat{f}_{\chi} \circ S_{\rho}=\hat{f}_{\chi}$. Follows that $\phi(y)=\phi(S(y)) \chi(\rho(y))$. Follows that $|\phi|$ is $S$-invariant an since $(Y, \nu, S)$ is ergodic, $|\phi|=c$, almost everywhere for some constant $c \in \mathbb{C} \backslash\{0\}$.

By defining $\psi: Y \rightarrow \mathbb{T}$, with $\psi=\frac{\bar{\phi}}{c}$, we have that $\psi \circ S \bar{\psi}=\chi \circ \rho$. This means that $\chi \circ \rho$ is a coboundary.

Lemma 4.3.2. Let $(Y, \nu, S)$ be an ergodic system, $K$ a compact connected abelian group and $\rho: Y \rightarrow K$ a cocycle. Then there exists an $c \in K$ such that the cocycle $\rho$ is ergodic.

Proof. Let $\chi \in \widehat{K}$, where $\chi$ is not identically equal to 1 . Define the sets

$$
\begin{aligned}
A_{\chi} & =\{c \in K: \chi \circ(\rho \cdot c) \text { is a coboundary }\} \\
B_{\chi} & =\{c \in K: \chi(c) \text { is an eigenfunction of }(Y, \nu, S)\}
\end{aligned}
$$

Clearly $B_{\chi}$ is a subgroup of $K$ and $\operatorname{ker}(\chi)$ is a subgroup of $B_{\chi}$. If $\chi(a)=\chi(b)=\lambda$, where $\lambda$ is an eigenvalue of $Y$, then $a \operatorname{ker}(\chi)=b \operatorname{ker}(\chi)$. Since $Y$ admits countably many eigenvalues, there are $c_{i}, i \in \mathbb{N}$ such that

$$
B_{\chi}=\bigsqcup_{\substack{c \in K: \\ \chi(c) \\ \text { eigenvalue }}} c \operatorname{ker}(\chi)=\bigsqcup_{i \in \mathbb{N}} c_{i} \operatorname{ker}(\chi)
$$

Thus that $\operatorname{ker}(\chi)$ has has a countable index in $B_{\chi}$. Furthermore, since $\operatorname{ker}(\chi)$ is closed on $K$ and $B_{\chi}=\bigsqcup_{i \in \mathbb{N}} c_{i} k e r(\chi), B_{\chi}$ is a Borel subset of $K$.

Now since $\chi$ is a non-trivial character of $K$ and $K$ is connected, $\chi(K)$ is a nontrivial connected subgroup of $\mathbb{T}$. Thus $\chi(K) \simeq \mathbb{T}$. By the First Isomorphism Theorem $K / \operatorname{ker}(\chi) \simeq \mathbb{T}$. In particular $\operatorname{ker}(\chi)$ has has a uncountable index in $K$.

Applying Lagrange Theorem we obtain that $B_{\chi}$ has also an uncountable index in $K$. In particular is infinite. Thus, if $m_{K}$ is the Haar measure of $K$ then $m_{K}\left(B_{\chi}\right)=0$.

Observe that $A_{\chi}$ is not empty, is a coset of $B_{\chi}$. Indeed, let $c, c^{\prime} \in A \chi$, meaning that there exist function $f_{c}, f_{c^{\prime}}: Y \rightarrow \mathbb{T}$ (clearly $\left.f_{c}, f_{c^{\prime}} \in L^{2}(\nu)\right)$ such that $\chi \circ(\rho \cdot c)=\partial f_{c}$ and $\chi \circ\left(\rho \cdot c^{\prime}\right)=\partial f_{c^{\prime}}$. This means that for $\nu$-almost every $y \in Y$,

$$
\begin{aligned}
& \chi(\rho(x)) \chi(c)=f_{c}(S(y)) \cdot f_{c}(y)^{-1}(y)=f_{c}(S(y)) \cdot \overline{f_{c}}(y) \\
& \chi(\rho(x)) \chi\left(c^{\prime}\right)=f_{c^{\prime}}(S(y)) \cdot f_{c^{\prime}}(y)^{-1}(y)=f_{c^{\prime}}(S(y)) \cdot \overline{f_{c^{\prime}}}(y)
\end{aligned}
$$

Thus we have,
$\chi\left(c c^{\prime-1}\right)=\chi(c) \bar{\chi}\left(c^{\prime}\right)=f_{c}(S(y)) \cdot \overline{f_{c}}(y) \cdot \overline{f_{c^{\prime}}(S(y))} \cdot f_{c^{\prime}}(y)=\left(f_{c} \cdot \overline{f_{c^{\prime}}}\right) \circ S(y) \cdot \overline{\left(f_{c} \cdot f_{c^{\prime}}\right)}(y)$ Thus $c c^{\prime-1} \in B_{\chi}$. Follows that $A_{\chi}$ is a subset of a coset of $B_{\chi}$ (in particular $A_{\chi} \subseteq c B_{\chi}$, where $c \in A_{\chi}$ ).
Conversely, since the union of all cosets of $B_{\chi}$ covers $K$, then there exists a $c \in K$ such that $A_{\chi} \cap c B_{\chi} \neq \emptyset$. Since $c B_{\chi}=\beta B_{\chi}$ for every $\beta \in c B_{\chi}$, we can assume that $c \in A_{\chi}$. Let $c^{\prime} \in B_{\chi}$. Then $c c^{\prime-1} \in B_{\chi}$. Thus we have, that there exist $f, g: Y \rightarrow \mathbb{T}$, such that,

$$
\begin{aligned}
& \chi \circ \rho \chi(c)=f \circ S \cdot \bar{f} \\
& g \circ S=\chi\left(c c^{\prime-1}\right) g=\chi(c) \bar{\chi}\left(c^{\prime}\right) g
\end{aligned}
$$

Follows that,

$$
\begin{aligned}
\chi \circ\left(\rho \cdot c^{\prime}\right)=\chi \circ \rho \cdot \chi\left(c^{\prime}\right)=\chi \circ \rho \chi(c) g \bar{g} \circ S & =\chi \circ(\rho \cdot c) g \bar{g} \circ S \\
& =f \circ S \bar{f} g \bar{g} \circ S=(f \bar{g}) \circ S \overline{(f \bar{g})}
\end{aligned}
$$

This means that $c^{\prime} \in A_{\chi}$. Therefore $c B_{\chi} \subseteq A_{\chi}$. Thus $m_{K}\left(A_{\chi}\right)=0$.
Thus the countable union, $\bigcup_{\substack{\chi \in \widehat{K} \\ \chi \neq 1}} A_{\chi}$ cannot be equal to $K$. This means that there exists a $c \in K$, such that $\chi \circ(\rho+c)$ is not e coboundary. By Lemma 4.3.1. $\rho+c$ is ergodic.

## Proposition 4.3.3.

Assume that $(X, \mu, T)$ and $(Y, \nu, S)$ are ergodic systems and that $X$ is of order 2 for some integer. Assume that $\pi: X \rightarrow Y$ is a factor map and $\rho: Y \rightarrow U$ is a cocycle. Then $\rho$ is of type 2 on $Y$ if and only if $\rho \circ \pi$ is if type 2 on $X$.

Proof. Let $\rho$ be of type 2. Then $\Delta^{[2]} \rho=\partial f$ for some $f: Y \rightarrow U$. Follows that

$$
\left(\Delta^{[2]} \rho\right) \pi=(\partial f) \circ \pi \Rightarrow \Delta^{[2]}(\rho \circ \pi)=\partial(f \circ \pi)
$$

. Thus $\rho \circ \pi$ is of type 2 .
Conversely, assume that $\rho \circ \pi$ is of type 2 . By Lemma 4.2.5 it suffices to show that $\chi \circ \rho$ for every $\chi \in \widehat{U}$. Since $\chi \circ \rho \circ \pi$, we can assume that $U=\mathbb{T}$. By Lemma 4.3.1 the set $\{c \in \mathbb{T}: \rho \cdot c$ is not ergodic $\}$ is a coset of the countable (since $Y$ admits countably many eigenvalues) subgroup $\left\{c \in \mathbb{T}: c^{n}\right.$ is an eigenvalue of $Y$ for some $\left.n \in \mathbb{N}\right\}$. Thus
there exists a $c \in \mathbb{T}$ so that the cocyle $\rho \cdot c$ is ergodic. By substituting $\rho \cdot c$ with $\rho$, we can assume that $\rho$ is ergodic.

By Lemma 4.2.14 the extension $\tilde{X}$, of $X$ by $K$ defined by $\rho \circ \pi$ is a system of order 2 since $\rho \circ \pi$ is of type 2 . Furthermore the extension $\tilde{Y}$, of $Y$ by $K$ defined by $\rho$ is a factor of $\tilde{X}$ thus it is also a system of order 2 . By Proposition 4.2.6, $\rho$ is a cocycle of type 2 .

## Theorem 4.3.4.

Let $(Z, m, R)$ be an ergodic roatation, $U$ a finite dimensional torus and $\rho: Z \rightarrow U a$ cocycle of type 2. Then there exist a closed subgroup $Z_{0}$ of $Z$ so that $Z / Z_{0}$ is a compact abelian Lie group and a cocycle $\rho^{\prime}: Z / Z_{0} \rightarrow U$ of type 2 so that $\rho$ is chomologous to $\rho^{\prime} \circ \pi$, where $\pi: Z \rightarrow Z / Z_{0}$ is the natural projection.

Proof. By the Conze-Lesigne Equation, we have that for every $s \in Z$ the map $z \mapsto \rho(s z)$ is a quasi-coboundary. The compact abelian group $Z$ acts on itself with automorphisms by $S_{s}: z \mapsto s$. In other words for every $s \in Z \rho \circ S_{s}-\rho$ is a quasi-coboundary. By Lemma A.7 there exist a closed subgroup $Z_{0}$ of $Z$ and a cocycle $\sigma: Z \rightarrow U$, such that $Z / Z_{0} \simeq \mathbb{T}^{m} \times G$, where $G$ is a finite abelian group and $\sigma$ is cohomologous to $\rho$ and for every $s \in Z_{0}, \sigma \circ S_{s}=\sigma$.

Since for every $s \in Z_{0}, \sigma \circ S_{s}=\sigma$ we can define $\rho^{\prime}: Z / Z_{0} \rightarrow U$ by $\rho^{\prime}\left(z+Z_{0}\right)=\sigma(z)$. Now, by Proposition 4.3.3 we have that $\rho^{\prime}$ is of type 2 iff $\rho^{\prime} \circ \pi$ is of type 2 . Observe that $\rho^{\prime} \circ \pi=\sigma$ and $\sigma$ is cohomologous to $\rho$ which is of type 2 . Thus $\rho^{\prime}$ is indeed of type two.

## Definition 4.3.5.

Let $(X, \mu, T)$ be a system of order 2 . Then $X$ is called toral if its Kronecker factor $Z$ ia a compact abelian Lie group and $X$ ia an extension of $Z$ by a finite dimensional torus.

## Lemma 4.3.6.

Let $G$ be a compact abelian group and $H$ a subgroup of $G$. Define th set $\operatorname{Ann}_{G}(H)=$ $\left\{\chi \in \widehat{G} \mid \forall h \in H: \chi(h)=1_{\mathbb{C}}\right\}$. Then $\operatorname{Ann}_{G}(H)$ is a closed subgroup of $\widehat{G}$ and $\widehat{H} \simeq$ $\widehat{G} / A n n_{G}(H)$

## Corollary 4.3.7.

Let $G$ be a compact abelian group and $H$ a subgroup of $G$. Then each character of $H$ is of the form $\left.\chi\right|_{H}$, where $\chi \in \widehat{G}$.

## Lemma 4.3.8.

Let $U$ be a compact abelian group. Then $U$ is the inverse limit of a sequence of sompact abelian Lie group. If in addtion $U$ is connected then $U$ is the inverse limits of finitedimensional tori.

Proof. As stated in the beginning, $U$ is considered to be metrizable.
Since $Z$ is compact abelian then $Z$ is separable and let $A=\left\{z_{1}, z_{2}, \ldots\right\}$ be a countable dense subset of $Z$. By Potryagin's Theorem $\widehat{\widehat{Z}}=\widehat{(\widehat{Z})} \simeq Z$. Furthermore the dual group of a compact group, separates its points. Thus $Z$ separates the points of $\widehat{Z}$. Equivalently $A$ separates the points of $\widehat{Z}$ and since $A$ is s countable set follows that $\widehat{Z}$ is also countable. Now let $\widehat{Z}=\left\{\chi_{n}: n \in \mathbb{N}\right\}$. Define the subgroups of $\widehat{Z}, \Lambda_{i}=\left\langle\chi_{1}, \chi_{2}, \ldots, \chi_{i}\right\rangle, i \in \mathbb{N}$. Then $\left\{\Lambda_{i}\right\}_{i \in \mathbb{N}}$ is an increasing sequence of finitely generated subgroups of $\widehat{Z}$ and $Z=\bigcup_{i \in \mathbb{N}} \Lambda_{i}$.

Let $Z_{i}=\widehat{\Lambda_{i}}$ be the dual group of $\Lambda_{i}$. Let $z \in \widehat{\widehat{Z}}=Z$, a character of $\widehat{Z}$. Then the restriction of $z$ on each $\Lambda_{i},\left.z\right|_{\Lambda_{i}}: \Lambda_{i} \rightarrow \mathbb{T}$, is clearly an element of $\widehat{\Lambda_{i}}=Z_{i}$. Define for each $i \in \mathbb{N}, p_{i}: Z \rightarrow Z_{i}$, with $p_{i}(z)=\left.z\right|_{\Lambda_{i}}$. Then $p_{i}$ is a continuous group epimorphism:

- $p_{i}$ is clearly a group homomorphism
- $\pi$ is continuous

Let $z_{m} \rightarrow z$, where $z_{m}, z \in \widehat{\widehat{Z}}=Z, m \in \mathbb{N}$. This means that $z_{m}(\chi)$ converges to $z(\chi)$, for every $\chi \in \widehat{Z}$. In particular this holds for every $\chi \in \Lambda_{i}$ and thus $\left.\left.z_{m}\right|_{\Lambda_{i}} \rightarrow z\right|_{\Lambda_{i}}$. Follows that $p_{i}\left(z_{m}\right) \rightarrow p(z)$

- by the corollary above $p_{i}$ is onto

Let $i \leq j, i, j \in \mathbb{N}$ and $p_{i, j}: Z_{j} \rightarrow Z_{i}$, defined by $p_{i, j}(z)=\left.z\right|_{\Lambda_{i}}$. Then $p_{i, j}$ is a continuous group epimorphism. Furthermore, clearly $p_{i, j} \circ p_{j}=p_{i}$ and $p_{i, k}=p_{i, j} \circ o_{j, k}$, $\forall i \leq j \leq k \in \mathbb{N}$. Thus $Z=\underset{\underset{i}{\lim }}{\underset{\leftarrow}{ }} Z_{j} \quad$ (in the algebraic sense where the homomorphisms are in continuous and thus measurable ).

Since each $\Lambda_{i}$ is finitely generated then $\Lambda_{i}$ is the direct product of a free abelian group and a finite group. This means that $\Lambda_{i}=\mathbb{Z}^{n_{i}} \times H_{i}$, where $H_{i}=\left\{g_{1}, \ldots, g_{k_{i}}\right\}$, for some $n_{i}, k_{i} \in \mathbb{N}$. Now for $G_{1}, G_{2}$ we have that $\widehat{G_{1} \times G_{2}}=\widehat{G_{1}} \times \widehat{G_{2}}, \widehat{\mathbb{Z}}=\mathbb{T}$ and $\widehat{H} \simeq H$, for any finite group $H$. Thus $\widehat{\Lambda_{i}}=\mathbb{T}^{n_{i}} \times H_{i}=\bigsqcup_{j=1}^{k_{i}} \mathbb{T}^{n_{i}} \times\left\{g_{j}\right\}$, which is a compact abelian Lie group.

Let, now assume that $Z$ is in addition connected. Then we have that $\widehat{Z}$ is torsion free. Indeed, if $\chi \in \widehat{Z}$ and $n \in \mathbb{N}$ such that $\chi^{n} \equiv 1$. Then $\chi(Z)$ is a closed subgroup
of the discrete group $\mathbb{Z}_{n} \leq \mathbb{T}$. Since $\chi$ is continuous and $Z$ is connected and $\chi(Z)$ a discrete set, then $\chi \equiv c$ for some constant $c \in \mathbb{T}$. Since $\chi$ is a character, follows that $c=1$. Thus $\chi \equiv 1$. Thus $\widehat{Z}$ does not contain any non trivial element with finite order. In other words $\widehat{Z}$ is torsion free. Thus each $\Lambda_{i} \leq \widehat{Z}$ is torsion free. This means that $H_{i}=\{1\}$, for each $i \in \mathbb{N}$. Thus isomorphic to $\mathbb{T}^{n_{i}}$.

## Remark 4.3.9.

With the exact same procedure one can show that if $\left(Z, m_{Z}, R\right)$ is an ergodic rotation and $\alpha \in Z$ defines $R$, then $\left(Z, m_{Z}, R\right)=\underset{{\underset{i}{i}}^{\lim }}{ }\left(Z_{i}, m_{Z_{i}}, R_{i}\right)$, where $Z_{i}$ is as above, $m_{Z_{i}}$ is its Haar measure and $R_{i}$ is the rotation on $Z_{i}$ defined by $\alpha_{i}=p_{i}(\alpha)$.

## Proposition 4.3.10.

Every system of order 2 is the inverse limit of a sequence of toral system, of order two.
Proof. Let $(X, \mu, T)$ be a system of order 2. By Theorem 4.2.15, $X$ is an extension of its Kronecker factor, $Z$, by a compact connected abelian group, given by a cocycle $\rho: Z \rightarrow U$ of type 2 . By Lemma 4.3.8. $U$ is an inverse limit of tori. Let $p_{n}: U \rightarrow \mathbb{T}$ be the continuous group homomorphisms defined in the proof above. Setting $A_{n}=\operatorname{kerp} p_{n}$ we have that $\left\{A_{n}\right\}_{n \in \mathbb{N}}$ is a decreasing sequence of closed subgroups, with $\bigcap_{n \in \mathbb{N}} A_{n}=\{0\}$, such that $U_{n}=U / A_{n}$ is a finite dimensional torus.

Define $\pi_{n}: Z \rightarrow U_{n}$, by $\xi_{n}(z)=\rho(z) U_{n}$. In other words $\xi_{n}=p_{n} \circ \rho$. Consider $\left(X_{n}, \mu_{n}, T_{n}\right)$ to be the extension of $Z$ by the compact connected abelian gorup $U_{n}=\mathbb{T}^{m(n)}$, associated with the cocycle $\xi_{n}$. For $n, m \in \mathbb{N}$, with $n<m$, define $\pi_{n, m}$ : $X_{m} \rightarrow X_{n}$, by $\pi_{n, m}\left(z, u_{m}\right)=\left(z, p_{n, m}\left(u_{m}\right)\right)$ and $\pi_{n}: X \rightarrow X_{n}$, by $\pi_{n}(z, u)=\left(z, p_{n}(u)\right)$ Then $\left(\left(X_{n}, \mu_{n}, T_{n}\right)_{n \in \mathbb{N}},\left(\pi_{n, m}\right)_{n, m \in \mathbb{N}}, n \leq m\right)$ is an inverse system and $(X, \mu, T)=$ ${\underset{\sim}{\check{n}}}_{\underset{\stackrel{1}{2}}{ }}\left(X_{n}, \mu_{n}, T_{n}\right)$.

By Lemma 4.3.4 for each $n$ there exists a subgroup $K_{n}$ of $Z$, such that $Z / K_{n}$ is a compact abelian Lie group and a cocycle $\xi_{n}^{\prime}: Z / K_{n} \rightarrow U_{n}$, such that $\xi_{n}$ is chomologous to $\xi_{n}^{\prime}$. In addition we can modify the groups $K_{n}$ such that $\left\{K_{n}\right\}_{n \in \mathbb{N}}$ is a decreasing sequence of subgroups and $\bigcap_{n} K_{n}=\{1\}$. Now for each $n$, let $\left(Y_{n}, \nu_{n}, S_{n}\right)$ be the extension of the compact abelian Lie group $Z / K_{n}$ by the torus $U_{n}$, associated with the cocycle $\xi_{n}^{\prime}$. Then $(X, \mu, T)={\underset{\underset{n}{n}}{ }}_{\lim _{n}}\left(Y_{n}, \nu_{n}, S_{n}\right)$ and each $\left(Y_{n}, \nu_{n}, S_{n}\right)$ is a toral system.

Throughout the remaining section, we assume that $(X, \mu, T)$ is a system of order 2 , $(Z, m, R)$ its Kronecker factor, where $R(z)=\alpha z, U$ a finite dimensional torus, $\mathbb{T}^{n}$, and $\rho: Z \rightarrow U$ a cocycle, such that

$$
(X, \mu, T)=\left(Z \times U, m \otimes m_{U}, R_{\rho}\right)
$$

## Definition 4.3.11.

- Define $\mathscr{G}$ to be the group of the measure preserving transformation $S_{u, f}: Z \times U \rightarrow$ $Z \times U$ given by

$$
S_{u, f}(z, u)=(s \cdot z, u \cdot f(z))
$$

where $s \in Z, f \in \operatorname{Coc}(Z, U)$ satisfy the Conze-Lesigne Equation for some constant $c \in U$.

- A map $f: Z \rightarrow U$ is affine if there exist a continuous group homomorphism $\phi: Z \rightarrow U$ and a constant $c \in U$, such that

$$
f=\phi \cdot c
$$

- Define $\mathcal{A}(Z, U)=\{f: Z \rightarrow U \mid f$ is affine $\}$.


## Remarks 4.3.12.

(i) Remember if $s, s^{\prime} \in Z$ and $f_{s}, f_{s^{\prime}}$ are the corresponding functions arrising from the Conze-Lesigne Equation, then the function defined by

$$
f_{s s^{\prime}}(z)=f_{s^{\prime}}(s z) f_{s}(z)
$$

satisfies the Conze-Lesigne Equation for $s s^{\prime}$ and thus $S_{s^{\prime}, f_{s^{\prime}}} \circ S_{s, f_{s}}=S_{s s^{\prime}, f_{s s^{\prime}}} \in \mathscr{G}$. Therefore $\mathscr{G}$ is indeed a group equipped with the operation of composition
(ii) $T$ is an element of $\mathscr{G}$ since $T=R_{\rho}=S_{\alpha, \rho}$ and $(a, \rho)$ satisfies the Conze-Lesigne Equation with constant $c=e_{U}$.
(iii) $\mathcal{A}(Z, U)$ is a closed subgroup of the (Polish group) $\operatorname{Coc}(Z, U)$.
(iv) $\mathcal{A}(Z, U) \simeq U \times \Gamma$, where $\Gamma$ is the discrete group, consisting of the continuous group homomorphisms on $Z$ to the torus $U$. In other words $\Gamma=\widehat{Z}^{n} \times U$, where $U=\mathbb{T}^{n}$.

## Proposition 4.3.13.

For every toral system of order $2, \mathscr{G}$ is 2 -step nilpotent.
Proof. For each $w \in Z$ let $V_{w}$ denote the topological isomorphism on $Z$ defined by

$$
V_{w}(z)=x \cdot w
$$

Let $S_{s, f_{s}}, S_{s^{\prime}, f_{s}^{\prime}} \in \mathscr{G}$, where $\left(s, f_{s}, c_{s}\right)$ and $\left(s^{\prime}, f_{s^{\prime}}, c_{s^{\prime}}\right)$ satisfy the Conze-Lesigne Equation
(i) the inverse element of $S_{s, f_{s}}$ in $\mathscr{G}$, is denoted as $S_{s, f_{s}}^{-1}$ and is equal to $S_{s^{-1}, \overline{f_{s}} \circ V_{s^{-1}}}$, where $\left(s^{-1}, \overline{f_{s}} \circ V_{s^{-1}}, \overline{c_{s}}\right)$ satisfy the Conze-Lesigne Equation.
(ii) the functions $f_{s s^{\prime}}=\left(f_{s} \circ V_{s^{\prime}}\right) \cdot f_{s^{\prime}}$ and $g_{s^{\prime} s}=\left(f_{s^{\prime}} \circ V_{s}\right) \cdot f_{s}$ satisfy the Conze Lesigne equation for $s s^{\prime}, c_{s s^{\prime}}=c_{s} c_{s^{\prime}}$ and $s^{\prime} s, c_{s^{\prime} s}=c_{s^{\prime}} c_{s}$, respectively. Since $Z, U=\mathbb{T}^{n}$ are abelian groups we have that $s s^{\prime}=s^{\prime} s$ and $c_{s s^{\prime}}=c_{s^{\prime} s}$.

By (i) and some simple computations we have that

$$
S_{s, f_{s}}^{-1} \circ S_{s^{\prime}, f_{s^{\prime}}}^{-1} \circ S_{s, f_{s}} \circ S_{s^{\prime}, f_{s}^{\prime}}(z, u)=\left(z, f_{s s^{\prime}}(z) \cdot \overline{g_{s^{\prime} s}}(z) \cdot u\right)
$$

Let $S_{s^{\prime \prime}, f_{s^{\prime \prime}}} \in \mathscr{G}$. Then

$$
S_{s^{\prime \prime}, f_{s^{\prime \prime}}} \circ\left(S_{s, f_{s}}^{-1} \circ S_{s^{\prime}, f_{s^{\prime}}}^{-1} \circ S_{s, f_{s}} \circ S_{s^{\prime}, f_{s}^{\prime}}\right)(z, u)=\left(s^{\prime \prime} z, f_{s^{\prime \prime}}(z) \cdot f_{s s^{\prime}}(z) \cdot \overline{g_{s^{\prime} s}}(z) \cdot u\right)
$$

and

$$
\left(S_{s, f_{s}}^{-1} \circ S_{s^{\prime}, f_{s^{\prime}}}^{-1} \circ S_{s, f_{s}} \circ S_{s^{\prime}, f_{s}^{\prime}}\right) \circ S_{s^{\prime \prime}, f_{s^{\prime \prime}}}(z, u)=\left(s^{\prime \prime} z, f_{s^{\prime \prime}}(z) \cdot f_{s s^{\prime}}\left(s^{\prime \prime} z\right) \cdot \overline{g_{s^{\prime} s}}\left(s^{\prime \prime} z\right) \cdot u\right)
$$

Now by (ii], $s s^{\prime}=s^{\prime} s$ and $c_{s s^{\prime}}=c_{s^{\prime} s}$ and thus by the Conze-Lesigne Equation we have that

$$
f_{s s^{\prime}}(z) \cdot \overline{g_{s^{\prime} s}}(z)=f_{s s^{\prime}}(\alpha z) \cdot \overline{g_{s^{\prime} s}}(\alpha z)=\left(f_{s s^{\prime}} \cdot \overline{g_{s^{\prime} s}}\right) \circ R(z)
$$

By ergodicity of the system $(Z, m, R)$ we have that $f_{s s^{\prime}} \cdot \overline{g_{s^{\prime} s}}=\beta$, m-almost everywhere for some constant $\beta \in U$. Hence for $m$-almost every $s^{\prime \prime} \in Z$

$$
f_{s s^{\prime}}(z) \cdot \overline{g_{s^{\prime} s}^{\prime}}(z)=f_{s s^{\prime}}\left(s^{\prime \prime} z\right) \cdot \overline{g_{s^{\prime} s}}\left(s^{\prime \prime} z\right)
$$

for $m$-almost every $z \in Z$. This means that

$$
S_{s^{\prime \prime}, f_{s^{\prime \prime}}} \circ\left(S_{s, f_{s}}^{-1} \circ S_{s^{\prime}, f_{s^{\prime}}}^{-1} \circ S_{s, f_{s}} \circ S_{s^{\prime}, f_{s}^{\prime}}\right)=\left(S_{s, f_{s}}^{-1} \circ S_{s^{\prime}, f_{s^{\prime}}}^{-1} \circ S_{s, f_{s}} \circ S_{s^{\prime}, f_{s}^{\prime}}\right) \circ S_{s^{\prime \prime}, f_{s^{\prime \prime}}}
$$

$\mu=m \otimes m_{U}$, almost-everywhere. Thus $S_{s, f_{s}}^{-1} \circ S_{s^{\prime}, f_{s^{\prime}}}^{-1} \circ S_{s, f_{s}} \circ S_{s^{\prime}, f_{s}^{\prime}} \in Z(\mathscr{G})$ and since $[\mathscr{G}, \mathscr{G}]$ is spanned by elements of this form we have that $[\mathscr{G}, \mathscr{G}] \subseteq Z(\mathscr{G})$. Therefore $\mathscr{G}$ is 2-step nilpotent.

Let $\mathscr{G}$ be endowed with the topology of convergence in probability. The map $p$ : $\mathscr{G} \rightarrow Z: S_{s, f} \mapsto s$ is a continuous group homomorphism. In particular by ConzeLesigne Equation $p$ is an epimorphism. The kernel of this homomorphism is the group of transformations of the kind $S_{1, f}$, where (again by Conze-Lesigne Equation) $f(t z) f(z)^{-1}$ is constant. A map $f \in \operatorname{Coc}(Z, U)$ satisfies this condition if and only if it is affine. Indeed if a function $f=\left(f_{1}, \ldots, f_{n}\right): Z \rightarrow U=\mathbb{T}^{n}$, satisfies this property, then $f \circ R=$ $c \cdot f$ for some constant. Follows that each $f_{i}$ is an eigenfunction of $Z$ and thus $f=c_{i} \cdot \gamma_{i}$, where $c_{i}$ is a constant and $\gamma_{i} \in \widehat{Z}$. Thus $f=c \cdot \phi$, where $c=\left(c_{1}, \ldots, c_{n}\right)$ is a constant and $\phi=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$. The function $\phi$ is clearly a continuous group homomorphism. The converse clearly holds.

The map $f \mapsto S_{1, f}$ is then an algebraic and topological embedding of $\mathcal{A}(Z, U)$ in $\mathscr{G}$ with range $\operatorname{ker}(p)$. In the sequel we identify $\mathcal{A}(Z, U)$ with $\operatorname{ker}(p)$.

By Lemma 1.1.8, $\mathscr{G}$ is locally compact, since $\mathcal{A}(Z, U)=\Gamma \times U$ (as mentioned in Remarks 4.3.12 which is locally compact and $\mathscr{G} / \mathcal{A}(Z, U) \simeq Z$ which is compact and thus locally compact.

## Lemma 4.3.14.

$\mathscr{G}$ acts transitively on $X$ by automorphisms.
This means that for every $x_{1}, x_{2} \in X$, there exists a $g=S_{s, f} \in \mathscr{G}$, so that $g \bullet x_{1}:=$ $S_{s, f}\left(x_{1}\right)=x_{2}$.

Proof. Let $x_{1}, x_{2} \in X$. Identifying $X=Z \times U$, we have that $x_{1}=\left(z_{1}, u_{1}\right)$ and $x_{2}=\left(z_{2}, u_{2}\right)$. There exist a $s_{0} \in Z$ such that $z_{1}=s_{0} z_{2}$. Consider $S_{s_{0}, f_{0}} \in \mathscr{G}$. Then $S_{s_{0}, f_{0}}\left(z_{1}, u_{1}\right)=\left(s_{0} z_{1}, f_{0}\left(z_{1}\right) u_{1}\right)=\left(z_{2}, f_{0}\left(z_{1}\right) u_{1}\right)$. Now there exists a $c \in U$ so that $c f_{0}\left(z_{1}\right) u_{1}=u_{2}$. Consider $\phi: Z \rightarrow U$ be a homomorphism so that $\phi\left(z_{2}\right)=c$. Furthermore we have that $\phi$ satisfies the Conze-Lesigne Equation for $s=1$ and constant $\phi(\alpha)$. Thus $S_{1, \phi}$ is an element of $\mathscr{G}$ and $S_{1, \phi} \circ S_{s_{0}, f_{0}}\left(z_{1}, u_{1}\right)=S_{1, \phi}\left(z_{2}, f_{0}\left(z_{1}\right) u_{1}\right)=$ $\left(z_{2}, \phi\left(z_{2}\right) f_{0}\left(z_{1}\right) u_{1}\right)=\left(z_{2}, c f_{0}\left(z_{1}\right) u_{1}\right)$. Thus for $S_{s, f}=S_{1, \phi} \circ S_{s_{0}, f_{0}}$ we have the statement.

## Proposition 4.3.15.

Every toral system of order 2 is isomorphic to a 2-step nilsystem.
Proof. Let $(X, \mu, T)$ be a toral system of order 2. That is its Kronecker factor is a compact abelian Lie group and is an extension by $U=\mathbb{T}$, defined by some cocycle $\rho: Z \rightarrow U$. The kernel of the map $p, \mathcal{A}(Z, U)$ is the direct product of the torus $U$ and the discrete
group $\Gamma$. Thus $\mathcal{A}(Z, U)$ is a Lie group. Since $\mathscr{G} / \mathcal{A}(Z, U) \simeq Z$ and $\mathcal{A}(Z, U)$ are Lie groups, follows that $\mathscr{G}$ is a Lie group (Proposition 1.11.7). Furthermore by Proposition $4.3 .13 \mathscr{G}$ is 2 -step nilpotent.

Define the stabilizer of $\left(e_{Z}, e_{U}\right)=(1,1)$, under the action of $\mathscr{G}, C=\operatorname{Stab}_{\mathscr{G}}((1,1))=$ $\{S \in \mathscr{G}: S \bullet(1,1)=(1,1)\}=\{S \in \mathscr{G}: S(1,1)=(1,1)\}$. Since $\mathscr{G} \simeq Z \times \mathcal{A}(Z, U)$, $\mathscr{G}$ consist of transformations associated to $(s, f)$ where $s \in Z$ and $f \in \mathcal{A}(Z, U)$. Thus $C$ consists of transformations associated to $(1, f)$, where $1 \in Z$ and $f \in \mathcal{A}(Z, U)$. This means $C=\{(1, f): f \in \mathcal{A}(Z, U)\}$. Now, since $\mathcal{A}(Z, U)$ is the direct product of a torus and a discrete group, then $C$ is also a discrete group.

Now since $\mathscr{G}$ acts transitively on $X$, the onto map $\mathscr{G} \rightarrow X: S_{s, f} \mapsto S_{s, f}(1,1)$ induces a bijection $\phi$ from the manifold $\mathscr{G} / C$ onto $X$. For every $S_{s, f}=g \in \mathscr{G}$. define $\xi_{g}: \mathscr{G} / C \rightarrow \mathscr{G} / C$, by setting $\xi_{g}=\phi^{-1} \circ g \circ \phi$. Then $\xi_{g}$ is the translation on $\mathscr{G} / C$, by $g \in \mathscr{G}$. Furthermore since the measure $\mu$ is invariant under any $g \in \mathscr{G}$, then the image of $\mu$ under $\phi^{-1}$ is an invariant measure on $\mathscr{G} / C$ that is invariant under the action of $\mathscr{G}$ on $\mathscr{G} / C$. Thus $\left(\phi^{-1}\right)_{*} \mu$ is the Haar measure of $\mathscr{G} / C$. Lastly define $\widetilde{T}$ on $\mathscr{G} / C$ by $\widetilde{T}=\phi^{-1} \circ T$, we have that $\phi:(X, \mu, T) \rightarrow\left(\mathscr{G} / C, m_{\mathscr{G}} / C, \widetilde{T}\right)$ is an isomorphism and $\left(\mathscr{G} / C, m_{\mathscr{G} / C}, \widetilde{T}\right)$ is a 2 -step nilsystem.

Summarizing the previous results we have the following.

## Theorem 4.3.16.

Every Conze-Lesigne system is the inverse limit of a sequence of 2-step nilsystems.

## Chapter 5

## Some first results

### 5.1 The product of 3 terms and the integral with 4 terms

We now prove the Bergelson's two dimensional generalization of Khintchine's Theorem. We consider sequences of averages of the form

$$
\begin{equation*}
\frac{1}{\left(N_{1}-M_{1}\right)\left(N_{2}-M_{2}\right)} \sum_{n_{1}=1}^{N_{1}} \sum_{n_{2}=1}^{N_{2}} f_{01}\left(T^{n_{1}} x\right) f_{10}\left(T^{n_{2}} x\right) f_{11}\left(T^{n_{1}+n_{2}} x\right) \tag{5.1}
\end{equation*}
$$

where $f_{01,}, f_{01}, f_{01} \in L^{\infty}(X)$ for some invertible ergodic probability measure preserving $\operatorname{system}(X, \mathcal{B}, \mu, T)$

## Proposition 5.1.1.

When $N_{1}-M_{1}$ and $N_{2}-M_{2}$ tend to $+\infty$ the average 5.1 converges to 0 in $L^{2}(\mu)$ whenever there exists an $\eta \in V_{2}^{*}$ with $\mathbb{E}\left(f_{\eta} \mid \mathcal{K}\right)=0$.
In other words, Kronecker factor is characteristic for the convergence in $L^{2}(\mu)$ for average 5.1

Proof. Let $k, \ell \in \mathbb{Z}$. Because $\mu$ is $T^{n_{1}+n_{2}}$-invariant, we have,

$$
\begin{aligned}
& \int_{X} f_{01}\left(T^{n_{1}+k} x\right) \cdot f_{10}\left(T^{n_{2}+\ell} x\right) \cdot f_{11}\left(T^{n_{1}+n_{2}+k+\ell} x\right) \cdot f_{01}\left(T^{n_{1}} x\right) \cdot f_{10}\left(T^{n_{2}} x\right) \cdot f_{11}\left(T^{n_{1}+n_{2}} x\right) \mathrm{d} \mu(x) \\
& =\int_{X}\left(f_{01} \circ T^{k} \cdot f_{01}\right)\left(T^{-n_{2}} x\right) \cdot\left(f_{10} \circ T^{\ell} \cdot f_{10}\right)\left(T^{-n_{1}} x\right) \cdot\left(f_{11} \circ T^{k+\ell} \cdot f_{11}\right)(x) \mathrm{d} \mu(x)
\end{aligned}
$$

Taking average over $n_{1}$ and $n_{2}$, we have as $N_{1}-M_{1}$ and $N_{2}-M_{2}$ tend to $+\infty$, by
ergodicity, this converges to

$$
\gamma_{k, \ell}=\int_{X} f_{01} \circ T^{k} \cdot f_{01} \mathrm{~d} \mu \int_{X} f_{10} \circ T^{\ell} \cdot f_{10} \mathrm{~d} \mu \int_{X} f_{11} \circ T^{k+\ell} \cdot f_{11} \mathrm{~d} \mu
$$

Now, if $\mathbb{E}\left(f_{\eta} \mid \mathcal{K}\right)=0$ for some $\eta \in V_{2}^{*}$, then $\frac{1}{\Gamma \cdot \Delta} \sum_{k=0}^{\Gamma-1} \sum_{\ell=0}^{\Delta-1}\left|\gamma_{k, \ell}\right| \rightarrow 0$, as $\Gamma, \Delta \rightarrow$ $\infty$. Indeed, if for example $\eta=01$ (the other cases are similar) then, by ergodicity $\frac{1}{\Delta} \int_{X} f_{01} \circ T^{k} \cdot f_{01} \mathrm{~d} \mu \rightarrow\left(\int_{X} f_{01} \mathrm{~d} \mu\right)^{2}$, as $\Delta \rightarrow \infty$. By Lemma 3.3.14

$$
\begin{aligned}
\left(\int_{X} f_{01} \mathrm{~d} \mu\right)^{4} \leq & \int_{X^{4}} f_{01} \otimes f_{01} \otimes f_{01} \otimes f_{01} \mathrm{~d} \mu^{[2]} \\
& =\int_{X^{4}} \mathbb{E}\left(f_{01} \mid \mathcal{K}\right) \otimes \mathbb{E}\left(f_{01} \mid \mathcal{K}\right) \otimes \mathbb{E}\left(f_{01} \mid \mathcal{K}\right) \otimes \mathbb{E}\left(f_{01} \mid \mathcal{K}\right) \mathrm{d} \mu^{[2]}
\end{aligned}
$$

and thus, if $\mathbb{E}\left(f_{01} \mid \mathcal{K}\right)=0$ then the last integral is also 0 . Hence

$$
\lim _{\Gamma, \Delta \rightarrow \infty} \frac{1}{\Gamma \cdot \Delta} \sum_{k=0}^{\Gamma-1} \sum_{\ell=0}^{\Delta-1}\left|\gamma_{k, \ell}\right|=0
$$

In particular

$$
\lim _{L \rightarrow \infty} \frac{1}{L^{2}} \sum_{k=0}^{L-1} \sum_{\ell=0}^{L-1}\left|\gamma_{k, \ell}\right|=0
$$

The result follows from the two dimensional Van der Corput Lemma (Section A.4).

## Proposition 5.1.2.

The average 5.1 converges in $L^{2}(\mu)$ to

$$
\int_{K \times K} \mathbb{E}\left(f_{01} \mid Z\right)(\pi(x)) \mathbb{E}\left(f_{10} \mid Z\right)(s \pi(x)) \mathbb{E}\left(f_{11} \mid Z\right)(s t \pi(x)) \mathrm{d} m(s) \mathrm{d} m(t)
$$

Proof. By Proposition 5.1.1, it suffices to prove it when all of $f_{\epsilon}, \epsilon \in V_{2}^{*}$ are $\mathcal{K}$-measurable. We consider $g_{\epsilon}=\mathbb{E}\left(f_{\epsilon} \mid Z\right), \epsilon \in V_{2}^{*}$ on $Z$ and $f_{00}=\mathbb{1}_{X}$, thus $g_{00}=\mathbb{E}\left(f_{00} \mid Z\right)=\mathbb{1}_{Z}$. By Von Neumann's Ergodic Theorem (Theorem 1.5.3) and because $(X, \mathcal{B}, \mu, T)$ is ergodic, the average 5.1 converges in $L^{2}(\mu)$ to

$$
\int_{X} \mathbb{E}\left(f_{01} \mid \mathcal{K}\right) \mathrm{d} \mu \cdot \int_{X} \mathbb{E}\left(f_{10} \mid \mathcal{K}\right) \mathrm{d} \mu \cdot \int_{X} \mathbb{E}\left(f_{11} \mid \mathcal{K}\right) \mathrm{d} \mu
$$

Now we have,

$$
\begin{aligned}
& \int_{X} \mathbb{E}\left(f_{01} \mid \mathcal{K}\right) \mathrm{d} \mu \cdot \int_{X} \mathbb{E}\left(f_{10} \mid \mathcal{K}\right) \mathrm{d} \mu \cdot \int_{X} \mathbb{E}\left(f_{11} \mid \mathcal{K}\right) \mathrm{d} \mu=\int_{X} f_{01} \mathrm{~d} \mu \cdot \int_{X} f_{10} \mathrm{~d} \mu \cdot \int_{X} f_{11} \mathrm{~d} \mu \\
& =\int_{X^{3}} f_{01} \otimes f_{10} \otimes f_{11} \mathrm{~d} \mu \otimes \mu \otimes \mu=\int_{X^{4}} f_{00} \otimes f_{01} \otimes f_{10} \otimes f_{11} \mathrm{~d} \mu^{[2]} \\
& =\int_{Z^{3}} g_{00}(z) g_{01}(s z) g_{10}(t z) g_{11}(s t z) \mathrm{d} m(z) \mathrm{d} m(s) \mathrm{d} m(t) \\
& =\int_{Z^{3}} \mathbb{1}_{Z}(z) g_{01}(s z) g_{10}(t z) g_{11}(s t z) \mathrm{d} m(z) \mathrm{d} m(s) \mathrm{d} m(t) \\
& =\int_{Z^{3}} g_{01}(s z) g_{10}(t z) g_{11}(s t z) \mathrm{d} m(z) \mathrm{d} m(s) \mathrm{d} m(t) \\
& =\int_{Z^{3}} g_{01}\left(z^{\prime}\right) g_{10}\left(t^{\prime} z^{\prime}\right) g_{11}\left(s t^{\prime} z^{\prime}\right) \mathrm{d} m\left(z^{\prime}\right) \mathrm{d} m(s) \mathrm{d} m\left(t^{\prime}\right) \\
& =\int_{X} \int_{Z^{2}} g_{01}(\pi(x)) g_{10}(p \pi(x)) g_{11}(p q \pi(x)) \mathrm{d} m(p) \mathrm{d} m(q) \mathrm{d} \mu(x)
\end{aligned}
$$

First equality holds because every $f_{\epsilon}, \epsilon \in V_{2}^{*}$ is $\mathcal{K}$-measurable. Second equality holds by Proposition 3.3 .2 and Proposition 3.3.4. Seventh equality by setting $z^{\prime}=s z$ and $t^{\prime}=t s^{-1}$ and because the Haar measure $m$ is invariant under those translations. Finally, eighth because $\pi: X \rightarrow Z$ is factor map, thus for every $z \in Z$ there exists $x \in X$ such that $z=\pi(x)$ and $m=(\pi)_{*} \mu$.
Therefore, indeed, the average 5.1 converges in $L^{2}(\mu)$ to

$$
\int_{K \times K} \mathbb{E}\left(f_{01} \mid Z\right)(\pi(x)) \mathbb{E}\left(f_{10} \mid Z\right)(s \pi(x)) \mathbb{E}\left(f_{11} \mid Z\right)(s t \pi(x)) \mathrm{d} m(s) \mathrm{d} m(t)
$$

## Theorem 5.1.3.

Let $f_{00}, f_{01}, f_{10}, f_{11} \in L^{\infty}(\mu), n_{1} \in\left[M_{1}, N_{1}\right]$ and $n_{2} \in\left[M_{2}, N_{2}\right]$, then

$$
\begin{array}{r}
\frac{1}{\left(N_{1}-M_{1}\right)\left(N_{2}-M_{2}\right)} \sum_{n_{1}=M_{1}}^{N_{1}} \sum_{n_{2}=M_{2}}^{N_{2}} \int_{X} f_{00}(x) f_{01}\left(T^{n_{1}} x\right) f_{10}\left(T^{n_{2}} x\right) f_{11}\left(T^{n_{1}+n_{2}} x\right) \mathrm{d} \mu(x) \\
\longrightarrow \int_{X^{4}} \bigotimes_{\epsilon \in V_{2}} f_{\epsilon} \mathrm{d} \mu^{[2]}
\end{array}
$$

as $N_{1}-M_{1}$ and $N_{1}-M_{1}$ tend to $+\infty$.

Proof. By Proposition 5.1.2 we have,

$$
\begin{aligned}
& \frac{1}{n_{1} n_{2}} \sum_{n_{1}=M_{1}}^{N_{1}} \sum_{n_{2}=M_{2}}^{N_{2}} \int_{X} f_{00}(x) f_{01}\left(T^{n_{1}} x\right) f_{10}\left(T^{n_{2}} x\right) f_{11}\left(T^{n_{1}+n_{2}} x\right) \mathrm{d} \mu(x) \\
& \longrightarrow \int_{X}\left(f_{00}(x) \cdot \int_{K \times K} \mathbb{E}\left(f_{01} \mid Z\right)(\pi(x)) \mathbb{E}\left(f_{10} \mid Z\right)(s \pi(x)) \mathbb{E}\left(f_{11} \mid Z\right)(s t \pi(x)) \mathrm{d} m(s) \mathrm{d} m(t)\right) \mathrm{d} \mu(x)
\end{aligned}
$$

By Proposition 5.1.1 we can consider the case where $f_{\epsilon}, \epsilon \in V_{2}$ are $\mathcal{K}$-measurable. Now, with this additional assumption we have,

$$
\begin{aligned}
& \int_{X^{4}} f_{00} \otimes f_{01} \otimes f_{10} \otimes f_{11} \mathrm{~d} \mu^{[2]} \\
& =\int_{Z^{3}} \mathbb{E}\left(f_{00} \mid Z\right)(z) \mathbb{E}\left(f_{01} \mid Z\right)(s z) \mathbb{E}\left(f_{10} \mid Z\right)(t z) \mathbb{E}\left(f_{11} \mid Z\right)(s t z) \mathrm{d} m(z) \mathrm{d} m(s) \mathrm{d} m(t) \\
& =\int_{X} \int_{Z^{2}} \mathbb{E}\left(f_{00} \mid Z\right)(\pi(x)) \mathbb{E}\left(f_{01} \mid Z\right)(s \pi(x)) \mathbb{E}\left(f_{10} \mid Z\right)(t \pi(x)) \mathbb{E}\left(f_{11} \mid Z\right)(s t \pi(x)) \mathrm{d} m(s) \mathrm{d} m(t) \mathrm{d} \mu(x) \\
& =\int_{X} \mathbb{E}\left(f_{00} \mid Z\right)(\pi(x)) \int_{Z^{2}} \mathbb{E}\left(f_{01} \mid Z\right)(\pi(x)) \mathbb{E}\left(f_{10} \mid Z\right)(s \pi(x)) \mathbb{E}\left(f_{11} \mid Z\right)(s t \pi(x)) \mathrm{d} m(s) \mathrm{d} m(t) \mathrm{d} \mu(x) \\
& =\int_{X} \mathbb{E}\left(f_{00} \mid \mathcal{K}\right)(x) \int_{Z^{2}} \mathbb{E}\left(f_{01} \mid Z\right)(\pi(x)) \mathbb{E}\left(f_{10} \mid Z\right)(s \pi(x)) \mathbb{E}\left(f_{11} \mid Z\right)(s t \pi(x)) \mathrm{d} m(s) \mathrm{d} m(t) \mathrm{d} \mu(x) \\
& =\int_{X}\left(f_{00}(x) \cdot \int_{K \times K} \mathbb{E}\left(f_{01} \mid Z\right)(\pi(x)) \mathbb{E}\left(f_{10} \mid Z\right)(s \pi(x)) \mathbb{E}\left(f_{11} \mid Z\right)(s t \pi(x)) \mathrm{d} m(s) \mathrm{d} m(t)\right) \mathrm{d} \mu(x)
\end{aligned}
$$

## Theorem 5.1.4. (Bergelson)

Let $A$ be a subset of $X$ with $\mu(A)>0$. Then for any $\epsilon>0$ the set

$$
\left.\left\{(n, m) \in \mathbb{Z}: \quad \mu\left(A \cap T^{n} A \cap T^{m} A \cap T^{n+m} A\right)\right) \geq \mu(A)^{4}-\epsilon\right\}
$$

is syndetic.

Proof. By setting for every $\epsilon \in V_{2}$ in Theorem 5.1.3, $f_{\epsilon}=\mathbb{1}_{A}$ and by Corollary 3.3.15 we deduce the requested.

### 5.2 The measure $\mu_{7}$

Recall that $\mu_{7}$ is the projection of $\mu^{[3]}$ on $X^{7}$ and $\mathcal{J}_{7}$ is the $\sigma$-algebra on $X^{7}$ consisting of sets that are invariant under $T_{7,1}, T_{7,2}$ and $T_{7,3}$, as defined in Chapter 4

## Lemma 5.2.1.

The measure $\mu_{7}$ is relatively independent with respect to $\mathcal{K}^{7}$.
That means that if $f_{\epsilon}, \epsilon \in V_{3}^{*}$ are seven bounded functions on $X$, then,

$$
\int_{X^{7}} \bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon} \mathrm{d} \mu_{7}=\int_{X^{7}} \bigotimes_{\epsilon \in V_{3}^{*}} \mathbb{E}\left(f_{\epsilon} \mid \mathcal{K}\right) \mathrm{d} \mu_{7}
$$

Proof. Let $f_{\epsilon} \in L^{\infty}(\mu), \epsilon \in V_{3}^{*}$ and assume that $\exists \eta \in V_{3}^{*}$ with $\mathbb{E}\left(f_{\eta} \mid \mathcal{K}\right)=0$. We will show that $\int_{X^{7}} \bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon} \mathrm{d} \mu_{7}=0$
Define $f_{000}=1$. By definition of $\mu_{7}$,

$$
\int_{X^{7}} \bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon} \mathrm{d} \mu_{7}=\int_{X^{7}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \mathrm{d} \mu^{[3]}=\int_{X^{4}} \mathbb{E}\left(\bigotimes_{\substack{\epsilon \in V_{3} \\ \epsilon_{1}=0}} f_{\epsilon} \mid \mathcal{I}^{4}\right) \mathbb{E}\left(\bigotimes_{\substack{\epsilon \in V_{3} \\ \epsilon_{1}=1}} f_{\epsilon} \mid \mathcal{I}^{4}\right) \mathrm{d} \mu^{[2]}
$$

Firstly assume that $\eta_{1}=0$. Since $f_{000}$ is $\mathcal{K}$-measurable and $\mathbb{E}\left(f_{\eta} \mid \mathcal{K}\right)=0$ by Lemma 4.1.14 and Lemma 4.1.11, $\mathbb{E}\left(\bigotimes_{\substack{\epsilon \in V_{3} \\ \epsilon_{1}=0}} f_{\epsilon} \mid \mathcal{I}^{4}\right)=0$, thus the integral above equals to zero.

Now assume that $\eta_{1}=1$. Since $f_{000}$ is $\mathcal{K}$-measurable by Lemma $3.3 .25, \mathbb{E}\left(\bigotimes_{\substack{c \in V_{3} \\ \epsilon_{1}=0}} f_{\epsilon} \mid \mathcal{I}^{4}\right)$ is $\mathcal{K}^{4}$-measurable. Since $\mathbb{E}\left(f_{\eta} \mid \mathcal{K}\right)=0$, by the same Lemma $\mathbb{E}\left(\mathbb{E}\left(\bigotimes_{\substack{\epsilon \in V_{3} \\ \epsilon_{1}=1}} f_{\epsilon} \mid \mathcal{I}^{4}\right) \mid \mathcal{K}^{4}\right)=0$, thus the integral above is also zero. To be more precise

$$
\begin{aligned}
& \left.\int_{X^{4}} \mathbb{E}\left(\bigotimes_{\substack{\epsilon \in V_{3} \\
\epsilon_{3}=0}} f_{\epsilon} \mid \mathcal{I}^{4}\right) \mathbb{E}\left(\bigotimes_{\substack{\epsilon \in V_{3} \\
\epsilon_{1}=1}} f_{\epsilon} \mid \mathcal{I}^{4}\right) \mathrm{d} \mu^{[2]}=\int_{X^{4}} \mathbb{E}\left(\underset{\substack{\epsilon \in V_{3} \\
\epsilon_{1}=0}}{ } f_{\epsilon} \mid \mathcal{I}^{4}\right) \mid \mathcal{K}^{4}\right) \mathbb{E}\left(\bigotimes_{\substack{\epsilon \in V_{3} \\
\epsilon_{1}=1}} f_{\epsilon} \mid \mathcal{I}^{4}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{X^{4}} \mathbb{E}\left(\mathbb{E}\left(\bigotimes_{\substack{\epsilon \in V_{3} \\
\epsilon \epsilon_{1}=0}} f_{\epsilon} \mid \mathcal{I}^{4}\right) \mid \mathcal{K}^{4}\right) \mathbb{E}\left(\mathbb{E}\left(\bigotimes_{\substack{\epsilon \in V_{3} \\
\epsilon_{1}=1}} f_{\epsilon} \mid \mathcal{I}^{4}\right) \mid \mathcal{K}^{4}\right) \mathrm{d} \mu^{[2]} \\
& =\int_{X^{4}} \mathbb{E}\left(\mathbb{E}\left(\bigotimes_{\substack{\epsilon \in V_{3} \\
\epsilon_{1}=0}} f_{\epsilon} \mid \mathcal{I}^{4}\right) \mid \mathcal{K}^{4}\right) \cdot 0 \mathrm{~d} \mu^{[2]}=0
\end{aligned}
$$

## Corollary 5.2.2.

Let $X^{7}$ be endowed with the measure $\mu_{7}$. Then $\mathcal{J}^{7} \subseteq \mathcal{C} \mathcal{L}^{7}$.

Proof. $\mathcal{C} \mathcal{L}$ is $T$-invariant, thus $\mathcal{C} \mathcal{L}^{7}$ is invariant under $T_{7,1}, T_{7,2}$ and $T_{7,3}$. So we have that the conditional expectations on $\mathcal{C} \mathcal{L}^{7}$ and on $\mathcal{J}_{7}$ commute. Therefore it suffices to show that if $f \in L^{\infty}\left(\mu_{7}\right)$ with $\mathbb{E}(f \mid \mathcal{C} \mathcal{L})=0$, then $\mathbb{E}\left(f \mid \mathcal{J}_{7}\right)=0$. Equivalently, it suffices to show that the unique $f \in L^{\infty}\left(\mu_{7}\right)$, that is also $\mathcal{J}_{7}$-measurable, with $\mathbb{E}(f \mid \mathcal{C} \mathcal{L})=0$, is the zero function.

Let f be a function as above. By Lemma 4.1 .3 there exists a $\mathcal{C} \mathcal{L}$-measurable function $g \in L^{\infty}(\mu)$ such that

$$
g\left(x_{000}\right)=f(\tilde{\mathbf{x}}) \quad \text { for } \mu^{[3]} \text {-almost every } \mathbf{x}=\left(x_{000}, \tilde{\mathbf{x}}\right) \in X^{8}
$$

Now,

$$
\int_{X^{7}} f^{2} \mathrm{~d} \mu_{7}=\int_{X^{8}} g\left(x_{000}\right) f(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}(\mathbf{x})=\int_{X^{8}} \mathbb{E}(g \mid \mathcal{C} \mathcal{L})\left(x_{000}\right) \mathbb{E}\left(f \mid \mathcal{C} \mathcal{L}^{7}\right)(\tilde{\mathbf{x}}) \mathrm{d} \mu^{[3]}(\mathbf{x})=0
$$

The first equality holds by Proposition 4.1.9 and the last by hypothesis.
Hence $f=0$ as desired.

## Corollary 5.2.3.

Let $X^{7}$ be endowed with the measure $\mu_{7}$. Let $f_{\epsilon} \in L^{\infty}(\mu), \epsilon \in V_{3}^{*}$ and assume that $\exists \eta \in V_{3}^{*}$ such that $\mathbb{E}\left(f_{\eta} \mid \mathcal{C} \mathcal{L}\right)=0$. Then $\mathbb{E}\left(\bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon} \mid \mathcal{J}_{7}\right)=0$.

Proof. Let $g_{\epsilon}, \epsilon \in V_{3}^{*}$ be seven bounded functions on X , that are also measurable with respect to $\mathcal{C} \mathcal{L}$. By Lemma 5.2 .1 .

$$
\int_{X^{7}} \bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon} \cdot \bigotimes_{\epsilon \in V_{3}^{*}} g_{\epsilon} \mathrm{d} \mu_{7}=\int_{X^{7}} \mathbb{E}\left(f_{\epsilon} g_{\epsilon} \mid \mathcal{C} \mathcal{L}\right) \mathrm{d} \mu_{7}
$$

Now, since $g_{\eta}$ is $\mathcal{C} \mathcal{L}$-measurable, $\mathbb{E}\left(f_{\eta} g_{\eta} \mid \mathcal{C} \mathcal{L}\right)=g_{\epsilon} \mathbb{E}\left(f_{\eta} \mid \mathcal{C} \mathcal{L}\right)=0$, by hypothesis. Thus $\mathbb{E}\left(f_{\eta} g_{\eta} \mid \mathcal{K}\right)=0$, thus $\int_{X^{7}} \mathbb{E}\left(f_{\epsilon} g_{\epsilon} \mid \mathcal{C} \mathcal{L}\right) \mathrm{d} \mu_{7}=0$. To summarize, we proved that $\bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon}$ is orthogonal to every $\bigotimes_{\epsilon \in V_{3}^{*}} g_{\epsilon}$ where $g_{\epsilon}$ are $\mathcal{C} \mathcal{L}$-measurable, in $L^{2}\left(\mu_{7}\right)$. By density $\bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon}$ is orthogonal, in $L^{2}\left(\mu_{7}\right)$, to every $\mathcal{C} \mathcal{L}^{7}$-measurable function, thus $\mathbb{E}\left(\bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon} \mid \mathcal{C} \mathcal{L}^{7}\right)=0$. By Corollary 5.2.2 follows that, $\mathbb{E}\left(\bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon} \mid \mathcal{J}_{7}\right)=0$

### 5.3 Reduction to nilsystems

Given seven bounded functions $f_{\epsilon}, \epsilon \in V_{3}^{*}$ we consider averages over $n_{1} \in\left[N_{1}, M_{1}\right]$, $n_{2} \in\left[N_{2}, M_{2}\right], n_{3} \in\left[N_{3}, M_{3}\right]$, of the form,

$$
\begin{equation*}
\int_{X} \prod_{\epsilon \in V_{3}^{*}} f_{\epsilon} \circ T^{n \cdot \epsilon} \mathrm{~d} \mu \tag{5.2}
\end{equation*}
$$

and take limit when $N_{1}-M_{1}, N_{2}-M_{2}, N_{3}-M_{3}$ tend to $+\infty$ We will show that for the average of 5.2 , the Kronecker factor is characteristic. In other words the average converges to 0 whenever $\mathbb{E}\left(f_{\epsilon} \mid \mathcal{K}\right)=0$ for at least one $\epsilon \in V_{3}^{*}$.

## Lemma 5.3.1.

Let $f_{\eta} \in L^{\infty}(\mu), \eta \in V_{2}$. Then the limsup, as $N_{1}-M_{1} \rightarrow+\infty, N_{2}-M_{2} \rightarrow+\infty$, of

$$
\frac{1}{\left(N_{1}-M_{1}\right)\left(N_{2}-M_{2}\right)} \sum_{n_{1}=M_{1}}^{N_{1}} \sum_{n_{2}=M_{2}}^{N_{2}} \int_{X}\left|\frac{1}{N_{3}-M_{3}} \sum_{n_{3}=M_{3}}^{N_{3}} \prod_{\eta \in V_{2}} f_{\eta} \circ T^{n_{1} \eta_{1}+n_{2}+\eta_{2}-n_{3}}\right|^{2} \mathrm{~d} \mu
$$

is less than or equal to

$$
\int_{X^{4}}\left|\mathbb{E}\left(\otimes_{\eta \in V_{2}} f_{\eta} \mid \mathcal{I}^{[2]}\right)\right|^{2} \mathrm{~d} \mu^{[2]}
$$

Proof. Without loss of generality, we can assume that $\left\|f_{\eta}\right\|_{\infty} \leq 1$, for each $\eta \in V_{2}$.
Fix an integer $L>0$. We consider $x_{n_{3}}=\prod_{\eta \in V_{2}} f_{\eta}^{n \cdot \eta-n_{3}}, n=\left(n_{1}, n_{2}\right) \in \mathbb{Z}^{2}$ and $n_{3} \in \mathbb{Z}$.By van der Corput Lemma (Section A.4) for each $n=\left(n_{1}, n_{2}\right)$,

$$
\begin{aligned}
& \int_{X}\left|\frac{1}{N_{3}-M_{3}} \sum_{n_{3}=M_{3}}^{N_{3}} \prod_{\eta \in V_{2}} f_{\eta} \circ T^{n_{1} \eta_{1}+n_{2}+\eta_{2}-n_{3}}\right|^{2} \mathrm{~d} \mu=\left\|\frac{1}{N_{3}-M_{3}} \sum_{n_{3}=M_{3}}^{N_{3}} x_{n_{3}}\right\|_{L^{2}(\mu)}^{2} \\
& \leq \frac{4 L}{N_{3}-M_{3}}+\sum_{\ell=-L}^{L} \frac{L-|\ell|}{L^{2}} \frac{1}{N_{3}-M_{3}} \sum_{n=M_{3}}^{N_{3}}\left\langle x_{n_{3}}, x_{\left.n_{3}+\ell\right\rangle}\right. \\
& =\frac{4 L}{N_{3}-M_{3}}+\sum_{\ell=-L}^{L} \frac{L-|\ell|}{L^{2}} \frac{1}{N_{3}-M_{3}} \sum_{n=M_{3}}^{N_{3}} \int_{X} \prod_{\eta \in V_{2}} f_{\eta} \circ T^{n \cdot \eta-n_{3}} \cdot \prod_{\eta \in V_{2}} f_{\eta} \circ T^{n \cdot \eta-n_{3}+\ell} \mathrm{d} \mu \\
& =\frac{4 L}{N_{3}-M_{3}}+\sum_{\ell=-L}^{L} \frac{L-|\ell|}{L^{2}} \frac{1}{N_{3}-M_{3}} \sum_{n=M_{3}}^{N_{3}} \prod_{X} \prod_{\eta \in V_{2}}\left(f_{\eta} \circ T^{n \cdot \eta-n_{3}} \cdot f_{\eta} \circ T^{n \cdot \eta-n_{3}+\ell}\right) \mathrm{d} \mu
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{4 L}{N_{3}-M_{3}}+\sum_{\ell=-L}^{L} \frac{L-|\ell|}{L^{2}} \frac{1}{N_{3}-M_{3}} \sum_{n=M_{3}}^{N_{3}} \int_{X} \prod_{\eta \in V_{2}}\left(f_{\eta} \circ T^{n \cdot \eta} \cdot f_{\eta} \circ T^{n \cdot \eta+\ell}\right) \mathrm{d} \mu \\
& =\frac{4 L}{N_{3}-M_{3}}+\sum_{\ell=-L}^{L} \frac{L-|\ell|}{L^{2}} \frac{1}{N_{3}-M_{3}}\left(N_{3}-M_{3}\right) \int_{X} \prod_{\eta \in V_{2}}\left(f_{\eta} \circ T^{n \cdot \eta} \cdot f_{\eta} \circ T^{n \cdot \eta+\ell}\right) \mathrm{d} \mu \\
& =\frac{4 L}{N_{3}-M_{3}}+\sum_{\ell=-L}^{L} \frac{L-|\ell|}{L^{2}} \int_{X} \prod_{\eta \in V_{2}}\left(f_{\eta} \circ T^{n \cdot \eta} \cdot f_{\eta} \circ T^{n \cdot \eta+\ell}\right) \mathrm{d} \mu
\end{aligned}
$$

Thus the limsup of the average stated above is bounded by

$$
\sum_{\ell=-L}^{L} \frac{L-|\ell|}{L^{2}} \limsup _{\substack{N_{1}-M_{1} \rightarrow \infty \\ N_{2}-M_{2} \rightarrow \infty}} \frac{1}{\left(N_{1}-M_{1}\right)\left(N_{2}-M_{2}\right)} \sum_{n_{1}=M_{1}}^{N_{1}} \sum_{n_{2}=M_{2}}^{N_{2}} \int_{X} \prod_{\eta \in V_{2}}\left(f_{\eta} \cdot f_{\eta} \circ T^{\ell}\right) \mathrm{d} \mu
$$

By Theorem 5.1.3 the limsup above is

$$
\sum_{\ell=-L}^{L} \frac{L-|\ell|}{L^{2}} \int_{X^{4}} \bigotimes_{\eta \in V_{2}}\left(f_{\eta} \cdot f_{\eta} \circ T^{\ell}\right) \mathrm{d} \mu^{[2]}
$$

By taking the limits as $L \rightarrow \infty$ we obtain the bound.

## Lemma 5.3.2.

The Kronecker factor is characteristic for the average of the integral 5.2. In other words the average converges to 0 whenever $\mathbb{E}\left(f_{\epsilon} \mid \mathcal{K}\right)=0$ for at least one $\epsilon \in V_{3}^{*}$.

Proof. Firstly, lets assume that $\mathbb{E}\left(f_{\epsilon} \mid \mathcal{K}\right)=0$ for some $\epsilon \in\{001,010,011\}$. Set $g_{\eta}=f_{0 \eta_{1} \eta_{2}}$, for $\eta \in V_{2}^{*}$ and $g_{00}=1$. Then $g_{00}$ is $\mathcal{K}$-measurable and $\mathbb{E}\left(g_{\eta} \mid \mathcal{K}\right)=0$ for some $\eta \in V_{2}^{*}$. By Lemma 3.3.25, $\mathbb{E}\left(\bigotimes_{\eta \in V_{2}} g_{\eta} \mid \mathcal{I}^{[2]}\right)=0$. By Lemma 5.3.1,
$\frac{1}{\left(N_{1}-M_{1}\right)\left(N_{2}-M_{2}\right)} \sum_{n_{1}=M_{1}}^{N_{1}} \sum_{n_{2}=M_{2}}^{N_{2}} \int_{X}\left|\frac{1}{N_{3}-M_{3}} \sum_{n_{3}=M_{3}}^{N_{3}} \prod_{\eta \in V_{2}} f_{\eta} \circ T^{n_{1} \eta_{1}+n_{2}+\eta_{2}-n_{3}}\right|^{2} \mathrm{~d} \mu \rightarrow 0$
as $N_{1}-M_{1} \rightarrow+\infty, N_{2}-M_{2} \rightarrow+\infty$. For $n=\left(n_{3}, n_{1}, n_{2}\right)$ we can rewrite the above average of the integral 5.2 , as the average over $n_{1} \in\left[M_{1}, N_{1}\right]$ and $n_{2} \in\left[M_{2}, N_{2}\right]$ of

$$
\int_{X}\left(\frac{1}{N_{3}-M_{3}} \sum_{n_{3}=M_{3}}^{N_{3}} \prod_{\eta \in V_{2}} g_{\eta} \circ T^{n_{1} \eta_{1}+n_{2} \eta_{2}-n 3}\right)\left(\prod_{\epsilon \in V_{3}, \epsilon_{0}=1} f_{\epsilon} \circ T^{n_{1} \epsilon_{1}+n_{2} \epsilon_{2}}\right) \mathrm{d} \mu
$$

Applying Cauchy-Schwartz to this average and using the limit above, we have that this average converges to 0 . The same process can be applied for $\epsilon \in\{100,101,111\}$.

Finally we consider the case where $\mathbb{E}\left(f_{111} \mid \mathcal{K}\right)=0$. By the preceding steps we can assume that each of the other functions is $\mathcal{K}$-measurable. Set $h_{\eta}=f_{1 \eta_{1} \eta_{2}}$ for $\eta \in V_{2}^{*}$. Then (as mentioned before) $h_{00}, h_{01}, h_{10}$ are $\mathcal{K}$-measurable and $\mathbb{E}\left(h_{11} \mid \mathcal{K}\right)=0$. By Lemma 3.3.25, $\mathbb{E}\left(\bigotimes_{\eta \in V_{2}} h_{\eta} \mid \mathcal{I}^{[2]}\right)=0$. We conclude as above, by using again Lemma 5.3.1 and the Cauchy-Schwartz inequality.

For the following part we omit some of the proofs, as they are similar to those of Chapter 3. Define $Z_{7}$ to be the closed subgroup of $Z^{7}$ where

$$
Z_{7}=\{(z a, z b, z a b, z c, z a c, z b c, z a b c): \quad z, a, b, c \in Z\}
$$

and let $m_{7}$ be the Haar measure of $Z_{7}$. Then the measure $m_{7}$ is the projection of $\mu_{7}$ on $Z^{7}$ and if $g_{\epsilon}, \epsilon \in V_{3}^{*}$ are seven bounded functions on $Z$

$$
\int_{Z^{7}} \bigotimes_{\epsilon \in V_{3}^{*}} g_{\epsilon} \mathrm{d} m_{7}=\int_{Z^{4}} \prod_{\epsilon \in V_{3}^{*}} g_{\epsilon}\left(z s_{1}^{\epsilon_{1}} s_{2}^{\epsilon_{2}} s_{3}^{\epsilon_{3}}\right) \mathrm{d} m\left(s_{1}\right) \mathrm{d} m\left(s_{2}\right) \mathrm{d} m\left(s_{3}\right) \mathrm{d} m(z)
$$

## Proposition 5.3.3.

Let $f_{\epsilon} \in L^{\infty}(\mu)$. The average of integral 5.2 converges to

$$
\int_{X^{7}} \bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon} \mathrm{d} \mu_{7}
$$

Proof. By Lemma 5.2.1 and $m_{7}=\left(\pi_{7}\right)_{*} \mu_{7}$

$$
\int_{X^{7}} \bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon} \mathrm{d} \mu_{7}=\int_{Z^{7}} \bigotimes_{\epsilon \in V_{3}^{*}} \mathbb{E}\left(f_{\epsilon} \mid Z\right) \mathrm{d} m_{7}=\int_{Z_{7}} \bigotimes_{\epsilon \in V_{3}^{*}} \mathbb{E}\left(f_{\epsilon} \mid Z\right) \mathrm{d} m_{7}
$$

By Lemma 5.3 .2 it suffices to prove the result when $f_{\epsilon}$ are all $\mathcal{K}$-measurable. (Thus from now on we can continue with the assumption that $(X, \mu, T)=(Z, m, R)$ and $\left.\left(X^{7}, \mu_{7}, T^{7}\right)=\left(Z_{7}, m_{7}, R^{7}\right)\right)$.
By density it suffices to prove the result for functions of the form $\bigotimes_{\epsilon \in V_{3}^{*}} g_{\epsilon}$ where each of the functions $g_{\epsilon}$ is a character of $Z$, in particular is continuous. Now since $\left(Z_{7}, R^{7}\right)$ is uniquely ergodic (by the uniqueness of the Haar measure), the map $Z_{7} \rightarrow \mathbb{R}$, defined by

$$
\left(z_{\epsilon}\right)_{\epsilon \in V_{3}^{*}} \mapsto \frac{1}{N_{1}-M_{1}} \frac{1}{N_{2}-M_{2}} \frac{1}{N_{3}-M_{3}} \sum_{n_{1}=M_{1}}^{N_{1}} \sum_{n_{2}=M_{2}}^{N_{2}} \sum_{n_{3}=M_{3}}^{N_{3}} \prod_{\epsilon \in V_{3}^{*}} g_{\epsilon} \circ R^{\epsilon_{1} n_{1}+\epsilon_{2} n_{2}+\epsilon_{3} n_{3}}\left(z_{\epsilon}\right)
$$

converge uniformly to the constant

$$
\int_{Z_{7}} \bigotimes_{\epsilon \in V_{3}^{*}} g_{\epsilon} \mathrm{d} \mu_{7}
$$

Thus this average converges uniformly to the same constant on the diagonal subset of $Z_{7}, \quad\{(z, z, z, z, z, z, z): \quad z \in Z\}$. In other words the average

$$
\frac{1}{N_{1}-M_{1}} \frac{1}{N_{2}-M_{2}} \frac{1}{N_{3}-M_{3}} \sum_{n_{1}=M_{1}}^{N_{1}} \sum_{n_{2}=M_{2}}^{N_{2}} \sum_{n_{3}=M_{3}}^{N_{3}} \prod_{\epsilon \in V_{3}^{*}} g_{\epsilon} \circ R^{\epsilon_{1} n_{1}+\epsilon_{2} n_{2}+\epsilon_{3} n_{3}}(z)
$$

converges uniformly to the same constant. Taking the integral, we get that the average

$$
\frac{1}{N_{1}-M_{1}} \frac{1}{N_{2}-M_{2}} \frac{1}{N_{3}-M_{3}} \sum_{n_{1}=M_{1}}^{N_{1}} \sum_{n_{2}=M_{2}}^{N_{2}} \sum_{n_{3}=M_{3}}^{N_{3}} \int_{X} \prod_{\epsilon \in V_{3}^{*}} g_{\epsilon} \circ R^{\epsilon_{1} n_{1}+\epsilon_{2} n_{2}+\epsilon_{3} n_{3}}(z) \mathrm{d} m
$$

converges to

$$
\int_{Z_{7}} \bigotimes_{\epsilon \in V_{3}^{*}} g_{\epsilon} \mathrm{d} \mu_{7}
$$

We now study averages over $n_{1} \in\left[M_{1}, N_{1}\right], n_{2} \in\left[M_{2}, N_{2}\right]$ and $n_{3} \in\left[M_{3}, N_{3}\right]$ of

$$
\begin{equation*}
\prod_{\epsilon \in V_{3}^{*}} f_{\epsilon}\left(T^{\epsilon_{1} n_{1}+\epsilon_{2} n_{2}+\epsilon_{3} n_{3}} x_{\epsilon}\right) \tag{5.3}
\end{equation*}
$$

in $L^{2}(\mu)$ as $N_{1}-M_{1}, N_{2}-M_{2}$ and $N_{3}-M_{3}$ tend to $+\infty$

## Lemma 5.3.4.

The factor $\mathcal{C} \mathcal{L}$ of $X$ is characteristic for the convergence in $L^{2}(\mu)$ of the average of the product 5.3 . This means that this average converges to 0 if there exists at least one $\epsilon \in V_{3}^{*}$ such that $\mathbb{E}\left(f_{\epsilon} \mid \mathcal{C} \mathcal{L}\right)=0$.

Proof. For $n=\left(n_{1}, n_{2}, n_{3}\right) \in \mathbb{Z}^{3}$ set

$$
u_{n}=\prod_{\epsilon \in V_{3}^{*}} f_{\epsilon} \circ T^{n \cdot \epsilon}=\prod_{\epsilon \in V_{3}^{*}} f_{\epsilon} \circ T^{n_{1} \epsilon_{1}+n_{2} \epsilon_{2}+n_{3} \epsilon_{3}}
$$

Now, for $k=\left(k_{1}, k_{2}, k_{3}\right) \in \mathbb{Z}^{3}$ we have

$$
\left\langle u_{k+n}, u_{n}\right\rangle=\int_{X} u_{k+n} u_{n} \mathrm{~d} \mu=\int_{X}\left(f_{\epsilon} \circ T^{k \cdot \epsilon} \cdot f_{\epsilon}\right) \circ T^{n \cdot \epsilon} \mathrm{~d} \mu
$$

By Proposition 5.3.3, for $k=\left(k_{1}, k_{2}, k_{3}\right) \in \mathbb{Z}^{3}$, the averages over $n_{1} \in\left[M_{1}, N_{1}\right], n_{2} \in$ [ $\left.M_{2}, N_{2}\right]$ and $n_{3} \in\left[M_{3}, N_{3}\right]$ as $N_{1}-M_{1}, N_{2}-M_{2}$ and $N_{3}-M_{3}$ tend to $+\infty$ of

$$
\int_{X} u_{k+n} u_{n} \mathrm{~d} \mu
$$

converge to

$$
\gamma_{k}=\int_{X^{7}} \prod_{\epsilon \in V_{3}^{*}} f_{\epsilon}\left(T^{k \cdot \epsilon} x_{\epsilon}\right) f_{\epsilon}\left(x_{\epsilon}\right) \mathrm{d} \mu_{7}=\int_{X^{7}} F\left(T_{7,1}^{k_{3}} T_{7,2}^{k_{2}} T_{7,3}^{k_{1}} \tilde{\mathbf{x}}\right) F(\tilde{\mathbf{x}}) \mathrm{d} \mu_{7}
$$

where $F(\tilde{\mathbf{x}})=\prod_{\epsilon \in V_{3}^{*}} f_{\epsilon}\left(x_{\epsilon}\right)$ for $\tilde{\mathbf{x}}=\left(x_{\epsilon}\right)_{\epsilon \in V_{3}^{*}}$. Thus the average of $\gamma_{k}$ over $k_{1}, k_{2}, k_{3} \in[0, K]$ converges to

$$
\int_{X^{7}} \mathbb{E}(F \mid \mathcal{C} \mathcal{L}) F \mathrm{~d} \mu_{7}=\int_{X^{7}} \mathbb{E}^{2}(F \mid \mathcal{C} \mathcal{L}) \mathrm{d} \mu_{7}=\|\mathbb{E}(F \mid \mathcal{C} \mathcal{L})\|_{L^{2}\left(\mu_{7}\right)}^{2}
$$

By Lemma 5.2 .3 if there exists at least one $\epsilon \in V_{3}^{*}$ such that $\mathbb{E}\left(f_{\epsilon} \mid \mathcal{C} \mathcal{L}\right)=0$ the average of $\gamma_{k}$ converges to 0 . By van der Corput Lemma $A .4$ the result follows.

## The product of 7 terms

In order to prove Theorem4 it suffices to prove it when all the functions are measurable with respect to $\mathcal{C} \mathcal{L}$ since, if $f_{\epsilon}, \epsilon \in V_{3}^{*}$, are seven bounded functions on $X$, by Lemma 5.3 .4 , the difference between the average of the product 5.3 and the same average with $\mathbb{E}\left(f_{\epsilon} \mid \mathcal{C} \mathcal{L}\right)$ substituted for each $f_{\epsilon}$, converges to 0 in $L^{2}(\mu)$. Therefore, we can restrict to the case that the system itself is a $\mathcal{C} \mathcal{L}$-system, meaning that the system is equal to its Conze-Lesigne algebra.

Furthermore, a $\mathcal{C} \mathcal{L}$-system is an inverse limit of 2 -step nilsystems. By density, it suffices to prove Theorem4 for such systems.

## The integral with 8 terms

## Theorem 5.3.5.

Let $f_{\epsilon}, \epsilon \in V_{3}$ be eight functions on the ergodic system $(X, \mu, T)$. Then the average over $n_{1} \in\left[M_{1}, N_{1}\right], n_{2} \in\left[M_{2}, N_{2}\right], n_{3} \in\left[M_{3}, N_{3}\right]$ of

$$
\begin{equation*}
\int_{X} \prod_{\epsilon \in V_{3}} f_{\epsilon}\left(T^{n_{1} \epsilon_{1}+n_{2} \epsilon_{2}+n_{3} \epsilon_{3}} x\right) \mathrm{d} \mu(x)=\int_{X} f_{000}(x) \prod_{\epsilon \in V_{3}^{*}} f_{\epsilon}\left(T^{n_{1} \epsilon_{1}+n_{2} \epsilon_{2}+n_{3} \epsilon_{3}} x\right) \mathrm{d} \mu(x) \tag{5.4}
\end{equation*}
$$

converges to

$$
\int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \mathrm{d} \mu^{[3]}
$$

when $N_{1}-M_{1}, N_{2}-M_{2}, N_{3}-M_{3}$ tend to $+\infty$.

We will take as a fact that the theorem holds for 2-step nilsystems, which is proven in the next chapter (Theorem 6.2.6.
By Lemma 5.3.4 the difference between the average 5.4 and the same average with each of the function $f_{\epsilon}$ is replaced by $\mathbb{E}\left(f_{\epsilon} \mid \mathcal{C} \mathcal{L}\right)$. By Proposition 4.1.9,

$$
\int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \mathrm{d} \mu^{[3]}=\int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} \mathbb{E}\left(f_{\epsilon} \mid \mathcal{C} \mathcal{L}\right) \mathrm{d} \mu^{[3]}
$$

Thus it suffices to prove it when $(X, \mu, T)$ is a Conze-Lesigne system. In this case by Theorem 4.3.16, $X$ is the inverse limit of a sequence of 2 -step nilsystems. So it suffices to prove it for 2 -step nilsystems and the result follows from density.

Combining Corollary 3.4.6 and the Theorem above, we gain Theorem 2 .

## Chapter 6

## Convergence for a nilsystem

We are left with showing that Theorem 5.3.5 holds for ergodic 2 -step nilsystems. The proof uses the precise description of measures $\mu^{[2]}$ and $\mu^{[3]}$ in the particular case of a 2-step nilsystem.

Throughout this chapter the system $(X, \mu, T)$ is an ergodic 2 -step nilsystem. We assume that the hypotheses $H_{1}$ and $H_{2}$ are satisfied.

### 6.1 The manifold $X_{4}$

Define

$$
\begin{aligned}
& G_{4}=\left\{\mathbf{g}=\left(g_{00}, g_{01}, g_{10}, g_{11}\right) \in G^{4}: \quad g_{00} g_{01}^{-1} g_{10}^{-1} g_{11} \in[G, G]\right\} \\
& \Lambda_{4}=\left\{\boldsymbol{\lambda}=\left(\lambda_{00}, \lambda_{01}, \lambda_{10}, \lambda_{11}\right) \in \Lambda^{4}: \quad \lambda_{00} \lambda_{01}^{-1} \lambda_{10}^{-1} \lambda_{11}=1\right\}=\Lambda^{4} \cap G_{4}
\end{aligned}
$$

## Proposition 6.1.1.

$G_{4}$ is closed subgroup of $G^{4}$, thus is a closed Lie subgroup of $G^{4}$. In addition $G_{4}$ is 2-step nilpotent.

Proof.

- $G_{4} \leq G^{4}$

Let $\mathbf{g}, \mathbf{h} \in G_{4} \Rightarrow g_{00} g_{01}^{-1} g_{10}^{-1} g_{11}=u_{1}, h_{00} h_{01}^{-1} h_{10}^{-1} h_{11}=u_{2} \in[G, G]$

We will show $\mathbf{g} \cdot \mathbf{h} \in G_{4}$ :

$$
\begin{aligned}
& g_{00} h_{00} h_{01}^{-1} g_{01}^{-1} h_{10}^{-1} g_{10}^{-1} g_{11} h_{11}=g_{00}\left(u_{2} h_{11}^{-1} h_{10}\right) g_{01}^{-1} h_{10}^{-1}\left(g_{01} g_{00}^{-1} u_{1}\right) h_{11} \\
& =g_{00} u_{2} h_{11}^{-1}(\underbrace{\left.h_{10}\right) g_{01}^{-1} h_{10}^{-1} g_{01}}_{=u_{3} \in[G, G]} g_{00}^{-1} u_{1} h_{11}=g_{00} u_{2} h_{11}^{-1} u_{3} g_{00}^{-1} u_{1} h_{11} \\
& =u_{2} \underbrace{g_{00} h_{11}^{-1} g_{00}^{-1} h_{11} u_{3} u_{1} \in[G, G] \unlhd G}_{\in[G, G]}
\end{aligned}
$$

The last equality holds because $u_{1}, u_{2}, u_{3} \in[G, G] \subseteq Z(G)$.
Now we will show $\mathbf{g}^{-1} \in G_{4}$. We have that $\mathbf{g}^{-1}=\left(g_{00}^{-1}, g_{01}^{-1}, g_{10}^{-1}, g_{11}^{-1}\right)$ and $g_{00}^{-1} g_{01}=g_{10}^{-1} g_{11} u_{1}^{-1}$. Now,

$$
g_{00}^{-1} g_{01} g_{10} g_{11}^{-1}=g_{10}^{-1} g_{11} u^{-1} g_{10} g_{11}^{-1}=\underbrace{g_{10}^{-1} g_{11} g_{10} g_{11}^{-1}}_{\in[G, G]} u^{-1} \quad \in[G, G] \unlhd G
$$

- $G_{4}$ is closed in $G^{4}$

Let $\left(\mathbf{g}_{n}\right)_{n \in \mathbb{N}}$ a sequence in $G_{4}$ and $\mathbf{g} \in G^{4}$ such that $\mathbf{g}_{n} \rightarrow \mathbf{g}$. Equivalently, $g_{\epsilon}^{n} \rightarrow g_{\epsilon}$, for any $\epsilon \in V_{2}$. By the continuity of the maps $\left(\alpha_{1}, \alpha_{2}\right) \mapsto \alpha_{1} \alpha_{2}: G \times G \rightarrow G$ and $\alpha \mapsto \alpha^{-1}: G \rightarrow G$, we have that,

$$
g_{00}^{n}\left(g_{00}^{n}\right)^{-1}\left(g_{00}^{n}\right)^{-1} g_{00}^{n} \rightarrow g_{00} g_{01}^{-1} g_{10}^{-1} g_{11}
$$

Now $g_{00}^{n}\left(g_{00}^{n}\right)^{-1}\left(g_{00}^{n}\right)^{-1} g_{00}^{n} \in[G, G], \forall n \in \mathbb{N}$ and by Theorem 1.11.10, $[G, G]$ is closed in $G$. Hence $g_{00} g_{01}^{-1} g_{10}^{-1} g_{11} \in[G, G] \Rightarrow \mathbf{g} \in G_{4}$

- $G_{4}$ is 2-step nilpotent

That means $\left[G_{4}, G_{4}\right] \subseteq Z\left(G_{4}\right)$. In other words, if $\mathbf{g} \cdot \mathbf{h} \in G_{4}$ then $\mathbf{g h g}^{-1} \mathbf{h}^{-1} \Longleftrightarrow$ $\alpha \mathbf{g h} \mathbf{g}^{-1} \mathbf{h}^{-1}=\mathbf{\mathbf { g h g } ^ { - 1 }} \mathbf{h}^{-1} \alpha$, for every $\alpha \in G_{4} \Longleftrightarrow \alpha_{\epsilon} g_{\epsilon} h_{\epsilon} g_{\epsilon}^{-1} h_{\epsilon}^{-1}=g_{\epsilon} h_{\epsilon} g_{\epsilon}^{-1} h_{\epsilon}^{-1} \alpha_{\epsilon}$, $\forall \epsilon \in V_{2}, \forall \alpha=\left(\alpha_{\epsilon}\right)_{\epsilon \in V_{2}} \in G_{4}$ and the last statement is true, since $g_{\epsilon} h_{\epsilon} g_{\epsilon}^{-1} h_{\epsilon}^{-1} \in$ $[G, G]$ and $[G, G] \subseteq Z(G)$

## Proposition 6.1.2.

The commutator, $\left[G_{4}, G_{4}\right]$, of $G_{4}$ is equal to $[G, G]^{4}$.
Proof. For showing $\left[G_{4}, G_{4}\right] \subseteq[G, G]^{4}$ it suffices to show it for the generators of $\left[G_{4}, G_{4}\right]$. Let $\mathbf{g}, \mathbf{h} \in G_{4}$. Then $\mathbf{g h} \mathbf{g}^{-1} \mathbf{h}^{-1}=\left(g_{00} h_{00} g_{00}^{-1} h_{00}^{-1}, \ldots\right)$ which is clearly element of $[G, G]^{4}$.

Conversely, let $u \in[G, G]$ then $(1,1,1, u),(1,1, u, 1),(1, u, 1,1),(u, 1,1,1) \in G^{4}$. In particular they are in $\left[G_{4}, G_{4}\right]$. Now if $\left(u_{00}, u_{01}, u_{10}, u_{11}\right) \in[G, G]^{4}$ then $\left(u_{00}, u_{01}, u_{10}, u_{11}\right)=$ $\left(u_{00}, 1,1,1\right)\left(1, u_{01}, 1,1\right)\left(1,1, u_{10}, 1\right)\left(1,1,1, u_{11}\right) \quad \in\left[G_{4}, G_{4}\right] \unlhd G_{4}$

## Proposition 6.1.3.

$\Lambda_{4}$ is discrete, cocompact subgroup of $G_{4}$, with $\Lambda_{4} \cap[G, G]^{4}=\{1\}$.

## Proof.

- $\Lambda_{4} \cap[G, G]^{4}=\{1\}$

Since $\Lambda \cap[G, G]=\{1\}$, then $\Lambda^{4} \cap[G, G]^{4}=\{1\}$.
Thus $\Lambda_{4} \cap[G, G]^{4}=\Lambda^{4} \cap G_{4} \cap[G, G]^{4}=\{1\}$.

- $\Lambda_{4} \leq G_{4}$
$\Lambda_{4}=\Lambda^{4} \cap G_{4} \leq G^{4} \Rightarrow \Lambda_{4} \subseteq G_{4}$.
$\Lambda^{4}, G_{4}$ are subgroups of $G^{4}$, thus $\Lambda_{4}=\Lambda^{4} \cap G_{4} \leq G^{4}$.
Hence $\Lambda_{4} \leq G_{4}$.
- $\Lambda_{4}$ is closed in $G_{4}$

Since $\Lambda$ is closed in $G$ then, $\Lambda^{4}$ is closed in $G^{4}$. Thus $\Lambda_{4}=\Lambda^{4} \cap G_{4}$ is closed in $G_{4}$

- $\Lambda_{4}$ is discrete subgroup of $G_{4}$
- $G_{4} / \Lambda^{4}$ is compact

By Lemma A.8 it suffices to prove that $G_{4} \Lambda_{4}$ is a closed subset of $G^{4}$. Define the continuous, onto maps $\phi: G^{4} \rightarrow G$, with $\phi\left(g_{00}, g_{01}, g_{10}, g_{11}\right)=g_{00} g_{01}^{-1} g_{10}^{-1} g_{11}$ and $\pi: G \rightarrow G /[G, G]$ to be the natural projection. Now define $h: G^{4} \rightarrow G /[G, G]$ with $h\left(g_{00}, g_{01}, g_{10}, g_{11}\right)=g_{00} g_{01}^{-1} g_{10}^{-1} g_{11}[G, G]$, which is as well onto and continuous. Since $G$ is 2-step nilpotent, $G /[G, G]$ is an abelian group. Thus $h$ is a group homomorphism:

$$
\begin{aligned}
& h\left(\left(g_{00}, g_{01}, g_{10}, g_{11}\right)\left(g_{00}^{\prime}, g_{01}^{\prime}, g_{10}^{\prime}, g_{11}^{\prime}\right)\right)=g_{00} g_{00}^{\prime}\left(g_{01}^{\prime}\right)^{-1} g_{01}^{-1}\left(g_{10}^{\prime}\right)^{-1} g_{10}^{-1} g_{11} g_{11}^{\prime}[G, G] \\
& =\left(g_{00}[G, G]\right)\left(g_{00}^{\prime}[G, G]\right)\left(\left(g_{01}^{\prime}\right)^{-1}[G, G]\right)\left(g_{01}^{-1}[G, G]\right)\left(\left(g_{10}^{\prime}\right)^{-1}[G, G]\right)\left(g_{10}^{-1}[G, G]\right)\left(g_{11}[G, G]\right)\left(g_{11}^{\prime}[G, G]\right) \\
& =\left(g_{00}[G, G]\right)\left(g_{01}^{-1}[G, G]\right)\left(g_{10}^{-1}[G, G]\right)\left(g_{11}[G, G]\right)\left(g_{00}^{\prime}[G, G]\right)\left(\left(g_{01}^{\prime}\right)^{-1}[G, G]\right)\left(\left(g_{10}^{\prime}\right)^{-1}[G, G]\right)\left(g_{11}^{\prime}[G, G]\right) \\
& =\left(g_{00} g_{01}^{-1} g_{10}^{-1} g_{11}[G, G]\right)\left(g_{00}^{\prime} g_{01}^{\prime-1} g_{10}^{\prime-1} g_{11}^{\prime}[G, G]\right) \\
& =h\left(\left(g_{00}, g_{01}, g_{10}, g_{11}\right)\right) h\left(\left(g_{00}^{\prime}, g_{01}^{\prime}, g_{10}^{\prime}, g_{11}^{\prime}\right)\right)
\end{aligned}
$$

Therefore if $\left(g_{00}, g_{01}, g_{10}, g_{11}\right) \in G_{4}$ and $\left(\lambda_{00}, \lambda_{01}, \lambda_{10}, \lambda_{11}\right) \in \Lambda^{4}$, we have that,

$$
\begin{aligned}
& g_{00} \lambda_{00} \lambda_{01}^{-1} g_{01}^{-1} \lambda_{10}^{-1} g_{10}^{-1} g_{11} \lambda_{11}[G, G]=h\left(\left(g_{00}, g_{01}, g_{10}, g_{11}\right)\left(\lambda_{00}, \lambda_{01}, \lambda_{10}, \lambda_{11}\right)\right) \\
& =h\left(g_{00}, g_{01}, g_{10}, g_{11}\right) h\left(\lambda_{00}, \lambda_{01}, \lambda_{10}, \lambda_{11}\right)=\left(g_{00} g_{01}^{-1} g_{10}^{-1} g_{11}\right)\left(\lambda_{00} \lambda_{01}^{-1} \lambda_{10}^{-1} \lambda_{11}\right)[G, G]
\end{aligned}
$$

Hence there exists a $u \in[G, G]$ so that

$$
g_{00} \lambda_{00} \lambda_{01}^{-1} g_{01}^{-1} \lambda_{10}^{-1} g_{10}^{-1} g_{11} \lambda_{11}=\left(g_{00} g_{01}^{-1} g_{10}^{-1} g_{11}\right)\left(\lambda_{00} \lambda_{01}^{-1} \lambda_{10}^{-1} \lambda_{11}\right) u
$$

and since $[G, G] \subseteq Z(G)$,

$$
\left(g_{00} g_{01}^{-1} g_{10}^{-1} g_{11}\right)\left(\lambda_{00} \lambda_{01}^{-1} \lambda_{10}^{-1} \lambda_{11}\right) u=u\left(g_{00} g_{01}^{-1} g_{10}^{-1} g_{11}\right)\left(\lambda_{00} \lambda_{01}^{-1} \lambda_{10}^{-1} \lambda_{11}\right)
$$

and the equality above becomes,

$$
g_{00} \lambda_{00} \lambda_{01}^{-1} g_{01}^{-1} \lambda_{10}^{-1} g_{10}^{-1} g_{11} \lambda_{11}=u\left(g_{00} g_{01}^{-1} g_{10}^{-1} g_{11}\right)\left(\lambda_{00} \lambda_{01}^{-1} \lambda_{10}^{-1} \lambda_{11}\right) \quad \in[G, G] \Lambda
$$

In other words, $\phi\left(G_{4} \Lambda^{4}\right) \subseteq[G, G] \Lambda$, and since $\phi$ is onto it follows that

$$
G_{4} \Lambda^{4} \subseteq \phi^{-1}\left(\phi\left(G_{4} \Lambda^{4}\right)\right) \subseteq \phi^{-1}([G, G] \Lambda)
$$

Conversely, let $\phi\left(g_{00}, g_{01}, g_{10}, g_{11}\right) \in[G, G] \Lambda$. Then there exists a $v \in[G, G]$ and a $\lambda \in \Lambda$, such that $g_{00} g_{01}^{-1} g_{10}^{-1} g_{11}=v \lambda$. Equivalently, $g_{00} g_{01}^{-1} g_{10}^{-1} g_{11} \lambda^{-1}=v \in[G, G]$. Thus, by the definition of $G_{4},\left(g_{00}, g_{01}, g_{10}, g_{11} \lambda^{-1}\right) \in G_{4}$. Follows that,

$$
\left(g_{00}, g_{01}, g_{10}, g_{11}\right)=\left(g_{00}, g_{01}, g_{10}, g_{11} \lambda^{-1}\right)\left(1_{G}, 1_{G}, 1_{G}, \lambda\right) \quad \in G_{4} \Lambda^{4}
$$

This means that $\phi^{-1}([G, G] \Lambda) \subseteq G_{4} \Lambda_{4}$.
By summarizing, we have that $\phi^{-1}([G, G] \Lambda)=G_{4} \Lambda^{4}$. By Theorem 1.11 .10 we have that $[G, G] \Lambda$ is a closed subgroup of $G$ and since $\phi$ is continuous, it follows that $G_{4} \Lambda^{4}$ is a closed subset of $G^{4}$ and that completes the proof.

There is a natural embedding of the manifold $G_{4} / \Lambda_{4} \hookrightarrow X^{4}=G^{4} / \Lambda^{4}$ and we can identify this manifold with its image in $X^{4}$

$$
\begin{equation*}
X_{4}=\left\{\mathbf{x}=\left(x_{00}, x_{01}, x_{10}, x_{11}\right) \in X^{4}: \quad q\left(x_{00}\right) q\left(x_{01}\right)^{-1} q\left(x_{10}\right)^{-1} q\left(x_{11}\right)=1\right\} \tag{6.1}
\end{equation*}
$$

where $q: G / \Lambda \rightarrow G / \Lambda[G, G]$ is the natural projection of $G / \Lambda$ on $G / \Lambda[G, G]$.

## Lemma 6.1.4.

The measure $\mu^{[2]}$ is the Haar measure of $X_{4}=G_{4} / \Lambda_{4}$
Proof. Let $\mu^{\prime[2]}$ be the Haar measure of $X_{4}$. The transformations $T_{4}=T^{[2]}, T_{4,1}, T_{4,2}$ of $X^{4}$ are the translations by the elements $\alpha_{4}=(\alpha, \alpha, \alpha, \alpha), \alpha_{4,1}=(1, \alpha, 1, \alpha)$ and $\alpha_{4,2}=(1,1, \alpha, \alpha)$, of $G^{4}$, respectively. In addition $\alpha_{4}, \alpha_{4,1}, \alpha_{4,2}$ are elements of $G_{4}$. Then these transformation are translation on $X_{4} \simeq G_{4} / \Lambda_{4}$. In particular they leave the measure $\mu^{\prime[2]}$ invariant.
We will show that $\mu^{\prime 2]}$ is ergodic under the action of $T_{4}=T^{[2]}, T_{4,1}$, and $T_{4,2}$. We will use the Proposition 1.11.14. We observe that the hypothesis (1.3) of this Proposition is satisfied for $X_{4} \simeq G_{4} / \Lambda_{4}$, since $G=\left\langle G_{0}, \alpha\right\rangle$ (Property (1.1]).
Let $q: G \rightarrow K$, where $K=G / \Lambda[G, G]$ ( $K$ is compact and by Proposition 1.11 .13 is the Kronecker factor of $X=G / \Lambda$ ) and $q$ is the natural projection ( $q$ is continuous, open, group epimorphism). Define $q_{4}: G_{4} \rightarrow K^{4}$ with

$$
q_{4}\left(g_{00}, g_{01}, g_{10}, g_{11}\right)=\left(q\left(g_{00}\right), q\left(g_{01}\right), q\left(g_{10}\right), q\left(g_{11}\right)\right)
$$

Then $q_{4}$ is a continuous group homomorphism. In addition

$$
\begin{aligned}
q_{4}\left(G_{4}\right)=\left\{\left(k_{00}, k_{01}, k_{10}, k_{11}\right) \in K^{4}: k_{00} k_{01}^{-1} k_{10}^{-1} k_{11}\right. & =1\} \\
& =\{(z, s z, t z, s t z): z, t, s \in K\}=K_{4}
\end{aligned}
$$

and $\operatorname{kerq}_{4}=\left(\Lambda^{4}[G, G]^{4}\right) \cap G_{4}=\left(\Lambda^{4}\left[G_{4}, G_{4}\right]\right) \cap G_{4}=\Lambda_{4}\left[G_{4}, G_{4}\right]=\Lambda_{4}[G, G]^{4}$. Thus, by first Group isomorphism theorem, $K_{4} \simeq G_{4} / \Lambda_{4}[G, G]^{4}$. Under this identification the transformations $R_{4}, R_{4,1}, R_{4,2}$, induced by $T_{4}, T_{4,1}, T_{4,2}$ through $q_{4}$, on $K_{4}$ are the rotations by $\beta_{4}=(\beta, \beta, \beta, \beta), \beta_{4,1}=(1, \beta, 1, \beta)$ and $\beta_{4,2}=(1,1, \beta, \beta)$, respectively, where $\beta=q(\alpha)$.
Now ( $K, m, R$ ) (where $R(k)=\beta \cdot k$ ) is ergodic since, $(X, \mu, T)$ is ergodic. Equivalently (Theorem 1.9.1] the subgroup of $K$ generated by the element $\beta,\langle\beta\rangle$, is dense in $K$. It follows that the subgroup, $\left\langle\beta_{4}, \beta_{4,1}, \beta_{4,2}\right\rangle$, of $K_{4}$ is dense in $K_{4}$ ( since for any element of $K_{4},(z, s z, t z, s t z)=(z, z, z, z)(1, s, 1, s)(1,1, t, t)$ and $\beta,\langle\beta\rangle$, is dense in $\left.K\right)$. Equivalently the joint action of the rotations $R_{4}, R_{4,1}, R_{4,2}$ is ergodic on $K_{4}$. By Proposition 1.11.14 the measure $\mu^{\prime}[2]$ is ergodic on $X_{4}$ under the joint action of $T_{4}, T_{4,1}, T_{4,2}$. By Proposition 1.11.12 the measure $\mu^{[2]}$ is the unique measure on $X_{4}$ that is invariant under the $T_{4}$, $T_{4,1}, T_{4,2}$.

Now the measure $\mu^{[2]}$ is also invariant under those transformations on $X_{4}$. By Proposition 3.3.4 and 6.1, $\mu^{[2]}\left(X_{4}\right)=\mu^{[2]}\left(q_{4}^{-1}\left(K_{4}\right)\right)=m_{4}\left(K_{4}\right)=1$. In other word $\mu^{[2]}$ is concentrated on $X_{4}$. It follows $\mu^{[2]}=\mu^{\prime[2]}$.

### 6.2 The manifold $X_{8}$

Define

$$
H=\{(h, h u, h v, h u v): \quad h \in G, u, v \in[G, G]\}
$$

and

$$
\begin{aligned}
& G_{8}=\left\{\left(g_{00}, g_{01}, g_{10}, g_{11}, h_{00} g_{00}, h_{01} g_{01}, h_{10} g_{10}, h_{11} g_{11}\right):\right. \\
& \left.\quad\left(g_{00}, g_{01}, g_{10}, g_{11}\right) \in G_{4},\left(h_{00}, h_{01}, h_{10}, h_{11}\right) \in H\right\}
\end{aligned}
$$

## Proposition 6.2.1.

$H$ is a normal subgroup of $G_{4}$. Furthermore $H$ is closed in $G_{4}$, thus is a closed Lie subgroup of $G_{4}$

Proof.

- $H \leq G_{4}$

Let $\alpha_{1}=\left(h_{1}, h_{1} u, h_{1} v_{1}, h_{1} u_{1} v_{1}\right), \alpha_{2}=\left(h_{2}, h_{2} u_{2}, h_{2} v_{2}, h_{2} u_{2} v_{2}\right) \in H$. Now since $u_{1}, v_{1}, u_{2}, v_{2} \in[G, G] \subseteq Z(G)$, then $g u_{i}=u_{i} g$ and $g v_{i}=v_{i} g, \forall g \in G$ and $\forall i \in$ $\{1,2\}$. Thus,

$$
\begin{aligned}
\alpha_{1} \alpha_{2}^{-1} & =\left(h_{1} h_{2}^{-1}, h_{1} u_{1} u_{2}^{-1} h_{2}^{-1}, h_{1} v_{1} v_{2}^{-1} h_{2}^{-1}, h_{1} u_{1} v_{1} v_{2}^{-1} u_{2}^{-1} h_{2}^{-1}\right) \\
& =\left(\left(h_{1} h_{2}^{-1}, h_{1} h_{2}^{-1} u_{1} u_{2}^{-1}, h_{1} h_{2}^{-1} v_{1} v_{2}^{-1}, h_{1} h_{2}^{-1} u_{1} v_{1} v_{2}^{-1} u_{2}^{-1}\right) \quad \in H\right.
\end{aligned}
$$

- $H$ is closed in $G_{4}$

Let $\left(\left(h_{n}, h_{n} u_{n}, h_{n} v_{n}, h_{n} u_{n} v_{n}\right)\right)_{n \in \mathbb{N}}$ a sequence in $H$ and $\left(g_{00}, g_{01}, g_{10}, g_{11}\right) \in G_{4}$ such that $\left(h_{n}, h_{n} u_{n}, h_{n} v_{n}, h_{n} u_{n} v_{n}\right) \rightarrow\left(g_{00}, g_{01}, g_{10}, g_{11}\right)$. This means $h_{n} \rightarrow g_{00}$ and $h_{n} u_{n} \rightarrow g_{01}$ and $h_{n} v_{n} \rightarrow g_{10}$ and $h_{n} u_{n} v_{n} \rightarrow g_{11}$.
Now we have $[G, G] \ni u_{n}=\left(h_{n} u_{n}\right) h_{n}^{-1} \rightarrow g_{01} g_{00}^{-1}$ and since $[G, G]$ is closed in $G$, $g_{01} g_{00}^{-1} \in[G, G]$. Then $g_{01}=(\underbrace{g_{01} g_{00}^{-1}}_{=u \in[G, G]}) g_{00}=u h_{u \in[G, G]}^{\overline{\bar{u}}} \mathrm{hu}$. In the same manner $g_{10}=h v$, where $h=g_{00}$ and $v=g_{10} g_{00}^{-1}=\lim _{n \rightarrow \infty} v_{n}$. Finally for $g_{11}$, by continuity, $g_{11}=\lim _{n \rightarrow \infty} h_{n} u_{n} v_{n}=h u v$. To summarize, $\left(g_{00}, g_{01}, g_{10}, g_{11}\right)=(h, h u, h v, h u v)$ for some $h \in G$ and $u, v \in[G, G]$, thus it is an element of H .

- $H \unlhd G_{4}$

It suffices to prove that $\mathbf{g} H \mathbf{g}^{-1} \subseteq H$ for every $\mathbf{g} \in G_{4}$. Then $\forall \mathbf{g} \in G_{4}$ we will have that $\mathbf{g} H \mathbf{g}^{-1} \subseteq H$ and $\mathbf{g}^{-1} H \mathbf{g} \subseteq H$ and thus $\mathbf{g} H \subseteq H \mathbf{g}$ and $H \mathbf{g} \subseteq \mathbf{g} H$. In particular we wil have that $H \mathbf{g}=\mathbf{g} H, \forall \mathbf{g} \in G_{4}$.
Let $\mathbf{g}=\left(g_{00}, g_{01}, g_{10}, g_{11}\right) \in G_{4}, u, v \in[G, G]$ and $h \in G$. We will show that

$$
\left(g_{00}, g_{01}, g_{10}, g_{11}\right) \cdot(h, h u, h v, h u v) \cdot\left(g_{00}, g_{01}, g_{10}, g_{11}\right)^{-1} \in H
$$

Now since $u, v \in[G, G] \subseteq Z(G)$,

$$
\begin{aligned}
& \left(g_{00}, g_{01}, g_{10}, g_{11}\right) \cdot(h, h u, h v, h u v) \cdot\left(g_{00}, g_{01}, g_{10}, g_{11}\right)^{-1} \\
& =\left(g_{00} h g_{00}^{-1}, g_{01} h u g_{01}^{-1}, g_{10} h v g_{10}^{-1}, g_{11} h u v g_{11}^{-1}\right) \\
& =\left(g_{00} h g_{00}^{-1}, g_{01} h g_{01}^{-1} u, g_{10} h g_{10}^{-1} v, g_{11} h g_{11}^{-1} u v\right)
\end{aligned}
$$

By setting $h^{\prime}=g_{00} h g_{00}^{-1}, \quad u^{\prime}=g_{00} h^{-1} g_{00}^{-1} g_{01} h g_{01}^{-1} u$ and $v^{\prime}=g_{00} h^{-1} g_{00}^{-1} g_{10} h g_{10}^{-1} v$ we have that $h^{\prime} u^{\prime}=g_{01} h g_{01}^{-1} u$ and $h^{\prime} v^{\prime}=g_{10} h g_{10}^{-1} v$. Furthermore we have,

$$
\begin{aligned}
u^{\prime} & =g_{00} h^{-1} g_{00}^{-1} g_{01} h g_{01}^{-1} u=\left(g_{01} g_{01}^{-1}\right) g_{00} h^{-1} g_{00}^{-1} g_{01} h g_{01}^{-1} u \\
& =g_{01}(\underbrace{g_{01}^{-1} g_{00} h^{-1} g_{00}^{-1} g_{01} h}_{\in[G, G] \subseteq Z(G)}) g_{01}^{-1} u=\left(g_{01}^{-1} g_{00} h^{-1} g_{00}^{-1} g_{01} h\right) u \quad \in[G, G]
\end{aligned}
$$

In the same manner we have that $v^{\prime} \in[G, G]$.
We are left with showing that

$$
h^{\prime} u^{\prime} v^{\prime}=g_{11} h g_{11}^{-1} u v
$$

We have,

$$
\begin{aligned}
h^{\prime} u^{\prime} v^{\prime} & =g_{01} h g_{01}^{-1} u \cdot g_{00} h^{-1} g_{00}^{-1} \cdot g_{10} h g_{10}^{-1} v=g_{01} h g_{01}^{-1} \cdot g_{00} h^{-1} g_{00}^{-1} \cdot g_{10} h g_{10}^{-1} \cdot u v \\
& =g_{00} g_{00}^{-1} \cdot g_{01} h g_{01}^{-1} \cdot g_{00} h^{-1} g_{00}^{-1} \cdot g_{10} h g_{10}^{-1} \cdot u v \\
& =g_{00} \cdot(\underbrace{g_{00}^{-1} g_{01} h g_{01}^{-1} g_{00} h^{-1}}_{\in[G, G] \subseteq Z(G)}) \cdot g_{00}^{-1} g_{10} h g_{10}^{-1} \cdot u v \\
& =g_{00} g_{00}^{-1} g_{10} \cdot\left(g_{00}^{-1} g_{01} h g_{01}^{-1} g_{00} h^{-1}\right) h \cdot g_{10}^{-1} \cdot u v \\
& =g_{10} \cdot\left(g_{00}^{-1} g_{01} h g_{01}^{-1} g_{00}\right) \cdot g_{10}^{-1} \cdot u v \\
& =g_{10} g_{00}^{-1} g_{10} g_{00}^{-1} g_{01} \cdot h \cdot g_{01}^{-1} g_{00} g_{10}^{-1} \cdot u v
\end{aligned}
$$

Now by the definition of $G_{4}$,

$$
\begin{aligned}
g_{11} h g_{11}^{-1} u v & =g_{10} g_{01} g_{00}^{-1}(\underbrace{g_{00} g_{01}^{-1} g_{10}^{-1} g_{11}}_{\in[G, G] \subseteq Z(G)}) h\left(g_{00} g_{01}^{-1} g_{10}^{-1} g_{11}\right)^{-1} g_{00} g_{01}^{-1} g_{10}^{-1} u v \\
& =g_{10} g_{01} g_{00}^{-1} h g_{00}^{-1} g_{01}^{-1} g_{10}^{-1} u v
\end{aligned}
$$

Since $g_{01}^{-1} g_{00} g_{01} g_{00}^{-1} \in[G, G] \subseteq Z(G)$, we have

$$
\begin{aligned}
& h g_{01}^{-1} g_{00} g_{01} g_{00}^{-1}=g_{01}^{-1} g_{00} g_{01} g_{00}^{-1} h \Longleftrightarrow g_{00}^{-1} g_{01} h g_{01}^{-1} g_{00}=g_{01} g_{00}^{-1} h g_{00} g_{01}^{-1} \\
& \Longleftrightarrow g_{10} g_{00}^{-1} g_{01} h g_{01}^{-1} g_{00} g_{10}^{-1}=g_{10} g_{01} g_{00}^{-1} h g_{00} g_{01}^{-1} g_{10}^{-1} \Longleftrightarrow h^{\prime} u^{\prime} v^{\prime}=g_{11} h g_{11}^{-1} u v
\end{aligned}
$$

Summarizing, we have that $\left(g_{00}, g_{01}, g_{10}, g_{11}\right) \cdot(h, h u, h v, h u v) \cdot\left(g_{00}, g_{01}, g_{10}, g_{11}\right)^{-1}=$ $\left(h^{\prime}, h^{\prime} u^{\prime}, h^{\prime} v^{\prime}, h u^{\prime} v^{\prime}\right)$, where $h^{\prime} \in G$ and $u^{\prime}, v^{\prime} \in[G, G]$. In other words $\left(g_{00}, g_{01}, g_{10}, g_{11}\right)$. $(h, h u, h v, h u v) \cdot\left(g_{00}, g_{01}, g_{10}, g_{11}\right)^{-1} \in H$ and that completes the proof.

## Proposition 6.2.2.

$G_{8}$ is a closed subgroup of $G^{8}$, thus is a closed Lie subgroup of $G^{8}$.
Proof.

- $G_{8} \leq G^{8}$

Let $z, z^{\prime} \in G_{8}$, where $z=\left(g_{00}, g_{01}, g_{10}, g_{11}, h_{00} g_{00}, h_{00} g_{00}, h_{01} g_{01}, h_{10} g_{10}, h_{11} g_{11}\right)$
and $z^{\prime}=\left(g_{00}^{\prime}, g_{01}^{\prime}, g_{10}^{\prime}, g_{11}^{\prime}, h_{00}^{\prime} g_{00}^{\prime}, h_{00}^{\prime} g_{00}^{\prime}, h_{01}^{\prime} g_{01}^{\prime}, h_{10}^{\prime} g_{10}^{\prime}, h_{11}^{\prime} g_{11}^{\prime}\right)$. Then
$z z^{\prime-1}=$

$$
\begin{aligned}
\left(g_{00} g_{00}^{\prime}-1, g_{01} g_{01}^{\prime-1}, g_{10} g_{10}^{\prime}{ }^{-1},\right. & , g_{11} g_{11}^{\prime}-1, h_{00} g_{00} g_{00}^{\prime}{ }^{-1} h_{00}^{\prime}{ }^{-1} \\
& \left.h_{01} g_{01} g_{01}^{\prime}{ }^{-1} h_{01}^{\prime}{ }^{-1}, h_{10} g_{10} g_{10}^{\prime}{ }^{-1} h_{10}^{\prime}{ }^{-1}, h_{11} g_{11} g_{11}^{\prime}{ }^{-1} h_{11}^{\prime}{ }^{-1}\right)
\end{aligned}
$$

Now
$\left(g_{00} g_{00}^{\prime}-1, g_{01} g_{01}^{\prime}-1, g_{10} g_{10}^{\prime-1}, g_{11} g_{11}^{\prime}-1\right)=\left(g_{\epsilon}\right)_{\epsilon \in V_{2}}\left(g_{\epsilon}^{\prime-1}\right)_{\epsilon \in V_{2}}=\left(g_{\epsilon}\right)_{\epsilon \in V_{2}}\left(g_{\epsilon}^{\prime}\right)_{\epsilon \in V_{2}}^{-1} \in G_{4}$
, since $\left(g_{\epsilon}\right)_{\epsilon \in V_{2}},\left(g_{\epsilon}\right)_{\epsilon \in V_{2}}$ are elements of the group $G_{4}$.
Furthermore,

$$
\begin{aligned}
\left(h_{\epsilon} g_{\epsilon} g_{\epsilon}^{\prime-1} h_{\epsilon}^{\prime-1}\right)_{\epsilon \in V_{2}} & =\left(h_{\epsilon}\right)_{\epsilon \in V_{2}}\left(g_{\epsilon}\right)_{\epsilon \in V_{2}}\left(g^{\prime-1}\right)_{\epsilon \in V_{2}}\left(h^{\prime-1}\right)_{\epsilon \in V_{2}} \\
& =\left(h_{\epsilon}\right)_{\epsilon \in V_{2}}\left(g_{\epsilon}\right)_{\epsilon \in V_{2}}\left(g^{\prime}\right)_{\epsilon \in V_{2}}^{-1}\left(h^{\prime}\right)_{\epsilon \in V_{2}}^{-1} \underset{\text { notation }}{=}\left(h_{\epsilon}\right)_{\epsilon}\left(g_{\epsilon}\right)_{\epsilon}\left(g^{\prime}\right)_{\epsilon}^{-1}\left(h^{\prime}\right)_{\epsilon}^{-1}
\end{aligned}
$$

Since $H \unlhd G_{4}$, there exists an $\left(h_{\epsilon}^{\prime \prime}\right)_{\epsilon} \in H$, such that

$$
\left(g_{\epsilon}\right)_{\epsilon}\left(g^{\prime}\right)_{\epsilon}^{-1}\left(h^{\prime}\right)_{\epsilon}^{-1}=\left(h_{\epsilon}^{\prime \prime}\right)_{\epsilon}\left(g_{\epsilon}\right)_{\epsilon}\left(g^{\prime}\right)_{\epsilon}^{-1}
$$

Thus $\left(h_{\epsilon}\right)_{\epsilon}\left(g_{\epsilon}\right)_{\epsilon}\left(g^{\prime}\right)_{\epsilon}^{-1}\left(h^{\prime}\right)_{\epsilon}^{-1}=\left(h_{\epsilon}\right)_{\epsilon}\left(h_{\epsilon}^{\prime \prime}\right)_{\epsilon}\left(g_{\epsilon}\right)_{\epsilon}\left(g^{\prime}\right)_{\epsilon}^{-1}$. By setting $\left(H_{\epsilon}\right)_{\epsilon}=\left(h_{\epsilon}\right)_{\epsilon}\left(h_{\epsilon}^{\prime \prime}\right)_{\epsilon} \in$ $H$, we have

$$
z z^{\prime-1}=\left(\left(g_{\epsilon}\right)_{\epsilon}\left(g^{\prime}\right)_{\epsilon}^{-1},\left(H_{\epsilon}\right)_{\epsilon}\left(g_{\epsilon}\right)_{\epsilon}\left(g^{\prime}\right)_{\epsilon}^{-1}\right)
$$

where $\left(g_{\epsilon}\right)_{\epsilon}\left(g^{\prime}\right)_{\epsilon}^{-1} \in G_{4}$ and $\left(H_{\epsilon}\right)_{\epsilon} \in H$.

- $G_{8}$ is closed in $G^{8}$

Let $\left(g_{n}\right)_{n \in \mathbb{N}}$ a sequence in $G_{8}$ and $g \in G^{8}$ such that $g_{n} \rightarrow g \Longleftrightarrow$

$$
\left(g_{00}^{n}, g_{01}^{n}, g_{10}^{n}, g_{11}^{n}, h_{00}^{n} g_{00}^{n}, h_{00}^{n} g_{00}^{n}, h_{01}^{n} g_{01}^{n}, h_{10}^{n} g_{10}^{n}, h_{11}^{n} g_{11}^{n}\right) \rightarrow\left(g_{\epsilon}\right)_{\epsilon \in V_{3}}
$$

Since $\left(g_{00}^{n}, g_{01}^{n}, g_{10}^{n}, g_{11}^{n}\right) \in G_{4}, \forall n \in \mathbb{N}$ and $G_{4}$ closed subgroup of $G^{4}$, then $\left.g_{000}, g_{001}, g_{010}, g_{011}\right) \in G_{4}$. Now,

$$
h_{00}^{n} g_{00}^{n} \rightarrow g_{100}, \quad h_{01}^{n} g_{01}^{n} \rightarrow g_{101}, \quad h_{10}^{n} g_{10}^{n} \rightarrow g_{110}, \quad h_{11}^{n} g_{11}^{n} \rightarrow g_{111}
$$

By continuity, we have that $h_{00}^{n}=\left(h_{00}^{n} g_{00}^{n}\right)\left(g_{00}^{n}\right)^{-1} \rightarrow g_{100} g_{000}^{-1} \in G$. In the same manner each of the $h_{01}^{n}, h_{10}^{n}$ and $h_{11}^{n}$ converges to some element of $G$. Hence $\left(h_{00}^{n}, h_{01}^{n}, h_{10}^{n}, h_{11}^{n}\right)$ converges in $G_{4}$, to some element of $G^{4}$. Since $\left(h_{00}^{n}, h_{01}^{n}, h_{10}^{n}, h_{11}^{n}\right) \in$ $H, \forall n \in \mathbb{N}$ and $H$ is closed in $G_{4}$,

$$
\left(h_{00}^{n}, h_{01}^{n}, h_{10}^{n}, h_{11}^{n}\right) \rightarrow\left(h_{00}, h_{01}, h_{10}, h_{11}\right) \quad \in H
$$

It follows that (again from continuity) that

$$
g_{100}=h_{00} g_{000}, \quad g_{101}=h_{01} g_{001}, \quad g_{110}=h_{10} g_{010}, \quad g_{111}=h_{11} g_{011}
$$

Hence, to summarize,

$$
\left(g_{\epsilon}\right)_{\epsilon \in V_{3}}=\left(g_{000}, g_{001}, g_{010}, g_{011}, h_{00} g_{000}, h_{01} g_{001}, h_{10} g_{010}, h_{11} g_{011}\right)
$$

where $\left(g_{000}, g_{001}, g_{010}, g_{011}\right) \in G_{4}$ and $\left(h_{00}, h_{01}, h_{10}, h_{11}\right) \quad \in H$

## Proposition 6.2.3.

The group $G_{8}$ is 2-step nilpotent.

Proof. $G_{8} \leq G_{4} \times H G_{4} \underset{H \unlhd G_{4}}{\overline{=}} G_{4} \times G_{4}$. Since $G_{4}$ is 2-step nilpotent then, $G_{4} \times G_{4}$ is 2 -step nilpotent. Now every subgroup of a k-step nilpotent group is $k^{\prime}$-step nilpotent group, with $k^{\prime} \leq k$. Thus $G_{8}$ is either 1-step nilpotent (in other words abelian) or 2-step nilpotent). Since $G_{8}$ is clearly non abelian group, we obtain the result.

## Proposition 6.2.4.

$$
\begin{aligned}
G_{8}=\left\{\boldsymbol{g}=\left(g_{\epsilon}\right)_{\epsilon \in V_{3}}: \quad\right. & g_{000} g_{001}^{-1} g_{011} g_{010}^{-1} g_{100} g_{111}^{-1} g_{101} g_{100}^{-1}=1 ;\left(g_{000}, g_{001}, g_{010}, g_{011}\right) \in G_{4} \\
& \left.\left(g_{000}, g_{001}, g_{100} \cdot g_{101} \in G_{4}\right) ;\left(g_{000}, g_{010}, g_{100}, g_{110}\right) \in G_{4}\right\}
\end{aligned}
$$

Define

$$
\begin{aligned}
\Lambda_{8} & =\Lambda^{8} \cap G_{8} \\
U_{8} & =[G, G]^{8} \cap G_{8} \\
& =\left\{\mathbf{u}=\left(u_{\epsilon}\right)_{\epsilon \in V_{3}}: \quad u_{000} u_{001}^{-1} u_{011} u_{010}^{-1} u_{110} u_{111} u_{101} u_{100}^{-1}=1\right\}
\end{aligned}
$$

As in the preceding section:
$\Lambda_{8}$ is discrete cocompact subgroup of $G_{8}$. There is a natural embedding of $G_{8} / \Lambda_{8}$ in $X^{8}=(G / \Lambda)^{8}=G^{8} / \Lambda^{8}$. We identify the manifold $G_{8} / \Lambda_{8}$ with its image $X_{8}$ in $X^{8}$.

The commutator, $\left[G_{8}, G_{8}\right]$, of $G_{8}$ is equal to $U_{8}$ and $U_{8} \cap \Lambda_{8}=\{1\}$

## Lemma 6.2.5.

The measure $\mu^{[3]}$ is the Haar measure of the manifold $X_{8}=G_{8} / \Lambda_{8}$.
Proof. We proceed as in Lemma 6.1.4.
Let $\mu^{\prime[3]}$ be the Haar measure of the manifold $X_{8}$. The transformations $T_{8}=T^{[3]}, T_{8,1}$, $T_{8,2}, T_{8,3}$ on $X^{8}$ are thr translations by the four elements of $G^{8}$,

$$
\begin{array}{ll}
\alpha_{8}=(\alpha, \alpha, \alpha, \alpha, \alpha, \alpha, \alpha, \alpha), & \alpha_{8,1}=(1, \alpha, 1, \alpha, 1, \alpha, 1) \\
\alpha_{8,2}=(1,1, \alpha, \alpha, 1,1, \alpha, \alpha), & \alpha_{8,3}=(1,1,1,1, \alpha, \alpha, \alpha, \alpha)
\end{array}
$$

In particular those four element belong to $G_{8}$ and thus the corresponding transformations are translations on the manifold $X_{8}=G_{8} / \Lambda_{8}$

We will show that $\mu^{[3]}$ is ergodic on $X_{8}$, for the joint action of $T_{8}=T^{[3]}, T_{8,1}, T_{8,2}$, $T_{8,3}$. Observe that the hypothesis (1.3) of Proposition 1.11 .14 is satisfied, since the Property [1.1 is satisfied. We define $q_{8}: G_{8} \rightarrow K^{8}$ with

$$
q_{8}\left(\left(g_{\epsilon}\right)_{\epsilon \in V_{3}}\right)=\left(q\left(g_{\epsilon}\right)\right)_{\epsilon \in V_{3}}
$$

Then $q_{8}$ is continuous group homomorphism. Furthermore, by the definition of $H \unlhd G_{4}$, $K=G / \Lambda$ and $q_{8}=\left.\left(q_{4} \times q_{4}\right)\right|_{G_{8}}$

$$
\begin{aligned}
& q_{8}\left(G_{8}\right)=\left\{\left(k_{\epsilon}\right)_{\epsilon \in V_{3}} \in G^{8}:\left(k_{\epsilon}\right)_{\epsilon \in V_{3}}=\left(k_{000}, k_{001}, k_{010}, k_{011}, c k_{000}, c k_{001}, c k_{010}, c k_{011}\right)\right. \\
&\left.\quad \text { where }\left(k_{000}, k_{001}, k_{010}, k_{011}\right) \in K_{4} \text { and } c \in K\right\} \\
&=\{(z, z a, z a b, z a b, z c, z a c, z b c, z a b c): z, a, b, c \in K\} \\
&= K_{8}
\end{aligned}
$$

Clearly $K_{8}$ is a closed subgroup of $K^{8}$ and its kernel is $\Lambda^{8}[G, G]^{8} \cap G_{8}=\Lambda_{8} U_{8}$. Thus we can identify $G_{8} / \Lambda_{8} U_{8}=K_{8}$. Under this identification the transformations induced by $T_{8}=T^{[3]}, T_{8,1}, T_{8,2}, T_{8,3}$, on $K_{8}$ are rotations by

$$
\begin{aligned}
& \beta_{8}=q_{8}\left(\alpha_{8}\right)=(\beta, \beta, \beta, \beta, \beta, \beta, \beta, \beta), \quad \beta_{8,1}=q_{8}\left(\alpha_{8,1}\right)=(1, \beta, 1, \beta, 1, \beta, 1) \\
& \beta_{8,2}=q_{8}\left(\alpha_{8,2}\right)=(1,1, \beta, \beta, 1,1, \beta, \beta), \quad \beta_{8,3}=q_{8}\left(\alpha_{8,3}\right)=(1,1,1,1, \beta, \beta, \beta, \beta)
\end{aligned}
$$

where $\left.\beta=q_{( } \alpha\right)$.
As in the proof of Lemma 6.1.4. it can be shown that the joint action of these rotations on $K_{8}$, is ergodic on $K_{8}$. By Proposition 1.11 .14 the joint action of $T_{8}=T^{[3]}, T_{8,1}, T_{8,2}$, $T_{8,3}$ is ergodic on $X_{8}$. By Proposition $1.11 .14 \mu^{\prime[3]}$ is the unique measure on $X_{8}$ that is invariant under these transformations. The measure $\mu^{[3]}$ is also invariant under these transformations, and we will show that is concentrated on $X_{8}$.

By Lemma A.8, $H \Lambda_{4}$ is a closed subgroup of $G_{4}$. Let Y denote the compact space $G_{4} / H \Lambda_{4}$. Define $\xi: X_{4} \rightarrow Y$, be the natural projection of $X_{4}=G_{4} / \Lambda_{4}$ on $Y=G_{4} / H \Lambda_{4}$. Since $\alpha_{4}=(\alpha, \alpha, \alpha, \alpha)$ belongs to $H$, clearly the map $\xi$ is invariant under $T_{4}$.

Now measure $\mu^{[3]}$ is the relatively independent self-joining of $\mu^{[2]}$ over $\mathcal{I}^{[2]}$. By Lemma 6.1.4 the measure $\mu^{[2]}$ is concentrated on $X_{4}$ and thus, $\mu_{8}\left(X_{4} \times X_{4}\right) \underset{\substack{\text { property of } \\ \text { joining }}}{=}$ $\mu^{[2]}\left(X_{4}\right) \cdot \mu^{[2]}\left(X_{4}\right)=1$. In addition $\xi$ is $T_{4}$-invariant, hence (as in the proof of Proposition 3.3.11 $\xi\left(x^{\prime}\right)=\xi\left(x^{\prime \prime}\right)$, for $\mu^{[3]}$-almost every $\mathbf{x}=\left(x^{\prime}, x^{\prime \prime}\right) \in X^{4} \times X^{4}$. In other words, $\mu^{[3]}$ is concentrated on the set

$$
\Xi=\left\{\mathbf{x}=\left(x^{\prime}, x^{\prime \prime}\right) \in X_{4} \times X_{4}: \quad \xi\left(x^{\prime}\right)=\xi\left(x^{\prime \prime}\right)\right\}
$$

We are left with showing that $\Xi$ is actually $X_{8}$. Let $\Lambda_{8} g \in X_{8}=G_{8} / \Lambda_{8}$, where $g=\left(\left(g_{\eta}\right)_{\eta \in V_{2}},\left(h_{\eta} g_{\eta}\right)_{\eta \in V_{2}}\right)$. Since $\Lambda_{8}=\Lambda^{8} \cap G_{8}$,

$$
\Lambda_{8} g=\Lambda^{8} g=\left(\Lambda^{4} \times \Lambda^{4}\right)\left(\left(g_{\eta}\right)_{\eta \in V_{2}},\left(h_{\eta} g_{\eta}\right)_{\eta \in V_{2}}\right)=\left(\Lambda^{4}\left(g_{\eta}\right)_{\eta \in V_{2}}, \Lambda^{4}\left(h_{\eta} g_{\eta}\right)_{\eta \in V_{2}}\right)
$$

Now, by the definition of $G_{8}$ and because, $H \unlhd G_{4},\left(g_{\eta}\right)_{\eta \in V_{2}} \in G_{4}$, and $\left(h_{\eta} g_{\eta}\right)_{\eta \in V_{2}} \in$ $H G_{4} \leq G_{4}$. Since $\Lambda_{4}=\Lambda^{4} \cap G_{4}$,

$$
\left(\Lambda_{4}\left(g_{\eta}\right)_{\eta \in V_{2}}, \Lambda_{4}\left(h_{\eta} g_{\eta}\right)_{\eta \in V_{2}}\right)=\left(\Lambda^{4}\left(g_{\eta}\right)_{\eta \in V_{2}}, \Lambda^{4}\left(h_{\eta} g_{\eta}\right)_{\eta \in V_{2}}\right)=\left(x^{\prime}, x^{\prime \prime}\right) .
$$

So, $\Lambda_{8} g=\left(x^{\prime}, x^{\prime \prime}\right) \in \Xi$.
Conversely, let $\left(x^{\prime}, x^{\prime \prime}\right) \in \Xi$ then $\left(x^{\prime}, x^{\prime \prime}\right)=\left(\Lambda_{4}\left(g_{\eta}^{\prime}\right)_{\eta \in V_{2}}, \Lambda_{4}\left(g_{\eta}^{\prime \prime}\right)_{\eta \in V_{2}}\right)$, where $\left(g_{\eta}^{\prime}\right)_{\eta \in V_{2}}$, $\left(g_{\eta}^{\prime \prime}\right)_{\eta \in V_{2}} \in G_{4}$, with $\xi\left(x^{\prime}\right)=\xi\left(x^{\prime \prime}\right)$. This means

$$
\Lambda_{4} H\left(g_{\eta}^{\prime}\right)_{\eta \in V_{2}}=\Lambda_{4} H\left(g_{\eta}^{\prime \prime}\right)_{\eta \in V_{2}} \Longrightarrow\left(g_{\eta}^{\prime \prime}\right)_{\eta \in V_{2}}=\left(\lambda_{\eta}\right)_{\eta \in V_{2}}\left(h_{\eta}\right)_{\eta \in V_{2}}\left(g_{\eta}^{\prime}\right)_{\eta \in V_{2}}
$$

where, $\left(\lambda_{\eta}\right)_{\eta \in V_{2}} \in \Lambda_{4}$ and $\left(h_{\eta}\right)_{\eta \in V_{2}} \in H$.
Thus (as above),

$$
\begin{aligned}
\left(x^{\prime}, x^{\prime \prime}\right) & =\left(\Lambda_{4}\left(g_{\eta}^{\prime}\right)_{\eta}, \Lambda_{4}\left(\lambda_{\eta}\right)_{\eta}\left(h_{\eta}\right)_{\eta}\left(g_{\eta}^{\prime}\right)_{\eta}\right)=\left(\Lambda_{4}\left(g_{\eta}^{\prime}\right)_{\eta}, \Lambda_{4}\left(h_{\eta}\right)_{\eta}\left(g_{\eta}^{\prime}\right)_{\eta}\right) \\
& =\left(\Lambda^{4}\left(g_{\eta}^{\prime}\right)_{\eta}, \Lambda^{4}\left(h_{\eta}\right)_{\eta}\left(g_{\eta}^{\prime}\right)_{\eta}\right)=\left(\Lambda^{4} \times \Lambda^{4}\right)\left(\left(g_{\eta}^{\prime}\right)_{\eta},\left(h_{\eta}\right)_{\eta}\left(g_{\eta}^{\prime}\right)_{\eta}\right) \\
& =\Lambda^{8}\left(\left(g_{\eta}^{\prime}\right)_{\eta},\left(h_{\eta}\right)_{\eta}\left(g_{\eta}^{\prime}\right)_{\eta}\right) \\
& =\Lambda_{8}\left(\left(g_{\eta}^{\prime}\right)_{\eta},\left(h_{\eta}\right)_{\eta}\left(g_{\eta}^{\prime}\right)_{\eta}\right) \in X_{8}
\end{aligned}
$$

We are now ready to proceed with the proof of Theorem 5.3.5 in the case where the system $(X, \mu, T)$ is an ergodic 2 -step nilsystem:

## Theorem 6.2.6.

Let $(X, \mu, T)$ be a 2-step nilsystem and $f_{\epsilon}, \epsilon \in V_{3}$ be eight bounded functions on $X$. Then the average over $n_{1} \in\left[M_{1}, N_{1}\right], n_{2} \in\left[M_{2}, N_{2}\right], n_{3} \in\left[M_{3}, N_{3}\right]$ of
(6.2) $\int_{X} \prod_{\epsilon \in V_{3}} f_{\epsilon}\left(T^{n_{1} \epsilon_{1}+n_{2} \epsilon_{2}+n_{3} \epsilon_{3}} x\right) \mathrm{d} \mu(x)=\int_{X} f_{000}(x) \prod_{\epsilon \in V_{3}^{*}} f_{\epsilon}\left(T^{n_{1} \epsilon_{1}+n_{2} \epsilon_{2}+n_{3} \epsilon_{3}} x\right) \mathrm{d} \mu(x)$
converges to

$$
\int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \mathrm{d} \mu^{[3]}
$$

when $N_{1}-M_{1}, N_{2}-M_{2}, N_{3}-M_{3}$ tend to $+\infty$.
Proof. The measure $\mu^{[3]}$ is ergodic under the joint action of $T_{8}, T_{8,1}, T_{8,2}, T_{8,3}$ (Corollary 4.1.2). By Proposition 1.11.14 $X_{8}$ is uniquely ergodic for this action. Observe that $\prod_{\epsilon \in V_{3}} f_{\epsilon} \circ T^{p+n_{1} \epsilon_{1}+n_{2} \epsilon_{2}+n_{3} \epsilon_{3}}\left(x_{\epsilon}\right)=\bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \circ\left(\left(T^{[3]}\right)^{p} \circ T_{8,1}^{n_{1}} \circ T_{8,2}^{n_{2}} \circ T_{8,3}^{n_{3}}\right)(\mathbf{x})$, for every
$\mathbf{x}=\left(x_{\epsilon}: \epsilon \in V_{3}\right) \in X^{[3]}$. Thus if $f_{\epsilon}, \epsilon \in V_{3}$ are eight continuous functions on $X$, the averages
$\frac{1}{N_{1}-M_{1}} \frac{1}{N_{2}-M_{2}} \frac{1}{N_{3}-M_{3}} \sum_{n_{1}=M_{1}}^{N_{1}} \sum_{n_{2}=M_{2}}^{N_{2}} \sum_{n_{3}=M_{3}}^{N_{3}} \frac{1}{B-A} \sum_{p=A}^{B} \prod_{\epsilon \in V_{3}} f_{\epsilon} \circ T^{p+n_{1} \epsilon_{1}+n_{2} \epsilon_{2}+n_{3} \epsilon_{3}}\left(x_{\epsilon}\right)$ converges uniformly to the constant, when $N_{1}-M_{1}, N_{2}-M_{2}, N_{3}-M_{3}, B-A$ tend to $+\infty$

$$
\int_{X^{8}} \bigotimes_{\epsilon \in V_{3}} f_{\epsilon} \mathrm{d} \mu^{[3]}
$$

Since the diagonal $\{(x, x, x, x, x, x, x, x): x \in X\}$ is a subset of $X_{8}$, the average
$\frac{1}{N_{1}-M_{1}} \frac{1}{N_{2}-M_{2}} \frac{1}{N_{3}-M_{3}} \sum_{n_{1}=M_{1}}^{N_{1}} \sum_{n_{2}=M_{2}}^{N_{2}} \sum_{n_{3}=M_{3}}^{N_{3}} \frac{1}{B-A} \sum_{p=A}^{B} \prod_{\epsilon \in V_{3}} f_{\epsilon} \circ T^{p+n_{1} \epsilon_{1}+n_{2} \epsilon_{2}+n_{3} \epsilon_{3}}(x)$ converges uniformly to the same constant, when $N_{1}-M_{1}, N_{2}-M_{2}, N_{3}-M_{3}, B-A$ tend to $+\infty$. Taking the integral and since $T_{*} \mu=\mu$, we obtain the result for continuous functions. The general case holds by density.

Now we will prove the Theorem 4 for nilsytems:

## Theorem 6.2.7.

Let $(X, \mu, T)$ be a 2-step nilsystem and $f_{\epsilon}, \epsilon \in V_{3}^{*}$ be seven bounded functions on $X$. Then the average over $n_{1} \in\left[M_{1}, N_{1}\right], n_{2} \in\left[M_{2}, N_{2}\right], n_{3} \in\left[M_{3}, N_{3}\right]$ of

$$
\begin{equation*}
\prod_{\epsilon \in V_{3}^{*}} f_{\epsilon}\left(T^{n_{1} \epsilon_{1}+n_{2} \epsilon_{2}+n_{3} \epsilon_{3}} x\right) \tag{6.3}
\end{equation*}
$$

converges in $L^{2}(\mu)$ to the function

$$
x \mapsto \mathbb{E}\left(\bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon} \mid \mathcal{J}_{7}\right)(x)
$$

where we have identified $\mathcal{J}_{7}$ with $\mathcal{C} \mathcal{L}$, when $N_{1}-M_{1}, N_{2}-M_{2}, N_{3}-M_{3}$ tend to $+\infty$.
Proof. Let $f_{\epsilon}, \epsilon \in V_{3}^{*}$ be seven continuous functions on $X$. By Theorem A.9, assuming $f_{000}=\mathbb{1}_{X}$, we can deduce that the averages

$$
\frac{1}{N_{1}-M_{1}} \frac{1}{N_{2}-M_{2}} \frac{1}{N_{3}-M_{3}} \sum_{n_{1}=M_{1}}^{N_{1}} \sum_{n_{2}=M_{2}}^{N_{2}} \sum_{n_{3}=M_{3}}^{N_{3}} \prod_{\epsilon \in V_{3}^{*}} f_{\epsilon} \circ T^{n_{1} \epsilon_{1}+n_{2} \epsilon_{2}+n_{3} \epsilon_{3}}\left(x_{\epsilon}\right)
$$

converge for every $\mathbf{x}=\left(x_{\epsilon}: \epsilon \in V_{3}\right)$. In particular they converge for every diagonal point $(x, x, x, x, x, x, x, x) \in X_{8}$. Therefore the averages of 6.3) converge for every $x \in X$. The $L^{2}(\mu)$-convergence follows by Proposition 1.11.14.

Assume $F(x)$ is the limit. By Theorem 6.2.6, for every bounded function $g$ on $X$,

$$
\int_{X} g(x) F(x) \mathrm{d} \mu(x)=\int_{X^{8}} g\left(x_{000}\right) \cdot \prod_{\epsilon \in V_{3}^{*}} f_{\epsilon}\left(x_{\epsilon}\right) \mathrm{d} \mu^{[3]}(\mathbf{x})
$$

By Lemma 4.1.7, the last integral is equal to

$$
\int_{X^{8}} g(x) \cdot \mathbb{E}\left(\bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon} \mid \mathcal{J}_{7}\right)(x) \mathrm{d} \mu(x)
$$

when the $\sigma$-algebra $\mathcal{J}_{7}$ is identified with the $\sigma$-algebra $\mathcal{C L}$. Follows that $F(x)=$ $\left.\mathbb{E}\left(\bigotimes_{\epsilon \in V_{3}^{*}} f_{\epsilon} \mid \mathcal{J}_{7}\right)(x)\right)$, for $\mu$-almost every $x \in X$. The convergence in the general case holds by density.

## Appendix A

## Some more notation

In this Appendix we establish some additional notation and results that, regardless their importance, are being used less frequently in this dissertation.

## A. 1 More about Group Extensions and Cocycles

## Lemma A. 1 .

Let $X$ be a compact metric space, $\mathcal{X}$ its Borel $\sigma$-algebra and $\mu$ a Borel probability space on $(X, \mathcal{X})$. Then $\left(C\left(X, \mathbb{T}^{\ell}\right), d_{\operatorname{Coc}\left(X, \mathbb{T}^{\ell}\right)}\right)$ is dense in $\left(\operatorname{Coc}\left(X, \mathbb{T}^{\ell}\right), d_{\operatorname{Coc}\left(X, \mathbb{T}^{\ell}\right)}\right)$, where $d_{\operatorname{Coc}\left(X, \mathbb{T}^{\ell}\right)}$ is a metric on $\operatorname{Coc}\left(X, \mathbb{T}^{\ell}\right)$, defined by $d_{C o c}\left(X, \mathbb{T}^{\ell}\right)\left(\rho, \rho^{\prime}\right)=\int_{X} d_{\mathbb{T}^{\ell}}\left(\rho(x), \rho^{\prime}(x)\right) \mathrm{d} \mu(x)$.

Proof. We prove this statement when $\ell=1$. The general case is proven in a similar manner.
Let $f: X \rightarrow[0,1)$ be an element of $\operatorname{Coc}(X, \mathbb{T})$. For all $n \in \mathbb{N}$ define, $s_{n}(x):=k / n$, where $x \in X$ with $f(x) \in[k / n,(k+1) / n)$ and $A_{k, n}:=f^{-1}([k / n,(k+1) / n)), \forall k \in$ $\{0,1, \ldots, n-1\}$. Notice that for every $n \in \mathbb{N}, A_{k, n}, k \in\{0,1, \ldots, n-1\}$ is pairwise disjoint and $\bigcup_{k=0}^{n-1} A_{n, k}=X$. Then for every $n \in \mathbb{N}$,

$$
s_{n} \sum_{k=0}^{n-1} \frac{k}{n} \mathbb{1}_{A_{k, n}}
$$

Furthermore $0 \leq s_{n} \leq f, \forall n \in \mathbb{N}$ and $s_{n} \rightarrow f$, since $\left|s_{n}(x)-f(x)\right|<1 / n, \forall x \in X$. In particular,

$$
\sup _{x \in X}\left|s_{n}(x)-f(x)\right| \leq \frac{1}{n}
$$

Since $\mu$ is a Radon measure on $(X, \mathcal{X})$ (Proposition 1.1.4), for every $n \in \mathbb{N}$ and for every $k \in\{0,1, \ldots, n-1\}$, there exists a compact set $B_{k, n} \subseteq A_{k, n}$ such that $\mu\left(A_{k, n} \backslash B_{k, n}\right)<$ $1 / n^{2}$.

For every $n \in \mathbb{N}$ the set $\bigcup_{k=0}^{n-1} B_{k, n}$ is a closed set, thus the restriction of $s_{n}$ in this set extents to a continuous function $f_{n}: X \rightarrow[0,1)$. Indeed, he restriction of $s_{n}$ in each $B_{k, n}$ is a constant and thus continuous. Moreover $B_{k, n}, k \in\{0,1, \ldots, n-1\}$ are compact and pairwise disjoint the distance between each and every pair of them is positive. Hence the restriction of $s_{n}$ on $\bigcup_{k=0}^{n-1} B_{k, n}$ is a continuous function. By Tietze Extension Theorem (see [5]) the function $s_{n}$ extents to a continuous function $f_{n}: X \rightarrow[0,1)$. In particular,

$$
\max _{x \in X} f_{n}(x)=\max _{x \in \bigcup_{k=0}^{n-1} B_{k, n}} s_{n}(x) \quad \text { and } \quad \min _{x \in X} f_{n}(x)=\min _{x \in \bigcup_{k=0}^{n-1} B_{k, n}} s_{n}(x)
$$

Notice that for every $x \in X,\left|f_{n}(x)-f(x)\right|=\left|s_{n}(x)-f(x)\right| \leq 1 / n$ and for every $x \in X,\left|f_{n}(x)-f(x)\right| \leq 1$. Moreover $d_{\mathbb{T}}\left(f_{n}(x), f(x)\right) \leq\left|f_{n}(x)-f(x)\right|$, for every $x \in X$. We have,

$$
\begin{aligned}
d_{C o c(X, \mathbb{T})}\left(f_{n}, f\right) & =\int_{Z} d_{\mathbb{T}}\left(f_{n}(x), f(x)\right) \mathrm{d} \mu(x) \leq \int_{Z}\left|f_{n}(x)-f(x)\right| \mathrm{d} \mu(x) \\
& =\int_{\bigcup_{k=0}^{n-1} B_{k, n}}\left|f_{n}(x)-f(x)\right| \mathrm{d} \mu(x)+\int_{X \backslash \bigcup_{k=0}^{n-1} B_{k, n}}\left|f_{n}(x)-f(x)\right| \mathrm{d} \mu(x) \\
& \leq \frac{1}{n} \mu(X)+\mu\left(X \backslash \bigcup_{k=0}^{n-1} B_{k, n}\right)=\frac{1}{n}+\mu\left(\bigcup_{k=0}^{n-1} A_{k, n} \backslash \bigcup_{k=0}^{n-1} B_{k, n}\right) \\
& \leq \frac{1}{n}+n \frac{1}{n^{2}}=2 / n
\end{aligned}
$$

In other words $d_{\operatorname{Coc}(X, \mathbb{T})}\left(f_{n}, f\right) \rightarrow 0$.

## Proposition A.2.

Let $(Y, \nu, T)$ be an ergodic system, $K$ a compact abelian group and $\rho: Y \rightarrow K$ a cocycle. Then there exists a closed subgroup $H$ of $K$ and an ergodic cocycle $\sigma: Y \rightarrow H$ such that $\rho$ is cohomologous to $\sigma$ when considered as a $K$-valued cocycle.

Proof. Define $\Lambda=\{\chi \in \widehat{K}: \chi \circ \rho$ is a coboundary $\}$. Then $\Lambda$ is a subgroup of $\widehat{K}$. Define $H=\Lambda^{\perp}=\{g \in K: \chi(g)=1, \forall \chi \in \Lambda\}$. Then $\Lambda=H^{\perp}=\{\chi \in \widehat{K}: \chi(g)=1, \forall g \in H\}$. The dual group of $K / H$ is naturally identified with $\Lambda$.

Let $\rho^{\prime}: Y \rightarrow K / H$ defined by $\rho^{\prime}(y)=\rho(y) H$. Then for every $\chi \in \widehat{K / H}=\Lambda, \chi \circ \rho^{\prime}$ is a coboundary. By Lemma 4.2.5, $\rho^{\prime}$ is a coboundary. This means there exist a function
$f^{\prime}: Y \rightarrow K / H$, such that $\rho^{\prime}=f^{\prime} \circ \rho^{\prime}-f^{\prime}=\partial f^{\prime}$. Lift $f^{\prime}$ to a function $f: Y \rightarrow K$. Then $\rho-\left(f^{\prime} \circ \rho^{\prime}-f^{\prime}\right)=\sigma$, where $\sigma$ takes values on $H$. By this equation follows that $\rho$ is cohomologous to $\sigma$.

Now assume that $\sigma$ is not ergodic. By Lemma 4.3.1 there exists a nontrivial $\chi \in \widehat{H}$ such that $\chi \circ \sigma$ is a coboundary. By extending the character $\chi$ of $H$ to a character $\chi^{\prime}$ of $K$, we have that $\chi \circ \rho$ is a coboundary. Thus $\chi$ is an element of $\Lambda$ and hence has e trivial restriction on $H$, which contradicts with the hypothesis.

By this proposition we obtain the following.

## Lemma A.3.

Let $(X, \mu, T),\left(X^{\prime}, \mu^{\prime}, T^{\prime}\right),(Y, \nu, S),\left(Y^{\prime}, \nu^{\prime}, S^{\prime}\right)$ be measure preserving systems and let $\pi: X \rightarrow Y, \pi^{\prime}: X^{\prime} \rightarrow Y^{\prime}, r: X \rightarrow X^{\prime}$ and $p: Y \rightarrow Y^{\prime}$ be factor maps such that $p \circ \pi=\pi^{\prime} \circ r$. Assume that $X$ is ergodic and $X^{\prime}$ is an ectension of $Y^{\prime}$ by a compact abelian group $K$ associated with a cocyle $\rho^{\prime}: Y^{\prime} \rightarrow K^{\prime}$. Furthermore assume that $\mathcal{X}=r^{-1}\left(\mathcal{X}^{\prime}\right) \bigvee \pi^{-1}(\mathcal{Y})$. Then $X$ is an extension of $Y$ by a compact ablian group $H$.

Proof. Reference [14, Part 1, Chaprer 5, Section 3 : Section 3, Subsection 3.6 : The Mackey group of a cocycle, Lemma 18, page 72]

## Lemma A.4.

Let $\pi:(X, \mu, T) \rightarrow(Y, \nu, S)$ be an ergodic extension by a compact abelian group $K$ and let $p: W \rightarrow Y$ be an intermediate extension, meaning that there exists a factor map $q: X \rightarrow W$ such that $p \circ q=\pi$. Then $W$ is the quotient of $X$ under the action of some closed subgroup $H$ of $K$ and is an extension of $Y$ by the group $K / H$.

Proof. Reference [14, Part 1, Chaprer 5, Section 3 : Section 3, Subsection 3.6 : The Mackey group of a cocycle, Lemma 19, page 73]

## Lemma A.5.

Let $(X, \mu, T)$ be an ergodic isometric extension of $(Y, \nu, S)$, where $X=Y \times G / H, \mu=$ $\nu \times m_{G / H}$ and $T=S_{\rho}$ for a cocyle $\rho: Y \rightarrow G$. Then for every $g \in G$ the transformation

$$
\left(x_{0}, x_{1}\right) \mapsto\left(g \cdot x_{0}, g \cdot x_{1}\right): X^{2} \rightarrow X^{2}
$$

leaves each set of $\mathcal{I}^{[1]}$ invariant.

Proof. Let $Z$ be the Kronecker factor of $X$. and let $W$ be the factor associated to the $\sigma$-algebra $\mathcal{Y} \vee \mathcal{Z}$. Then $W$ is a factor of $X$. Thus there exists o closed subgroup $K$ of $G$ such that $W=Y \times G / K$. By Lemma 3.3 .23 follows that $X$ and $W$ share the same Kronecker factor. Thus $\mathcal{I}^{[2]}$ is contained in $\mathcal{W} \otimes \mathcal{W}$. Thus, without loss of generality, we can assume that $\mathcal{X}=\mathcal{Y} \vee \mathcal{Z}$.

Applying Lemma A.3 with $Z$ instead of $X^{\prime}$ and the trivial system instead of $Y^{\prime}$, we have that $X$ is an extension of $Y$ by a compact abelian group $L$. Comparing the two representations of $X$, we obtain that $H$ is normal subgroup of $G$ and $G / H$ is isomorphic to $L$. In particular $G / H$ is abelian.

Let $g \in G$ and $p: X \rightarrow Z$ the factor map. The transformation $V_{g}: X \rightarrow X$, with $V_{g}(y, q)=(y, g \cdot q)$ commutes with $T=S_{\rho}$. Thus by Corollary 1.9.4 there exists a $R_{g}$ on $Z$ which is a rotation defined by a $\beta \in Z$, such that $R_{g} \circ p=p \circ V_{g}$. Therefore, for $x_{1}, x_{2} \in X, p\left(V_{g} x_{2}\right) \cdot p\left(V_{g} x_{1}\right)^{-1}=p\left(x_{2}\right) \cdot p\left(x_{1}\right)^{-1}$. By Theorem 2.3.5 follows that every $A \in \mathcal{I}^{[2]}$ is $V_{g} \times V_{g}$ invariant.

## Lemma A.6.

Let $(X, \mu, T)$ be an ergodic system, $U$ a compact abelian group and let $(u, x) \mapsto u \times x$ be a free action of $U$ on $X$ by automorphisms. Let $\rho \in \operatorname{Coc}(X, U)$ be a cocycle so that $\rho \circ V_{u}-\rho$ is a coboundary for every $u \in U$. Then there exists an open subgroup $U_{0}$ of $U$ and a cocycle $\rho^{\prime} \in \operatorname{Coc}(X, U)$, cohomologous to $\rho$, with $\rho^{\prime} \circ V_{u}=\rho^{\prime}$ for every $u \in U_{0}$.

Proof. Reference [12, Lemma C.9, APPENDIX]

## Lemma A. 7.

Let $(X, \mu, T)$ be an ergodic system, $U$ a compact abelian group and let $(u, x) \mapsto u \times x$ be a free action of $U$ on $X$ by automorphisms. Let $\rho \in \operatorname{Coc}(X, U)$ be a cocycle so that $\rho \circ V_{u}-\rho$ is a quasi-coboundary for every $u \in U$. Then there exists a closed subgroup $U_{1}$ of $U$ so that $U / U_{1}$ is a torus and there exists a cocycle $\rho^{\prime}$, cohomologous to $\rho$, with $\rho^{\prime} \circ V_{u}=\rho^{\prime}$ for every $u \in U_{0}$.

Proof. Reference [12, Lemma C.10, APPENDIX]

## A. 2 More about nilmanifolds

## Lemma A. 8.

Let $X=G / \Gamma$ be a nilmanifold. For a subgroup $H$ of $G$ the following are equivalent
(i) The subset $H \cdot e_{X}$ of $X$ is closed in $X$.
(ii) the subset $H \Gamma$ of $G$ is closed in $G$.
(iii) The subgroup $\Gamma \cap H$ is cocompact in $H$ meaning that $H /(H \cap \Gamma)$ is a compact.
(iv) There exists a compact subset $K$ of $H$ such that $K(H \cap \Gamma)=H$.

## Theorem A.9.

Let $X_{8}=G_{8} / \Lambda_{8}$ be a manifold and $\alpha_{8,1}, \alpha_{8,2}, \alpha_{8,3}$ the three commuting elements of $X_{8}$ that define $T_{8,1}, T_{8,1}, T_{8,3}$ respectively. Then for every continuous function $f$ on $X$, the average over $n_{1} \in\left[M_{1}, N_{1}\right], n_{2} \in\left[M_{2}, N_{2}\right]$ and $n_{3} \in\left[M_{3}, N_{3}\right]$ of

$$
f\left(T_{8,1}^{n_{1}} T_{8,2}^{n_{2}} T_{8,3}^{n_{3}}(x)\right)
$$

converges for all $x \in X$, when $N_{1}-M_{1}, N_{2}-M_{2}, N_{3}-M_{3}$ tend to $+\infty$.
Proof. (Sketch of the proof)
For every $x \in X$ define the set,

$$
X_{8, x}:=\left\{\mathbf{x}=\left(x_{\epsilon}: \epsilon \in V_{3}\right) \in X_{8}: x_{000}=x\right\}
$$

Clearly these sets form a closed partision of $X_{8}$.
Now define,

$$
G_{8}^{\prime}:=\left\{\mathbf{g}=\left(x_{\epsilon}: \epsilon \in V_{3}\right) \in G_{8}: g_{000}=1_{G}\right\}
$$

Clearly $G_{8}^{\prime}$ is a closed subgroup of $G_{8}$ and thus it is a closed Lie subgroup of $G_{8}$. Moreover $G_{8}^{\prime}$ is 2-step nilpotent, since $G_{8}$ is 2-step nilpotent and $G_{8}^{\prime}$ is not abelian. We observe that for every $x \in X$, (left) translations by elements of this group leaves each $X_{8, x}$ invariant and acts transitively on each of this spaces. We can now give to $X_{8, x}$ the structure of a nilmanifold by identifying it with the manifold $G_{8}^{\prime} / \Lambda_{x}$, where $\Lambda_{x}:=\Lambda_{8} \cap G_{8}^{\prime}$ is a discrete cocompact subgroup of $G_{8}^{\prime}$.

Let $\mu_{8, x}$ denote the Haar measure of $X_{8, x}$. This measure is invariant under the action of $G_{8}^{\prime}$ on $X_{8, x}$. In particular it is invariant under the transformations $T_{8,1}, T_{8,1}, T_{8,3}$.

We have that

$$
\mu^{[3]}=\int_{X} \mu_{8, x} \mathrm{~d} \mu(x)
$$

since the right hand side of this equation is a measure on $X_{8}$ that is invariant under the action of $G_{8}$

We give a second interpretation of this formula. Let $\pi_{000}: X^{8} \rightarrow X$ be the first projection. The family of measures $\left(\mu_{8, x}: x \in X\right)$ is the conditional probability measures given the $\sigma$-algebra $\pi_{000}^{-1}(\mathcal{X}) \equiv \mathcal{A}_{\mathbf{0}, 3}$ which coincides with the $\sigma$-algebra $\mathcal{J}^{[3]}$ modulo $\mu^{[3]}$. Thus the equation above can be viewed as the ergodic disintegration of $\mu^{[3]}$ for the action spanned by the joint action of $T_{8,1}, T_{8,1}, T_{8,3}$.

It follows that for $\mu$-almost every $x \in X$, the measure $\mu_{8, x}$ is ergodic for this action. By Proposition 1.11 .14 applied to the nilmanifold $X_{8, x}$, we have that for $\mu$-almost every $x \in X, X_{8, x}$ is uniquely ergodic for the action spanned by the three transformations $T_{8,1}, T_{8,1}, T_{8,3}$. Therefore, for any continuous function $F$ on $X_{8, x}$, for $\mu$-almost every $x \in X$, the average over $n_{1} \in\left[M_{1}, N_{1}\right], n_{2} \in\left[M_{2}, N_{2}\right]$ and $n_{3} \in\left[M_{3}, N_{3}\right]$ of

$$
F\left(T_{8,1}^{n_{1}} T_{8,2}^{n_{2}} T_{8,3}^{n_{3}}(x)\right)
$$

converges to $\int_{X_{8, x}} F \mathrm{~d} \mu_{8, x}$. The result follows.

## A. 3 Vertical characters and vertical Fourier transforms

Let $(Y, \nu, S)$ be a system, $K$ be a compact abelian group and $\rho: Y \rightarrow K$ a cocycle. Let $(X, \mu, T)=\left(Y \times K . \nu \otimes m_{K}, S_{\rho}\right)$ be the extension defined by $\rho$.

If $\chi \in \widehat{K}$, a vertical character of $X$ with frequency $\chi$ is a function $F \in L^{2}(\mu)$ such that

$$
\widehat{F}_{\chi}\left(V_{h} x\right)=\chi(h) \widehat{F}_{\chi}(x)
$$

for every $h \in K$. Since $X=Y \times K$, this means that $F(y, g)=f(y) \chi(g)$ for some $f \in L^{2}(\nu)$.

The vertical characters with frequency $\chi$ form a closed subspace $L_{\chi}$ of $L^{2}(\mu)$. This subspace is invariant under multiplication by functions of the form $\phi \circ \pi$, where $\phi \in$ $L^{\infty}(\nu)$ and is also $S_{\rho}$-invariant. For example, for the trivial character 1 of $K$, the subspace $L_{1}$ is the set of functions of the form $(y, g) \mapsto f(y)$ with $f \in L^{2}(\nu)$. For distinct characters, the associated spaces $L_{\chi}$ for $\chi \in \widehat{K}$ are pairwise orthogonal subspaces of $L^{2}(\mu)$.

Now, for a function $F \in L^{2}(\mu)$ and $\chi \in \widehat{K}$ define the function $\widehat{F}_{\chi}$ on $X$ by,

$$
\widehat{F}_{\chi}(x)=\int_{K} F\left(V_{h} x\right) \bar{\chi}(h) \mathrm{d} m_{K}(h)
$$

and we call $\widehat{F}_{\chi}$ the vertical Fourier coefficient of frequency $\chi$ of $F$. Identifying $X$ with $Y \times K$, this formula becomes

$$
\widehat{F}_{\chi}(y, g)=f_{\chi}(y) \chi(g) \text { where } f_{\chi}=\int_{K} F(y, h) \bar{\chi}(h) \mathrm{d} m_{K}(h)
$$

Clearly, every vertical Fourier coefficient $\widehat{F}_{\chi}$ is a vertical character with frequency $\chi$.
Via the identification of $X$ with $Y \times K$, if $F \in L^{2}(\mu)$ then for $\mu$-almost every $y \in Y$ , the function $f_{y}$ on $K$ given by $f_{y}(g)=f(y, g)$ belongs to $L^{2}\left(m_{K}\right)$ and thus is the sum in this space of its Fourier Transform. It follows that

$$
\begin{equation*}
F=\sum_{\chi \in \widehat{K}} \widehat{F}_{\chi} \tag{A.1}
\end{equation*}
$$

where the convergence holds in $L^{2}(\mu)$ and the series is called the vertical Fourier series of F . It follows from that $L^{2}(\mu)$ is the orthogonal sum of the spaces $L_{\chi}, \chi \in \widehat{K}$.

## A. 4 Van der Corput Lemma

## Proposition A. 10.

Assume that $\left\{x_{n}\right\}$ is a sequence in a Hilbert space with norm $\left\|x_{n}\right\| \leq 1$ for all $n \in Z$. Let $L, M$ and $N$ be integers with $L>0$ and $N>M$. Then

$$
\left\|\frac{1}{N-M} \sum_{n=M}^{N-1} x_{n}\right\|^{2} \leq \frac{4 L}{N-M}+\sum_{\ell=-L}^{L} \frac{L-|\ell|}{L^{2}} \frac{1}{N-M} \sum_{n=M}^{N}\left\langle x_{n}, x_{n+\ell}\right\rangle
$$

## Proposition A. 11.

Assume that $\left\{x_{n}\right\}$ is a sequence in a Hilbert space with norm $\left\|x_{n}\right\| \leq 1$ for all $n \in Z$. Then

$$
\limsup _{N \rightarrow+\infty}\left\|\frac{1}{N} \sum_{n=1}^{N} x_{n}\right\|^{2} \leq \limsup _{H \rightarrow+\infty} \frac{1}{H} \sum_{h=1}^{H} \limsup _{N \rightarrow+\infty}\left|\frac{1}{N} \sum_{n=1}^{N}\left\langle x_{n}, x_{n+h}\right\rangle\right|
$$

## Proposition A. 12.

Assume that $\left\{u_{n_{1}, n_{2}, n_{3}}: n_{1}, n_{2}, n_{3} \in \mathbb{Z}\right\}$ be a bounded triple sequence of vectors on $a$ Hilbert space. If the limit of

$$
\frac{1}{K^{3}} \sum_{k_{1}, k_{2}, k_{3}=0}^{K-1} \left\lvert\, \lim _{N-M \rightarrow+\infty} \frac{1}{N-M} \sum_{n_{1}, n_{2}, n_{3}=M}^{N}\left\langle u_{n_{1}, n_{2}, n_{3}}, u_{\left.n_{1}+k_{1}, n_{2}+k_{2}, n_{3}+k_{3}\right\rangle}\right|\right.
$$

for $K \rightarrow+\infty$, is equal to 0 , then

$$
\lim _{N-M \rightarrow+\infty}\left\|\frac{1}{N-M} \sum_{n_{1}, n_{2}, n_{3}=M}^{N} u_{n_{1}, n_{2}, n_{3}}\right\|=0
$$

## Appendix B

## Proofs

In this Appendix we give proofs of or, mainly, references for the results mentioned in Chapter 1 .

## B. 1 Section 1.1

Proof of Proposition 1.1.2. A topological space is called topologically complete if it is completely metrizable. The Cartesian product of a countable family of topologically complete topological spaces, endowed with the product topology, is topologically complete [5, Theorem 2.5(4) in Ch. XIV]. Also, the product of countably many separable Hausdorff topological spaces, endowed with the product topology again, is, obviously, separable [5. Theorem 7.2(3) in Ch. VIII]. Another reference for this fact is [15, Proposition 3.3 (iii)].

Proof of Proposition 1.1.4. References for this fact are, for example, [2, Theorem 1.1], [15, Theorem 17.10], [22, Theorem 1.2, Chapter II].

Proof of Theorem 1.1.5. This is the Isomorphism Theorem for standard Borel spaces 15 , Theorem 15.6] or [22, Theorem 2.12, Chapter I].

Proof of Theorem 1.1.7. (i) That $\mathcal{X}$ is countably generated is obvious: the open balls with centers in a countable dense subset of $X$ and rational radii obviously generate $\mathcal{X}$. To show the other assertion, first note that, in case $X$ uncountable, it is enough to only consider the standard Borel space $([0,1], \mathcal{B}([0,1]))$, by Theorem 1.1.5. For if $\left\{f_{n}: n \in \mathbb{N}\right\}$ is a countable family of bounded Borel measurable functions on $[0,1]$
which is dense in any $L^{p}([0,1], \mathcal{B}([0,1]), \mu), p \in[1,+\infty)$, for any Borel probability measure $\mu$ on $([0,1], \mathcal{B}([0,1]))$, and if $f: X \rightarrow[0,1]$ is the Borel isomorphism of Theorem 1.1.5, then $\left\{f_{n} \circ f: n \in \mathbb{N}\right\}$ is a countable family of bounded Borel functions on $X$ which is dense in any $L^{p}(X, \mathcal{X}, \mu)$, for any $p \in[1,+\infty)$ and any Borel probability measure $\mu$ on $(X, \mathcal{X})$. Now in the case of the interval $[0,1]$, the continuous functions are dense in $L^{p}([0,1], \mathcal{B}([0,1]), \mu)$ for any $p \in[1,+\infty)$, for any finite Borel measure $\mu$ [8, Proposition 7.9], and on the other hand, $C([0,1])$ is separable because $[0,1]$ is a compact metric space [3, Theorem 6.6, Chapter V]. It follows that any countable dense subset $\left\{f_{n}: n \in \mathbb{N}\right\}$ of $C([0,1])$ is dense in $L^{p}([0,1], \mathcal{B}([0,1]), \mu)$ for any $p \in[1,+\infty)$, for any finite Borel measure $\mu$. Finally, if $X$ is countable, (finite) linear combinations of the characteristic functions of the singletons with coefficients in a countable dense subset of $\mathbb{C}$, say with coefficients in $\mathbb{Q}+i \mathbb{Q}$, form a countable set of bounded Borel functions on $X$ which is dense in any $L^{p}([0,1], \mathcal{B}([0,1]), \mu), p \in[1,+\infty)$, for any finite Borel measure $\mu$ on $X$.

Alternatively one may argue directly as follows, without appealing to the Isomorphism Theorem 1.1.5. If $X$ is a Polish space, it may be embedded as a dense Borel subset of a compact metrizable space. In fact $X$ is homeomorphic to a $G_{\delta}$ subset of the Hilbert cube $[0,1]^{\mathbb{N}}$ with the product topology [15, Theorem 4.14]. If $h: X \rightarrow[0,1]^{\mathbb{N}}$ is the homeomorphism of $X$ onto its image in $[0,1]^{\mathbb{N}}$ and $d(x, y):=\rho(h(x), h(y)), x, y \in X$, where $\rho$ is the metric on the Hilbert cube $[0,1]^{\mathbb{N}}$, then the completion $(\hat{X}, \hat{d})$ of the metric space $(X, d)$ is a compact metric space. Indeed $(\hat{X}, \hat{d})$ is complete and totally bounded, because for every $\varepsilon>0$, on can choose $\delta \in(0, \varepsilon)$, and cover the closure $\overline{h(X)}$ of the image $h(X)$ of $X$ in $[0,1]^{\mathbb{N}}$ with a finite number of open $\delta$-balls with centers $h\left(x_{1}\right), \ldots, h\left(x_{n}\right)$ in $h(X)$, by compactness of $\overline{h(X)}$; then the open balls with centers $x_{1}, \ldots, x_{n}$ and radii $\varepsilon$ cover $\hat{X}$. It follows that $C(\hat{X})$ is separable and has therefore a countable dense subset $\left\{\hat{f}_{n}: n \in \mathbb{N}\right\}$ [3, Theorem 6.6, Chapter V]. Then, the restrictions $f_{n}:=\left.\hat{f}_{n}\right|_{X}$ of the $\hat{f}_{n}$ to $X, n \in \mathbb{N}$, form a countable set of bounded Borel functions on $X$ which is dense in $L^{p}(X, \mathcal{X}, \mu)$ for any $p \in[1,+\infty)$, for any finite Borel measure $\mu$ on $X$. Indeed, if $\mu$ is a Borel probability measure in $X$, then $\hat{\mu}(B):=\mu(B \cap X)$, for $B$ a Borel subset of $\hat{X}$, defines a Borel measure on $\hat{X}$, because $X$ is $G_{\delta}$ and hence Borel in $\hat{X}$, so $B \cap X$ is a Borel subset of $X$ whenever $B$ is a Borel subset of $\hat{X}$. For any $p \in[1,+\infty), C(\hat{X})$ is dense in $L^{p}(\hat{X}, \hat{\mathcal{X}}, \hat{\mu})$ [8, Proposition 7.9], where $\hat{\mathcal{X}}$ is the Borel $\sigma$-algebra of $(\hat{X}, \hat{d})$, and it follows that already $\left\{\hat{f}_{n}: n \in \mathbb{N}\right\}$ is dense in $L^{p}(\hat{X}, \hat{\mathcal{X}}, \hat{\mu})$. Then, if $g \in L^{p}(X, \mathcal{X}, \mu)$, for
some $p \in[1,+\infty)$, extend $g$ to a function $\hat{g}$ on $\hat{X}$, say by setting $\hat{g}(x)=0$ for $x \in \hat{X} \backslash X$; then $\hat{g}$ is Borel-measurable, $\int|\hat{g}|^{p} \mathrm{~d} \hat{\mu}=\int|g|^{p} \mathrm{~d} \mu<+\infty$ and hence $\hat{g} \in L^{p}(\hat{X}, \hat{\mathcal{X}}, \hat{\mu})$. For any $\varepsilon>0$ there exists then an $n \in \mathbb{N}$ such that $\left(\int\left|\hat{g}-\hat{f}_{n}\right|^{p} \mathrm{~d} \hat{\mu}\right)^{1 / p}<\varepsilon$, and because $\hat{\mu}(\hat{X} \backslash X)=0$, one has that $\varepsilon>\left(\int\left|\hat{g}-\hat{f}_{n}\right|^{p} \mathrm{~d} \hat{\mu}\right)^{1 / p}=\left(\int\left|g-f_{n}\right|^{p} \mathrm{~d} \mu\right)^{1 / p}$. This shows that $\left\{f_{n}: n \in \mathbb{N}\right\}$ is dense in $L^{p}(X, \mathcal{X}, \mu)$.
(ii) When $X$ is a Polish space, the space of Borel probability measures $\mathrm{M}(X, \mathcal{X})$ on $X$, where $\mathcal{X}$ is the Borel $\sigma$-algebra of $X$, is completely metrizable and separable, i.e., Polish [15, Theorem 17.23]. Therefore, with $\mathcal{M}$ the Borel $\sigma$-algebra of $\mathrm{M}(X, \mathcal{X}),(\mathrm{M}(X, \mathcal{X}), \mathcal{M})$ is a standard Borel space. Furthermore, $\mathcal{M}$ is in fact generated by the maps $\mu \mapsto \int f \mathrm{~d} \mu$ as $f$ varies over bounded real Borel functions on $X$ [15, Theorem 17.24], which by definition means that $\mathcal{M}$ is the smallest $\sigma$-algebra with respect to which all these maps are measurable.

Proof of Lemma 1.1.8. For this fact see [1, Chapter 1] or 19, CHAPTER II, Section 2.2 : The class of locally compact groups]

## B. 2 Section 1.2

Proof of Proposition 1.2.4. References for these facts are, for example, [6, Theorem 2.14] or [25, Theorem 1.5].

Proof of Theorem 1.2.5. References for these facts are, [6, Theorem 2.14] again or [25, Theorem 1.6 and Remark (1) following it].

Proof of Theorem 1.2.6, A reference for this facts is [25, Corollary 1.14.1]. See also [6, Theorem 2.21 and Corollary 2.22].

Proof of Theorem 1.2.7, [6, Theorem 2.30] again or [25, Theorem 1.14].

## B. 3 Section 1.3

Proof of Proposition 1.3.5, Reference [25, Theorem 3.1].
Proof of Corollary 1.3.6. When $(X, \mathcal{X})$ is a standard Borel space, $L^{2}(X, \mathcal{X}, \mu)$ is separable, by Theorem 1.1.7. Hence any orthogonal set is countable, and by Proposition 1.3.5, there can only be countably many distinct eigenvalues.

Proof of Theorem 1.3.7, Reference [25, Theorem 3.1]; see also [6, Lemma 6.9].

## B. 4 Section 1.4

Proof of Proposition 1.4.4. Let $E:=\{x \in X: \pi \circ T(x)=S \circ \pi(x)\}$. Let $A \in \mathcal{A}$. Then $A=\pi^{-1}(B)$ for some $B \in \mathcal{Y}$. Since $(Y, \mathcal{Y}, \nu, S)$ is invertible, there exists $B^{\prime} \in \mathcal{Y}$ such that $B=S^{-1}\left(B^{\prime}\right)$. Let $A^{\prime}:=\pi^{-1}\left(B^{\prime}\right)$. Then $T^{-1}\left(A^{\prime}\right) \Delta A \subseteq E^{\text {c }}$, because when $x \in E$, then

$$
x \in T^{-1}\left(A^{\prime}\right) \Leftrightarrow T(x) \in A^{\prime} \Leftrightarrow \pi \circ T(x) \in B^{\prime} \Leftrightarrow S \circ \pi(x) \in B^{\prime} \Leftrightarrow \pi(x) \in B \Leftrightarrow x \in A .
$$

Hence $\mu\left(T^{-1}\left(A^{\prime}\right) \Delta A\right)=0$. Conversely, given $T^{-1}(A) \in T^{-1} \mathcal{A}$, i.e., given $A \in \mathcal{A}$, there exists $B \in \mathcal{Y}$ such that $\pi^{-1}(B)=A$; since $S$ is measurable, $S^{-1}(B) \in \mathcal{Y}$, whence $A^{\prime}:=\pi^{-1}\left(S^{-1}(B)\right) \in \mathcal{A}$, and again $A^{\prime} \triangle T^{-1}(A) \subseteq E^{c}$.

Proof of Theorem 1.4.5. A reference for this is [6, Theorem 6.5]. The setting there is slightly different than ours in that a Borel probability space in that reference is defined to be a dense Borel subset of a compact metric space $\bar{X}$ endowed with the restriction of the Borel $\sigma$-algebra $\mathcal{B}(\bar{X})$ to $X$ and a probability measure defined on this restriction. As explained in the proof of Theorem 1.1.7, when $X$ is a Polish space, it may be embedded as a dense $G_{\delta}$ and hence Borel subset of a compact metrizable space. Thus a Polish space endowed with its Borel $\sigma$ algebra and a Borel probability measure is a Borel probability space in the sense of [6]. Finally, if $X$ is merely Borel isomorphic to a Polish space $X^{\prime}$ and $h: X \rightarrow X^{\prime}$ is a Borel isomorphism, i.e., $h$ is invertible and both $h$ and $h^{-1}$ are measurable with respect to the Borel $\sigma$-algebras on $X$ and $X^{\prime}$, and if $\mathcal{A}$ is a sub- $\sigma$-algebra of the Borel $\sigma$-algebra $\mathcal{X}$ of $X$ satisfying $\mathcal{A}=T^{-1} \mathcal{A} \bmod \mu$, then $h \mathcal{A}$ is a sub- $\sigma$-algebra of the Borel $\sigma$-algebra $\mathcal{X}^{\prime}$ of $X^{\prime}$ satisfying $\left(T^{\prime}\right)^{-1} h \mathcal{A}=h \mathcal{A} \bmod \mu^{\prime}$, where $T^{\prime}:=h \circ T \circ h^{-1}$ and $\mu^{\prime}:=h_{*} \mu$. Note that $h \mathcal{X}=\mathcal{X}^{\prime}$. If $(Y, \mathcal{Y}, \nu, S)$ is a factor of $\left(X^{\prime}, \mathcal{X}^{\prime}, \mu^{\prime}, T^{\prime}\right)$ with $(Y, \mathcal{Y})$ standard Borel and $\mathcal{A}=\pi^{-1}(\mathcal{Y})$, where $\pi: X^{\prime} \rightarrow Y$ is a factor map, then $(Y, \mathcal{Y}, \nu, S)$ is also a factor of the original system $(X, \mathcal{X}, \mu, T)$ with factor map $\pi \circ h$ and satisfies $(\pi \circ h)^{-1}(\mathcal{Y})=\mathcal{A}$.

## B. 5 Section 1.5

Proof of Proposition 1.5.1. These are standard results in Probability theory, see, e.g., Section 34 of [2]. Alternatively, see [6, Theorem 5.1] for the Proposition as stated
here.

## Proof of Remarks 1.5.2,

- Reference [6, Theorem 5.1]
- Reference [6, page 125]
- Note that $\mathbb{E}(f \mid \mathcal{A}) \circ T$ is $T^{-1}(\mathcal{A})$-measurable because $\mathbb{E}(f \mid \mathcal{A})$ is $\mathcal{A}$-measurable. Let $A \in \mathcal{A}$

$$
\begin{aligned}
\int_{T^{-1}(A)} \mathbb{E}\left(f \circ T \mid T^{-1} \mathcal{A}\right) \mathrm{d} \mu & =\int_{T^{-1}(A)} f \circ T \mathrm{~d} \mu \\
& =\int_{A} f \mathrm{~d} \mu=\int_{A} \mathbb{E}(f \mid \mathcal{A}) \mathrm{d} \mu=\int_{T^{-1}(A)} \mathbb{E}(f \mid \mathcal{A}) \circ T \mathrm{~d} \mu
\end{aligned}
$$

Proof of Theorem 1.5.5. Reference [6, Lemma 5.25]. This is standard again, see e.g., [4, Theorem 4.2.8].

Alternatively, the statement is proven when $X, Y$ and $Z$ are dense Borel subsets of some compact spaces $\tilde{X}, \tilde{Y}$ and $\tilde{Z}$ respectively. In particular we have the result when $X, Y$ and $Z$ are compact spaces. Via Theorem 1.1 .5 we obtain the same result when $X, Y$ and $Z$ are Polish spaces.

Proof of Remark 1.5.6. When $(Y, \mathcal{Y}, \nu, S)$ is invertible, $S^{-1} \mathcal{Y} \subseteq \mathcal{Y}$, because $S$ is measurable, and also $S \mathcal{Y} \subseteq \mathcal{Y}$, because $S^{-1}$ is measurable, whence $\mathcal{Y} \subseteq S^{-1} \mathcal{Y}$, because $A=S^{-1}(S(A)) \in S^{-1}(S \mathcal{Y}) \subseteq S^{-1} \mathcal{Y}$ for all $A \in \mathcal{Y}$. It follows that $S^{-1} \mathcal{Y}=\mathcal{Y}$, and then that

$$
T^{-1}\left(\pi^{-1} \mathcal{Y}\right)=(\pi \circ T)^{-1} \mathcal{Y}=(S \circ \pi)^{-1} \mathcal{Y}=\pi^{-1}\left(S^{-1} \mathcal{Y}\right)=\pi^{-1} \mathcal{Y}
$$

Let $f \in L^{1}(X, \mathcal{X}, \mu)$. One then has that, for $\mu$-almost all $x \in X$,

$$
\begin{aligned}
& \mathbb{E}(f \circ T \mid Y)(\pi(x))=\mathbb{E}\left(f \circ T \mid \pi^{-1} \mathcal{Y}\right)(x)=\mathbb{E}\left(f \circ T \mid T^{-1}\left(\pi^{-1} \mathcal{Y}\right)\right)(x) \\
& \quad=\mathbb{E}\left(f \mid \pi^{-1} \mathcal{Y}\right)(T(x))=\mathbb{E}(f \mid Y)(\pi(T(x)))=\mathbb{E}(f \mid Y)(S(\pi(x)))=\mathbb{E}(f \mid Y) \circ S(\pi(x))
\end{aligned}
$$

Let $A:=\{y \in Y: \mathbb{E}(f \circ T \mid Y)(y) \neq \mathbb{E}(f \mid Y) \circ S(y)\}$. Then

$$
\nu(A)=\mu\left(\pi^{-1}(A)\right)=\mu(\{x \in X: \mathbb{E}(f \circ T \mid Y)(\pi(x)) \neq \mathbb{E}(f \mid Y) \circ S(\pi(x))\})=0
$$

## B. 6 Section 1.6

Proof of Theorem 1.6.1. Reference [6, Theorem 5.14]. The statement is proven when $X$ is a dense Borel subset of some compact spaces $\tilde{X}$. In particular we have the result when $X$ is a compact space. Via Theorem 1.1 .5 we obtain the same result when $X$ is Polish space.
Another reference [14, Part 1, Chapter 2, Section 2:Probability Spaces, Subsection 2.5: Disintegration of a measure, page 19]

Proof of Theorem 1.6.3. Reference [6, Theorem 5.19]

Proof of Proposition 1.6.5. Reference [14, Part 1, Chapter 2, Section 2:Probability Spaces, Subsection 2.5:Disintegration of a measure, page 19]

Proof of Remark 1.6.6. Reference [14, Part 1, Chapter 3, Section 2:Ergodic Theory, Subsection 2.8:Disintegration of a measure, page 34]

## B. 7 Section 1.7

Proof of Theorem 1.7.1. Reference [6, Theorem 6.2]. The statement is proven when $X$ is a dense Borel subset of some compact spaces $\tilde{X}$. In particular we have the result when $X$ is a compact space. Via Theorem 1.1 .5 we obtain the same result when $X$ is Polish space.

## B. 8 Section 1.8

References for this Section are, for example, [6], [11] and [14]

## B. 9 Section 1.9

Proof for Theorem 1.9.1. A reference for this facts is 14, Part 1, Chapter 4, Section 1:Topological and measurable rotations, Subsection 1.2:Measurable rotations, Proposition 5, page 47]. See also [6, Theorem 4.14]

Proof for Proposition 1.9.2. Reference [14, Part 1, Chapter 4, Section 1:Topological and measurable rotations, Subsection 1.2:Joinings and factors of rotations, Proposition 7, page 49]

Proof for Corollary 1.9.3. Reference [14, Part 1, Chapter 4, Section 1:Topological and measurable rotations, Subsection 1.2:Joinings and factors of rotations, Corollary 8, page 49]

Prooffor Corollary 1.9.4. Reference [14, Part 1, Chapter 4, Section 1:Topological and measurable rotations, Subsection 1.2:Joinings and factors of rotations, Corollary 9, page 49]

## B. 10 Section 1.10

Proof for Lemma 1.10.5, $d$ is clearly a metric. By Theorem 1.1 .5 there exists a Borel isomorphism $\phi:(Y, \mathcal{Y}) \rightarrow([0,1], \mathcal{B}([0,1]))$. Define the Borel probability measure on $([0,1], \mathcal{B}([0,1])), \lambda:=\phi_{*} \nu$. We have that $\phi:(Y, \mathcal{Y}, \nu) \rightarrow([0,1], \mathcal{B}([0,1]), \lambda)$ is an isomorphism between these two Lebesgue probability spaces. This isomorphism induces a isometric isomorphism between $\operatorname{Coc}\left(Y, \mathbb{T}^{\ell}\right)$ and $\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right)$. In particular by defining $\Phi:\left(\operatorname{Coc}\left(Y, \mathbb{T}^{\ell}\right), d_{\operatorname{Coc}\left(Y, \mathbb{T}^{\ell}\right)}\right) \rightarrow\left(\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right), d_{\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right)}\right)$, where $\Phi(\rho)=\rho \circ \phi^{-1}$ one can easily check that is $\Phi$ is indeed an isometric isomorphism. Hence it sufficient to show that $\left(\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right), d_{\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right)}\right)$ is a Polish space.

Firstly, by Lemma A. $\left.1\left(C([0,1]), \mathbb{T}^{\ell}\right), d_{\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right)}\right)$ is a dense subset of $\left(\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right)\right.$. Furthermore $\left.\left(C([0,1]), \mathbb{T}^{\ell}\right), d_{\text {sup }}\right)$ where $d_{\text {sup }}$ is the metric on $C\left([0,1]\right.$ induced by $\|\cdot\|_{\infty}$, is separable and $\forall \rho, \rho^{\prime} \in C([0,1]), d_{\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right)}\left(\rho, \rho^{\prime}\right) \leq d_{\text {sup }}\left(\rho, \rho^{\prime}\right)$. It follows that $\left(C([0,1]), d_{\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right)}\right)$ is separable. Hence $\left(\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right), d_{\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right)}\right)$ is separable.

Now let $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ be a $d_{\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right)}$-Cauchy sequence in $\left(\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right), d_{\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right)}\right)$. This means that for every $\epsilon>0$ there exists a $n_{0}=n_{0}(\epsilon)$ such that $\forall n, m \geq n_{0}$, $d_{C o c\left([0,1], \mathbb{T}^{n}\right)}\left(\rho_{n}, \rho_{m}\right)<\epsilon \Longleftrightarrow \int_{[0,1]} d_{\mathbb{T}^{\ell}}\left(\rho_{n}(x), \rho_{m}(x)\right) \mathrm{d} \lambda(x)<\epsilon \Longrightarrow \mathbf{d}_{\mathbb{T}^{\ell}}\left(\rho_{n}(x), \rho_{m}(x)\right)$ for $\lambda$-almost every $x \in[0,1]$. In particular there exists a $X^{\prime} \in \mathcal{B}([0,1])$ such that $\lambda\left(X^{\prime}\right)=1$ and for every $x \in X^{\prime}$ and every $\epsilon>0$ there exists a $n_{0}=n_{0}(\epsilon)$ such that $\forall n, m \geq n_{0}$, $d_{\mathbb{T}^{\ell}}\left(\rho_{n}(x), \rho_{m}(x)\right)<\epsilon$. This means that $\forall x \in[0,1]$ the sequence $\left(\rho_{n}(x)\right)$ is $d_{\mathbb{T}^{\ell} \text {-Cauchy }}$ in $\mathbb{T}^{\ell}$. Therefore there exists an element $t=t(x) \in \mathbb{T}^{\ell}$. such that $\rho_{n}(x) \xrightarrow{d_{\mathbb{T}}} t(x)$. Define ( $\lambda$-a.e.) $\rho:[0,1] \rightarrow \mathbb{T}^{\ell}$ by $\rho(x)=t(x)$. Then $\rho$ is measurable, since is it is ( $\lambda$-a.e.) the pointwise limit of $\rho_{n}$. In particular $\rho \in \operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right)$. We are left with showing that $\rho$ is the $d_{\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right)}$-limit of $\rho_{n}$. Let $\epsilon>0$ and $x X^{\prime}$. Then,
(B.1) there exists a $n_{0}=n_{0}(\epsilon) \in \mathbb{N}$ such that, $\forall n, m \geq n_{0}, d_{\mathbb{T}^{\ell}}\left(\rho_{n}(x), \rho_{m}(x)\right)<\epsilon / 4$.
(B.2) there exists a $n_{1}=n_{1}(\epsilon, x) \in \mathbb{N}$ such that, $\forall n \geq n_{1}, d_{\mathbb{T}^{\ell}}\left(\rho_{n}(x), \rho(x)\right)<\epsilon / 4$.

Let $N=\max \left\{n_{0}, n_{1}\right\}$ and $m \geq N$. Then $\forall n \geq(\epsilon)$ we have that,

$$
d_{\mathbb{T}^{\ell}}\left(\rho_{n}(x), \rho(x)\right) \leq d_{\mathbb{T}^{\ell}}\left(\rho_{n}(x), \rho_{m}(x)\right)+d_{\mathbb{T}^{\ell}}\left(\rho_{m}(x), \rho(x)\right) \stackrel{\frac{(B .1)}{\frac{(B .2)}{<}} \epsilon / 4+\epsilon / 4=\epsilon / 2 .}{ }
$$

. It follows that for all $n \geq n_{0}(\epsilon)$,
$d_{C o c\left([0,1], \mathbb{T}^{\ell}\right)}\left(\rho_{n}, \rho\right)=\int_{[0,1]} d_{\mathbb{T}^{\ell}}\left(\rho_{n}(x), \rho(x)\right) \mathrm{d} \lambda(x)=\int_{X^{\prime}} d_{\mathbb{T}^{\ell}}\left(\rho_{n}(x), \rho(x)\right) \mathrm{d} \lambda(x) \leq \epsilon / 2<\epsilon$
In other words $\rho$ is the $d_{\operatorname{Coc}\left([0,1], \mathbb{T}^{\ell}\right)}$-limit of $\rho_{n}$.
For the second part of this Lemma see [14, Part 1, Chapter 5, Section 3:Cocycles and coboundaries, Subsection 3.3:Measurability properties, Lemma 10, page 65]

Proof for Proposition 1.10.12. Reference [10. They show that if $X=Y \times G$ is an ergodic extension of $Y$ and $W$ is an intermediate extension of $Y$, then $X$ is an extension of $W$ by a closed subgroup $H$ of $G$. From the proof, it follows that $W$ is an isometric extension of $Y$, and it is of the form $W=Y \times G / H$. The same result holds more generally when $X$ is an isometric extension of $Y$.

Proof of Theorem 1.10.13. Reference [11, Theorem 9.21]
Proof of Lemma 1.10.15. Reference of this fact is 14, Part 1, Chapter 5, Section 2:Extensions by a compact abelian group, Subsection 2.2:Uniqueness of the measure, Lemma 4, page 61]

Proof of Lemma 1.10.16. Reference [14, Part 1, Chapter 5, Section 3:Cocycles and coboundaries, Subsection 3.4:Cocycles on a Cartesian square, Lemma 13, page 67]

## B. 11 Section 1.11

Proof of Proposition 1.11.5. Reference [16, Theorem 20.10]
Proof of Theorem 1.11.10. Reference 18
Proof of Proposition 1.11.12, Reference [20]
Proof of Proposition 1.11.13. Reference [20]
Proof of Proposition 1.11.14. Reference of this fact are [20] or [17]

## B. 12 Section 1.12

References for this Section are, for example 11] and [14.
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[^0]:    ${ }^{1}$ Let $(X, \mathcal{B}(X))$ and $(Y, \mathcal{B}(Y))$ two topological spaces endowed with their respective Borel $\sigma$-algebra. A

[^1]:    function $\phi: X \rightarrow Y$ that is invertible and both $\phi, \phi^{-1}$ are measurable is called a Borel isomorphism

[^2]:    ${ }^{2}$ We are forced to work with $\mathscr{L}^{1}$ since $\mu_{x}^{\mathcal{A}}$ may be singular to $\mu$.

