
Department of Mathematics

Master’s Thesis

Spyridon Lentas

Harmonic Functions on Manifolds

Advisory Comittee:

I. Androulidakis

D. Lappas

Advisor:

A. Melas

Athens, July 2019





Τμήμα Μαθηματικών

Διπλωματική Εργασία

Σπυρίδων Λέντας

Αρμονικές Συναρτήσεις σε

Πολλαπλότητες

Επιτροπή Παρακολούθησης:

Ι. Ανδρουλιδάκης

Δ. Λάππας

Επιβλέπων:

Α. Μελάς

Αθήνα, Ιούλιος 2019





Abstract

In this Master thesis we deal with harmonic functions on complete Riemannian manifolds, having

as a final goal a proof of Yau’s conjecture (and eventually theorem of Colding and Minicozzi) which

states that the space of harmonic functions of polynomial growth of fixed degree d, Hd(M), on a

complete Riemannian manifold with non-negative Ricci curvature, M , is finite dimensional.

In the first chapter we give the definitions for the covariant derivatives of a function, and

subsequently the Hessian and Laplacian. We also give a formula for 4
(
|∇f |2

)
, where f ∈ C∞(M).

In the second chapter, we first give a proof for the Laplacian comparison theorem, which bounds

the Laplacian of the distance function on a complete Riemannian manifold of dimension n where

the Ricci curvature satisfies Ric ≥ −(n − 1)k, where k ≥ 0, by the Laplacian of the distance

function on a space form with constant curvature −k. Then, we prove a gradient estimate for

positive harmonic functions on such manifolds. From that result, we derive as corollaries a Liouville

property, a Harnack type inequality and the finite dimensionality of the space of harmonic functions

with sublinear growth of fixed degree.

In chapter 3, we give proofs of a lemma of Yau, which estimates integrals of the form

∫
B

fα−2|∇f |,
and of the Poincaré inequality. Using these results, we give a proof for a mean value inequality.

In chapter 4, we give a proof of the theorem of Colding and Minicozzi using the ideas of Li.

We also give a proof for the finite dimensionality of Hd(M) in a more ”relaxed” setting, where we

assume a weaker mean value inequality. Then, we state two results about massive sets, where the

ideas of Li find application.

Finally, in chapter 5, we state some later developments and conjectures on the subject of the

dimension of Hd(M).





Περίληψη

Στην παρούσα διπλωματική, ασχολούμαστε με αρμονικές συναρτήσεις σε πλήρεις πολλαπλότητες

Riemann, έχοντας ως τελικό στόχο την παρουσίαση μιας απόδειξης της εικασίας του Yau (και εν

τέλει θέωρημα των Colding-Minicozzi) σύμφωνα με την οποία, ο χώρος των αρμονικών συναρτήσεων

πολυωνυμικής ανάπτυξης σε μια πλήρη πολλαπλότητα με μη αρνητική Ricci καμπυλότητα, είναι

πεπερασμένης διάστασης.

Στην πρώτη ενότητα, δίνουμε ορισμούς για τις συναλλοίωτες παραγώγους μιας συνάρτησης, την

Εσσιανή και την Λαπλασιανή. Επίσης αποδεικνύουμε έναν τύπο για την ποσότητα 4
(
|∇f |2

)
, όπου

f ∈ C∞

Στην δεύτερη ενότητα, δίνουμε μια απόδειξη για το θεώρημα σύγκρισης της Λαπλασιανής, σύμφωνα

με το οποίο, η Λαπλασιανή της συνάρτησης απόστασης σε μια πλήρη πολλαπλότητα M , της οποίας η

Ricci καμπυλότητα ικανοποιεί τη συνθήκη Ric ≥ −(n− 1)k, k ≥ 0, φράσεται απ΄ την Λαπλασιανή

της συνάρτησης απόστασης σε μία πολλαπλότητα σταθερής καμπυλότητας −k. Στη συνέχεια,

αποδεικνύουμε μια εκτίμηση για την κλίση μιας θετικής αρμονικής συνάρτησης σε μια πολλαπλότητα

όπως παραπάνω. Από αυτό το αποτέλεσμα, παίρνουμε ως πορίσματα την ιδιότητα Liouville, μια

ανισότητα τύπου Harnack και το πεπερασμένο της διάστασης του χώρου των αρμονικών συναρτήσεων

υπογραμμικής ανάπτυξης.

Στην τρίτη ενότητα, δίνουμε αποδείξεις για ένα λήμμα του Yau, το οποίο εκτιμάει ολοκληρώματα

της μορφής

∫
B

fα−2|∇f |, και της ανισότητας Poincaré. Χρησιμοποιώντας αυτά τα αποτελέσματα,

αποδεικνύουμε μια ανισότητα μέσης τιμής.

Στην τέταρτη ενότητα, δίνουμε μια απόδειξη του Li για το θεώρημα των Colding-Minicozzi,

ενώ στη συνέχεια αναφέρουμε δύο αποτελέσματα για massive sets, όπου οι ιδέες του Li βρίσκουν

επίσης εφαρμογή.

Τέλος, στην πέμπτη ενότητα, αναφέρουμε περαίτερω αποτελέσματα σχετικά με την διάσταση του

χώρου των αρμονικών συναρτήσεων πολυωνυμικής ανάπτυξης σε πλήρεις πολλαπλότητες με μη αρνη-

τική Ricci καμπυλότητα.
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Introduction

With the Riemannian structure on a manifold, we get the associated Levi-Civita connection and as

a result, we can consider covariant derivatives. Therefore we can consider the Laplace operator and

subsequently, harmonic functions. For certain types of manifolds there existed several well known

results on the theory of harmonic functions. For example, on the unit disk there is the Herglotz

theory (1911). On bounded domains of Rn we have the Martin representation of harmonic functions

(1941) and on bounded symmetric domains there is the theory of Hua and Fürstenberg(1963).

However, for general complete Riemannian manifolds, the first serious contributions on the theory

of harmonic functions were made by the work of Yau. On such manifolds, Yau proved that for

1 < p < +∞, there are no harmonic functions in Lp. For p = +∞ however, extra assumptions

on the curvature must be made. Therefore, Yau, in 1975 ([20]), proved that complete Riemannian

manifolds with non-negative Ricci curvature have a Liouville property, i.e. there are no non-

constant harmonic functions. Later, he along with Cheng ([2]) localized his argument and proved a

gradient estimate for harmonic functions. As corollaries, they derived the Liouville property again,

a Harnack-type inequality and also the finite dimensionality of the space of harmonic functions

of sublinear growth on a complete Riemannian manifold with non-negative Ricci curvature (in

the same paper, Cheng also proved a similar result for harmonic maps into a Cartan-Hadamard

manifold, i.e. a complete, simply connected Riemannian manifold with non-positive sectional

curvature). Yau then conjectured, that the space of harmonic functions of polynomial growth of a

fixed degree on such a manifold is finite dimensional. Note that in the case of Rn, the dimension

is explicitly calculated (see Chapter 5).

It was not until 1996, that Yau’s conjecture was first proved. Specifically, Colding and Minicozzi

proved Yau’s conjecture, in the case the manifold has non-negative Ricci curvature and Euclidean

volume growth ([4]). Later, they proved Yau’s conjecture in the form of theorem 4.1.2 ([5]),

where they also provided a sharp estimate on the dimension of the space of harmonic functions

of polynomial growth. In that case, a vital role play Bishop’s volume comparison theorem and

the mean value inequality (theorem 3.0.3). In 1997, Li gave a proof that applied to a larger class

of manifolds and that also applied to sections of vector bundles (see the beginning of chapter
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4). Specifically, he assumed a volume comparison condition (definition 4.0.2) and a mean value

inequality (definition 4.0.3). Note, that in the case of non-negative Ricci curvature these are

satisfied (Bishop’s volume comparison theorem and theorem 3.0.3). Later, Li and Wang observed

that if we are not interested in getting a sharp estimate on the dimension, but only in proving

the finite dimensionality of the space of harmonic functions of polynomial growth, we can relax

the above conditions, by assuming the volume to have polynomial growth and a weak mean value

inequality (see chapter 4).

It is worth mentioning that similar results to the ones we present here for harmonic functions,

such as the gradient estimate and the Harnack inequality, hold for positive solutions of the heat

equation, i.e.
(
4− ∂

∂t

)
f(x, t) = 0. ( see [16])
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Chapter 1

Preliminaries

Throughout this thesis let M be a complete Riemannian manifold of dimension n, (n ≥ 2). We

will denote the metric tensor as g(·, ·) as well as < ·, · >. For a given chart x = (x1, · · ·, xn) and

the associated frame
{

∂
∂x1

, · · · , ∂
∂xn

}
, gij will denote the metric components with respect to this

chart -i.e. gij =
〈
∂
∂xi

, ∂
∂xj

〉
- and gij will denote the entries of the inverse matrix of (gij)i,j . ∇ will

denote the Levvi-Civita connection of M . For an f ∈ C∞(M) we denote gradf with ∇f as well,

where gradf is the unique vector field such that Y (f) =
〈
Y, gradf

〉
.

The curvature R of M is RXY (Z) = ∇Y
(
∇XZ

)
− ∇X

(
∇Y Z

)
− ∇[X,Y ]Z. The curvature ten-

sor is R(X,Y, Z,W ) =
〈
RXY (W ), Z

〉
and with Rijkl we denote its components, i.e. Rijkl =

R( ∂
∂xi

, ∂
∂xj

, ∂
∂xk

, ∂
∂xl

) =
〈
R ∂
∂xi

∂
∂xj

( ∂
∂xl

), ∂
∂xk

〉
The Ricci curvature of M is the unique -up to sign- non-zero contraction of R, and we denote it by

Ric(·, ·). If x = (x1, · · ·, xn) is a normal coordinate chart with associated frame
{

∂
∂x1

, · · · , ∂
∂xn

}
,

then the components of the Ricci curvature are Rij =

n∑
k=1

〈
R ∂
∂xi

∂
∂xk

(
∂

∂xk
),

∂

∂xj

〉
1.1 Connection Forms

Let
(
U, x

)
be a normal coordinate chart of M , so that the frame

{
∂
∂x1

, · · · , ∂
∂xn

}
is orthonormal

at each p ∈ U . We define the 1-forms ωij by

ωij(v) =
〈
∇v

∂

∂xi
,
∂

∂xj

〉

The linearity of ∇ in the lower argument and the linearity of the metric guarantee that these are

indeed 1-forms.

We call them the connection forms of M with respect to
(
U, x

)
.
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Let ωi be the dual basis of
{

∂
∂x1

, · · · , ∂
∂xn

}
. So the ωi’s are 1-forms and ωi(

∂
∂xj

) = δij . Cartan’s

first structural equation says that

dωi =

n∑
j=1

ωij ∧ ωj

Cartan’s second structural equation says that

dωij =

n∑
k=1

ωik ∧ ωkj + Ωij

where Ωij =
∑n
l,k=1Rijklωl ∧ ωk

1.2 Covariant Derivatives

Let f ∈ C∞(M) . Then df =
∑n
i=1 fiωi, where fi = ∂

∂xi
(f) . If we consider η = dfi +

∑n
k=1 fkωki,

then η is a 1-form and since the ωi’s form a basis, we must have η =
∑n
j=1 α

jωj for some functions

αj .

We define the second covariant derivatives of f by

fij := αj .

So we have
n∑
j=1

fijωj = dfi +

n∑
k=1

fkωki

Lemma 1.2.1. fij = fji

Proof. We exterior-differentiate the equation df =
∑n
i=1 fiωi and we have:

0 =
∑
i

[
dfi ∧ ωi + fidωi

]
=
∑
k

dfk ∧ ωk +
∑
i,k

fiωik ∧ ωk (Cartan’s 1st equation)

=
∑
k

[
dfk +

∑
i

fiωik

]
∧ ωk

=
∑
k,i

fkiωi ∧ ωk

⇒ fij = fji

Having had the second covariant derivatives defined, we consider the 1-form

dfij +
∑
k

[
fkjωki + fikωkj

]
and we define, similarly as above, the third covariant derivatives fijk

of f by the equation ∑
k

fijkωk = dfij +
∑
k

[
fkjωki + fikωkj

]

9



Lemma 1.2.2. (Ricci equation)
∑n
i=1

(
fiji − fiij

)
=
∑n
l=1 flRlj

Proof. We begin by exterior-differentiating the equation
∑n
j=1 fijωj = dfi +

∑n
k=1 fkωki , which

gives ∑
j

[
dfij ∧ ωj + fijdωj

]
=
∑
j

[
dfj ∧ ωji + fjdωji

]
Bringing everything to the right hand side, we compute (constantly renaming the indices):

0 = −
∑
j

[
dfij ∧ ωj +

∑
k

fijωjk ∧ ωk
]

+
∑
j

[
dfj ∧ ωji +

∑
k

fjωjk ∧ ωki + fjΩji

]
= −

∑
k

dfik ∧ ωk −
∑
j,k

fijωjk ∧ ωk +
∑
k

dfk ∧ ωki +
∑
j,k

fjωjk ∧ ωki +
∑
j

fjΩji

= −
∑
k

[
dfik +

∑
j

fijωjk

]
∧ ωk +

∑
k

[
dfk +

∑
j

fjωjk

]
∧ ωki +

∑
j

fjΩji

= −
∑
k

[
dfik +

∑
j

fijωjk

]
∧ ωk +

∑
k,j

fkjωj ∧ ωki +
∑
j

fjΩji

= −
∑
k

[
dfik +

∑
j

fijωjk

]
∧ ωk −

∑
k,j

fkjωji ∧ ωk +
∑
j

fjΩji

= −
∑
k

[
dfik +

∑
j

[
fijωjk + fjkωji

]]
∧ ωk +

∑
j

fjΩji

= −
∑
k,j

fikjωj ∧ ωk +
1

2

∑
j,l,k

fjRjiklωl ∧ ωk

= −
∑
k,j

fikjωj ∧ ωk +
1

2

∑
k,j

(∑
l

flRlikj

)
ωj ∧ ωk

From this we get

1

2

∑
l

flRlikj − fikj =
1

2

∑
l

flRlijk − fijk ⇒ fijk − fikj =
1

2

∑
l

fl

(
Rlijk −Rlikj

)
=
∑
l

flRlijk

Setting i = k and summing for 1 ≤ i ≤ n we derive∑
i

(
fiji − fiij

)
=
∑
l

flRlj

1.3 The Hessian

The symmetric 2-tensor defined by Hf := fijωi ⊗ ωj is called the Hessian of f .

It can be equivalently defined by Hf

(
X,Y

)
= X(Y (f))−

(
∇XY

)
(f) [see [8]]
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Now, suppose p ∈ M and x /∈ Cut(p). Let γ : [0, r] → M be a minimal, normal (i.e. |γ′| = 1)

geodesic from p to x. Let ρ be the distance function from p. Recall, that if ∂
∂r is the radial,

outward-pointing vector field (in a normal coordinate chart around p), then [see [17]]:

∇ρ =
∂

∂r

Since γ is normal, γ′ = ∂
∂r = ∇ρ.

Now, suppose X ∈ TxM such that
〈
X, γ′

〉
= 0. Then, since x is not conjugate to p, there is

a Jacobi field, X̃, such that X̃(0) = 0 and X̃(r) = X and [X̃, γ′] = 0. Later, we will need the

following:

Lemma 1.3.1. Hρ(X,X) =

∫ r

0

(
|D
dt

(X̃)|2 −
〈
R(X̃, γ′)(γ′), X̃

〉)
= Ir(X̃, X̃) (the index form).

Proof.

Hρ(X,X) = X̃
(
X̃(ρ)

)
−
(
∇X̃X̃

)
(ρ) = X̃

(〈
X̃,∇ρ

〉)
−
〈
∇X̃X̃,∇ρ

〉
= X̃

(〈
X̃, γ′

〉)
−
〈
∇X̃X̃, γ

′〉 =
〈
X̃,∇X̃γ

′〉
The last equality is true because, since X̃(0) = 0 and X̃(r) = X we have that

〈
X̃, γ′

〉
(0) =〈

X̃, γ′
〉
(r) = 0⇒

〈
X̃, γ′

〉
≡ 0 [see [6]].

Also, because [X̃, γ′] = 0,
〈
X̃,∇X̃γ

′〉 =
〈
X̃,∇γ′X̃

〉
. Therefore we have:

Hρ(X,X) =

∫ r

0

d

dt

〈
X̃,∇γ′X̃

〉
=

∫ r

0

(
|D
dt

(X̃)|2 +
〈
X̃,∇γ′

(
∇γ′X̃

))
But since X̃ is a Jacobi field, ∇γ′

(
∇γ′X̃

)
+R(X̃, γ′)(γ′) = 0 Hence

Hρ(X,X) =

∫ r

0

(
|D
dt

(X̃)|2 −
〈
R(X̃, γ′)(γ′), X̃

〉)

1.4 The Laplacian

For a X ∈ X(M) and each p ∈ M we can define a linear map in TpM by Yp →
(
∇YX

)
p
. Taking

the trace of that map we get the divergence of X, i.e.

divX(p) = tr
{
Yp →

(
∇YX

)
p

}
Then, for a f ∈ C∞(M) we define the Laplacian of f by

4f = div
(
gradf

)
11



Locally, for a given chart x = (x1, . . . , xn) we can define the

Laplace - Beltrami operator by

4 =
∑
i,j

1
√
g

∂

∂xi

(√
ggij

∂

∂xj

)
where g = det

(
(gij)i,j

)
.

Alternatively, we can define the Laplacian as the trace of the Hessian, i.e. 4f =

n∑
i=1

fii.

The above different definitions are easily seen to be equivalent.

Lemma 1.4.1. Let x = (x1, . . . , xn) be a normal coordinate chart at p ∈M and

f ∈ C∞(M). Then at p,

4
(
|gradf |2

)
= 2

∑
i,j

f2ij + 2Ric(gradf, gradf) + 2
∑
i

fi(4f)i

Proof. Since x is a normal coordinate chart, we have that gradf =
∑
i fi

∂
∂xi

and |gradf |2 =
∑
i

f2i .

So

4
(
|gradf |2

)
= 4

(∑
i

f2i
)

=
∑
j

(∑
i

f2i

)
jj

=
∑
j

(∑
i

2fifij

)
j

=
∑
j

(∑
i

2fifji

)
j

(
fij = fji

)
= 2

∑
i,j

f2ij + 2
∑
i

fi
(∑

j

fjij
)

= 2
∑
i,j

f2ij + 2
∑
i

fi
[∑

j

(
fjRij − fjji

)]
(Ricci equation)

= 2
∑
i,j

f2ij + 2
∑
i,j

fifjRij + 2
∑
i

fi
(∑

j

fjj
)
i

= 2
∑
i,j

f2ij + 2Ric(gradf, gradf) + 2
∑
i

(
4f
)
i
fi

Definition 1.4.1. A function f ∈ C∞(M) is called harmonic at p ∈ M if 4f(p) = 0. f is called

harmonic if 4f = 0 everywhere. f is called subharmonic if 4f ≥ 0.

12



1.5 Bishop’s Volume Comparison Theorem

We state a standard result from Riemannian geometry, that we will use later.

Theorem 1.5.1. (Bishop) Suppose Rij ≥ (n− 1)k, where k is a constant. Let p ∈M . We denote

the volume of a geodesic ball of radius r around p, by Vp(r), and the volume of a geodesic ball of

radius r of a space form with constant curvature k, by V̄ (r). Then, for any 0 < r1 ≤ r2 < +∞,

we have that
Vp(r2)

Vp(r1)
≤ V̄ (r2)

V̄ (r1)

For a proof, see [12].
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Chapter 2

Gradient estimate

In this chapter we will compute a bound for |∇u|u , where u is a positive harmonic function, when

we have a lower bound for the Ricci curvature. For this, we will need the Laplacian Comparison

Theorem which allows us to ”control” the Laplacian of the distance function. Afterwards, we will

derive some important corollaries, such as a Liouville property for manifolds with non-negative

Ricci curvature and a Harnack type inequality.

2.1 The Laplacian Comparison Theorem

In order to prove this chapter’s main result we will need the following:

Theorem 2.1.1. Suppose Rij ≥ −(n− 1)k, where k ≥ 0 is a constant. Let p ∈M and γ : [0, b]→
M a minimal, normal geodesic in M with γ(0) = p. Let N be a space form of curvature −k, p̃ ∈ N
and γ̃ : [0, b]→ N a minimal, normal geodesic in N , with γ̃(0) = p̃. Moreover, let ρ be the distance

function from p, in M , and ρ̃ the distance function from p̃, in N . Then

4Mρ
(
γ(t)

)
≤ 4N ρ̃

(
γ̃(t)

)
Proof. We fix a t ∈ [0, b]. Let e1, · · · , en be an orthonormal, parallel frame along γ, with e1 = γ′.

For i ≥ 2, let Xi(s) be a normal Jacobi field along γ such that Xi(0) = 0 and Xi(t) = ei(t).

Then by Lemma 1.3, Hρ

(
ei(t), ei(t)

)
= It(Xi, Xi). Also, observe that, since γ is a geodesic,

Hρ(e1, e1) = Hρ(γ
′, γ′) = 0.

Therefore,

4Mρ
(
γ(t)

)
=

n∑
i=2

Hρ

(
ei(t), ei(t)

)
=

n∑
i=2

It(Xi, Xi)

Analogously, we define, in N , ẽ1, · · · , ẽn and X̃i(s), i = 2, · · · , n. Since N has constant curvature

−k, X̃i(s) = sinh(
√
ks)

sinh(
√
kt)
ẽi(s) [see [6]].
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Now, we define along γ, for i ≥ 2,the vector fields:

X ′i(s) =
sinh(

√
ks)

sinh(
√
kt)

ei(s)

Each X ′i has the same boundary values as Xi and the Xis are Jacobi fields, hence by the Index

Lemma [see [6]]:

It(Xi, Xi) ≤ It(X ′i, X ′i)

Therefore, it suffices to show that
∑
i≥2

It(X
′
i, X

′
i) ≤

∑
i≥2

It(X̃i, X̃i) = 4N ρ̃
(
γ̃(t)

)
. Indeed, we have

∑
It(X

′
i, X

′
i) =

∑∫ t

0

(
|D
ds
X ′i|2 −

〈
R(X ′i, γ

′)(γ′), X ′i
〉)
ds

=
∑∫ t

0

(
|D
ds
X ′i|2 −

[sinh(
√
ks)

sinh(
√
kt)

]2〈
R(ei, γ

′)(γ′), ei
〉)
ds

=
∑∫ t

0

([ d
ds (sinh(

√
ks)

sinh(
√
kt)

]2 − [sinh(
√
ks)

sinh(
√
kt)

]2
K(γ′, ei)

)
ds

=

∫ t

0

(
[n− 1]

[ d
ds (sinh(

√
ks)

sinh(
√
kt)

]2 − [sinh(
√
ks)

sinh(
√
kt)

]2
Ric(γ′, γ′)

)
ds

≤
∫ t

0

(
[n− 1]

[ d
ds (sinh(

√
ks)

sinh(
√
kt)

]2
+
[sinh(

√
ks)

sinh(
√
kt)

]2
(n− 1)k

)
ds

=
∑∫ t

0

(
| D̃
ds
X̃i|2 −

[sinh(
√
ks)

sinh(
√
kt)

]2〈
R̃(X̃i, γ̃

′)(γ̃′), X̃i

〉)
ds

=
∑

It(X̃i, X̃i)

In the same setting as in the above proof, we want to calculate 4N ρ̃. So, we have:

4N ρ̃ =
∑

It(X̃i, X̃i) =

∫ t

0

(
[n− 1]

[ d
ds (sinh(

√
ks)

sinh(
√
kt)

]2
+
[sinh(

√
ks)

sinh(
√
kt)

]2
(n− 1)k

)
ds

= (n− 1)

∫ t

0

(k · cosh2(
√
ks)

sinh2(
√
kt)

+ k · sinh
2(
√
ks)

sinh2(
√
kt)

)
ds

= (n− 1)k

∫ t

0

cosh2(
√
ks) + sinh2(

√
ks)

sinh2(
√
kt)

=
(n− 1)k

sinh2(
√
ks)

∫ t

0

cosh(2
√
ks)ds =

(n− 1)k

sinh2(
√
ks)

∫ t

0

d

ds

(sinh(2
√
ks)

2
√
k

)
ds

=
(n− 1)

√
k

2
· sinh(2

√
kt)

sinh2(
√
kt)

=
(n− 1)

√
k

2
· 2sinh(

√
kt)cosh(

√
kt)

sinh2(
√
kt)

= (n− 1)
√
k coth(

√
kt)
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It is easy to check that
√
kcoth(

√
kt) ≤ 1 +

√
kt

t
. But t is the distance from p of γ(t), i.e.

t = ρ
(
γ(t)

)
. Therefore, we have the following:

Corollary 2.1.1.1. If Rij ≥ −(n− 1)k, then, at any point where ρ is smooth,

4ρ ≤ n− 1

ρ
(1 +

√
kρ)

2.2 The Gradient Estimate

Theorem 2.2.1. Suppose Rij ≥ −(n − 1)k, where k ≥ 0 is a constant. Let u be a positive,

harmonic function on M , and Bα(x) be a geodesic ball at x ∈M . Then on Bα
2

(x) we have:

|∇u|
u
≤ Cn

(
1 + α

√
k

α

)
where Cn depends only on n.

Proof. By Lemma 1.4.1, we have 1
24
(
|∇u|2

)
=
∑
i,j

u2ij +
∑
i

ui(4u)i + Ric(∇u,∇u) =
∑
i,j

u2ij +

Ric(∇u,∇u). (u harmonic)

Now, from the hypothesis on the Ricci curvature:

1

2
4
(
|∇u|2

)
≥
∑
i,j

u2ij − (n− 1)k|∇u|2 (2.1)

Let p ∈ Bα(x) such that∇u(p) 6= 0, otherwise the inequality of the theorem holds trivially. Then we

may choose normal coordinates at p, x = (x1, · · · , xn) such that ∂
∂x1

= 1
|∇u|∇u and

〈
∂
∂xi

,∇u
〉

= 0

at p, for i = 2, · · · , n. Then at p, u1 = ∂
∂x1

(u) = 1
|∇u|∇u(u) = du

(
1
|∇u|∇u

)
=
〈

1
|∇u|∇u,∇u

〉
= |∇u|

and ui = 0 for i 6= 1. Indeed, ui = ∂
∂xi

(u) =
〈
∂
∂xi

,∇u
〉

= 0.

Now, at p,
∂

∂xj

(
|∇u|

)
=

∂

∂xj

(√∑
u2i
)

=

∑
uiuij
|∇u|

= u1j

Hence,

|∇
(
|∇u|

)
|2 =

∑
j

u21j

Recalling the formula 4(f · g) = g · 4(f) + f · 4(g) + 2
〈
∇f,∇g

〉
, we have:

4
(
|∇u|2

)
= 4

(
|∇u| · |∇u|

)
= 2|∇u| · 4

(
|∇u|

)
+ 2
〈
∇
(
|∇u|

)
,∇
(
|∇u|

)〉
= 2|∇u| · 4

(
|∇u|

)
+ 2|∇

(
|∇u|

)
|2

= 2|∇u| · 4
(
|∇u|

)
+ 2

∑
j

u21j
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Combining with (2.1) we get:

|∇u| · 4
(
|∇u|

)
+
∑
j

u21j ≥
∑
i,j

u2ij − (n− 1)k|∇u|2

⇒ |∇u| · 4
(
|∇u|

)
+ (n− 1)k|∇u|2 ≥

∑
i,j

u2ij −
∑
j

u21j

=
∑
i 6=1,j

u2ij

≥
∑
i 6=1

u2i1 +
∑
i 6=1

u2ii

(2.2)

Now, in general, we have
∑N
ν=1 α

2
ν ≥ 1

N

(∑N
ν=1 αν

)2
. Indeed,

( N∑
ν=1

αν

)2
=
∑
ν

α2
ν+2

∑
κ<λ

(
ακαλ

)
≤

∑
ν

α2
ν +

∑
κ<λ

(
α2
κ+α2

λ

)
= N ·

N∑
ν=1

α2
ν Moreover, since u is harmonic,

∑
i

uii = 0⇒ u211 =
(∑
i 6=1

uii

)2
Hence, we get∑
i 6=1

u2i1 +
∑
i 6=1

u2ii ≥
1

n− 1

∑
i 6=1

u2i1 +
1

n− 1

(∑
i 6=1

uii

)2
=

1

n− 1

∑
i 6=1

u2i1 +
1

n− 1
u211 =

1

n− 1

∑
i

u2i1

But, by a previous calculation:

|∇
(
|∇u|

)
|2 =

∑
i

u21i =
∑
i

u2i1

Combing this with (2.2), we have

|∇u| · 4
(
|∇u|

)
+ (n− 1)k|∇u|2 ≥ 1

n− 1
|∇
(
|∇u|

)
|2 (2.3)

Since we can do the same calculations for any p ∈ Bα(x) such that ∇u(p) 6= 0, (2.3) holds for every

such p.

Next, we consider the function φ = |∇u|
u and we will find a lower bound for 4φ. Firstly, we

have

∇φ =
∇
(
|∇u|

)
u

− |∇u| · ∇u
u2

Also,

4
(
|∇u|

)
= 4

(
φ · u

)
= u · 4φ+ φ · 4u+ 2

〈
∇φ,∇u

〉
= u · 4φ+ 2

〈
∇φ,∇u

〉
⇒4φ =

4
(
|∇u|

)
u

− 2

〈
∇φ,∇u

〉
u

=
|∇u| · 4

(
|∇u|

)
|∇u| · u

− 2

〈
∇φ,∇u

〉
u

17



So, for any p such that ∇u(p) 6= 0, using (2.3), we get:

4φ ≥ 1

|∇u| · u

(
1

n− 1
|∇
(
|∇u|

)
|2 − (n− 1)k|∇u|2

)
− 2

〈
∇φ,∇u

〉
u

=
1

(n− 1)u · |∇u|
|∇
(
|∇u|

)
|2 − (n− 1)

|∇u|
u

k − 2

〈
∇φ,∇u

〉
u

=
1

(n− 1)u · |∇u|
|∇
(
|∇u|

)
|2 − (n− 1)φ · k − 2

〈
∇φ,∇u

〉
u

(2.4)

However, using our calculation of ∇φ above, we have:

2

〈
∇φ,∇u

〉
u

=
(
2− 2

n− 1

)〈∇φ,∇u〉
u

+
2

n− 1
·
〈
∇φ,∇u

〉
u

=
(
2− 2

n− 1

)〈∇φ,∇u〉
u

+
2

n− 1
·
〈∇(|∇u|)

u ,∇u
〉

u
+

2

n− 1
·
〈
− |∇u|u2 · ∇u,∇u

〉
u

(C-S) ≤
(
2− 2

n− 1

)〈∇φ,∇u〉
u

+
2

n− 1
·
|∇
(
|∇u|

)
| · |∇u|

u2
− 2

n− 1
· |∇u|

3

u3

=
(
2− 2

n− 1

)〈∇φ,∇u〉
u

+
2

n− 1
·
|∇
(
|∇u|

)
| · |∇u|

u2
− 2

n− 1
· φ3

In addition,

2

n− 1
·
|∇
(
|∇u|

)
| · |∇u|

u2
=

2

n− 1
·
|∇
(
|∇u|

)
|

|∇u|1/2u1/2
· |∇u|

3/2

u3/2
≤ 1

n− 1

( |∇(|∇u|)|2
|∇u|u

+ φ3
)

Taking these and (2.4) into account, we derive:

4φ ≥ 1

n− 1
· 1

u|∇u|
· |∇

(
|∇u|

)
|2 − (n− 1)φ · k − 2

〈
∇φ,∇u

〉
u

≥ 1

n− 1
· 1

u|∇u|
· |∇

(
|∇u|

)
|2 − (n− 1)φ · k −

(
2− 2

n− 1

)〈∇φ,∇u〉
u

+
2

n− 1
φ3−

− 1

n− 1
·
|∇
(
|∇u|

)
|2

|∇u|u
− 1

n− 1
φ3

= −(n− 1)φ · k −
(
2− 2

n− 1

)〈∇φ,∇u〉
u

+
1

n− 1
φ3

(2.5)

To get our estimate, we consider the function F = (α2 − ρ2)φ = (α2 − ρ2) |∇u|u , on Bα(x)

Then, F ≥ 0 and F = 0 on ∂Bα(x). Hence, if ∇u 6≡ 0 on Bα(x), F attains its maximum, at some

x0 ∈ Bα(x). We consider two cases:

Case 1: x0 is not a cut-point of x

In that case ρ is smooth near x0 ⇒ F is smooth near x0, and therefore:

∇F (x0) = 0

18



and

4F (x0) ≤ 0

The former gives:

−∇ρ2 · φ+ (α2 − ρ2)∇φ = 0⇒ ∇ρ2

α2 − ρ2
=
∇φ
φ

(2.6)

The Laplacian of F is,

4F = −4ρ2 · φ+ (α2 − ρ2)4φ+ 2
〈
∇(α2 − ρ2),∇φ

〉
= −4ρ2 · φ+ (α2 − ρ2)4φ− 2

〈
∇ρ2,∇φ

〉
Hence, from 4F (x0) ≤ 0, we have:

−4ρ2 · φ+ (α2 − ρ2)4φ− 2
〈
∇ρ2,∇φ

〉
≤ 0

⇒ − 4ρ2

α2 − ρ2
+
4φ
φ
− 2

〈
∇ρ2,∇φ

〉
(α2 − ρ2)φ

≤ 0

⇒ − 4ρ2

α2 − ρ2
+
4φ
φ
− 2

|∇ρ2|2

(α2 − ρ2)2
≤ 0 (using (2.6))

But, we have that |∇ρ2| = 2ρ|∇ρ| = 2ρ and 4ρ2 = 2ρ4ρ + 2|∇ρ|2 = 2ρ4ρ + 2. Now, using

Corollary 2.1.1.1:

4ρ2 = 2ρ4ρ+ 2 ≤ 2(n− 1)(1 +
√
kρ) + 2

≤ 2(n− 1)(1 +
√
kρ) + 2(1 +

√
kρ) ≤ C(1 +

√
kρ)

where C depends only on n. So we have that

0 ≥ − 4ρ2

α2 − ρ2
+
4φ
φ
− 2

|∇ρ2|2

(α2 − ρ2)2

≥ −C(1 +
√
kρ)

α2 − ρ2
+
4φ
φ
− 2

4ρ2

(α2 − ρ2)2

(using (2.5)) ≥ −C(1 +
√
kρ)

α2 − ρ2
− (n− 1)k −

(
2− 2

n− 1

)〈∇φ,∇u〉
φ · u

+
1

n− 1
φ2 − 8ρ2

(α2 − ρ2)2

(2.7)

Now, since
∇φ
φ

=
∇ρ2

α2 − ρ2
=

2ρ∇ρ
α2 − ρ2

, we get

〈
∇φ,∇u

〉
φ · u

=
2ρ
〈
∇ρ,∇u

〉
(α2 − ρ2)u

(C-S) ≤ 2ρ

α2 − ρ2
|∇u|
u

=
2ρ

α2 − ρ2
φ
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So, in (2.7), we multiply by (α2 − ρ2)2, and we get:

0 ≥ 1

n− 1
F 2 −

(
2− 2

n− 1

)
2ρF − C(1 +

√
kρ)(α2 − ρ2)− (n− 1)k(α2 − ρ2)2 − 8ρ2

≥ 1

n− 1
F 2 − 2C1ρF − C(1 +

√
kρ)α2 − 8α2 − (n− 1)kα4

≥ 1

n− 1
F 2 − 2C1αF − C2(1 +

√
kα)2α2

(2.8)

The last line can be justified as follows:

8α2 ≤ 8(1 +
√
kα)α2 ≤ 8(1 +

√
kα)2α2

and

(n− 1)kα4 = (n− 1)(
√
kα)2α2 ≤ (n− 1)(1 +

√
kα)2α2

Also, the constants C1, C2 depend only on n.

If we consider P (s) = 1
n−1s

2 − 2C1αs − C2(1 +
√
kα)2α2, (2.8) says that P (F ) ≤ 0, therefore

F must lie between the roots of P . In particular,

F ≤
2C1α+

√
4C2

1α
2 + 4 C2

n−1 (1 +
√
kα)2α2

2 1
n−1

⇒F ≤ C ′n(1 +
√
kα)α

Moreover, on Bα/2(x), ρ ≤ α
2 ⇒ α2 − ρ2 ≥ 3

4α
2. As a result, on Bα/2(x), we have:

(α2 − ρ2)
|∇u|
u
≤ C ′n(1 +

√
kα)α

⇒ |∇u|
u
≤ 4

3

1

α2
C ′n(1 +

√
kα)α

⇒ |∇u|
u
≤ Cn

(1 +
√
kα

α

)
where Cn depends only on n.

Case 2: x0 is a cut-point of x

We consider a minimizing, normal geodesic γ : [0, r] → M such that γ(0) = x and γ(r) = x0.

For ε > 0 small, we consider y = γ(ε). We note the following fact:

Since γ is minimizing, there cannot be a conjugate point to y somewhere in γ, for in that case,

there would have to be a cut-point of y somewhere in between, and γ would stop to minimize the

distance after that, a contradiction.

As a result we can find a neighborhood of γ such that it contains no conjugate to y points. Next,

we consider the distance function from y, ρ̄. From the triangle inequality we have

d(z, x) ≤ d(z, y) + d(y, x) = d(z, x) + ε

⇒ρ ≤ ρ̄+ ε
(2.9)
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Additionally, since γ is minimizing: ρ(x0) = ρ̄(x0) + ε. Finally, we consider the function F̄ =(
α2 − (ρ̄+ ε)2

) |∇u|
u . By (9):

F̄ ≤ F and F̄ (x0) = F (x0)

Therefore, F̄ attains its maximum at x0. Since ρ̄ is smooth near x0, we can do the same work as

before and get the same estimate for F̄ (x0) = F (x0). Passing to the limit as ε→ 0 completes the

proof of the theorem

Corollary 2.2.1.1. On a non-compact, complete Riemannian manifold M , such that Rij ≥ 0,

there do not exist positive harmonic functions, other than the constants.

(For a compact manifold, that is true, even without any curvature assumption)

Proof. In Theorem 2.2.1 we can take k = 0. Then, if u is a harmonic function we have:

|∇u|
u
≤ C 1

α

Letting α→ +∞, gives ∇u ≡ 0 which implies that u is constant.

Corollary 2.2.1.2. (Harnack inequality) Suppose Rij ≥ −(n−1)k. Let u be a harmonic function

on the geodesic ball Bα. Then, there exists a constant C(n, α, k) such that

sup
Bα/2

u ≤ C(n, α, k) · inf
Bα/2

u

Proof. By Theorem 2.2.1, |∇u|u ≤ C(n, α, k). Let x1, x2 ∈ Bα/2 such that u(x1) = sup
Bα/2

u and

u(x2) = inf
Bα/2

u.

Let γ be a minimizing, normal geodesic that connects x1 and x2. Then, l(γ) = d(x1, x2) ≤ α. So,

we have ∫
γ

|∇u|
u

ds ≤ C(n, α, k)

∫
γ

ds ≤ C(n, α, k) · α

Next, we note that d
dsu
(
γ(s)

)
= γ′(s)

(
u
)

=
〈
∇u, γ′

〉
⇒ | ddsu

(
γ(s)

)
| ≤ |∇u|, by the Cauchy-

Schwarz inequality and since |γ′| = 1. Finally, we compute

log
(u(x1)

u(x2)

)
=

∣∣∣∣ ∫
γ

d

ds
log
[
u
(
γ(s)

)]
ds

∣∣∣∣ ≤ ∫
γ

1

u
|∇u|ds ≤ C(n, α, k) · α

As a result

u(x1) ≤ eC(n,α,k)·α · u(x2)

which proves the Corollary.
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Corollary 2.2.1.3. (Yau-Cheng) Suppose Rij ≥ 0. Let u be a harmonic function on M and let

Bα(p) be a geodesic ball around a point p ∈ M . We set i(α) = inf
Bα

u(x). Then, there exists a

constant C, depending only on n, such that

|∇u|(x) ≤ Cu(x)− i(α)

α

for every x ∈ Bα/2.

In particular there does not exist a non-constant harmonic function, satisfying the growth estimate

lim inf
x→∞

u(x)

ρ(x)
≥ 0

where ρ is the distance function from p.

Proof. We observe that u − i(α) is a positive harmonic function. We apply theorem 2.2.1 for

u− i(α), with k = 0. Then, we have

|∇u|
u− i(α)

≤ C 1

α

⇒|∇u| ≤ C 1

α

(
u− i(α)

)
for every x ∈ Bα/2.

Now, by the maximum principle, i(α) = u(y), where y ∈ ∂Bα(p). Hence
i(α)

α
=
u(y)

ρ(y)
. As a result,

if we assume the growth estimate on u,

lim
α→∞

i(α)

α
≥ 0

Fix an x ∈ M . By our estimate, |∇u|(x) ≤ C
u(x)− i(α)

α
. Hence, if we let α → ∞, we get

|∇u| ≤ 0⇒ ∇u = 0. x was arbitrary, so ∇u ≡ 0 and u is constant.
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Chapter 3

Mean Value Inequality

In this chapter we prove a mean value inequality, which will be used later in the proof of the

theorem of Colding and Minicozzi. We begin with two lemmas.

Lemma 3.0.1. (Yau) Let p ∈ M , r4 > 0 and Br4(p) be a geodesic ball around p, such that

Br4(p) ∩ ∂M = ∅. Suppose f is a non-negative, subharmonic function on Br4(p). Then, for every

α > 1 and 0 ≤ r1 < r2 < r3 < r4, if we denote Bi = Bri(p), we have the following estimates:∫
B3\B2

fα−2|∇f |2 ≤ 4

(α− 1)2

[
1

(r2 − r1)2

∫
B2\B1

fα +
1

(r4 − r3)2

∫
B4\B3

fα
]

and ∫
B3

fα−2|∇f |2 ≤ 4

(α− 1)2
1

(r4 − r3)2

∫
B4\B3

fα

Proof. We define the function

φ
(
ρ(x)

)
=



0 for ρ ≤ r1
ρ−r1
r2−r1 for r1 ≤ ρ ≤ r2

1 for r2 ≤ ρ ≤ r3
r4−ρ
r4−r3 for r3 ≤ ρ ≤ r4

0 for r4 ≤ ρ

Since φ ≡ 0, on ∂B4, we have that∫
B4

φ2fα−14f +

∫
B4

〈
∇(φ2fα−1),∇f

〉
= 0

Therefore∫
B4

φ2fα−14f = −
∫
B4

〈
∇(φ2fα−1),∇f

〉
= −

∫
B4

(α− 1)φ2fα−2|∇f |2 −
∫
B4

2φfα−1
〈
∇φ,∇f

〉
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Observe that

∫
B4

φ2fα−14f ≥ 0, hence∫
B4

(α− 1)φ2fα−2|∇f |2 ≤ −
∫
B4

2φfα−1
〈
∇φ,∇f

〉
(3.1)

But the left-hand side is non-negative, so the previous inequality implies that

−
∫
B4

2φfα−1
〈
∇φ,∇f

〉
=

∣∣∣∣ ∫
B4

2φfα−1
〈
∇φ,∇f

〉∣∣∣∣
.

Now, we compute∣∣∣∣ ∫
B4

2φfα−1
〈
∇f,∇φ

〉∣∣∣∣ ≤ 2

∫
B4

[
φfα/2−1|∇f |

]
·
[
fα/2|∇φ|

]
= 2

∫
B4

[√α− 1√
2

φfα/2−1|∇f |
]
·
[ √

2√
α− 1

fα/2|∇φ|
]

≤ α− 1

2

∫
B4

φ2fα−2|∇f |2 +
2

α− 1

∫
B4

fα|∇φ|2

Combining this with (3.1) we get

(α− 1)

∫
B4

φ2fα−2|∇f |2 ≤ −
∫
B4

2φfα−1
〈
∇φ,∇f

〉
=

∣∣∣∣ ∫
B4

2φfα−1
〈
∇φ,∇f

〉∣∣∣∣
⇒ (α− 1)

∫
B4

φ2fα−2|∇f |2 ≤ α− 1

2

∫
B4

φ2fα−2|∇f |2 +
2

α− 1

∫
B4

fα|∇φ|2

⇒ α− 1

2

∫
B4

φ2fα−2|∇f |2 ≤ 2

α− 1

∫
B4

fα|∇φ|2

⇒
∫
B4

φ2fα−2|∇f |2 ≤ 4

(α− 1)2

∫
B4

fα|∇φ|2

But

∫
B3\B2

fα−2|∇f |2 ≤
∫
B4

φ2fα−2|∇f |2 and

∫
B4

fα|∇φ|2 =

∫
B2\B1

1

(r2 − r1)2
fα+

∫
B4\B3

1

(r4 − r3)2
fα,

and the first estimate is proved. The second estimate is proved in an analogous manner by con-

sidering

φ =


1 for ρ ≤ r3
r4−ρ
r4−r3 for r3 ≤ ρ ≤ r4

0 for r4 ≤ ρ

Lemma 3.0.2. (Poincaré Inequality) Suppose p ∈M and B2r(p) is a geodesic ball around p such

that B2r(p) ∩ ∂M = ∅. Moreover, Rij ≥ −(n− 1)k, k ≥ 0, and α ≥ 1. Then there exist constants

C1(α), C2(α, n) such that for any function g, supported on Br(p):∫
Br(p)

|∇g|α ≥ C1 ·
1

rα
· e−C2(1+r

√
k)

∫
Br(p)

|g|α
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Proof. Let q ∈ ∂B2r(p). If x ∈ Br(p), then d(x, p) ≤ d(x, p) + d(p, q) < 3r, while d(p, q) ≤
d(x, p) + d(x, q)⇒ d(x, q) ≥ 2r− d(p, x) > r. In other words, Br(p) ⊆ B3r(q)\Br(q). Let ρ denote

the distance function from q, ρ(x) = d(x, q). Then, by lemma 2.1.1.1, 4ρ ≤ (n−1)(
√
k+

1

ρ
). Now,

for λ > n− 2 (and recalling that
∑
ρ2i = |∇ρ|2 = 1), we have

4ρ−λ = −λρ−λ−14ρ+ λ(λ+ 1)ρ−λ−2

≥ −λρ−λ−1(n− 1)(
√
k +

1

ρ
) + λ(λ+ 1)ρ−λ−2

= λρ−λ−1
[
−
√
k(n− 1)− (n− 1)ρ−1 + (λ+ 1)ρ−1

]
= λρ−λ−1

[
(λ+ 2− n)ρ−1 − (n− 1)

√
k
]

≥ λρ−λ−1
[
(λ+ 2− n)

1

3r
− (n− 1)

√
k
]

on Br(p).

We take λ = n− 1 + 3(n− 1)r
√
k. Then

4ρ−λ ≥ λρ−λ−1 1

3r
≥ λ(3r)−λ−2

on Br(p).

Suppose f is a non-negative function, supported on Br(p). Multiplying the above inequality with

f and integrating over Br(p), we get:

λ(3r)−λ−2
∫
Br(p)

f ≤
∫
Br(p)

f4ρ−λ (3.2)

Since f is supported on Br(p), it is zero on ∂Br(p). Therefore∫
Br(p)

f4ρ−λ = −
∫
Br(p)

〈
∇f,∇ρ−λ

〉
But the left hand side of (3.2) is non-negative, hence

−
∫
Br(p)

〈
∇f,∇ρ−λ

〉
=
∣∣∣ ∫
Br(p)

〈
∇f,∇ρ−λ

〉∣∣∣
=
∣∣∣ ∫
Br(p)

λρ−λ−1
〈
∇f,∇ρ

〉∣∣∣ ≤ λ ∫
Br(p)

ρ−λ−1|∇f |

≤ λr−λ−1
∫
Br(p)

|∇f |

Combining with (3.2) we get ∫
Br(p)

|∇f | ≥ 1

3λ+2
· 1

r

∫
Br(p)

f (3.3)

Now,
1

3λ+2
=

1

3n−1+3(n−1)r
√
k+2

= exp
[
− log3(n− 1 + 3(n− 1)r

√
k + 2)

]
≥

exp
[
− log3(3(n− 1) + 3(n− 1)r

√
k + 2)

]
= exp

[
− 2log3

]
· exp

[
− 3log3(n− 1)(1 + r

√
k)
]
. So, we
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can rewrite (3.3) as ∫
Br(p)

|∇f | ≥ C1 · e−C2(1+r
√
k) · 1

r

∫
Br(p)

f (3.4)

Finally, for α = 1, we apply (3.4) for f = |g|. For α > 1, by Hölder’s inequality

α

(∫
Br(p)

|∇g|α
) 1
α

·
(∫

Br(p)

|g|α
)α−1

α

≥α
∫
Br(p)

|g|α−1|∇g| =
∫
Br(p)

|∇gα|

≥C1 ·
1

r
· e−C2(1+r

√
k)

∫
Br(p)

|g|α

where for the last inequality we have applied (3.4) for f = |g|α. The desired inequality follows.

Theorem 3.0.3. (Mean Value Inequality) Let p ∈M and B4r(p) be a geodesic ball around p such

that B4r(p) ∩ ∂M = ∅. We denote the volume of a geodesic ball of radius r around p, by Vp(r).

Suppose Rij ≥ −(n−1)k, where k ≥ 0, and suppose that f is a non-negative, subharmonic function

on B4r(p).Then, there exist constants C1, C2, with C2 depending only on n, such that

sup
Br(p)

f2 ≤ C1

(
1 + eC2r

√
k
) 1

Vp(4r)

∫
B4r(p)

f2

Proof. We begin by considering the function h on B2r(p), which solves the problem

4h = 0

h = f on ∂B2r(p)

Since f ≥ 0, by the maximum principle h ≥ 0 on B2r(p). Moreover, f − h is subharmonic on

B2r(p) and f − h ≡ 0 on ∂B2r(p), so by the maximum principle again f ≤ h on Br(p). By the

Harnack inequality

sup
Br(p)

h ≤ inf
Br(p)

h · eC(1+r
√
k)

As a result

sup
Br(p)

f2 ≤ sup
Br(p)

h2 ≤ inf
Br(p)

h2 · e2C(1+r
√
k) ≤ e2C(1+r

√
k) 1

Vp(r)

∫
Br(p)

h2 (3.5)

Next, we estimate
∫
Br(p)

h2:∫
Br(p)

h2 =

∫
Br(p)

(h− f + f)2 =

∫
Br(p)

(h− f)2 +

∫
Br(p)

2f(h− f) +

∫
Br(p)

f2

≤ 2

∫
Br(p)

(h− f)2 + 2

∫
Br(p)

f2

≤ 2

∫
B2r(p)

(h− f)2 + 2

∫
B4r(p)

f2

(3.6)
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Now, h− f ≡ 0 on ∂B2r(p). By the Poincare inequality (lemma 3.0.2)∫
B2r(p)

(h− f)2 ≤ C ′1r2eC2(1+r
√
k)

∫
B2r(p)

|∇(h− f)|2 (3.7)

But

∫
B2r(p)

|∇(h−f)|2 ≤ 2

∫
B2r(p)

|∇h|2 +2

∫
B2r(p)

|∇f |2. However, since h is harmonic and h = f

on ∂B2r(p), by Dirichlet’s principle,∫
B2r(p)

|∇h|2 ≤
∫
B2r(p)

|∇f |2

As a result ∫
B2r(p)

|∇(h− f)|2 ≤ 4

∫
B2r(p)

|∇f |2 (3.8)

Using lemma 3.0.1 (with α = 2, r3 = 2r, r4 = 4r) we get∫
B2r(p)

|∇f |2 ≤ 1

r2

∫
B4r(p)

f2 (3.9)

Combining (3.5),(3.6),(3.7),(3.8) and (3.9), we get

sup
Br(p)

f2 ≤ e2C(1+
√
kr) 1

Vp(r)

[
4C ′1e

C2(1+r
√
k)

∫
B4r(p)

f2 + 2

∫
B4r(p)

f2
]

≤ C̃1

(
1 + eC2(1+r

√
k)
) 1

Vp(r)

∫
B4r(p)

f2

≤ C1

(
1 + eC2(1+r

√
k)
) 1

Vp(4r)

∫
B4r(p)

f2

where the last inequality is justified by the volume comparison theorem.
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Chapter 4

Polynomial Growth Harmonic

Functions

Definition 4.0.1. For d ≥ 1, we define Hd(M) to be the vector space of harmonic functions of

M which are of polynomial growth of order at most d:

Hd(M) =
{
f | 4f = 0 & f = O(ρd)

}
where ρ is the distance function from a fixed point p ∈M .

We denote the dimension of Hd(M) by hd(M).

Shortly after Colding and Minicozzi proved Yau’s conjecture in the form of theorem 4.1.2, Li

gave a proof that applies to a larger class of manifolds, i.e. those that satisfy a volume comparison

estimate and a mean value inequality (see difinitions below).

Definition 4.0.2. We say that a manifold satisfies a Volume Comparison Condition (Vµ) for a

µ > 1, if for any 0 < r1 ≤ r2 < +∞ and p ∈M , we have that:

Vp(r2) ≤ CVVp(r1)
(r2
r1

)µ
for some constant CV > 0.

Definition 4.0.3. We say that a manifold satisfies a Mean Value Inequality (M) if for any r > 0

and p ∈M and any non-negative subharmonic function f on M we have that:

f2(p) ≤ CM
1

Vp(r)

∫
Br(p)

f2(y)dy

for some constant CM > 0.
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Also, Li’s argument can be applied to sections of vector bundles. More specifically, Li proved

the following theorem:

Theorem 4.0.1. (Li) Suppose M satisfies (Vµ) and (M). Let E be a rank-m vector bundle over

M and Sd(M,E) ≤ Γ(E) a vector subspace of sections of E, such that for each u ∈ Sd(M,E) we

have that

• 4|u| ≥ 0

• |u| = O(ρd)

where ρ is the distance function from a fixed point. Then the dimension of Sd(M,E) is finite.

4.1 The Theorem of Colding-Minicozzi

We will adapt Li’s proof, to prove directly the theorem of Colding-Minicozzi. The proof is based

on the following lemma:

Lemma 4.1.1. (Li) Let K be a finite dimensional vector space (of dimension k) of functions of

M such that each u ∈ K has polynomial growth of order at most d, i.e.

|u| ≤ Cρd

Moreover, assume that M has polynomial volume growth at most of order µ, i.e.

Vp(r) ≤ Crµ

for p ∈M . For λ > 0 we consider the inner products

Aλ(u, v) =

∫
Bλ(p)

u · v

Then, for any β > 1, δ > 0 and r0 > 0, there exists r > r0 such that if {ui}ki=1 is an orthonormal

basis of K with respect to the inner product Aβr, then

k∑
i=1

∫
Br(p)

|ui|2 ≥ kβ−(2d+µ+δ)

Proof. Let r, r′ > 0. We denote the trace and the determinant of Ar with respect to Ar′ with

trr′Ar and detr′Ar, respectively. We assume that the lemma is false. Then, for all r > r0,

k∑
i=1

∫
Br(p)

|ui|2 = trβrAr < kβ−(2d+µ+δ)
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Since each Ar is positive definite, by the geometric-arithmetic mean inequality applied on the

eigenvalues (
detβrAr

) 1
k ≤ 1

k
trβrAr

As a result,

detβrAr ≤ β−k(2d+µ+δ)

for each r > r0. Setting r = βir, for 0 ≤ i ≤ j − 1 and iterating the above inequality j times, we

get

detβjrAr ≤ β−jk(2d+µ+δ) (4.1)

However, for a fixed Ar-orthonormal basis {ui}ki=1,∫
Br1 (p)

|u1|2 ≤ CVp(r1)r21d ≤ C2r2d+µ1

for each r1 > r, and each 1 ≤ i ≤ k. Then, since Aβjr is positive definite, by Hadamard’s

inequality:

detrAβjr ≤ C2kβjk(2d+µ)rk(2d+µ)

and this contradicts (4.1) as j → +∞. Therefore, the lemma is true.

Theorem 4.1.2. (Colding-Minicozzi) Suppose M has non-negative Ricci curvature. Then, the

dimension of Hd(M) is finite. Moreover, there exists a constant C, depending only on n, such that

hd(M) ≤ C · dn−1

Proof. (Li) First of all, observe that, since Rij ≥ 0, by Bishop’s volume comparison theorem, (Vµ)

holds with CV = 1 and µ = n, and also (M) holds by theorem 3.0.3 and CM depends only on n.

Let K be a finite dimensional subspace of Hd(M), with dimK = k, and suppose {ui}ki=1 is a

basis of K. We claim that for any p ∈M, r > 0 and 0 < ε < 1
2 , we have the estimate

k∑
i=1

∫
Br(p)

|ui|2 ≤ C1ε
−(n−1) sup

u∈T

∫
B[1+ε]r(p)

|u|2 (4.2)

where C1 is a constant depending only on n and

T = {u = a1u1 + · · ·+ akuk | (a1, · · · , ak) ∈ Rkunit vector}.
Indeed, for any x ∈ Br(p), there exists a subspace Kx of K, defined by

Kx = {f ∈ K | f(x) = 0}.
We observe that Kx has co-dimension at most 1, since otherwise there would exist two linearly

independent function f, g ∈ K such that f(x), g(x) 6= 0. But then, the function f(x)·g−g(x)·f is a

linear combination of f and g that belongs in Kx, a contradiction. Therefore, after an orthonormal
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change of basis, we may assume that ui ∈ Kx, for 2 ≤ i ≤ k and then

k∑
i=1

|ui|2(x) = |u1|2(x).

Now, u1 is harmonic, so (denoting with ρ(x) the distance from p to x, i.e. ρ(x) = d(p, x)) by the

mean value inequality (M) for radius [1 + ε]r − ρ(x) and noting that B[1+ε]r−ρ(x)(x) ⊆ B[1+ε]r(p)

we have

k∑
i=1

|ui|2(x) = |u1|2(x)

≤ CM
1

Vp([1 + ε]− ρ(x))

∫
B[1+ε]r−ρ(x)(x)

|u1|2

≤ CM
1

Vp([1 + ε]− ρ(x))

∫
B[1+ε]r(p)

|u1|2

≤ CM
1

Vp([1 + ε]− ρ(x))
sup
u∈T

∫
B[1+ε]r(p)

|u|2

(4.3)

Now, since [1 + ε]r − ρ(x) < [1 + ε]r < 2r, by the volume comparison theorem, we have

Vx(2r) ≤ Vx([1 + ε]r − ρ(x))
( 2r

[1 + ε]r − ρ(x)

)n
By a simple triangle inequality we observe that Br(p) ⊂ B2r(x). Therefore we have

Vx([1 + ε]r − ρ(x)) ≥
( [1 + ε]r − ρ(x)

2r

)n
Vx(2r) ≥

( [1 + ε]r − ρ(x)

2r

)n
Vp(r)

⇒ 1

Vx([1 + ε]r − ρ(x))
≤
( 2r

[1 + ε]r − ρ(x)

)n 1

Vp(r)

Using this and (4.3) we get

k∑
i=1

|ui|2(x) ≤ CM2n

Vp(r)
·
(
[1 + ε]− ρ(x)

r

)−n · sup
u∈T

∫
B[1+ε]r(p)

|u|2

Integrating over Br(p) we get

k∑
i=1

∫
Br(p)

|ui|2(x) ≤ CM2n

Vp(r)
· sup
u∈T

∫
B[1+ε]r(p)

|u|2 ·
∫
Br(p)

(
[1 + ε]− ρ(x)

r

)−n
dx (4.4)

To continue, we consider the function

f(ρ) =
(
[1 + ε]− ρ

r

)−n
Then

f ′(ρ) =
n

r

(
[1 + ε]− ρ

r

)−n−1 ≥ 0

for ρ < r. Using polar coordinates gives∫
Br(p)

(
[1 + ε]− ρ(x)

r

)−n
dx =

∫ r

0

Ap(t)f(t)dt
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where Ap(t) is the area of the sphere of radius t, around p.

Now, integrating by parts, we have∫ r

0

Ap(t)f(t)dt =
[
f(t)Vp(t)

]r
0
−
∫ r

0

f ′(t)Vp(t)dt (4.5)

However, since f ′ ≥ 0, by the volume comparison theorem,∫ r

0

f ′(t)Vp(t)dt ≥ r−nVp(r)
∫ r

0

f ′(t)tndt

= r−nVp(r)
([
f(t)tn

]r
0
− n

∫ r

0

f(t)tn−1dt
)

= f(r)Vp(r)− nr−nVp(r)
∫ r

0

f(t)tn−1dt

Combining with (4.5) we get∫ r

0

f(t)Ap(t)dt ≤ nr−nVp(r)
∫ r

0

f(t)tn−1dt

≤ nr−nVp(r)rn−1
∫ r

0

f(t)dt

= nr−1Vp(r)

∫ r

0

f(t)dt

=
n

r
Vp(r)

∫ r

0

(
[1 + ε]− t

r

)−n
dt

=
n

r
Vp(r)

[ −r
−n+ 1

(
[1 + ε]− t

r

)−n+1
]r
0

=
n

r
Vp(r)

r

n− 1

(
ε1−n − (1 + ε)1−n

)
≤ n

n− 1
Vp(r)ε

1−n

(4.6)

From (4.4) and (4.6) our claim is proved.

On the other hand, note that condition (Vµ) implies that the volume growth of M is at most

of order rµ. Therefore, if we take β = 1 + ε and a δ > 0 in lemma 4.1.1, we have that if {ui}ki=1

is an orthonormal basis of K, with respect to the inner product Aβr, then there exists r > 0 such

that
k∑
i=1

∫
Br(p)

|ui|2 ≥ k · β−(2d+n+δ) (4.7)

However, if {ui}ki=1 is an Aβr-orthonormal basis, then∫
B[1+ε]r(p)

|u|2 = 1

for any u ∈ T .
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Hence, combining (4.2) and (4.7) we get

k · β−(2d+n+δ) ≤ C1 · ε−(n−1)

Taking δ → 0:

k ≤ C1 · ε−(n−1) · (1 + ε)2d+n

Taking ε =
1

2d
, we get

k ≤ C2 · dn−1 ·
(

1 +
1

2d

)2d+n
The proof of the theorem will be complete if we show that

(
1 +

1

2d

)2d+n
is bounded by a constant

depending only on n. To that end, we consider the function

H(x) =
(
1 +

1

x

)x+n
for x ≥ 2. Then

H ′(x) =
(
1 +

1

x

)x+n · (log(1 +
1

x
) + [x+ n]

1

1 + 1
x

(− 1

x2
)
)

=
(
1 +

1

x

)x+n(
log(1 +

1

x
)− x+ n

x2 + x

)
We set h(x) = log(1 +

1

x
)− x+ n

x2 + x
and compute:

h′(x) = − x

x+ 1
· 1

x2
− x2 + x− (x+ n)(2x+ 1)

(x2 + x)2

=
−x2 − x
(x2 + x)2

− −x
2 − 2nx− n
(x2 + x)2

=
(2n− 1)x+ n

(x2 + x)2
> 0

Therefore h is increasing, and since lim
x→∞

h = 0, we have that h < 0. As a result, H ′ < 0 and

H is decreasing, hence

H(x) ≤ H(2) = C(n)

Next, we derive finite dimensionality for Hd(M) in a more ”relaxed” setting.

Definition 4.1.1. We say that M satisfies a Weak Mean Value Inequality (WM) if there exist

constants CWM > 0 and b > 1, such that for any non-negative subharmonic function f on M

f(x) ≤ CWM
1

Vx(r)

∫
Bbr(x)

f(y)dy

for all x ∈M and r > 0.
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Theorem 4.1.3. Suppose M satisfies (WM) and the volume growth of M satisfies Vp(r) = O(rµ)

for some p ∈M . Then Hd(M) has finite dimension and hd(M) ≤ CWM(2b+ 1)2d+µ

Proof. Let K ≤ Hd(M) be a finite dimensional subspace of Hd(M), with dimK = k. We set

β = 2b + 1, where b is the constant in (WM). By lemma 4.1.1, for any δ > 0, there exists r > 0

such that if {ui}ki=1 is an Aβr-orthonormal basis of K, then

k∑
i=1

∫
Br(p)

u2i ≥ k · β−(2d+µ+δ) (4.8)

On the other hand, since

k∑
i=1

u2i is subharmonic, by the maximum principle there exists a point

q ∈ ∂Br(p) such that
k∑
i=1

u2i (x) ≤
k∑
i=1

u2i (q)

for any x ∈ Br(p).
As in the proof of theorem 4.1.2, we can assume (after an orthonormal change of basis, if

necessary) that ui(q) = 0, for 2 ≤ i ≤ k. We note that

Br(p) ⊂ B2r(p) ⊂ B(2b+1)r(p) and then, by (WM) on u21 we have

Vp(r)u
2
1(q) ≤ Vq(2r)u21(q)

≤ CWM
∫
B2r(q)

u2i

≤ CWM
∫
B(2b+1)r(p)

u2i

= CWM

As a result

k∑
i=1

∫
Br(p)

u2i ≤ Vp(r)
k∑
i=1

u2i (q)

≤ Vp(r)u21(q)

≤ CWM

(4.9)

By (4.8) and (4.9),

k · β−(2d+µ+δ) ≤ CWM

Taking δ → 0,

k · β−(2d+µ) ≤ CWM

⇒k ≤ (2b+ 1)2d+µCWM
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As a result

hd(M) < CWM(2b+ 1)2d+µ < +∞

4.2 Two Results about Massive Sets

Li’s ideas in the proof of theorem 4.1.2 (in particular lemma 4.1.1), can be used to prove similar-

looking results about massive sets. The notion of a massive set (more specifically that of a 0-

massive set) was first introduced by Grigor’yan in [7]. Later, Li and Wang generalized this idea

and considered d-massive sets, in [15]. We begin with the difinition.

Definition 4.2.1. Let d ≥ 0 be any real number. Let Ω ⊂M be a subset of M such that it admits

a non-negative, subharmonic function f defined on Ω, such that

f = 0 on ∂Ω

and

|f(x)| ≤ C · ρd

for each x ∈ Ω and for some constant C > 0. We then call Ω a d-massive set (The function f is

called a potential function of Ω). We also denote the maximum number of disjoint d-massive sets

admissible on M by md(M).

Li and Wang proved the following three theorems:

Theorem 4.2.1. (Li-Wang) Suppose M satisfies (Vµ) and (M). Let d ≥ 1. Then, there exists a

constant C > 0, depending only on µ, such that

md(M) ≤ C · CM · dµ−1

The proof of the theorem above is essentially the same with that of theorem 4.1.2. Instead of

considering an orthonormal basis of a finite dimensional subspace, we consider a set of potential

functions corresponding to disjoint d-massive sets, with normalized L2-norm. Note that these

are automatically orthogonal, since they are supported on disjoint sets. Also, we do not need to

consider a change of basis and the subspaces Kx, because for each x ∈M , there exists at most one

potential function not vanishing at x. The rest of the argument is almost the same.

Similarly, they proved the next theorem, which mirrors theorem 4.1.3:

Theorem 4.2.2. Li-Wang Suppose M satisfies (WM) and the volume growth of M satisfies:

Vp(r) = O(rµ)
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for some point p ∈M .Then

md(M) ≤ CWM · (2b+ 1)2d+µ

In the next theorem, they provided a sharp estimate of md(M) on R2:

Theorem 4.2.3. On R2,

md(R2) ≤ 2d

for all d ≥ 0.

For a proof, see [15].

In general, it is not known whether there exists a direct relation between md and hd. However

for d = 0 we have the following theorem (see [7])

Theorem 4.2.4. (Grigor’yan) The maximum number of disjoint 0-massive sets admissible on M

is given by the dimension of the space of bounded harmonic functions on M , i.e.

m0(M) = h0(M)
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Chapter 5

Further Results about hd(M)

In this final chapter, we present some further results about the dimension of Hd(M), as well as

some conjectures on the subject.

First of all, for d ∈ Z+, the case M = Rn has been explicitly calculated, and it is

hd(Rn) =

(
n+ d− 1

d

)
+

(
n+ d− 2

d− 1

)
see for example [12].

Along with his conjecture about whether the space of harmonic functions with polynomial

growth is finite dimensional on a manifold M with non-negative Ricci curvature, Yau also raised

the question if the following relation holds:

dimHd(M) ≤ dimHd(Rn)

In this direction, Li and Tam considered the case d = 1 and proved the following in [13]

Theorem 5.0.1. (Li-Tam) Suppose M has non-negative Ricci curvature and that the volume

growth of M satisfies

Vp(r) = O(rk)

for a constant k > 0. Then

dimH1(M) ≤ dimH1(Rk) = k + 1

Moreover, as it turns out, such a constant k must exist and 1 ≤ k ≤ n. As a result

Corollary 5.0.1.1. If M has non-negative Ricci curvature, then

dimH1(M) ≤ n+ 1
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This, led Li and Tam to consider two questions:

Question 1: Suppose M has non-negative Ricci curvature and satisfies the volume growth condi-

tion

Vp(r) = O(rk)

for some constant k > 0. Is it true then that

dimHd(M) ≤ dimHd(Rk) =

(
k + d− 1

d

)
+

(
k + d− 2

d− 1

)
?

In the case n = 2 the question above was affirmatively answered by Kasue in [9], and indepen-

dently by Li and Tam in [14].

Question 2: What can be said about the manifolds on which equality is achieved in corollary

5.1.1?

Li proved in [10] the following

Theorem 5.0.2. (Li) Suppose M is complete Kähler manifold with non-negative Ricci curvature.

If

dimH1(M) = 2m+ 1

where m = dimCM , then M must be isometrically biholomorphic to Cm.

Later, Cheeger, Colding and Minicozzi gave a proof in [1] that did not require the Kähler

assumption. They proved a splitting type theorem for the tangent cone at infinity that had the

following corollary:

Theorem 5.0.3. (Cheeger-Colding-Minicozzi) Suppose M has non-negative Ricci curvature. If

dimH1(M) = n+ 1

then M must be isometric to Rn.

Finally, Wang in [19], estimated dimH1(M) when M has non-negative Ricci curvature outside

a compact set and has finite 1st Betti number. Recall, that the n-th Betti number of a topological

space is the rank of the n-th homology group.

Theorem 5.0.4. (Wang) Suppose M has non-negative Ricci curvature outside a geodesic ball

Br(p), for p ∈ M and r > 0. Moreover suppose that the 1st Betti number of M is finite and that

the Ricci curvature in Br(p) satisfies

Rij ≥ −k

for some constant k > 0. Then there exists a constant C depending on n, r and k such that

dimH1(M) ≤ C
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