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Περίληψη 

 
  Η εργαςία πραγματεφεται κζματα από τθν περιοχι του Λογιςμοφ Μεταβολϊν. 

Συγκεκριμζνα αρχίηουμε τθν παρουςίαςι μασ με τθν εξαγωγι τθσ βαςικότατθσ 

εξίςωςθσ Euler-Lagrange, θ οποία διαδραματίηει κυρίαρχο ρόλο ςε όλθ τθν εργαςία, ωσ 

μια αναγκαία ςυνκικθ για ακρότατα. Θα ςυνεχίςουμε με γενικεφςεισ και μια πλοφςια 

παράκεςθ πολλϊν εφαρμογϊν και παραδειγμάτων, όπωσ χαρακτθριςτικά αναφζρουμε 

το πρόβλθμα του βραχυςτοχρόνου, αυτό τθσ ελάχιςτθσ επιφάνειασ, τθν αρχι του 

Dirichlet, κακϊσ επίςθσ και εφαρμογζσ ςτθ κλαςςικι μθχανικι, ςτθν οπτικι, ςτθν 

οικονομία κλπ. Ολοκλθρϊνουμε το πρϊτο κεφάλαιο με μια αναφορά ςτθ δεφτερθ 

μεταβολι, με κάποια ςχόλια ςχετικά με βαςικά αποτελζςματα ςυμπάγειασ, πολφ 

χριςιμα ςτο τι κα επακολουκιςει, κακϊσ επίςθσ και μια ςφντομθ αναφορά ςε 

υπολογιςτικζσ μεκόδουσ, όπωσ τισ μεκόδουσ των Ritz και Galerkin, oι οποίεσ μασ 

βοθκοφν ςυςτθματικά ςτο να υλοποιοφμε τισ πρακτικζσ υπολογιςτικζσ πτυχζσ των 

μεκόδων βελτιςτοποίθςθσ. 

 Στθ ςυνζχεια κα αςχολθκοφμε με το κεωρθτικό πρόβλθμα τθσ φπαρξθσ και τθσ 

μοναδικότθτασ των ελαχιςτοποιθτϊν και υπό ποιεσ ςυνκικεσ αυτά τα δυο ερωτιματα 

επιδζχονται καταφατικι απάντθςθ, κακϊσ επίςθσ και με τισ αςκενείσ λφςεισ τθσ 

εξίςωςθσ E-L. Ύςτερα κα ςυηθτιςουμε κζματα ςχετικά με τθν ομαλότθτα τζτοιων 

λφςεων και αν μποροφμε να απαιτιςουμε περαιτζρω ομαλότθτα. Ζνα άκρωσ 

ςθμαντικό και ενδιαφζρον πλθν δφςκολο ερϊτθμα. 

 Αφιερϊνουμε το 3ο κεφάλαιο ςτα προβλιματα που υπόκεινται ςε περιοριςμοφσ. Προσ 

τοφτο κα καταφφγουμε ςτθ χριςθ των Πολλαπλαςιαςτϊν Lagrange για να εξάγουμε 

μια ‘’βελτιωμζνθ’’ Ε-L, λαμβάνοντασ υπόψθ και τον περιοριςμό και προςαρμόηοντασ 

τθν ανάλυςι μασ αναλόγωσ. Θα επικεντρωκοφμε κυρίωσ ςε ολοκλθρωτικοφσ 

περιοριςμοφσ, δίχωσ ωςτόςο να παραλείψουμε τθν περίπτωςθ των αλγεβρικϊν. Για 

ακόμθ μια φορά θ παρουςίαςι μασ κα ακολουκιςει μια εφλθπτθ και διάφανθ ροι, 

διανκιςμζνθ με πολλζσ εφαρμογζσ και παραδείγματα. Επιλζγουμε να κλείςουμε το 

κεφάλαιο αυτό με τα λεγόμενα προβλιματα ελευκζρου ςυνόρου, όπου εδϊ ελλείψει 

των ςυνοριακϊν τιμϊν, κα παρουςιάςουμε με ποιον τρόπο κα επιβάλουμε εμείσ τισ 

ςυνοριακζσ ςυνκικεσ. 

Στο 4ο κεφάλαιο αςχολοφμαςτε με τθ Χαμιλτονιανι κεϊρθςθ και κα τθν 

αντιπαραβάλουμε με τθ Νευτϊνεια κεϊρθςθ, εντοπίηοντασ παράλλθλα τα κοινά 

ςθμεία , αλλά και τα ςθμεία όπου οι δυο κεωρίεσ διαφοροποιοφνται, παρακζτοντασ τα 

υπζρ και κατά. Εν ςυνεχεία κα χρθςιμοποιιςουμε τθν αρχι του Χάμιλτον για να 
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καταλιξουμε ςτθ διατφπωςθ των κανονικϊν εξιςϊςεων, γνωςτϊν και ωσ ‘’κανονικόσ 

φορμαλιςμόσ’’. Αυτζσ οι εξιςϊςεισ είναι κεντρικισ ςθμαςίασ ςτθ Φυςικι και κα 

επιδιϊξουμε, μζςω μιασ εκτενοφσ παράκεςθσ πολλϊν αναλυτικϊν παραδειγμάτων να 

αναδείξουμε τον κεντρικό αυτό ρόλο. Η ανάλυςι μασ ςυμπλθρϊνεται με κάποια 

ενδιαφζροντα ιςτορικά ςτοιχεία, όπωσ θ αρχι ελάχιςτθσ δράςθσ του Maupertuis, που 

αποςκοποφν ςτθν καλφτερθ ςυνοχι και ςυνεκτικότθτα των παρουςιαηόμενων ιδεϊν. 

Κλείνουμε το κεφάλαιο με μια εκτενι αναφορά ςτα αντίςτροφα προβλιματα, θ 

ςθμαςία των οποίων ςυνοψίηεται ςτο ερϊτθμα: ‘’αν μασ δοκεί μια διαφορικι εξίςωςθ, 

με ποιο τρόπο μποροφμε να προςδιορίςουμε τθ Λαγκρανηιανι ςυνάρτθςθ;’’. 

Το 5ο κεφάλαιο είναι αφιερωμζνο ςτα κρίςιμα ςθμεία. Εξετάηουμε εδϊ ςυναρτιςεισ 

που ναι μεν κακιςτοφν κάποια δοςμζνα ςυναρτθςιακά ςτάςιμα, δίχωσ όμωσ να είναι 

ακρότατα αυτϊν. Εν ςυνεχεία παρακζτουμε ζνα κεωρθτικό αποτζλεςμα, το Θεϊρθμα 

Παραμορφϊςεων, το οποίο κα χρθςιμοποιιςουμε για να αποδείξουμε το Θεϊρθμα 

Ορεινισ Διάβαςθσ, το οποίο ουςιαςτικά είναι μια αρχι minimax. Ζπειτα μελετοφμε τθν 

εφαρμογι αυτοφ του ςθμαντικοφ κεωριματοσ ςτθν απόδειξθ φπαρξθσ αςκενοφσ 

λφςθσ μιασ θμιγραμμικισ (quasilinear) ελλειπτικισ μερικισ διαφορικισ εξίςωςθσ τφπου 

Poisson και κλείνουμε το κεφάλαιο αυτό με τθν εξαγωγι τθσ ταυτότθτασ των Derrick-

Pohozaev. 

Τζλοσ ςτο 6ο και τελευταίο κεφάλαιο αςχολοφμαςτε με τα αναλλοίωτα και το 

βαςικότατο Θεϊρθμα τθσ Noether, ζνα κομμάτι μείηονoσ ςθμαςίασ ςτθ Φυςικι και 

ιδιαίτερα δε ςτθν Μθχανικι, απόλυτα ςυνυφαςμζνο με τισ ςυμμετρίεσ των 

ςυςτθμάτων και τουσ νόμουσ διατιρθςθσ. Για τθν ακρίβεια μελετοφμε πωσ επθρεάηουν 

μεταςχθματιςμοί χωρίων και ςυναρτιςεων το πρόβλθμά μασ, μζςω τθσ επίδραςισ 

τουσ ςτθ διαφορικι εξίςωςθ Euler-Lagrange και καταλιγουμε ςε πολλά χριςιμα 

ςυμπεράςματα φυςικοφ περιεχομζνου, μζςω εκτενϊν παραδειγμάτων και εφαρμογϊν.  

       

  

 

   

 

 



3 

 

Preface 

  
 Generally, the Calculus of Variations is concerned with the optimization (minimization 
or maximization) of variable quantities, called functional, over some admissible class of 
competing objects. Many of its methods, ideas and techniques were developed over 200 
years ago by many great mathematicians like Euler, Lagrange, Bernoulli and many 
others. Its own development owes its existence to a constant and fruitful interaction 
between a strict mathematical theory and a continuous changing, and challenging as 
well physical consideration of the world. It continues to the present day to bring 
important techniques to many branches of physics, engineering, economics, optimal 
control theory, biological sciences, etc 
 We begin the presentation of this Master Thesis by referring to Euler-Lagrange 
equation and presenting how we can derive this equation. The techniques are based on 
the generalization of respective ideas from the calculus of real functions (perhaps in 
some cases slightly converted to fit with the basis where we shall develop our theory). 
This equation is of central significance throughout this thesis, since it provides us with a 
necessary condition for determining extrema. Of course we will accompany our 
presentation with plenty of examples which lead to a better/deeper comprehension of 
the ideas and with a wide variety of application as well, like the brachistochrone 
problem, the minimal surface problem, applications arising in economics and physics, 
like the plate equation or the equilibrium shape of a membrane overload, the Dirichlet’s 
Principle and its connection to the minimal surface problem and many other interesting 
topics. We will close the first section by a short reference to the second variation, 
omitting however to further develop the related theory. Finally we will mention and 
analyze some results relevant to compactness. These will play a major role later in the 
presentation of the existence theory of minimizers. We also briefly present some 
computational methods like Ritz’s and Galerkin’s. 
 Next we devote a significant part of our work to the existence-uniqueness theory of 
minimizers for certain minimization problems and we investigate under which 
conditions the existence (and uniqueness) is possible. Here the material becomes a bit 
more ‘’advanced’’ or abstract, since for our analysis we need to employ many 
techniques and results from Sobolev spaces. Moreover we shall deal with the weak 
solutions of the E-L equation, which could be regarded to be additional evidence which 
advocates in favor of using Sobolev spaces, being the suitable spaces for weak 
formulations. Afterwards we shall discuss the very important, but difficult too, topic of 
regularity and we will make some remarks regarding higher regularity. A reasonable 
question which may arise here is whether the theory is analogous to the one developed 
for linear, 2nd order, elliptic pdes and under which conditions higher regularity can be 
achieved. Nonetheless we avoid further developing the theory as being beyond the 
scope of our thesis. 
 We continue by referring to minimization problems subject to constraints. This class of 
minimization problems is also known as isoperimetric problems. In this chapter, given 
the fact that we are dealing with constraints, we need to employ the Lagrange multiplier 
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rule and to derive a slightly converted (or adjusted) E-L equation, by taking into 
consideration the constraints this time. We mostly dedicate our analysis to integral 
constraints which dominate the vast majority of our discussion, but we shall not neglect 
to refer to the algebraic constraints as well. Next we discuss topics related to unilateral 
constraints and variational inequalities. And eventually we choose to close this chapter 
by presenting the free boundaries. Once again, we accompany our presentation with 
lots of applications, like the shape of hanging rope, Schrödinger’s equation from 
Quantum Mechanics, the classical isoperimetric problem from which the alternative 
name of this class of problems is derived and we close the chapter by referring to the 
Rayleigh Quotient and the eigenvalue minimization problem.   
 As mentioned earlier above, the theory that associates optimization with pdes is the 
calculus of variations. It can be used for both static and dynamic problems as well. 
Moreover the dynamical aspects of calculus of variations are based on Hamilton’s 
principle and it is the central theme of our next chapter. We will derive Hamilton’s 
canonical equations (what is known as Hamilton’s Formalism) and we will apply 
Hamilton’s principle for the wave propagation in elastic strings, membranes, vibrations 
of rods etc. We will also demonstrate how to handle Hamilton’s formalism through 
many characteristic examples derived from classical mechanics. Next we will compare 
the Hamiltonian with the Newtonian approach and we shall present some 
supplementary material followed by interesting historical notes. We close the chapter 
with a discussion dedicated to the inverse problem, accompanied by many examples 
which illustrate a method of determining the Lagrangian from a given differential 
equation. 
 Regarding the two last sections now, one is devoted to the critical points of a 
functional. There by employing the results of the deformation theorem, we prove a very 
important theorem, the Mountain Pass Theorem, abbreviated as MPT, and we use it to 
prove the existence of a weak solution of a given, semi-linear Poisson b.v.p. In relation 
to the latter, we demonstrate extra material, the so called Derrick-Pohozaev identity. 
 Lastly, we have chosen to close this master thesis with an extensive report and analysis 
to Invariance and Noether’s Theorem which plays a very crucial and centralized role in 
the conservation laws in Physics. This last part is enriched with lots of applications which 
highlight the great significance of Noether’s theorem. We indicatively mention the 
scaling invariance, the monotonicity formulas, conservation of energy for non-linear 
wave equations and the conformal energy for the wave equations as well, accompanied 
by an application to local energy decay. 
 We have tried to cover an important range of topics relevant to the calculus of 
variations. This may have led to some partial repetition of the material (to some extent) 
in some parts of the text inevitably. We would like to apologize for this, although we 
recognize the benefits of the revision. On the other hand, there are some topics which 
unfortunately we omitted to present here, something we regret for. Nevertheless, given 
the restrictions in time (mostly), but in space (limitations in the thesis’ extent) as well, 
something like that seems to be inevitable if someone does not wish to ‘’sacrifice’’ the 
analyticity and the clarity of his presentation, without neglecting or omitting the crucial 
parts and making ‘’discounts’’. Indicatively we mention some topics we wish to have 
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covered like Legendre’s and Jacobi’s conditions regarding the 2nd variation, the 
Hamilton-Jacobi equation and the Hopf-Lax resolving formula, the Legendre transform 
which highlights the duality of Lagrangian and Hamiltonian functions, the alternative 
derivation of Hamilton’s canonical equations as the characteristics of the Hamilton-
Jacobi equation as well as Pontryagin’s Maximum Principle, which is used in optimal 
control theory to find the best possible control for taking a dynamical system from one 
state to another, especially in the presence of constraints for the state or input controls.        
 As far for the notation, it is a nightmare. We have tried to simplify (if possible) the 
notation where it is necessary and we hope that we have achieved it at least a bit. In 
some cases, it was rather difficult given the wide range of different bibliography we 
have used. 
 Furthermore, although in some parts the presentation may seem a bit more technical 
at first sight, we have tried not to sacrifice the clarity and the simplicity of the ideas, 
focusing on the deep comprehension of the main results, and keep our approach very 
concrete, following a ‘’clear path’’. Part of our philosophy is also to give sometimes a 
more practical-intuitive first approach which serves a more educational, say, character 
and shortly afterwards to profound to a deeper and more abstract level providing all the 
necessary details and ‘’machinery’’. We hope that the work at hand serves faithfully this 
scope. 
 We wish and hope as well that each potential reader will find the current work 
interesting or at least a bit of ‘’something’’ so as to turn his attention on it, at least for a 
while. Moreover, we would like to deeply thank the careful reader who may notice 
some errors in the text in advance. Errors are an inevitable part of human life. Needless 
to say that any suggestion targeting to improve this work is more than welcome!    
 Last but not least, I would like to thank all these people who significantly helped me 
during this journey till completing the work at hand. First I would like to deeply thank 
the Alexandros Onassis Foundation for the confidence and support to me all these two 
years of this Master and the very valuable scholarship it provided me with during the 
duration of my graduate studies. This made my entire life much easier these two years. I 
will always be grateful, recognizing at the same time this valuable source of funding my 
studies. 
 I would also like to thank my supervisor professor Ioannis Stratis for his help, his 
valuable remarks, suggestions and advices and all his guidance and supervision during 
this work at hand and for all the opportunities he has offered to me so far. Additionally I 
would also like to thank the other two members of my jury-committee, professor 
Gerassimos Barbatis and assistant professor Panagiotis Gianniotis for all the advice and 
suggestions targeting the improvement, when needed. Lastly a big thank to the 
secretary of the graduate studies in our department, Mrs Alkistis Ntai for all her help, 
her suggestions and her advice regarding bureaucratic and/or procedural issues and all 
her polite willingness to offer information relevant to my studies.  
 Next I would like to thank some close friends for their support all these years like 
Angelos Gikas, Giorgos Katopodis, Thodoris Giannopoulos and Giannis Arkoudis, four 
really good persons and good mathematicians I had the luck and the privilege meet and 
know during our postgraduate studies in the Department of Mathematics in the 
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National and Kapodistrian University of Athens.   
 As a young mathematician I owe a great thank to my teacher and mentor Vasilios 
Dougalis, who taught me, the most important of all according to my personal opinion in 
my mathematical life, how to think mathematically. I also feel a great and profound 
need to also thank him for his valuable advice, suggestions and remarks, as well as all 
these invaluable teaching moments during his lectures, moments of true inspiration, 
moments of true learning. This kind of moments which motivates you to get better, to 
try harder, this kind of moments which changes your life. As a person now, I owe 
another great thank to this great man, because he was present for me wherever and 
whenever I needed him. And one last thing. According to American author William 
Arthur Ward the mediocre teacher tells, the good teacher explains, the superior teacher 
demonstrates and the great teacher inspires!  
  Lastly among the persons I would like to thank and without them this work would 
never have come true, is actually a very important person in my life. My very best friend 
Nikos Housas, a devoted friend, a pleasant, encouraging and inspiring companion, 
willing to help and support in all occasions of my life. I owe him a great thank for all 
these inspiring and motivating discussions we have had and for his so much alive 
questioning spirit, full of peculiar curiosity and fruitful creativity.   
 Finally, the biggest thank of all is dedicated to the joy of my life, my wife Katerina for 
her support, her comprehension, her devotion, her faith in me, her patience with me, 
her insist on making me a better person, her tolerance, her encouragement, her 
enthusiasm and above all her love for me. Because she was, is and will be on my side in 
every challenge, in every difficulty, even in the darkest moments, believing in me and 
supporting me. Because she has offered the most precious and encouraging smiles to 
me, this kind of smiles which enriches you with optimism and hope for the future. This 
work would never have seen the light without Katerina, my heroine !   
       

                                                                                                                                                     Athens 
                                                                                                                                                   February 2020 
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1. The Euler-Lagrange Equation 

1.1  The Euler-Lagrange Equation 

  Below we shall introduce the main ideas, methods and techniques in order to derive 
the Euler-Lagrange equation which plays a major and very central role in the calculus of 
variations and the optimization problems related to it. Our goal here is to make the 
reader familiar with the main concepts, to provide some further generalizations, 
accompanied by  plenty of interesting examples and applications. As mentioned above, 
the core of this first section will be computational and our principal target will be to deal 
with the E-L equation and to use it extensively to applications.  
To start with: 
 

1 1

n

n

We consider the Lagrangian:  ( , , ) ( ,..., , , ,..., ) :    

 (for  bounded, open with smooth .)

 , , .

n

n nL L p z x L p p z x x U

U U

p z x U

    

 

  

  



 

 

 is the symbol of the variable for which we substitute ( ) below, and  is the variable 

for which we substitute ( ). We also set:

p Dw x z

w x

 

1
( ,..., )

np p pD L L L · 

z z
z

L
D L L


 
 · 

1
( ,... ).

nx x xD L L L · 



Now for smooth functions  such that , we define the functional  

, ( ) .
U

z p

 w :U u g on U

I[w] L x,w(x) Dw x dx

  

 
  
 
 




 

If we suppose now that there is a smooth function  that is equal to  on the 

boundary which happens 

to satisfy :  [ ] min [ ] , A is regarded to be a kind of functions' 

admissible set. Then, we wi

w A

u g

I u I w




ll demonstrate that  is automatically the solution of

 a certain non-linear p.d.e , called E-L equation.

 To confirm this statement, choose any smooth ( )  and consider

 the real-valued function (

c

u

u C U

i



) [ ] ,  .

Since  is a minimizer of [ ] and 0  on , we notice 

that ( ) has a minimum at 0. Therefore by

Fermat's theorem  (0) 0. So we explicitly 

compute this derivative (call

I u v

u I u v g g U

i

i

  

 



  

      

 

 



ed the 1st variation).

 



8 

 

    

   

1

1

( ) [ ] ( , , )

( ) , , , , .

Therefore we have for 0

0 '(0) , , , ,

and after an integration by parts

0

i i

i i

U

n

p x z
iU

n

p x z
iU

p

i I u v L x u v Du Dv dx

i L x u v Du Dv v L x u v Du Dv v dx

i L x u Du v L x u Du v dx

L

   

    







     

          



      

        
1 1

, , , , , ,
i i

i

n n

z p
xi iU U

x u Du v L x u Du v dx L x u Du v
 

      


       

0

1

since ( ),  the last integral equals to zero.

0 , , , ,   
i

i

i

c

n

p z c
xiU

n dS

v C U

L x u Du L x u Du vdx v C U









     

      
1

E-L equation associated to the energy functional [ ]

, , , , 0 0

in , wich is a non-linear PDE. Actually it is a quasilinear, 2nd order pde 

in divergence form.

i

i

n

p z z p
i x

I

L x u Du L x u Du L div L

U





      
 

In summary, any smooth minimizer of [ ] is a solution of E-L and thus conversly

we can try to find a solution of E-L by searching for minimizers.

I 

 
 

2.2 The Euler-Lagrange equation for systems 

 

11 12 1 1

Systems:

Assume the smooth Lagrangian function :  where   is the space of

real  matrices. Hereafter we shall notate ( , , ) ( , ,... ; ,..., ; ,..., )

for a matrix  

m n m m n

mn m n

m n

L U

m n L L P z x L p p p z z x x

P

 



    

  



 

11 1

1

,  ,  ,  where . 

n

n

m mn m n

p p

z x U P

p p


 
 

     
 
 



    



 

  1

Consider now the functional

[ ] ( ), ( ),  defined for smooth functions :  with ( ,..., )

satisfying the boundary condition    for :  being given. Here we denote

m

m

U

m

I w L Dw x w x x dx w U w w w

w g on U g U

  

   

 



 

`



9 

 

1

1

1 1

1

1

1 1

 

( )  the gradient matrix of w at x. For simplicity we will write this

matrix in a bit peculiar way as  ( ) . This 

n

n

n

m m

n m n

x x

m m

x x
m n

w w

x x

Dw x

w w

x x

w w

Dw x

w w





  
  
 
 
 
  

   

 
 

  
 
 



  





  



will help us significantly with the

calculations.
 
 

1

1 0

We will show now that any smooth minimizer ( ,..., ) of  [ ],  taken among functions

equal to  on U must solve a certain system of non linear pdes. We therefore fix a 

( ,..., ) ( ; ) and 

m

m

m

u u u I

g

v v v C U

 



  

 
10 0

write as usual ( ) [ ]. As before we have that (0) 0,

from which we may deduce (as above) the equality:

0 (0) [ ] , , ( , , )

( , , )

k

k
i

m

z k

kU U

p

i I u v i

d d
i I u v L x u v Du Dv dx L x u Du v

d d

L x u Du v

 

 

  
   

  

  
        

 



 

 
,

1 1

1 2

1

,  since . Now we notice that since this identity

is valid for all choices of , ,...,  , we conclude after integrating by parts that:

0 ( , , ) (

i i i

k
k i

n m
k k k

x x x
k i

i k

m

m

z k p
k

dx Du Dv u v

v v v

L x u Du v L x

 
 




  



 




1 1 1 1 1

1 1

, , ) ( , , ) ( , , )

( , , ) 

k
i k i

i

k
i

n m m n m
k

x z kp
i k k i kU U x

n m

kp
i k

u Du v dx L x u Du L x u Du v dx

L x u Du v

    

 

     
     

     



   



 

 

0

1 1

1

  , due to the compact support of . Therefore, we obtain:

( , , ) ( , , ) 0. Thus we have the system of E-L equations 

( , , ) ( , , )  in  for 1,2

k
k i

i

k
k i

i

i k

U

m n

z p
x

k i

n

z p
x

i

n dS v

L x u Du L x u Du

L x u Du L x u Du U k



 



 
  

 

 



 

 ,...,  m
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1.3  The Null Lagrangian 

Null Lagrangians:

Surprisingly, it turns out to be interesting to study certain systems of non linear pdes for which 

every smooth function is a solution. Before developing the idea of null Lagrangian l

 
1

et us first 

define what a null Lagrangian is:

Definition:

The function L is called a null Lagrangian if the system of E-L equations 

( , , ) ( , , ) 0  for  1, 2,...,  , in  is automatik
k i

i

n

z p
x

i

L x u Du L x u Du k m U


   cally solved by all

smooth functions : .

The importance of null Lagrangians is that the corresponding energy: [ ] ( , , )  

depends only on the boundary conditions. Specifically, we have the fo

m

U

u U

I w L x w Dw dx



 



2

llowing result.

Theorem

Let  be a null Lagrangian. Assume ,  are two functions C ( ; ) such that  on .

Then [ ] [ ].

Proof .

Define ( ) [ (1 ) ] , 0 1. Then we have that

( ) [ (1

mL u u U u u U

I u I u

i I u u

d
i I u

d

   

 


 



    

  

 





 

  

  

1

1 1

) ]  ,  (1 )  ,  (1 )

 ,  (1 )  ,  (1 )

 ,  (1 )  ,  (1 )  after applying integration by

parts and taking

k

k
i ii

U

m

z k k

kU

n m
k k

x xp
i k

d
u L x u u Du Du dx

d

L x u u Du Du u u

L x u u Du Du u u dx

    


   

   



 

      


     




      









  

  

  

 

    

1

1

 into consideration as well that  on  we obtain:

=  ,  (1 )  ,  (1 )

 ,  (1 )  ,  (1 ) 0. The last equality holds since

the system of E-L eq

k

k
i

i

m

z

k U

n

k kp
x

i

u u U

L x u u Du Du

L x u u Du Du u u dx

   

   





 

    


      









 

  

 
1

uations is satisfied by the function (1 ) . Remember that  is assumed

to be a null Lagrangian. In other words:  ( , , ) ( , , ) 0 for 1,2,...,

in , where = (1 ) . Concludi

k
k i

i

n

z p
x

i

u u L

L x w Dw L x w Dw k m

U w u u

 

 



 

  

 





 ng we have shown that   ( ) 0  ( ) constant and

therefore ( ) (0) (1) where (0) [ ] and (1) [ ] which proves the required result  

i i

i i i i I u i I u

 



   

    
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1.4  Applications 

 
 Below we shall refer to some simplified expressions of the E-L equation, which we will 
use quite often later, when we will present a lot of applications. We will present the 
simplest E-L solving the simplest problem, some generalizations and what we call first 
integral which simplify significantly the E-L under certain cases. 
 
First we will mention the simplest form of E-L. For this purpose we introduce the 
following definition 
 
Simplified E-L, the simplest problem 
 
Definition  

 

0 0

Let :  be a functional on , where , and  a normed linear space. 

Let  and  such that     for all ε sufficiently small. Then 

ˆthe first variation also called the  derivativ(

J A A A V V

y A h V y h A

Gateaux



 

   



 

0

0 0

0

e  of    in the direction 

of  is defined by:  J( , )=

provided the derivative exists. Such a direction  for which the derivative above 

exists is called an admissible variation at y

) J at y

d
h y h J y h

d

h



 
 



0.

 

 
Borrowing the idea from classic calculus, and to be more specific by Fermat's

Theorem, we can proceed by introducing a necessary condition for minimizing

a given functional which could be considered to 

0 0 0

0

be a direct analogue to the classic

calculus. Therefore, we demand: ( , ) ( )  0  for 

and for all admissible variations . This is a necessary minimizing condition.

d
J y h J y h y

d

h



 
 

   
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  2

0 1 o

Now we are ready to develope the principal and necessary for our needs theory 

of minimizing the functional [ ] , ( ), ( )  , where [ , ] , 

( )  and ( ) nu. iL is a g ven,  twice conti

b

a

J y L x y x y x dx y C a b

y a y y b y

 

 



 

2

0

r

usly differentiable function 

on ,    . Moreover, [ , ] uch that ( ) ( ) 0 and the admissible

set is considered to be the followin

[ ]

Afterwards we will follow th

g: ( )

s

( )

e u ual p

0

a b h C a b s h a h b

y C y a y b





   

    



   
0

ocedure, by considering the first variation, 

which will lead us to derive the E-L equation. 

( )= , ,   ( )

by applying integration by parts, we obtain:

=

b b

y y

a a

y

d
J y h L x y h y h dx J y h L h L h dx

d

d
L



   






         



 

   + , , ( )y yL h dx L x y y h x
dx

 

 
 

 

0 due to
the compact
support

0

 ( ) 0

( ) [ , ] . Now we note that since this equality holds for every ( ) with the

properties mentioned above, we can conclude the E

b
b b

y y

a aa

d
L L h x dx

dx

h x C a b h x





   
     

   

 

 

-L: L 0

Where in the last step we have used the following lemma:

( ) ( ) 0 with  ,  smooth and ( ) ( ) 0  ( ) 0  [ , ]

Hereafter we shall refer to this lemma as the fundamental lemma

y y

b

a

d
L

dx

f x h x dx f h h a h b f x in a b

 

    

 of calculus of variations.

We will prove the general case of this lemma later in the chapter. But let us make a short

remark for its proof. The important thing here is which ( ) (satisfying the requirh x ed property)

to choose. If we choose it properly , we can use the method of contradiction to prove the lemma, by

restricting   to a small interval, where without loss of generality, it will have been sf

   
3 3

1 2 1 2

uppossed

to be, say, positive. Then by considering, for example, the 6-spline, 

,  [ , ] [ , ]
which is ( )  we will be led to a contradiction.

0                          ,    otherwise

x x x x x x x a b
h x

    
 

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   
2

1

2

1 2

3 3

1 2

We wish h(x) to be smooth at x  and x  so as to be C ,  with compact support as well.

Then, it's straightforward to see that:

0= ( ) ( ) ( ) 0 which is a contradiction if we suppose

xb

a x

f x h x dx f x x x x x dx   

0 0

1 2

that f is not identically zero, but on the contrary, there exists a ( , ) such that ( ) 0.

Why? Because then, by employing the continuity of f, we would be able to find an interval,

say, [ , ] w

x a b f x

x x

 



here (wlg)  would be, say, positive. f

 
 
 

The graph of h(x) is of the following form: 

 
 
 
 

The E-L is a second order, non linear pde, provided that 0 , because:

( , , ) 0  0  

 0        ( 0). Below we will discuss shortly 

y y

y y y x y y y y y

y y y y y x y y y

L

d
L L x y y L L y L y L

dx

y L y L L L L

 

    

     



         

      about

first integrals. In general, a first integral of a second order differential equation, say

( , , , ) 0  is an expression of the form ( , , ) involving only lower deriva-

tive, which is consta

F x y y y g x y y  

nt whenever  is the solution of the original equation ( , , , ) 0.

Hence ( , , )  represents an integration of the second order equation. In Mechanics

first integrals are called conservation law

y F x y y y

g x y y c

  

 

s. 

 

One of the reasons for which we widely and quite often use first integrals is that they simplify

significantly the E-L equation which otherwise would be quite complicated to be solved. They

depend on the form of the Lagrangian, therefore we separate the following cases:
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 ( , )  .

( , )  

y

y y

L L x y L const

d
L L x y L L

dx





   

   

 

0

0  0

( , ) .  The proof is in fact quite simple:

0  L

y

y

y x

L

L L y y L y L const

d
L y L

dx





  

     

  
0

y y yy L y L y L 
      

 

0 

y 0  y

y y y y

y y y y y y y

y y L y L

d
L y L y L L L

dx

  

   

     

       

 

 

0 as the 
E-L equation

0

Finally we would like to make a last remark regarding the E-L, by referring to an 

alternative way to represent the E-L: 0  because:t y

t y t

d
L L y L

dt

d
L L y L L

dt





 
 

 
  

  

   tL yy L 
 y yy L y L 

    

 

y t y y y y

y y t y y y y y y

y L L y L y

d
y L L L y L y y L L

dt

   

    

     

         

0 due to E-L
equation

0

 
 

 
  

 

 
Generalizations 
 

2 2

0

 More variables

( , , , , ) for ( , ) a given smooth function

Let us now consider a function ( , ) ( ),  where  an open and

bounded set. Moreover, as usual, we 'll take the first variat

x yL L x y u u u u u x y

h h x y C U U



 

   

     

   

0

ion to obtain:

[ ] ( , , , , )  [ ] 0 

0  0

  + 

x y x x y y

x y x y

x x y y

U

u u x u y u u u u u

U U

u u u u u

U

d
J u h L x y u h u h u h dxdy J u h

d

L h L h L h dxdy L h L h h L L h h L dxdy
x x y y

L L L h dxdy L h L h
x y x y



    
 

        

    
         

    

      
     

     



 

 


0( )

2

0

0  

( , ) 0   ( ). From the Fundamental lemma 
x y

U

u u u

U

dxdy

L L L h x y dxdy h C U
x y



 

  
      
  




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 

1

0 and in general:  L 0  E-L equation.

It remains to justify the ( ) deduction:       By applying Green's Theorem for 

( , )   and  ( , )   we have that:

x y xi

x y

x

n

u u u u u

i i

u u

u

L L L L
x y x

Q x y L h P x y L h

L h
x



  
    
  



  

 






    , ,
y y x y x

T

u u u u u

U U

dx dy
L h dxdy L hdx L hdy L L h

y dt dt


   
        

   
 




0 on U

0 .
U

ds






 
 

 

4

0

0

 Higher derivatives

Once again we consider a function [ , ] (at least), then 

[ ] ( , , , )   [ ] 0 the necessary

condition for extrema 0  in

b

a

y y y

h C a b

d
J y h L x y h y h y h dx J y h

d

L h L h L h dx



    




 





          

     



2

2

tegration by parts 

( )

b

a

b

y y y y a

d d
L L L h x dx L h

dx dx
  



 
      

 



0 b

y y

a

d
L h L h

dx
 

 
  

 

0

0 the last term 

the last term equals zero since ( ) ( ) ( ) ( ) 0  Now by applying

the fundamental lemma (which still holds true, it suffices to consider here the  10-spline, 

which is: ( )

b

a

h a h a h b h b

h x



     



   

  ( )

5 5

1 2 1 2

2

2
1

,  [ , ]

0,        otherwise

as ( ) and to be led to a contradiction as previously) to obtain:

 0 and in general, (if it's C -differentiable)  1 k

km
km

y y y y k y
k

x x x x x x x

h x

d d d
L L L L L

dx dx dx
 



   
 


     0  
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1 1 1

 More functions

( , ,..., , ,..., ) smooth as usual and we consider ,...,  smooth with compact

support in [ , ]. Again, by taking the first variation we will be able to obtain a necessary 

c

n n nL L x y y y y h h

a b



 

 1
1

1 1 1 1 1 1

0

1 1

ondition for extrema, i.e. the E-L equation:

[ ,..., ] ( , ,..., , ,..., )  [ ] 0

... ... 0 integration by parts to ob
n

n

b

n n n n n n

a

y y n ny y

d
J y h y h L x y h y h y h y h dx J y h

d

L h L h L h L h dx



      




 

            

       




1

tain:

0 which is valid for every  0  for 1,2,...,
i i

i i

b

a

b n

y i i i yy y
ia

d d
L h L h dx h L L i n

dx dx 


  
       

  





 
 
Remarks

Below we will examine some special cases of first integrals regarding the general cases of E-L

as well as the necessary condition for the existence of extremals for the special case where  

depe

L

nds only on the first derivatives of the functions  and , i.e. ( , ). Remember, since

we have more than one functions, we are talking about a system of E-L equations, where an 

equivalent to the 

y z L L y z 

2necessary condition 0 for the existence of the extremals is : 0. 

In other words det 0 . Now since ( , ) (depends only on  and ), 

the E-L sys

y y y y z z y z

y y y z

z y z z

L L L L

L L
L L y z y z

L L

       

   

   

  

 
      

 

tem has the following form:

0 0
 . Now we know from elementary Linear Algebra that this

0
0

system can be uniquely solved iff det 0 and s

y y
y y y z

z y z z
z z

d
L L y L z Ldt

d y L z L
L L

dt


   

   



      

 
    



 ince it is homogenuous there exists only the null

0
solution, i.e. ( ), ( ) are linear polynomials

0

y
y t z t

z

 


 
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1 2

1

1

First integrals for the generalized cases:

( , ) where ( , ,..., ) and analogously .

Then a first integral is  because:
i

i

n

n

n

i y

i

n

i y t

i

L L y z y y y y z

L y L c

d
L y L L

dt









   

 

 
  

 





  


0

1 1 1
i i i

n n n

i y i y i y

i i i

y L y L y L 

  

       i i ii y i y y

d d
y L y L L

dt dt
 

 
    

 

0 as E-L

1 1

2

2

0.

( , , ) 0 .

( , , )  a first integral is . In order to prove this result,

we need to take thederivative

n n

i i

y y y y y

y y y

d d d
L L x y y L L L L L c

dx dx dx

d
L L y y y L y L L y L c

dx

 

   

  



         

 
          

 

 

 with respect to . This must be equal to zero. The required identity

follows after some elementary computations.  

x

 
Some examples: 

 

 2 2 2 [ ]   
E L

t x uJ u u c u dxdt L


   
0

0 2
t xu u

R

L L
t x t

  
   
     2tu

x


 


 2

2

4
2 2 2 2 2 2

1

2 2

2

0

0  wave equation.

1
 [ ]   0  ..........

2

1
[ ] ( , )   0  

2

xi

x y

x

tt xx

E L calculations

t x y z u u

i iR

tt

u
E L

u u u

R

c u

u c u

J u u u u u m u dtdxdydz L L
x

u u m u

L p

J u u p x y u dxdy L L L
x y







 

 


             

  


  

            





( , )

( , )    Poisson's pde.

x

y

u x

u y

xx yy

x y

L u

L u

p x y u u u p




 




    
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 

   

 

4
2 3

0

3 3 1

3 1

3

[ ]   [ ] 2 2 0
2

0 0  ( ). For

0 on  now, we conclude that: 0  ( ) 

0 

D D

D D D

D

gu d
K u u dxdy K u u gu dxdy

d

u
u gu dxdy dS u gu dxdy H D

n

u
D u gu dxdy H D

n

u gu



  


    

 





 
            

 


          




       



  

 

  







   
2

0 0

, in 

 It remains to justify the first integral implication:
0 on 

2

2

D

u
D

n

d d
u u u

d d

u

 

     
 

 

 





 


 
           

 

   



u     0

u



 



  
0

2 2 22

2 . Otherwise we could obtain the same

result by just expanding 2  and operating finally

the differentation with respect to .

u

u u u





     





  

         

 

Historical notes 

    

 
 
 Leonard Euler (1701–1783), a Swiss mathematician who spent much of his professional 
life in St. Petersburg, was perhaps one of the most prolific contributors to mathematics 
and science of all time. His collected works fill 92 volumes, more than anyone else in the 
field. Some may rank him at the top of all mathematicians. His name is attached to 
major results in nearly every area of study in mathematics. A statement attributed to 
Pierre-Simon Laplace expresses Euler's influence on mathematics: "Read Euler, read 
Euler, he is the master of us all." 
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 Joseph Louis Lagrange (1736–1813) was a Franco-Italian mathematician, physicist and 
astronomer, one of the great mathematicians in the 18th century, whose work had a 
deep influence on subsequent research. In 1766, on the recommendation of Swiss 
Leonhard Euler and French d'Alembert, Lagrange succeeded Euler as the director of 
mathematics at the Prussian Academy of Sciences in Berlin, Prussia, where he stayed for 
over twenty years, producing volumes of work and winning several prizes of the French 
Academy of Sciences. In 1787, at age 51, he moved from Berlin to Paris and became a 
member of the French Academy of Sciences. He remained in France until the end of his 
life. He was significantly involved in the decimalisation in Revolutionary France, became 
the first professor of analysis at the École Polytechnique upon its opening in 1794, was a 
founding member of the Bureau des Longitudes, and became Senator in 1799. 
 
Dirichlet's Principle: 

 
2

2

1
If we take , , , then  for 1,2,...,  ,  0  

2

1
and so the E-L associated with the functional [ ]   is 0 ,

2

i.e the solutions of Laplace equation (harmonic functions) minimize th

ip zi
L p z x p L p i n L

I w w dx u

   

   

e energy's 

functional or Dirichlet's Integral.
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    2 2

Below we shall employ what is called the energy method to present 

a different but equivalent proof of the Dirichlet's Principle.

1
,  where :     

2

admissible set.

Dirich

U

I w w wfdx w A w C U w g on U

Theorem

       

 

 

 

2
- , in U

let's principle now asserts that if  solves    , then:
,  on U

 [ ] min [ ]

Conversely, if A satisfies the relation , then  solves the  b.v.p.

w A

u f
u C U

u g

I u I w

u u Poisson



 
 

 

 

 

 

 
Proof: 
 

 

,  in U
Choose A, then the b.v.p     implies:

,  on U

0

u f
w

u g

u f

 
 

 

        

 

0

U U U

u w dx u u w dx f u w dx

u w

         

         
0

2

2

.

The surface integral equals to zero since  on U. 

Hence:  which implies that

U U U U

U U

ab
C S

U U U

u
dS u u w dx f u w dx u u w f u w dx

n

u w g

u fudx u w fwdx

u fudx u w fwdx u w fwdx






                  

  

     

            





   

       

2 2

2

2 2

 
2 2

 and  was chosen arbitrarily.

Since  and    min .  

a b

U U

w A

u w
dx wfdx I u I w

w A

u A I u I w w A I u I w






 
    



       
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   

   

 

 

2

Now let us suppose that min  holds. 

Then fix any   and write [ ]  ( )

since  because  ,   

in fact  and 0

because supp( ) compact 

 indeed .

Th

w A

c

c U

I u I w

u C U i I u v R

u v A u v C U

v C U u v g g

v

u v A R

  



 

 











   

  

    



    

 

 

2

2 22

erefore,we conclude that the scalar  function ( ) has got a minimum

at 0. Thus (0) 0. But ( ) ( )

1 1

2 2

Consequently:

(0) 0 0

1

2

U

U

i

i i I u v u v u v fdx

u v u v u v fdx

i u v vfdx v



    

  

          

       

       



 

0
 

0   ( )   in .   

U U U

c
U

u
dS v u vfdx

n

u f vdx v C U u f U






     



       



  

 
Generalized Dirichlet's Principle  
 

, 1

ij

1
Consider  ( , , ) ( ) ( )   where  ( ) ( )  (symmetric)  

2

( , 1,2,..., )

due to symmetry of ( ) 2
Then 

2

n
ij ij ji

i j

i j

p
i

L p z x a x p p zf x a x a x

i j n

a x
L



  







1

, 1

1
( )   and ( ). Hence the E-L equation

1
 associated with the functional: [ ] ( )  , where  and  

2

 , is the divergence-structure, linear, 2nd order

i j i

j

ij

j z

n
ij

x x x i
U i j

x j

n

j
a x p L f x

I w a x w w wf w p

w p




 

 
    

 





 

, 1

 pde:  

( ) ( ( ) )  in  (note that in the simplest case 

where the matrix  ( ) ( )  and we return back to 

the classical problem).We will see later that the unif

j i

n
ij

x x

i j

a u f div A x u f U

A x I div u u u



     

       



orm ellipticity condition on the 

 ( ) is a natural further assumption, required to prove the existence of minimizers.ija x

 Consequently, from the non-linear viewpoint of calculus of variations, the divergence 

structure form of a linear, 2nd order elliptic pde is completely natural.

 

 



22 

 

 
Remark:  (Non-linear Poisson equation) 

0

2

Given a smooth function :  and its antiderivative 

( ) ( )  (such that ( ) ) E-L of the energy's functional

1
 [ ] ( )   is given by: ( , , )

2

and ( ) ( ( , , )

i i

i

z

p i x
U

z w p x

f

F z f y dy F z f

I w w F w dx L x w w p w

L L f w L x w w



  

     

    

 

1

2

2
1

( , , ) 0

( ) 0 ( )  in , which is the non-linear  equation.

i

n

z

i

n

i i

L x w w

w
f w w f w U Poisson

x





   


     







 

 
 
 
 
Minimal Surface 

 
11

2 2 22

1 1
2 21 12 2

Let ( , , ) (1 )   so that  [ ] 1   is the area of the 

graph of the function : .  

0 and ( ) 0 0

(1 ) (1 )

minimal surface equa

i

i x i ii

i

U

n n
x xi

z p u z p x

i i

x

L p x z p I w w dx

w U

u u
L L L L L

u u
 

    



 
 

         
     



 



1
2

2

tion:  0   in . 

(1 )

u
div U

u

 
 

 
   
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Remark 

 
1

2 2

 the expression  is n times the mean curvature of the graph

1

of . Thus the minimal surface has zero mean curvature. A way to define the

mean curvature of a function's graph is th

u
div

u

u

 
 
 
 
  
 

   
1

11
2 2

rough the divergence of the unit

1 1
outward normal vector , i.e.  where 

,..., ,1 1

( ,..., ) and ( ; ) 

1

1
Therefore :  

nx x

n

H n
n n

u u u

z u x x x z

u

H div
n







  







 
        

     


    
    
 

 
     






 

   

2

1 1
2 22 2

11

1

1 1 1

1 1

u
div

n u

u
div

n n z
u u

 
   

  
  

   
    

     
   

      
   



 

0

1
2 2

 

div .

1

Additionally, there is a very interesting result: a surface is a minimal surface mean curvature 0 

We will omit the proof of the statement above, because this is beyond 

u
nH

u



 
 

 
 
  
 

 

the scope of this work.

 

 
Minimal surface curvature planes. On a minimal surface, the curvature along the principal 

curvature planes are equal and opposite at every point. This makes the mean curvature zero. 
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Some further remarks regarding the surface measure: 
 

3Let  be a simple, closed curve in . Now a surface whose boundary is ,

is said to be spanned by . Let us now consider a surface ( )

characterized by a graph of function ( , ) defined over a re

S S u

u u x y

 

 





 

 

2

2 2

2 2

2

gion  in

,  such that the boundary  is mapped by  to  (in particular ( )

is spanned by Γ(figure1)). [ ] [ ] 1  because:

[ ] 1 1

1

x y

D

x y x y

D S D D

D

D u S S u

E u A S u u u dxdy

Area S u dS T T dxdy u u dxdy

u dxdy

 

   

   

      

 



  



 

For a given surface now which is the graph of a function, say u(x,y), i.e. 

( , , ) ( , ),  we have that φ= , ,1 . Now we know that

D

x yx y z z u x y u u     


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 

2

2 3

2 2

1 . See figure below.

In general for a given, smooth surface parametrized by

 φ(u,v)= ( , ), ( , ), ( , ) : ,  we know that the following hold:

( , ) ( , ) ( , )

( , ) ( , ) ( ,

x y

u v

T T u

x u v y u v z u v

x y x z y z
T T

u v u v u v

     



  
   

  

 

 

2

1

1

0

, where we denote :
)

( , )
det( ) det . Analogously for the other.

( , )

Finally the admissible set: { ( ) ( ) ,  ( , ) 0 

( , ) }

In other words ( ). From 

x x

x y u v
Jacobian

y yu v

u v

C D C D x y

x y D

C D

 



  
   

   
   

 
  

    

 

 the Calculus of Variations' point of view, 

we define   and we try to minimize the functional , i.e. to find 

a '' '' such that [ ] [ ] [ ] for a small variation ε and for all . 

v u E

u E u E v E v



 

 

     
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:

 We should notice that both catenoid and helicoid surfaces cannot be 

represented as global graphs. Rather, they can be written explicitly in a 

parametric form.

cos ,    0 2

: sin

Comment

x

Helicoid y

   

 

  

 ,       

cosh cos

: cosh sin

a b

z d

x d
d

Catenoid y d
d

z
















 
 














 

 

We can see below how the catenoid and helicoid surfaces respectively look like: 
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Other examples of minimal surfaces taken by the great book of Hildebrandt-Giaquinta 
are the following: 
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And a bit weird one, which is called Costa's minimal surface: Famous conjecture disproof. 
Described in 1982 by Celso Costa and later visualized by Jim Hoffman. Jim Hoffman, David 
Hoffman and William Meeks III then extended the definition to produce a family of surfaces with 
different rotational symmetries. 

 
 
 

 Joseph Antoine Plateau (1801-1883) was a Belgian mathematician and physicist with 
considerable contribution to optics as well as to the calculus of variation. He was also 
one of the first people to demonstrate the illusion of a moving image. To accomplish 
this, he used counter rotating disks with repeating drawn images in small increments of 
motion on one and regularly spaced slits in the other. He called this device of 1832 the 
phenakistiscope.  
 Additionally, he was widely known for the Physics of soap bubbles (Plateau's Laws) and 
Plateau's problem related to the minimal surface problem through the soap film 
experiments. 
  Incidentally, while such experiments are now frequently performed by children in 
science museums around the world, Plateau himself did not see a single minimal 
surface! He was blinded early in his scientific career as a result of looking directly at the 
sun while performing optical experiments. 
 

 
Bubbles in a foam of soap. Soap films meet in threes at about 120° along Plateau 

borders and these borders meet at vertices at about the tetrahedral angle. 
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A boy blowing a soap bubble. Painting by the French artist Jean Baptiste Siméon Chardin 

(1699–1779), The Metropolitan Museum of Art, New York. 
 
 
 
The connection between the minimal surface problem and the Dirichlet's principle 
 
We shall follow a slightly different approach to our analysis below. 

To be more specific, let us demonstrate our thought.

Assuming that the minimal surface u has ''small derivatives'', we could

approximate the functional [ ] by a siimpler functional, deducing

parallelly the problem to a simpler one as well. Using the approximation

(derived by using the Taylor's theorem) 

1 1+ +... (Taylor around ze
2

E u

x
x 

 2 2

2

ro), we expand:

1
[ ]= + ...  Neglecting now the terms of higher order,

2

we replace now the problem of minimizing [ ] with the problem of 

1
minimizing the functional: [ ]=  which is

2

x y

D

E u D u u dxdy

E u

G u u dxdy

 





 
0

 called the

Dirichlet's energy functional. By regarding, as usual, the first variation of 

at u, i.e. 0, which is a necessary minimization condition,

 we obtain the following:

1
[ ]=

2

U

E

d
E u

d

G u u









 

  



2 2 221 1

2 2
U U U

dxdy u dxdy dxdy          

 



30 

 

2

0 0

  [ ] [ ] [ ] 

[ ] 2 [ ]  

As denoted above, the necessary condition for u to be a local minimizer

is to satisfy: 0 

U U

U D

u dxdy G u G u u dxdy G

d
G u u dxdy G u dxdy

d

u dxdy

 

      

    


 

 

          

        

    

 

 

  i ntegration
    by parts

A, where A is the admissible set.

But we notice that:

0=  ,where we observe that

the surface integral equals 0 since =0 on .  Therefore we ha

U

U U U

u
u dxdy dS udxdy

n

U

  






    







  

ve that

0   (if u is continuous) 0  , which is the

Laplace linear, elliptic pde which coincides here with the E-L pde.

Moreover, by construction, u must satisfy the boundary conditi

U

udxdy u in D        

on 

( , ) ( , ),  ( , ) . In other words, if a smooth function u minimizes

the energy's functional, then u is a solution to the very well-known b.v.p. :

u x y g x y x y D   

0  
 . There is only one last thing which needs to be clarified.

  

Lemma:

Let ( , , ) be a continuous function satisfying ( , , ) 0  domain   0

The proof is quite simple. For co

u in D

u g on D

h x y z h x y z dV h


 


 

    

0 0 0

ntradiction, let us assume that there exists

a point ( , , ) where ( ) 0 there. Without loss of generality, let's assume

that ( ) 0. Then, since h is continuous, there exists a domain (perhaps ve

P x y z h P

h P

 



0

0 0

0

ry small)

,  containing  and >0 such that 0 at each point of the domain .

Therefore 0= ( , , ) ( , , ) ( ) 0 ,contradiction! QED
D

D P h D

h x y z dV h x y z dV Vol D

 




 

   

 
 

 
Reconstruction of a function from its gradient 
 
Many applications in optics and other image analysis problems require a 

surface ( , ) to be computed from measurements of its gradient.u x y
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This procedure is extremely useful determining the phase of light or sound

waves. If the measurements are precise, then the solution is straight forward.

However, there is almost always an experimental 

1 2

error. Therefore the

measurements can be considered at best as an approximation of the gradient.

Denote the measure vector that approximates the gradient by ( , ).

Typically a given vector field is 

Tf f f

1 2

1 2 2

1 2
1 2

2

not the gradient of a scalar function. To be

a gradient, f must satisfy the comppatibility condition =  because:

f ( , )       .

If this 

T

f f

y x

u
f

f fu ux
f f u

u x y y x y x
f

y

 

 

 
     

       
      
 

 

1 2

holds, then we can compute u by a single integral, indeed:

u(x,y)= ( , ) ( , ) .  Nonetheless, very often, 

the measurements' errors will corrupt the compatibility condition, we are

obliged t

x yD D

f x y dx f x y dy 

2

2 22

2 2

o seek other means for estimating the phase u. For example, the least

square approximation: min [ ]  and we notice that 

2  

 [ ]= { 2 2 }

D

D

K u u f dxdy

u f u f u f

d
K u u f u f f dxdy

d 

    
 

  

        

           





 

     

0

 integrating
  by parts

[ ] 2 2 0,  where with ''δ'' we denote the first

variation of K, or the Gateaux Variation. The above leads to the following:

0 

D

D

K u u fdxdy

u f dxdy u f ndS div u f

  

  



      

          









 

0

where n is the outer unit vector to U. Finally we have ended up with:

0.  Now,  since the first variation

must vanish, in particular for functions ψ 

D D

D D

dxdy

u
u divf dxdy f n dS

n
 









 
      

 

 

 



  


 

that are identically zero at , we have 

to equate the first integral to zero to obtain the E-L equation:

      for ( , ) .

D

u divf where we denote divf f x y D



    
  
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Then the surface integral reduces to 

0,  but this equation holds for every  that is non zero

on D as well, thus we obtain:   for ( , ) . Such boundary 

conditions wh

D

u
f n dS

n

u
f n x y D

n




 
   

 


   




 



 


ich are inherent to a variational problem (in contrast to being 

supplied from outside) are called natural boundary conditions. We shall refer

to them more analytically later to the sequel.

 

 
 
 
 
 
 
The shortest way to go from a point to another:   (straight line) 

 

   

         

    

   

 

2

2

2

2

The arclength functional is

where curve's parametrization

here, the curve is a function's graph.

and 

 1 ( ') 1 ,  

1,  1    

,   

, , 1

0 
1 1

b b

a a
C

E L

J y y dx dS T t dt

T t y t T t y t

T t t y t

L x y y y

y y
Ly Ly

y



     

      



  

 
  

  
   

      

 

2 22

2

2
2 22 2

2

1 0 0 1

constant

 

 1

1    
1

    , ,

after applying the boundary conditions, we end up with a straight line equation:

= which in fact con

 

c y c y
y

c
c y c y y t

c

y t kt k R

y y by ay
y x

b a b a

 





 
 

    


        


  

 


 
10nects ( , ) with ( , ).a y b y
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Brachistochrone 

 

0 0 0

1
 

: total arclength of the curve

v : velocity

T S S
dt

T dt ds ds
ds v

S

    

 

 
 

 

 
 

 
 

 

2

2

0

2

0 0 1 1

2

0

1 ( )
Since = 1 ( )   =  and by using the energy

1
 conservation principle:   0   

2

1 ( )
= 2 ( )   [ ]= . Additionally here the set of

2 ( )

admissible f

a

a

y x
ds y x dx T dx

v

K U K U mv mgy mgb

y x
v g b y x T y dx

g b y x


 

       


 







 

1

1

2

0

unctions A is the following: 

{ [0, ] :  (0)   ( ) 0 and the conditions  

and } (the last holds in order to be able to guarantee that

the functional ( ) will be

brachistochrone

a

A y C a y b and y a y b

b y dx

T y



    

  

 finite)

Now we observe that:
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   
 

  
1

2 22 2

2

2 2

12 2

1

1 1

11 1
= (E=L) 

2 ( )

1 ( ) 1
   , (where  and 

( ) ( )

sign'' - '' is because of 0 ) 

 
( )

y y

b y u
du dy

yy y
L L y L c y c

g b y b y b y

b ydy c b y
dx dy c

dx c b y cc b y

dy

dx

b y u
dx dy x c

c b y c





 


  
      

  

  
      

   

 


    

  
 

2sin
sin 2

1 1

2

1 1

2

1

2

1

  

sin
( ) ( ) 2cos sin  

cos1

1 cos 2
( ) 2 sin  ( ) 2   

2

sin
ˆ( )   ( sin 2 )  as well as

2 2

sin  which are the parametric equ
2

u
du d

du
u

u
c x c du c x c d

u

c x c d c x c d

c
c x c x c

b y c


  

  



  


  








     



     

      

 



 

 



ations for the  .cycloid curve
 

 
 Here, in contrast to the problem of finding the curve of shortest length between two 
points, it's not clear that the cycloids just obtained actually minimize the given 
functional. Further calculations are required for confirmation. 
 
 
Fermat's Principle in Geometric optics 
 

 

 
 

2
2

1

2

2

In the limit of geometric optics the Principle of Fermat states that the time elapsed

in the passag

( ) ( , ) 1 ( )   where ( , )  1/   

( , )
( , ) 1 ( ) 0

1 ( )

xQ

P x

y

ds
T y x y y x dx x y c

c

d x y y
x y y x

dx y x

 




 
 
 
 

      


  



e of light between two fixed points in the medium is the extremun 

with respect to all possible paths connecting the two points. For simplicity,

we consider only light rays that lie  plane. Let ( ,xy c c x 1) be a positive,  y C
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1

1 1 2 2

function representing the velocity of the light in the medium. It's reciprocal

 is called the index of refraction of the medium. If  ( , ) and ( , ) are 

two fixed points in the plane, then t

c P x y Q x y 

 
2

2

1

he time required for the light to travel along a given 

path ( )  (connecting the two points) is :

Therefore the actual light path connecting 

and  is the one t

( )  ( , ) 1 ( )  .  
xQ

P x

y y x

P

Q

ds
T y x y y x dx

c




   

 
 

 

 

 

   

 

 

2 2

2

2 2

32 2 2
2 2

hat extremizes the integral ( ). E-L  

( , )
( , ) 1 ( ) 0  ( , ) 1 ( )

1 ( )

( , )1
( , ) ( , ) 0  

1 ( ) 1 ( ) 1 ( ) 1 ( )

1

y y

y

x

y

T y

d x y y
x y y x x y y x

dx y x

x y y y yy
x y y x y

y x y x y x y x


 


 



 
 
 
 

 
 
 
  

  




     



  
     

     

     
   

2 2

2 2

which is the simplified E-L equation for the Fermat's Principle.

( ) 0   0 
1 ( ) 1 ( )

x y y x

y y
y x y y y

y x y x

 
   

 
         

  

 

 
 
Minimal area of a surface of revolution (catenary) 

 

   

 

 

 
      
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2

[ ] 2 1 ( )   ( , ) 2 1 ( )  

independent of   1st integral is -   2 1 ( )

2
 2 1 ( ) 2 1 ( )
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a

y

J y y y x dx L L y y y y x

x L y L c y y x
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c y y x y y c y x

y x

 




 



       

    


         




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2 2 2
2

2

2 2 2

1

4
( )  where 2 /  and sign'' + '' due to 0 (without loss

 of generality). Therefore we obtain:

1 1
    

1 1

cosh(
cosh   ( ) cosh( )  ( )=

u ky
du kdy

y c dy
y k c

c dx

dy x c du kx c
k y u

k
u kx c u x kx c y x










  

     
 

     

  

 

2 2

)
 which is 

the .

Remark: (analytic computation of the integral above)

By taking into consideration the following identities:

cosh sinh 1 as well as sinh =cosh and cosh =sinh , we obtain:

1

x c

k

catenary

u



  



1

1

2 2cosh
sinh

cosh

1 sinh
sinh cosh

sinh1 cosh 1

 

u t
du tdt

t u

t
du tdt dt t u

tt









   
 

  

 

Economics 
 
Let us consider ( ) to be an individual's total capital at time t and let ( ) 

be the rate that capital is spent. If ( ) is the rate of enjoyment, then his 

total enjoyment over a lifetime with

y y t r r t

U U r

 



 
0

 0  is ( )  where the

exponential factor reflects the fact that future enjoyment is discounted over time. 

Initially his capital is , and he desires ( ) 0. His capital gains interest

at 

T

tt T E e U r t dt

Y y T

  





a rate - ( ). Furthermore, we assume (for simplicity's reason) that

2 2 . And we shall determine ( ) and ( ) for which the individual's

total enjoyment is maximized, if his enjoyment function 

y ay r t

a a r t y t

 

 

is ( ) 2 .

After some computations we will obtain:

U r r
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0

( ) 2 . We shall employ once again the E-L equation

in order to maximize this quantity. So we have:

- 0  +  =0   

1

T

t

t t

y y

t t
t

E y e ay y dt

d e a d e
L L

dt dtay y ay y

e a e d
e

dtay y ay y ay y



 

 




 



 


 

 
       


 
    



 
3

2

0  

1
0 

1
0 

2

( 2 - 2) 2 (1- ) 0 which is a linear equation with constant

coefficients. By taking into consideration the characteristic p

a d

dtay y ay y

a ay y

ay y ay y

y a y a y





 


   

 

 
       

  
  
 

    

1 2

2

1 2 1 2

olynomial of

this linear equation, which is : ( 2 2) 2 (1 ) 0,  where

 and  are the roots, we have that: ( ) . This is the solution

given that ( ) ( ) - ( ).

r t r t

r a r a

r r y t c e c e

r t ay t y t

      

 



 

 
 
Equilibrium shape of a membrane underload 

 
Physical systems in equilibrium are often characterized by a function that is a local 
minimum of the potential energy of the system. This is one of the reasons for the great 
value of variational methods. Below we consider two classical problems from the theory 

of elasticity. 
 

2 Consider a thin membrane occupying a domain  being at a 

horizontal rest position and denote its vertical displacement by u(x,y). Assume

also that the membrane is subject to a trasverse force (cal

D  

led in elasticity

 load) (x,y) and constrained to satisfy ( , ) ( , )  ( , ) .u x y g x y for x y D 
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Since the membrane is assumed to be in equilibrium, its potential energy must

 be at a minimum. The potential energy consists of the energy stored in the 

stretching of the membrane and the work done by

2 2

 membrane against the

 load . The local stretching of the membrane from its horizontalrest shape

 is given by 1 , where  is the elasticity constant of the

 membrane. Assuming that the membr

( 1 )x yd du u  



 2 2

ane’s slopes are small, we approximate

the local stretching by

The work against the load is . Therefore, we have to minimize:

1
. 

2

 

x y

u

d u u







 

 

     
0

2 2

22

[ ] . Consequently, as usual, regarding the 
2

 , we obtain:

Q[u+ ]=  
2

[ ]

x y

D

d

d

x x y y

D

x

d
Q u u u u dxdy

Gateaux Variation

d
u u u dxdy

Q u d u



   

 



 
   

 

           

 









 0

x x yu     

 

0

 

[ ]   

y y

D

dxdy

u
Q u d u dxdy d

n

  

   

   
  


    



 

   

 

0

Fundamental
emma of cov

0

but =0 on D  0 

1
( , ) , ( , )

 which is the E-L for the membrane. In fact 

( , ) ( , ) , ( , )

it is the Poisson equation. 

D D D

l

D

dS d u dxdy

d u dxdy

u x y x y D
d

u x y g x y x y D



 



   

     


   

  

  









   

An alternative way to obtain the above result is

by directly considering the E-L equation, i.e. 0 

1
0  ( , ) 0  ( , )

x yu u u

x y xx yy

L L L
x y

du du x y d u u u x y
x y d

 
   
 

 
              

  
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The Plate equation 

 
 Now let us consider a thin plate under a load  whose amplitude with respect

to a planar domain  is given by ( , ). Integration of the  

gives the following expression for the plat

D u x y elasticity equation

 

     
2 1 2

m

e's energy.

[ ]= 2 1  where  is called the
2

Poisson ratio and  is called the flexural rigidity 

s

of th

h

e p

T e Poisson ratio is a characteri tic of the medium c

late.

o

xy xx yy

D

d
P u u u u u u dxdy

d

 
         

 

posing the plate. 

It measures the transversal compression of an element of the plate when 

it is stretched longitudinally. For example, 0.5 for rubber, and 0.27 

for steel. The parameter  depends nd

  

ot only on the material constituting the plate,

 but also on its thickness.

 

 

To find the Euler–Lagrange equations for the plate we compute the first

 variation of P. To simplify the calculations we assume that the plate is 

clamped, i.e. both  and  are given on D. This me
u

u
n







     

   
0

2 2

ans that the boundary

conditions imply that  and 0 on D. By employing the usual procedure

[ ]=
2 1

  

xx xx yy yy xy xy

D

d

d

xx xx yy yy

xx

n

d d
P u u u u

u u u dxdy

d u






   


   






 



           

     








 

 0

xx yyu     
0

2
1

yy xx yy

D

xy

d
u

  




   
  






 0

xy xy xx yyu     0

yy yy xxu    0

0. Consequently we obtain:

2 0  
1
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xy xy xx yy yy xx

D

dxdy

d
d u u u u dxdy
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 

 

2
1

1 2

1

  2 0 
1

0 Now we will calculate each integral separately, thus:

 + 

I
I

xy xy xx yy yy xx

D D

d
d u dxdy u u u dxdy

I I

I d u dxdy d u
n

    





         
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( , )
D

dS d x y


   

 

 
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2

1

 

( , )  , since ( ) . Finally we obtain 

 ( , ) ( , )  and we proceed to compute the second

integral below.

D D

D

D

u n dS

d x y u dxdy div f f f

I d u x y x y dxdy
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
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 2where 2  . For this purpose we need to
1

take into consideration the following useful identity:

2

xy xy xx yy yy xx

D

QP

xy xy xx yy xx yy xy y yy x xy x xx y

d
I u u u dxdy

u u u u u u u
x y

  

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  


  
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 



 

2

2

for the vector field ( , ). Thanks to this identity and the divergence theorem 

of Gauss, we can convert the integral I  into a boundary integral. Hence:

 , 
1

xy y yy x xy x x

divF

F P Q

d
I div u u u u  
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However the boundary integral involves the first derivatives of . But since

0  and =0 also at the boundary, then both 

the normal and the tan

n

D

x y

dy dx
dS

dt dt

dy dx
n

n dt dt




   



 
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
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




gential derivatives of  vanish there. The tangential

derivative of  is ( , ) , 0. Therefore

we obtain the following system:

x y x y

dx dy dx dy
T

dt dt dt dt
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     
 
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   
2 2

0 

So we have that the of this linear system is

0

 det 0,  which means that it's solvable, so

0 on the boundary . This explains why the

x y

x y

dy dx

dt dt

dx dy

dt dt

y x
y x

x y

D
x y

 
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 
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 boundary integral

is identically zero. At last we are able to have a representation expression for

[ ]  ( , )  which implies that the E-L for this plate

( , )
is given by :  ,where we

D

P u d u x y dxdy

x y
u

d

   
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 
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 denote by  the biharmonic 

operator, which is :  2  .
x x y y



  
   
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Alternatively we can get the same results by employing directly the E-L equation

i.e. 
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u u

i

L L
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0 2 22 2
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2    which is the required equation.
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2

Another way to see that the plate's expression middle term  does not 

contribute to the E–L equation is to observe that the corresponding

 integrand is in fact the Hessian ,  which actually isxx yy xyu u u

 2

 the divergence of a vector field;

 i.e. it equals  · , ,

,  .
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x yy

s

y
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n d
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  
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 
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 

 

 


 
 What we think that it's really interesting here is the fact that the Poisson ratio does not 
play any role to the final equation! In order to avoid a misunderstanding though, let us 
clarify that this does not mean that clamped rubber plates and clamped steel plates 
bend in the same way under the same load because the coefficient d does depend on  
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the material (in addition of course to its dependence on the plate’s thickness). However,  
we could conclude the surprising fact that for any given steel plate, there is a rubber 
plate that bends in exactly the same way. And one last comment. We just derived a 
fourth order equation above. As it turns out, the fourth-order equations are relatively 
rare in applications. Among the exceptions are the plate equation, the equation for the 
vibrations of rods that we shall derive later, and certain equations in lens design. 
  

1.5  Second Variation 

 

  
It is well known that equating the first derivative of a real (scalar) function ( )

to zero only provides a necessary condition for potential minimizers of  . To determine whether 

a stationary point 

f x

f

0 0

0 0

 (where ( )  0) is indeed a local minimizer, we have to examine higher 

derivatives of f . For example, if  ( )  0, we can conclude that indeed  is a local minimizer.

x f x

f x x

 
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Similarly, to verify that a function  is a local minimum of some functional, we must compute

the second variation of the functional, and evaluate it at . When considering a general 

functional , t( )

u

u

Q u
0

he first variation was defined as: [ ] [ ] 0

for  in an appropriate function space. Similarly, if the first variation of  at  is zero, we 

define the second variation of  there through: 

d
Q u Q u
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Q u

Q



 





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2
2
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0

[ ] [ ] 0  . Just like 

the case of the first variation, the second variation is a functional of  that depends on .

d
Q u Q u

d

u



 






  

 

 2A functional  such that  0  for all appropriate  and  is called strictly .

Such functionals are particularly useful to identify since they have a unique minimizer as we will

see later i

( )( )Q Q u u convex  

n the existence theory of minimizers. However, a very reasonable question one may 

ask is if there always exists a unique minimum. We shall try to answer this particularly interesting

question later.

 



43 

 

 This question has far reaching implications in many branches of science and technology. In fact,

it is also raised in unexpected disciplines such as philosophy and even theology. In contrast to the

ethical monotheism of the Prophets of Israel, the Hellenic monotheism was based on logical arguments,

basically claiming that since God is the best, i.e. optimal, and since the best must be unique, then there

is only one god. This argument did not convince the ancient Greeks (were they aware of the possibility

of many local extrema?), who stuck to their belief in a plurality of gods.

 Indeed one of the intriguing questions raised by Plateau and many mathematicians after him was 

whether the minimal surface problem has a unique solution for any given spanning curve . The answer is

no! In the figure below we depict an example of a spanning curve for which there exist more than one

minimal surfaces.
 

 
Next we will try to derive a necessary condition for deciding if a critical point is indeed an 

extremum or not. 
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With respect to the discussion above, since [ ] admits a minimum at the function ,

i.e. ( ) admits a minimum at =0 (0) 0,  (0) 0. Now in view of 

( ) ( , , )  , we calculate that '
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)  . By setting now =0 , we obtain the following expression:

0 (0) ( , , ) 2 ( , , ) ( , , )  ( ). ( )

We can extract useful information 

i j i j i i

n n

p p x x p z x zz

i j iU

Dv v dx

i L x u Du v v L x u Du v v L x u Du v dx v C U

 



 

 
       

 
 

from the inequality above. First note, after a routine approximation

argument, that estimate ( ) is valid for any Lipschitz continuous function  vanishing on . We then fix

 and by borrowing the in

v U



 



0

dea from the mollifiers as an inspiration here, we define:

( ) ( )  ( )  where ( ) and :  is the periodic

,  0 1/ 2
''zig-zag'' function, defined by ( )  (''1-peri

1 ,  1/ 2 1

x
v x x x U C U

x x
x

x x


   





 
    

 

 
 

  

 

odic'', i.e. ( 1)= (x) ) .

Thus 1 a.e. Observe further that

x x 



  

 



 

ixv  ix 


 

 
 
 

 
2 2

( )   ( ) ( )  as  0.

and so our substitution of the new, well-defined function ( ) into the inequality ( ) yields:

0 ( , , ) ( )  (all the othe

i i

i j

x x i

p p i j

x x
x v x O

v x

L x u Du dx O

 
       

 

    

    
       

   



 
, 1

r remaining terms involve at least the

first power of '' '' , which justifies the existence of O( ) ). At this point we recall that 1 a.e.

and send 0, thereby obtaining the following inequ

n

i jU

  





 





 

2

0

, 1

, 1

ality:

0 ( , , )  . Now, since this estimate holds true for all C ( ),  we deduce

( , , ) 0   , . Actually this necessary condition contains a clue as to th

i j

i j

n

p p i j

i jU

n
n

p p i j

i j

L x u Du dx U

L x u Du x U

   

  







 

  



  e 

basic convexity assumption on the Lagrangian  required for the existence theory which we shall 

examine analytically later.

L
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1.6  A few words and remarks regarding compactness 

 

 When we studied in calculus the problem of minimizing real valued functions, we had at 
our disposal a theorem that guaranteed that a continuous function in a closed bounded 
set K must achieve its maximum and minimum in K . Establishing a priori the existence 
of a minimizer for a functional is much harder. To understand the difficulty involved, let 
us recall from calculus that if A is a set of real numbers bounded from below, then it has 
a well-defined infimum. Moreover, there exists at least one sequence an ⊂ A that 
converges to the infimum. Consider now, for example, the Dirichlet integral G(u) defined 
over the functions in: 

    1 ,   for u C D C D u g x D    
 

 for some domain D. Clearly G is bounded from below by 0. Therefore, there exists 
a sequence: 

      such that lim ( ) inf . Such a  is called a minimizing sequence. k k k
k u B

u G u G u u
 


 

The trouble is that a priori it is not clear that the infimum is achieved, and in fact,

it is not even clear that the minimizing sequence  has convergent subsequences in B. 

Achieving the infimum is n

ku

 

ot always possible even for a sequence of numbers

for example if they are defined over an open interval , but we do like to retain some sort

of convergence. In  we know that any bounded sequence has atn  least one convergent 

subsequence. This is the compactness property of bounded sets in . Is it also true for the 

space B? The answer is no. There are examples in which a Fourier series converges str

n

ongly 

to a discontinuous function. This is a case in which a sequence of functions in B– the partial sums 

of the Fourier series –does not have any subsequence converging to a function in B. 

It turns out that, if we consider infinite bounded sequences of functions in Hilbert

spaces, we can still maintain to some extent the property of compactness. Unfortunately 

we have to weaken the meaning of convergence.
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 

 

:

A sequence of functions  in a Hilbert space  is said to converge strongly to a function 

 in ,  if  lim 0

A sequence of functions  in a Hilbert space  is said to converge weakly

n

n
n

n

Definition

f H f

H f f

f H


 

 

 to a function 

 in ,  if lim , ,  .

Note that by the –   , any infinite  orthonormal sequence in a given 

infinite-dimensional inner product space converges weakly to 0. The

n
n

f

H f g f g g H

Riemann Lebesgue lemma


  

 following theorem explains 

why we call the property presented above,  ,  and also provides the  

  of Hilbert spaces.

weak convergence fundamental

compactness property

 

 

 

Let  be a Hilbert space. Then the following statements hold:

(i) Every strongly convergent sequence  in  also converges weakly. But the converse

is not necessarily true. Moreover the weak 

n n

Theorem

H

u H


 

 

limit is unique.

(ii) If  converges weakly to ,  then liminf . The equality can be achieved iff

 in .

(iii) Every sequence  in  that is bounded, in the sense that 

n nn n

strongly

n n

n nn

u u u u

u u H

u H u C

 














 ,  has at least one 

convergent subsequence. 

Note: Normally  is supposed to also be  (i.e. it has a  and  subset). This

statement (iii) is a special case of the -

n

H separable dense countable

Banach Alaogl

 

 theorem.

(iv) Every weakly convergent subsequence in  is bounded.

Proof:

( ) We need to show that if 0 in ,  then 0. For this purpose we write

for an arbitrary function  :  

weakly

n nn

u

H

i u u H u u

f H u


   



 
 

, , , 0  

, ,    .

linearity of
inner product C S

n n n n

weakly

n nn

f u f u u f u u f

u f u f f H u u







      

    
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    2

We shall prove now that the converse is not always true. For doing so, we use a counterexample.

Let us consider the sequence sin 0,2 . Then by using the -  lemma

we get that sin  

n
nx L Riemann Lebesque

nx f







 

( ) sin , ( ) 0 . Hence we obtain sin 0,

while sin = 2 and therefore sin  does not converge strongly to 0, otherwise we would have

had 2 0,  by the limit's uniqueness, wh

b

weakly

n n

a

x dx nx f x f H nx

nx nx



 
    





2

ich is of course a contradiction if we select ( ) sin .

However let us note here that the following holds true:   , because:

, , , 2 ,

weakly

n strongly

n

n

n n n n n n n

f x nx

u u
u u

u u

u u u u u u u u u u u u




 
 



        

2 2

2

0 , since , ,  and also

, , .

(ii) Supposing now that   , then in particular , , since by the definition of

weak convergence , ,  ,  so after selecting   , we

n

n n n

weakly

n n

n

u u u u

u u u u u u

u u u u u

u f u f f H f u

 

  

 

   

 

  lim
2

 get the result above. Now

by employing the  inequality we get the required as following:

= , = lim , liminf .

(iii) Let  be a bounded sequence in . M

monotonicity
of the

n n
n n

n n

Cauchy Schwarz

u u u u u u u

h H

 









 

0 1 2 0

0 0

orover let , ,...  . Then  is separable

as the set of all finite linear combinations of points in  with rational coefficients is a  and

 subset of . For each  let  :

n

n

H span h h H

h countable

dense H n f H



  0

0

 be defined for all  by  ( ) , .

Afterwards, we observe that each  is a linear functional on , something that it follows from the

linearity of the inner product. Furthermore,  is bounded 

n n

n

n

h H f h h h

f H

f

 

 
   

 

0

0

with , since for each ,  we

have that = ,     sup    .

Consequently,  is a bounded sequence of linear functionals on the separable  space . By

employin

n n

C S
n n

n n n n n n n
h
h H

n n

f h h H

f h f h
f h h h h h h h f h

h h

f H








 

      



 

  0 0

g now '   , we get that   has a weak*-convergent subsequence,

say ,  which weak*-converges to . The    for Hilbert spaces 

now states that there exis

k

n n

n
k

Helly s theorem f

f f H Riesz representation theorem










 0 0 0 0 0

0 0 0

ts an  such that  ( ) ,  . So  weak*-converges 

to ( ) and so for every   lim ( ) ,  and also lim , ,

The reader can find more about the Helly's Theorem, the Ri

k

k k

n
k

n n
k k

h H f h h h h H f

f h h H f h h h h h h h



 

   

   



emann-Lebesgue Lemma and the Riesz 

representation Theorem in [B1].
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  

0

0 0

Finally let  P be the orthogonal projection of  onto . Then for each  , we have that:

, ( ), . Hence for each  we have that lim , , . At the

end, from the characteriziation o

k kn n
k

H H k

I P h h I P h h h H h h h h




    



0

f weak convergence in Hilbert spaces, we obtain that 

. So every bounded sequence in  has a weakly convergent subsequnce.

(iv) we omit the proof of the last statement, since we need

k

weakly

n k
h h H H


 

 to use the   

 which is beyond the scope of the work at hand. 

principle of uniform

boundness 

 
 
Remark 
If a Hilbert space is finite-dimensional, e.g. an Euclidean space, then the concepts of weak and 

strong convergence are the same!

Part ''c'' actually states that we do have compactness in Hilbert spaces with strong convergence 

replaced by weak.

An alternative way to prove ''c'' would be by using a ''  argument''. We will shortly 

sketch this alternative proof. Employ the C-S inequality to obta

diagonal

 

 

in:

,  and by our assumptions we get  ,  since  is bounded. Hence

,  is a bounded sequence of real numbers for each fixed . The ''trick'' now is to apply

a  argument, by fi

j j j n

j
j

u v u v u c j u

u v v H

diagonal



   






 
1 2

1

rst constructing subsequences for , ,.... and then take the diagonal 

sequence. So first we note that ,  is a bounded sequence of real numbers (  is a complete

space), so it has had a convergen

j
j

v v

u v




 

 

1, 1,

,

1 1 1 0

1,

1, ,

t subsequence  ,  with, say, , 2  and 

. And we continue in this way. Inductively, with exactly the same argument,we get for

2,3,... subsequences  with  

k k

m k

k

j j
k

k

j m k m k

u v u v a L

k j

m u j j







 

 

  



 
,

,

, ,

0

0

 as  and , 2  for 

1,2,....,  . Finally we take the diagonal sequence   . Then as usual 

, 2  for 1,2,..., . Hence the subsequence ,  is convergent for each 

m k

m m

m m m m

k

j n n

j

m

j n n j n

k u v a L

n m u

u v a L n m u v





   



   .n

 
 

Moreover all the discussion above (especially the theorem) can also be regarded as an 
introductory section or a first approach-touch to the next section dedicated to the 
theory of existence of minimizers where we shall extensively deal with such matters and 
ideas. 
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1.7  A short reference to computational methods (Ritz-Galerkin) 

 
  Below we shall refer to two very important methods. We begin with a brief 
presentation of the main ideas and concept of what we call the Ritz method, avoiding a 
technical presentation, but instead prefering a more intuitive approach.  
 
Ritz method 
 

Consider the problem of minimizing a functional , where  is taken from some 

Hilbert space . The Ritz method is based on selecting a basis  preferably orthonormal)

for , and expressing the unkn

( )

(

G u u

H B

H

1

own minimizer  in terms of the elements  of :  

 .The functional minimization problem has been transformed to an algebraic 

infinite-dimensional  minimization problem in the unknown coeff( )

n

n n

n

u B

u a










icients . This process 

is similar to our discussion after the introduction of the Rayleigh quotient later in the context.

Practically, we can use the fact that since the series expansion for  is con

na

u

1

vergent, we expect 

the coefficients to decay as . We can therefore truncate the expansion at some finite 

term  and write:   . (see the Rayleigh Quotient, developed later below, for more
N

n n

n

n

N u a 




  

details regarding the convergence of the generalized Fourier series and the conditions under which

we can achieve it. Briefly we mention that if we consider an orthonormal and complete sequence

of eigenfunctions as a basis, and  to be continuous and  piecewise differentiable, this can guarantee  

uniform convergence of the generalized Fourier series to the function. Under our assumptions, many 

inte

u

resting qualitative properties hold, like the Parseval equality and the Riemann-Lebesque lemma).

This approximation leads to a finite-dimensional algebraic system that can be handled by a 

variety of numerical tools, like the    which is regarded to be among the most

important methods.

Finite Elements Method

 

  

  In general, an interesting question is: what would be an optimal basis? 
It is clear that some bases are superior to others. For example, the series above might 
converge much faster in one basis than in another basis. In fact, the series might even 
be finite if we are fortunate (or clever). For instance, suppose that we happened to 
choose a basis that contains the minimizing function u itself. Then the series expansion 
would consist of just one term! 
 On the other hand, we might face the problem of not having any obvious candidate for 
a basis. This would happen when we consider a Hilbert space of functions defined over a 
general domain that has no symmetries. 
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To better demonstrate the Ritz method (and illustrate our comment above), we return to the 

problem of reconstruction of a function from its gradient (or you may have seen it as phase 

reconstruction pr

1

oblem). In typical applications  is the unit disk. We shall seek the minimizer of 

 in the space . What would be a good basis for this space? The first candidate that comes 

normally to mind, 

( ) ( )

D

K u H D

, ,

or at least what we would expect at first sight is:   (in polar coordinates)

cos cos , which are the eigenfunctions of the Dirichlet problem 

for the eigenvalu

n m n m

n n

a a
J r n J r n 

 

      
      

      


2

,

,

e problem of Laplacian operator in the disk. The corresponding eigenvalues are given by:

 for 0,1,2,.... and 1,2,.... where each eigenvalue is of multiplicity 2, except for 

the cas

n m

n m

a
n m



 
   
 

 

e 0.   now is the '  function of 1   in honor of the German mathematician and 

astronomer Friedrich Wilhelm Bessel 1784–1846 who was among the first to study these functions.

Below we will

nn J Bessel s st kind

 briefly refer to the Bessel functions and some basic properties they have as a remind.

So, we know that the sequence of eigenfunctions, form a complete and orthonormal system for the space 

of continuo

2

0 0

us functions in the disk of radius  with respect to the inner product (with weight ): 

, ( , ) ( , )    and the generalized Fourier-Bessel expansion for a function, 

say ( , ) ,  over th

r

f g f r g r r drd

h r

 



  



  

 

 

 

,

, ,

0 1

2

,

, 2

1 , 0 0

, 2

1 ,

at disk is given by: ( , ) cos sin  

and the Fourier-Bessel coefficients are given by:

2
( , ) cos   , 

2
( ,

n m

n n m n m

n m

n m

n m n

n n m

n m

n n m

a
h r J r A n B n

a
A h r J r n rdrd

J a

B h r
J a

 

  


  




 

 





 
  

 

 
  

 





 

2

,

0 0

) sin  

 

n m

n

a
J r n rdrd

 

  


 
 
 

 
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The careful reader may wonder why we obtain this representation of the Fourier-Bessel coefficients.

It may seem to be weird at first sight, but it makes sense after taking into consideration the result

,

 below, 

whose proof we omit here (it is neither technical nor difficult, just for space's economy):

For 0,1,2,... , 1, 2,...  and  be the zeros of the Bessel's function of first kind , we haven m nn m a J 

2
,2

0

,

2

1 , or every nonnegative integer

,  the  of  form a sequence of real positive numbers  that diverge to  as  . 

Fu

 that

( )  . Another interesting fact is that f
2

n

n m

n n n m

n mn ze s

a
r J

ro J a

J

m

r dr a







 
 







 



 

We close this brief reference to the Bessel functions and some of their properties by the observation

that the 

rthermore, the difference between two consecutive zeros converges to  in the limit  .m  

0

0

1 Notice that according to this 

formula it is enough to compute , and then use this function to evaluate  for 0. The Be

following recursive formula holds:

c

 (

ssel 

fun i

( )

o

( ) ) .

s 

 

t n

n n n

nJ

sJ s nJ s sJ s

J n

J


 



1 and  are depicted in the figure below:J

 

 
 The Bessel functions J0 (solid line) and J1 (dashed line) 
 
 
After this short break in order to present some facts about  Bessel functions, let us 
return to our initial investigation about a suitable basis. Let us also recall that we have 
considered this candidate as a basis:  

, ,
cos cos

n m n m

n n

a a
J r n J r n 

 

      
      

      


 
  While this basis would certainly do the work, it turns out that in practice physicists use 
another basis. Phase reconstruction is an important step in a process called adaptive 
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optics, in which astronomers correct images obtained by telescopes. These images are 
corrupted by atmospheric turbulence (this is similar to scintillation of stars when they 
are observed by a naked eye). Thus astronomers measure the phase and use these 
measurements to adjust flexible mirrors to correct the image. The Dutch physicist Frits 
Zernike (1888–1966) proposed in 1934 to expand the phase in a basis in which he 
replaced the Bessel functions above by radial functions that are polynomials in r. 
  The Zernike basis for the space L2 over the unit disk consists of functions that 
have the same angular form as the Bessel basis above. The radial Bessel functions, 
though, are replaced by orthogonal polynomials. Using complex number notation, 
we write the Zernike functions as 

1

0

( , ) ( )  where the polynomials  are orthogonal over the interval (0,1) with

respect to the inner product ( ), ( ) ( ) ( ) . For some reason Zernike did not

choose the polynomials to

m m im m

n n nZ r R r e R

f r g r f r g r rdr

 

 

 

 

   

   

,

2

 be orthogonal, but rather set , 1/ 2( 1)  . In fact

one can write the polynomials explicitly they are only defined for 0 :

1 !
 , for  even

1 1
! ! !( )

2 2

m m

n n n n

l

n l

m

n

R R n

n m

n l
r n m

l n m l n m lR r

 



 

 

 


   
       

   

 /2

0

,

,

0  , for  odd.

The phase is expanded in the form:  ( , ) ( , )  . We then substitute this expansion

into our minimization problem to obtain an infinite dimensional quadrati

n m

l

m

n m n

n m

n m

u r a Z r 










 







 , In practice the series is truncated at some finite term, and then, 

since the functional is quadratic in the unknown coefficients, the minimizat

c minimization problem 

for the unkown coefficients . n ma

ion problem is reduced to 

solving a system of linear algebraic equations. Notice that this method has a fundamental practical 

flaw: since the functional involves derivatives of , and the derivatives u of the Zernike functions are

not orthogonal, we need to evaluate all the inner products of these derivatives. Moreover, this implies

that the matrix associated with the linear algebraic system we mentioned above is generically full; in 

contrast if we select a clever basis, we can obtain linear algebraic systems that are associated with sparse 

matrices, whose solution can be computed much faster.
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Galerkin method - weak solutions 
 

2 2

Let us consider the following minimization problem:

1 1
min [ ]  where  is a bounded domain in  and f is a given 

2 2

continuous function, satisfying without loss of generality 1 in 

n

D

Y u u u fu dx D

f

 
    

 



 

 
2 2

0

2 2 22

. Next we shall compute

1 1
the first variation [ ] [ ]

2 2

and taking into account the identity: 2  

[ ]

D

D

d
Y u u u fu f dx Y u

d

u u u

Y u



      


     

 



 
           

 

           





0 2
u u          

   

0

1

( )

We seek a minimizer in the space ( ) and take the variation  also to belong to this space as well.

So the problem takes the following variational form:  0 

D D

f dx u u f dx

H D

u u f dx

   



   

     

      

 

 

 

  

1

2

.

Additionally we assume that the minimizer  and that  is also smooth. Consequently we get:

0

D

H D

u C D D

u
u u f dx

n
  



 


     





  

 

 

   

 

0

    
1

( )  

0 ,  (#)    for   and  0  on .

Equation  however, is more general than (#), s

div u u

D D D D

Fundamental
lemma

D

dS u u f dx u u f dx

u
u u f dx H D u u f x D D

n

  

 

 



 
 

           
 
 


             





   







     

   

1 2

1

ince it also holds under the weaker assumption that

 and not  as demanded previously, or at least is a suitable limit of functions

in . Therefore, we call  the weak formulation of (#).

u C D C D u C D

C D

 





 

  
 

Boris Grigoryevich Galerkin (4 March 1871 – 12 July 1945), born in Polotsk, Vitebsk 
Governorate, Russian Empire, was a Soviet mathematician and an engineer. 
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 

  
2 2 2

22

2

The weak formulation  has a unique solution  which is a minimizer of the minimization 

problem we presented above.

Proof:

1
Since 1 in ,  1  and 0 since 0 . Therefore

2 2 2

2

Theorem

u

f u f
f D f uf u f

u




         

 

2 22 2 2

2

1
 . Consequently [ ]

2 2 2 2 2 2

1 1
  [ ]  and thus the functional is bounded from below.

2 2 2 2 2

Now let  be a minimizin

D D

D D

n n

u uf u f
uf x D Y u fu dx dx

u D D
dx dx Y u

u


    
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 
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 
 

 

 


 

   

1

2 2

1 2 1 2
1

2 1 22

g sequence, i.e. lim [ ] inf [ ]. The C-S inequality implies:

 1    

Now we note that it suffices to consider  such 

n
n

u H D

f C S

L D L D

D D D D D D

n

Y u I Y u

fu dx f u dx u dx dx u dx D u fu dx D u

u




 

 

   
        

   
     

that [ ] [0] 0. That's because [ ]  (which
2

is a negative quantity) Admissible set and  inf since there exists a lower bound. So we can choose

 such that the minimizing sequense is negative.

n

n

D
Y u Y Y u

u

u

   

  
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 Now it follows that:
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n L D
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2

1 2 2 2 2 2 1

1 2
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( )

   ,bounded where 2 . Let us 

now illustrate how we made the transit in the first and the second inequality. Regarding the first:

 . As far fo

n L D

H D L D L D L D L D L D H D
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u u u u u u u
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 

   

   

1

1 2

1 1

2

2 1 2

1 2 1 2 2

1
.

2

1
But we also discover (again from the inequalities above) that 

2

2   4    as well for the same constant . Now we

know that every bounded seque

n nH D

D

n nH D L D
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n nH D H D

u fu dx

u D u

D D u D u C C
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 
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1

1

1

nce  in , in the sense that  ,

has got at least one weakly convergent subsequence. Let us denote this subsequence by 

. Moreover we shall denote its weak limit by . But si
k

n nn H D

n
k

u H D u C n

u H D u







  









 

 
   

   

1 1

1

1 2

nce  converges

weakly to ,  i.e. , ,  ,  we also know that liminf , 

furthermore the fact that weak convergence in  implies weak convergence in ,  (something

th

k

k k

n
k

n nk H D H Dk

u

u u v u v v H D u u

H D L D



  
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

 
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 

 

1 2

2

at can be verified very easy (it is almost obvious), because , = ,

+ , , the continuity of inner product and the uniqueness of the limit) it follows that: 

Below we denote the

H D L D

D
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u v uv u v dx u v

u v
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2

11 1

lim ,
minimizing
  sequence2 2

 subsequence  as ,this notation simplifies the computations a lot
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[ ] liminf lim lim [ ] inf [ ] [
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since . At this point, in order to fully justify the inequalities above, let us note that:
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1

2
2

These computations lead to [ ] [ ]  [ ] inf [ ]. Hence  is indeed a

minimizer of the problem.

Now we fix  and we observe that 

( ) [ ] [ ] ,
2

u H D
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Uniqueness
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 . We saw previously that ( )
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Because this relation holds for every , we have established the existence

of a weak solution of the weak formulation above. Now let us for contradiction assume that there

exists two solutions ,
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 . Then we form the difference =  and obtain for  that
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Remarks: 
 

   2 1 If we are able to prove that ,  then by the previous problem, we have the

,  in D

existence of a classical solution to the elliptic b.v.p. .
0 , on D

   :

u C D C D

u u f

u

n

Disadvantage and cure

 

   


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





The proof was not constructive. The limit  was identified as a limit of an as yet unknown 

sequence. We therefore introduce now a practical method for computing the solution. The idea is

to construct 

u

         
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1

a chain of subspaces , ,..., ,... with the property that  and 

dim  , such that their union exhausts the full ,  i.e. there exists a basis  of 

with . In each subspace  n
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1 2ow, we select a basis , ,...,  and we write the weak 

formulation in  as ,  , for 1,2,..., .

If we further express the unknown function  in terms of the basis ,  i.e. 
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,  , for 1,2,...,    1,...,

 is called   and the vec
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jD DH D
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K stiffness matrix
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tor  is called the  .

The algebraic system above has got a unique solution for all  and the sequence  converges strongly 

to (for more about Galerkin and Finite Elements Methods see [B

k

d force vector

k v

u



3] and/or [L3]). This practical method, 

which we just presented above, is called the Galerkin method after the Russian mathematician and 

engineer Boris Galerkin (1871-1945). Actually, for the minimization problem at hand, Galerkin and 

Ritz methods happen to be identical. Sometimes, these two methods are confused (or perhaps just fused)

with each other and go together under the title Galerkin-Ritz method. We point out however  that the 

Galerkin method is more general than the Ritz method in the sense that it is not limited to problems where

the weak formulation is derived from a variation of a functional. In fact, given any pde of the abstract 

from [ ] ,  where  is a linear or even a non linear operator,we are able to apply the Galerkin method

by writing the equation to the form [ ] , =0 

L u f L

L u f 



  ,  for a suitbale Hilbert space . Afterwards,

by integrating by parts, we will be able to throw some derivatives of  to  and thus obtain a formulation

which requires less regularity, for its soluti

H H

u







on. 

 

 

This is the central idea and the hard core of the weak formulation into the well known Sobolev spaces.

The last but not the least is an important question regarding how we will choose the subspaces .
k

H  

A very important class of such subspaces forms a numerical method called  . A very useful

choice for the subspace's basis is the  (piecewise continuous, or continuous, differentia

finite elements

splines ble functions)

like linear, cubic, hermitian splines etc. 

 
 

2. Existence of minimizers 

 
 

In the current section we shall identify some conditions on the Lagrangian L which 
ensure the functional I does indeed have a minimizer, at least within an appropriate 
Sobolev space. 
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2.1  Coercivity, lower semi-continuity 

 

 Coercivity 
 
 Before proceeding to stating the ''strict'' defintions, let us make a short ''intuitive'' remark, 

to better introduce the reader to the subject of coercivity and the reason why it is necessary for

our job here. Let us note that even a smooth function  :  and bounded below need not 

attain its infimum. Take for example . This example (intuitive approach) suggests that we in 

general will need so

x

f

e

 

me hypothesis controlling [ ] for ''large'' functions . Certainly the most 

effective way to ensure this will be to assume that [ ] ''grows rapidly as ''. 
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Thus  [ ]   as  . It is customary to call this estimate   on [ ].
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smooth functions ,  but also for functions  belonging to the Sobolev space ,  where 
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 on  in the  sense. After all, the wider the class of functions  for which [ ] is defined,

the more candidates we will have for a minimizer. We will henceforth write:
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(but may equal + ) for each . For a detailed presentatio

q
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w A

 

  n of the Traces in Sobolev Spaces see [B1]. 

 
 

 Lower semi-continuity 
 

Next, let us observe that although a continuous functions  satisfying a coercivity condition

does indeed attain its infimum, our integral function [ ] in general will not. To better understand the
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 
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 1,

  

converges to an actual minimizer. For this purpose, however, we need some kind of compactness and

this is defintely a problem, since  is an infinite dimensional space. Indeed, if we utilize the

c

qW U

 1,

oercivity inequality above, it turns out (we will see that shortly afterwards) that we can only 

conclude that the minimizing subsequence lies in a bounded subset of . But this does not imply

that 

qW U

 

 

1,there exists any subsequence which converges in  !

 We therefore turn our attention to the weak topology. Since we are assuming 1  so that 
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 in 
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Consequently by shifting to the weak topology we have recovered enough compactness from the

coercivity inequality to deduce that  in  for an appropriate subsequence. But

now another d

j
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ku u W U

ifficulty arises, for in essentially all cases of interest the functional [ ] is not continuous
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Convexity 
 

 
1 1

Let us look instantly back to our second variation analysis and recall we derived there the

inequality , ( ), ( ) 0  for ,   holding as a necessary 

condition, whenever  is a 

i j

n n
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p p i j
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L x u x u x x U
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smooth minimizer. In fact this inequality strongly suggests that it is

very reasonable to assume that  is  in its third argument.

  Weak lower semi-continuity

Assume that  is smooth, bound

L convex

Theorem
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ed below and in addition the mapping ( , , ) is 

with respect to  for each , . Then  [ ]  is    on ,
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For the proof the reader can se
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e [B5] and [B8].

 

2.2  Existence and uniqueness  

  
Now we have developed all the necessary ideas and tools in order to be able to continue 
by presenting the basic theorems regarding the existence and uniqueness 
of minimizers 
 
 

     Existence of minimizers

Assume [ ] satisfies the coercivity condition ( , , )  for constants 0, 0 and

, ,   and is also  in the variable . Suppose also that . The
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    1, 1,

0

3.  Now fix any function . Since ,  both equal  on  in the  sense, we have 

 by the definition of the set  it follows that , . Therefore we are

able to apply the 
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Consequently we conclude that: sup 2 . Estimates (1) and (2) now imply that 
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4.  As a consequence there exists a subsequence  and a function  

such that  in . We assert next that . To see that, note that for  as

above, . No
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0w  is closed, linear subspace of  and so, by '

theorem we conclude that it is weakly closed. At this point let us remind the statement of Mazur, i.e.

a  and  subset of 
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convex closed refle
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  , say X,  is  . 

Hence . Consequently the trace of  on  is . In view of the previous theorem now

remember that by assumption ( , , ) is convex with respect 
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We turn our attention now to the problem of uniqueness. In general there can be many minimizers,

so we need to require further assumptions in order to ensure uniqueness. Suppose for instance

( , ) (dL L x p  
2

, 1

  

oes not depend on ) and there exists >0 such that ,  for

,  and . This condition says that the mapping ( , ) is uniformly convex 
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  Uniqueness of minimizers

Suppose that ( , ) and also that the uniformly convex condition, i.e. 

,  hold. Then a minimizer  of the functional [ ] is unique.
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Proof:

1.  Assume ,  are both minimizers of [ ] over . Then  as well and we claim:
2

[ ] [ ]
[ ]  with strict inequality unless  a.e. 
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2.  To see this, note from the uniform convexity 
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2.3  Weak solutions of E-L equations 

 
We wish next to demonstrate that any minimizer  of [ ] solves the E-L equation in some

suitable sense. We will need some growth conditions on L and its derivatives. Let us hereafter

suppose the 

u A I
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    Solution of E-L equation

Assume  verifies the growth conditions above and  satisfies [ ] min [ ]. Then  is

a   of the b.v.p. .
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growth Young s

L x c u v u v L U



    
 

       

   
1

for each 0. Consequently, we may invoke 

Lebesque's dominated convergence theorem to conclude that (0) exists and equals 

, , , , 0 . But then since ( ) has a minimum at
i i

n

p x z

i

i

L x u u v L x u u v dx i









 
     

 
  0,  we 

know that (0) 0 and thus  is a   according to our definition above.   

U
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


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Remarks:

 In general E-L equation will have other solutions which do not correspond to minima of [ ]

(we shall discuss it analytically later, in the section of ''critical points''). However, in the sp

I 

    
1

ecial

case that the joint mapping ( , ) ( , , ) is  for each , then each weak solution is

, , , , 0,  
in fact a minimizer. To see this, suppose  solves 

,    

in the

i
i

n

p z
x

i

p z L x z p convex x

L x u u L x u u U
u A

u g U




    

 
  





 weak sense and select any . Utilizing now the convexity of the mapping ( , ) ( , , )

we have ( , , ) ( , , ) ( ) ( , , ) ( ) ( , , )  (convexity's identity)

and let  ( ),  ( ),   

p z

w A p z L x z p

L x z p L x z p q p L x z p w z L x w q

p u x q w x



      

   



 

( ) and ( ) and integrate over  to find that:

[ ] ( , , ) ( ) ( , , ) ( ) [ ] . Now in view of the E-L

equation the integral is zero and therefore [ ] [ ] for each . Let 

p z

U

z u x w w x U

I u L x u u w u L x u u w u dx I w

I u I v w A

 

          

 



     

 

1

us now clarify why the

integral equals zero. remember here the notation: 

( , , ) ( ) ( )

i
i

n

p p p
x

i

p

div L L L

L x u u w u dx w u



 
     

 

      




 

     

0

( , , ) ( )  , so we get:

( , , ) ( ) ( , , ) ( ) 0.

 In the case of systems, we have exactly the same results as here. Als

p p

U U U

p z p z

U
E L

L x u u ndS div L w u dx

L x u u w u L x u u w u dx div L L w u dx





     

              

  

 
U

 





 o the , the  and 

the  conditions are the same, as well as the assumptions in existence, uniqueness and the 

weak solution theorems. Needless to say that the results are the sam

growth convexity

coercivity

e too :) 

 
 

 

2.4  Regularity 

 
In the current section we shall discuss the smoothness of minimizers to our energy functionals.

This is generally a quite difficult topic and so we shall make a number of strong simplifying

assumptions,

    2

 most notably that  depends only on . Thus we henceforth assume that our 

functional [ ] has got the following form. [ ]  for . We also 

take 2 and suppose as well the growth condit

U

L p

I I w L w wf dx f L U

q

    





 

 
1

ion ( ) 1  for . Then, any

minimizer  is a weak solution of E-L equation ( )  in , 
i

i

n

p

n

p
x

i

L p c p p

u A L u f U


   

   


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 

 1

0

1

due to ,
   ( )  in U that is (in weak formulation): we employ 

here ( )

simply integration by parts to obtain

( )    ( )    
i i

z

p

n

p x p

iU U U U

L f
div L u f

L L w wf

L u v dx fv dx L u v dx fv dx v H U


  
         

           





   1 1,2

0 0,  where H U W U

 
Second derivative estimates 
 
 

 

1

2

1

We now intend to show that if ( ) is a weak solution of the non-linear pde 

(E-L equation) ( )  in  , then ( )! This is the main regularity's

result. But in order to establish t

i
i

n

p loc
x

i

u H U

L u f U u H U




   

2 2

his, we need to strengthen our  conditions on . Let us

first of all assume that ( )  ,where here ( ) is the Hessian matrix of second derivatives,

for . In addition, we also suppose than

growth L

D L p c D L p

p





2

, 1

t  is  ,  i.e. there exists a constant >0 

such that ( )  for all , . Clearly this is some sort of non-linear analogue of 

the   condition for li

i j

n
n

p p i j

i j

L uniformly convex

L p p

uniform ellipticity



    


  

2

, 1

, 1 1

near pdes, where we have had ( ) for a.e. 

and all  for the partial differential operator L such that (in divergence form):

L ( ) ( ) ( ) ,  because we
i j i

n
ij

i j

i j

n

n n
ij i

x x x

i j i

a x x U

u a x u b x u c x u

   





 

 



   



 



     
1 , 1 , 1 , 1 , 1

1 1

( )

 observe that :

( ) ( ) ( ) ( ) ( )

( )  , so after a change of the index fr

j j i j j i j
ii

j

j

n n n n n
ij ij ij ij ij

x x x x x x xxx
j i j i j i j i j

n n
ij

x

j i i
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div A u div a x u a x u a x u u a x a x u

u a x
x

    

 

 
       

 

 
  

 

    

 


om   to  in the last some, we justify why 

the above expression is indeed in divergence form. 

j i
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 

 1

1

2

    Second derivatives for minimizers

( ) Let ( ) be a   of the E-L  ( )  in ,  where  satisfies

the  condition ( )  and the   condition 

i
i

n

p
x

i

p

Theorem

i u H U weak solution L u f U L

growth D L p c uniform convexity L



   





2 2

2

, 1

2

1 2 2

0 ( ) ( )

( ) .

Then: ( )

( ) If in addition ( ) and  is ,  then:  with the estimate  

i j

n

p i j

i j

loc

H U L U

p

u H U

ii u H U U C u H u c f

   






   



 
Proof: 
 

1.  Fix any open set  and choose then an open set  so that .

1,  on 

Select a smooth cut off function  satisfying 0 in \

0 1,  inbetween

n

V U W V W U

V

W

  

 


  
   



 
 

(for the cut off function, see figure 1 below) 
 

 
 Figure 1 illustrates how we define our ‘’cut off’’ function over these three sets, 

the two of them are compactly contained to the third. 

 Figure 2 illustrates one assertion we will make below, in our attempt to prove a 
significant for our proof statement, according to which a suitable selected 
change of variables will still belong to the superset U. 
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The purpose of a cut off function in the subsequent calculations will be to restrict all expressions

to the subset  which is a positive distance away from . This is necessary, as we have no 

informat

W U

   

 

2

1

0

1

ion concerning the behaviour of u near .

Let now >0 be small, choose 1,2,...,  and substitute  into the weak

formulation of E-L equation, i.e. ( )   , . We 
i i

h h

k k

n

p x

iU U

U

h k n v D D u

L u v dx fv dx v H U







   

     are employing 

( ) ( )
here the notation for the difference quotient ( )  for . As a result 

( ) ( )
( ) . Moreover the following identity  holds, since 

aft

h k
k

h h hk
k k k

U U

u x he u x
D u x x W

h

u x he u x
D u x uD vdx vD udx

h

 

 
 

 
  

  

er applying the change of variables  so  , taking into consideration that the 

domain  does not change since we have taken 0 sufficiently small and selecting  appropriately

so as to stil

kx he y dx dy

U h k

  



( ) ( )
l be inside the domain  we get that: ( )

( ) ( ) ( ) ( ) ( ) ( )
( )

( ) ( ) ( ) ( )
. As a

k

h k
k

U U

y x he
k k k k

k

U U U

hk
k

U U U

v x he v x
U uD vdx u x dx

h

v y v y he u x he v x u x he v x he
u y he dy dx dx

h h h

u x he v x u x v x
dx dx vD udx

h h



 

 
  

    
      


    

 

  

  

          

    

 
 

2 2

1

2 2

1

 consequence we deduce that:

( )   obviously 

( ) . Now let us observe that 

( )
( )

i i
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i
i

i i

i

n
h h h h h h

p k k k k k k xxx
iU U

n
h h h h

k p k k kx
i U U

p k ph

k p

L u D D u dx f D D u dx D f D f

D L u D u dx f D D u dx

L u x he L u
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 







        
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   
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 
 

   
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0

1

1 10

1

0

( ) 1
( ) (1 ) ( )  =

1
( ) (1 ) ( ) ( ) ( ) ( ) ( )  for 

( ) ( ) (1 ) ( )  ( , 1, 2,..., ). 

i

i j j j j

i j

Fundamental
theorem
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p p k x k x ij k x

j j

h

ij p p k

x d
L s u x he s u x ds

h h ds

L s u x he s u x u x he u x ds a x D u x
h
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     

       
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
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
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Now we must substitute this suitable

expression of ( )  above and perform simple calculations, to arrive at the identity:
i

h

k pD L u
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h h h h
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te the last equality's terms as ,  and  respectively. So the equality above can be 
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( )

ji

i j i j

T

n
h h h

p p k k x k x k

i jU U

h

k

D L p D L p

A L s u x he s u x D u D u dsdx D u dx

A D u





   









   



          

  

  

 

2

1

2

, 10
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2

2

2 2
2

2

   ,  i.e.   ( , 0 and 0). At last we obtain:
4

( ) . Finally we shall find an estimation for the quantity  

as well. To be more specific, we w
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Cauchy inequality with ab a a b
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ill try to show that the following estimate holds true:

( )  . For this purpose we first need to establish that the 
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The procedure we will follow below is quite similar with the proof of Poincar  's inequality.

Observe first that ( ) ( ) ,  therefore it follows that:
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( ) ( ) . Therefore 
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. Moreover we note that since

,   because of the choice of . Remember that we have selected >0 small enough. A

1
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x W y U h h
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 
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a-priori
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1
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(see figure 2 above) 
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Consequently ( ) ( )  , where

the last step holds since we integrate a non-negative function, hence the extention of the domain

of integration does not aff

h

k k

W W U U

D u dx u x the dxdt u y dydt u x dx           

 
2 2

ect in any way the inequality (we have assumed ). Thus

we have proved the required estimation, i.e. ( ) . This inequality will be 

proved very useful in our computation below. No
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+2 ( ) ( )  , for max ,2 . Therefore we have proved 
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quently, by applying the following theorem from the Sobolev

spaces, we can deduce that ( ) and so ( ). This is true for each ,  thus

( ).loc

u H V u H V V U

u H U

   



 

   

1,

( )( )

1 2

(i) Suppose that 1  and ( ). Then for each  for some

1
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3.  If now ( ) is a weak solution of E-L equation ( )  in  and the 
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Remarks on higher regularity 
 

2

We would like to show that if  is infinitely differentiable,  then so is . By analogy with the

regularity theory for second order linear elliptic pdes, it may seem natural to extend the  

estimat

loc

L u

H

e from the previous section to obtain further estimates in higher Sobolev spaces ( )

for 3,4,5,... Unfortunately, this method will not work  :(  for the non-linear E-L pde! The

reason is this. Fo

k
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k 

r linear equations, we could, roughly speaking, differentiate the equation many

times and still obtain a linear pde of the same general form. Whereas if we differentiate a non-

linear pde many times, the resulting increasingly complicated expression quickly becomes 

impossible to handle! In general, much deeper ideas and techniques are called for, the full develop-

ment of which is beyond the scope of

 0

 the work at hand. We will nevertheless at least outline the 

basic plan.
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Fix also any . Then after approximating we find from ( ),  ( ) and ( ) that:

( ) 0  for all ( )  and this is true because ( ) is  to ( ).

This is to say that 
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3. Constraints 

3.1  Non linear eigenvalue problems 
 

2

We first investigate problems subject to integral constraints. To be more specific let us 

1
look at the following problem of minimizing the energy functional [ ]

2

over all functions  with, say
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that [ ] ( ) 0,  where :  is a given, smooth function . We will 

henceforth write . Assume that ( ) 1+  and so ( ) 1 ,  ,

for s

U

w U

J w G w dx G

g G g z c z G z c z z

 

  

    

  



 1

0

1
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u I u I w

u I u m





 

   

   

1

0

[ ].

Then we know that we can extract a subsequence  in ( ) with [ ] .

We will be done once we show that [ ] 0 so that . Then if  and 

[ ] inf [ ]  [ ]  and since the

j

weakly

k

w

I w

u u H U I u m

J u u u

I u m I w I u m





 

  

   

1

0

re is an element of the class A that attains the

infimum, this means that it is indeed a minimum. Utilizing the Rellich-Kondrachov compactness

Theorem, we deduce from the fact that  in 
j

weakly

ku u H 2( ) that  in . 

Consequently:

[ ] [ ] [ ]

jk

k

U u u L

J u J u J u



 

  

 
 

 

0 since
1u

max ,

( ) ( ) ( )  (  and 

 is between  and ) ( )   ( ) 1

1 1 0  [ ] 0 

k

k

MVT

k k

U U

k k

U

u u

k k k k

U U

G u G u dx G u u dx G C

u u g u u dx because g u c u

c u u dx c u u u u dx J u




 









     

     

        

 



  

 

1

0

1

0

   (E-L equation through Lagrange-multiplier)

Let  satisfy [ ] min [ ]. Then there exists a real number  such that 

 ( )   ( ).

Proof.

1.  Fix any function ( ). As

w

U U

Theorem

u I u I w

u v dx g u v dx v H U

v H U






 

    



 

1

0

sume first ( ) 0 a.e. within . Choose then

any function ( ) with ( )  0. This is possible because of our assumption

( ) 0 a.e. in . Now write 

( , ) [ ] ( )   ( , ). Cl

U

U

g u U

w H U g u w dx

g u U

j J u v w G u v w dx       



 



      



 

1 1

early 

(0,0) [ ] ( ) 0.  In addition,  is  as a composition of  a  function  and

the linear . Moreover we compute that

( , ) ( )  

Conse

( , ) ( )  

U

U

U

j J u G u dx j C C G

u v w

j
g u v w v dx

j
g u v w w dx

 

   


   


  

 


  


   









quently ( )  0 implies that (0,0) 0
U

j
g u w dx




 


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   

1

0

As a result we can apply the Implicit Function Theorem . Therefore, there exists a -function

:  we write = ( )  such that (0) 0 nd , ( ) 0 for all sufficiently small ,

say . Differentiatin

C

a j        

 

  



 

     

 

 

g implicitly now, we discover that:

, ( ) , ( ) + , ( )  ( ) 0.  So for 0 we have that (0) 0 and 

( )  (0,0)

whence (0)   0  . 
( )  (0,0)

2.   Now set ( ) ,

U

U

d j j
j

d

j g u v dx

j g u w dx

w v w

            
  

 



   

 
   

 



     




 





 0  

 

   

 

0

1

and write [ ( )]. Sin ce , ( ) 0  implies that

[ ( )] ( ) 0  (by the definition of ) we see that ( ) .

So the  function ( ) has a minimum at 0. Thus we have that:

0 (0)

U

i I u w j

J u w G u w dx j u w

C i

d
i

      

  

    

     



 



 
2

0 0

1
[ ( )] [ ( )]

2

1

2

U

d d
I u w I u v w u v w dx

d d d 

      
   

          





2 u v    
0

w         

 

(0) 00

0

0

At this point recall the previous calculation, where we have found that

( )   

0  and define  to deduce the desired equality
( )  ( )  

U U

U U

U U

v w dx u v w dx

g u v dx u w dx

g u w dx g u w dx





  

 





          

 

   

 

 

 

 1

0

 which is

 ( )    .
U U

u v dx g u v dx v H U     

 

3.  Suppose now that ( ) 0 a.e. in .

Approximating g by bounded functions, we deduce that ( ) ( ) 0 a.e.

Hence, since  is simply connected, ( ) is constant a.e. It follows then that ( ) 0 a.e.

b

g u U

G u g u u

U G u G u



   



 1

0

ecause [ ] ( ) 0. As  0 on  in the trace sense, it follows that  (0) 0.

But then 0 a.e. as otherwise [ ] [0] 0. Since ( ) 0 a.e. , the identity

 ( )      is trivially 

U

J u G w dx u U G

u I u I g u

u v dx g u v dx v H U

    

   

    



valids in the case at hand, for any  
U U

  
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Remark

According to the identity above,  is a weak solution of the non linear b.v.p.

( ),  in 
  where  is the Lagrange multiplier corresponding to the integral 

0,  on 

constraint [ ] 0. A 

u

u g u U

u U

J u




 


 

 problem of the form above for the pair of the unknowns ( , ),  with

0  is a non linear eigenvalue problem.

u

u





 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.2  Unilateral constraints, variational inequalities 

 

We study now calculus of variations problems with certain pointwise, one-sided constraints

on the values of ( ) for each . For definiteness, let us consider the problem of minimizing,

say, the energ

u x x U

  

2

1

0

1
y functional: [ ]   among all functions  belonging to the 

2

''admissible'' set: A=  . . in  for :  is a given smooth function, 

called the .

The convex admissible set A 

U

I w w fw dx w

w H U w h a e U h U

obstacle

  

  





 1

0thus comprises those functions  satisfying the one-side,

or unilateral, constraint that . We suppose as well that  is a given, smooth function.

w H U

w h f




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    (Existence of minimizers)

Assume that A . Then there exists a unique function  such that [ ] min [ ].

Proof :

1.  The existence of a minimizer follows very easily from the general ideas 

w

Theorem

u I u I w


   

 
 

 

1

1

0

2

discussed so far.

We need only note explicitly that if  is a minimizing sequence with

 in ,  then by employing (as usual) compactness, we have that

 in . Sinc

j

j

j

k
j

weakly

k

strongly

k

u

u u H U

u u L U




 





2
2

e  a.e. , it follows that  a.e. Therefore .

2.  We now prove uniqueness. Assume  and  are two minimizers with . Then

1 1
  and  [ ]  2

2 2 2 2 8

jk

U

u h u h u

u u u u

u u u u u u
w I w f dx u u u

  

 

    
           

 


 

  
  

  

2

2 2 2

22 2 2

2

  . Now by employing the equality:  2 ,  we obtain
2

1 1 1
[ ] 2 2   

8 2 2 2

1 1 [ ] [ ]
   [ ]  , the ''strict'' ineq

2 2 2

U

U U

U

u

u u
f dx a b a b a b

u u
I w u u u u f dx u fu dx

I u I u
u fu dx I w



 
      

 

 
            

 


    



 






 


  uality holds since . However

this is a  since  and  have been both considered to be minimizers    

u u

contradiction u u

 

 
 
 

Now our target is to compute the analogue of E-L equation, which for the case at hand 
turns out to be an inequality. 

 

 

   (Variational characterization of minimizers)

Let  be the unique solution of [ ] min [ ]. Then we have the variational inequality:

 ( )  .

Proof:

1.  Fix any element 

w

U U

Theorem

u I u I w

u w u dx f w u dx w


 

       

   

. Then for each 0 1,  we consider the convex combination

= 1  which belongs apparently to A, since A is a convex set. Thus if we 

set ( ) [ ( )] , we see that (0) ( )  0 1 and 

w

u w u u w

i I u w u i i i



  

   

  

   

      

 

( ) is also smooth. Therefore

0 0.i



 
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 
2 2

2.  Now if 0 1,  then we've got that: 

( ) (0) 1

2

u w u ui i
f u





 

 

     
   w u u   

 
 

   

      

2

0
 . Thus 0 0 implies (by taking '' lim '') 

2

0 0  , which proves the theorem's assertion   

U

U

U

dx

w u
u w u f w u dx i

i u w u f w u dx







 
 

 
  

   
        

  

      





 

 
 
Interpretation of the variational inequality 
 

 

 

2,

To gain some insight into the above variational inequality, let us quote without proof a 

regularity assertion, which states ,  provided  is smooth. Hence the set

( ) ( )  is open and 

u W U U

O x U u x h x C x

 

     

 

 0

( ) ( )  is relatively close. We claim

that in fact  and  in .

To see this, fix any test function . Then if  is sufficiently small, 

,  and so . Thus the variational inequal

U u x h x

u C O u f O

v C O

w u v h u











  



   

     

   0

ity 

   ,  implies that 0.

This inequality is valid for all sufficiently small , both positive and negative, and so in fact

0   . Hence  is a wea

U U O

u w u dx f w u dx w u v fv dx

u v fv dx v C O u







          

     

  

 

   

0

2,

k solution  in ,  whence

linear regularity theory shows that ( ).

Now if  satisfies 0 and if  0< 1, then ,  whence 

0. But since ,  we can integrate by parts t

O

u f O

u C O

v C U v w u v

u v fv dx u W U

 







 



     

    



   

 

0

o deduce that

 0 for all nonnegative functions . Thus  a.e. in .

We summarize our conclusions by observing from  in ,   in  that 

,   a.e. in 

 on 

U

U

u f v dx v C U u f U

u f O u f U

u h u f U

u f U u h

     
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




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3.3  Free boundaries 

 

 
 
 

The set  is called the  . Many interesting problems in applied 

mathematics involve pdes with free boundaries. Such of these problems as can be recast as

variational inequalities becom

F O U free boundary  

e relatively easy to study, especially since there is no explicit

mention of the free boundary in the inequalities (#). Applications arise in stopping time optimal

control problems for Brownian motion, in groundwater hydrology, in plasticity theory etc. For

more about this topic see the great book of Kinderlehrer-Stampacchia.

 
 Now we shall present some applications regarding both the constraints problem and 
the free boundary problems. What follows is based on our discussion above. In the most 
cases we have chosen to deal with simple cases for simplicity in our calculations. In the 
vast majority of such problems the main idea as well as the basic methods used to solve 
the problems are quite the same with what we have already presented. 
 
Integral constraints, the simplest case 
 As mentioned above, in this part of the chapter we are basically dealing with the 
procedure of minimizing a given functional in which the ''competing'' functions are 
required to conform to certain integral restrictions, in addition to the normal endpoint-
boundary conditions. We shall present how to handle the case of the simplest problem 
below by using the Lagrange multipliers method. 
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2 2

0

isoperimetric constraint

1

(1) [ ] ( , , )

  where , [ , ] and [ , ] with ( )  and
(2) [ ] ( , , )

( )  ,   fixed constant. An one-parameter family ( ) ( ) is not

b

a

b

a

J y L x y y dx

L G C a b y C a b y a y
W y G x y y dx k

y b y k y x h x







  
 





 





2

1 1 2 2 1 2 1 1

2

 a suitable choice here,

because some curves may not maintain the constancy of . Therefore we will introduce a two-

-parameter family ( ) ( ) ( ) ( ),  where , [ , ] and ( ) ( )

(

W

z x y x h x h x h h C a b h a h b

h a

      

2 1 2

1 2 1 2

) ( ) 0. And , . Additionally, we assume that  does not have an extremum at .

Then for any choice of ,  there will be values of ,  in the neighborhood of (0,0) for which 

( ) . Evaluati

h b W y

h h

W z k

 

 

  





1 1 2 2

1 2 1 1 2 2

1 2 1 1 2 2

ng now  and  at   gives:

( , ) [ ] [ ] ( , , )

( , ) [ ] [ ] ( , , )

Now we know that  is a local minimum (by our assumption) for (1) subject

b

a

b

a

J W z y h h

J y h h J z L x z z dx

W y h h W z G x z z dx k

y

 

   

   

  

     

      





1 2 1 2

1 2

1 (0,0)

 to the constraint (2).

Thus the point ( , ) (0,0) must be a local minimum for ( , ) subject to the constraint

( , ) . Hence, by applying the lagrange multiplier rule, we have that:k

   

 





 

 






 

2 (0,0)

integration
  by parts

(0,0)

0  where ( , , )   and   (we denote here by

 the Lagrange multiplier)  ( , , ) ( , , )  (for 1,2) 

(0,0)

b

a

b

y i y i

i a

i

L x z z dx L L G

L x y y h L x y y h dx i

L

 








  


 






       



      











Fundamental
    lemma

1 2

( ) 0  for  1, 2.  0  which is the 

necessary condition for extremals. The last implication holds since ,  are arbitrary.

b

y y i y y

a

d d
L h x dx i L L

dx dx

h h

   

 

 
      

 


  
At this point let us remark that in order to be able to evaluate both λ and the solution of the 
problem, we need the two boundary conditions in combination with the substitution of  
y(x) into the isoperimetric constraint. 
 
 
 
 

 



84 

 

3.4  Applications and examples 

 

Shape of a hanging rope 
 

0

1

A rope of length l with constant density ρ hangs from two fixed points ,  and 

,   in the plane. Let  be an arbitrary configuration of the rope with the  axis 

adjusted so that   0. A 

( )

( ) ( )

( )

a y

b y y x y

y x  small element of length  at ,   has mass  and 

potential energy ρgy ds relative to 0. Therefore, the total potential energy of the 

rope hanging in the arbitrary configuration is given 

( )

( ) 

ds x y ds

y

y y x







 

 

1
2

0

2

by the functional:

[ ] 1 . We also know that the actual configuration

minimizes the potential energy. Therefore, the constraint will be : 

[ ] 1 . Hence we obtain: 

b

a

b

a

J y gyds gy y dx

W y y dx L L G

 



  

    

 

     

   
 

   

2 2

2

2

2 2 2

1 1

(  does not depend explicitly on , thus we can use a first integral despite the direct E-L)

  1   
1

change of variable 

y

gy y y

L x

y dy dx
L y L c gy y c

cy gy c

u gy

du

 

 
 

 



 



    

 
           
    

 


1

2 2

1

1 2

   

1
cosh  . Finally this leads to: cosh    .

Only one thing remains to be clarified. The computation of the left-hand integral abov

du x
c

gdy cu c

u x c gx
c y c catenary

g c c g g c



 

  




   



   
        

   



cosh
sinh

2 2 2

e:

1 sinh

1 cosh 1
1

u
t

c
du t ydt

dt ycdu dt y

c tu y

c






 
  

 
 

1 1

sinh

cosh cosh

y

u
dy dy y t

c

   
     

 
   

 
 

2

0 1

The constants ,  and  may be determined from the isoperimetric constraint 

and the endpoint conditions   and  . In practice this calculation is difficult, 

and there may not be a smooth

( ) ( )

c c

y a y y b y



 

 solution for large values of  .
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Schrödinger's Equation 
 

 

2

2
2 2

2

:  probability density function

: wave function
[ ] ( )

2 : mass of the particle
 where 

: potential
[ ] ( ) 1

[ ] 1: normalization condition for the 

wave functio

J V x dx
m m

V
W x dx

W




  

 










  
   

  



 
 







 
2

2 2 2

2

n 

By employing the E-L equation subject to integral constraints we obtain:

= ( ) ( ) , where  is the Lagrange multiplier  
2

0  ( )  which is 
2

L V x E x E
m

d
L L V x E Schröd

dx m
 



  

  



 













    

     





for the wave function in quantum mechanics for a particle of mass  under 

the influence of a potential . In general, solutions of Schrödinger's equation will exist

only for discrete va

'  inger s e

V

quat on

m

i

lues of the multiplier , which are identified with the possible energy 

levels of the particle and are the eigenvalues.

E

 
3

2
2 2

2

Generalizing the above to  we get:

[ ]  , subject to integral constraint (probability density function
2

must be integrated to 1) [ ] 1. Then, as usual, by employin

D

D

J V dxdydz
m

W dxdydz

  

 

 
   

 

 









 

2
2 2 2

2 2

g the Lagrange 

multiplier rule: =   0  
2

2 0   '  .
2

The Laplace multiplier is the eigenvalue o

x y z

xx yy zz

L L G V L L L L
m x y z

V V Schodinger s equation
m m

      

       

      
          

  

            



 


2

f  '  :  , i.e.
2

 and represents the particle's energy level.

Schodinger s operator V
m

K 

   





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Connections between Isoperimetric and Sturm-Liouville problem 
 

 
2

Below we will examine the connection between the integral constraint and Sturm-Liouville 

problem. For this purpose let us consider, as usual, the functional and the integral constraint:

[ ] ( ) (J y p x y q  

       

2

2

0

2 2 2

)
2 2

 Then for 
2

[ ] ( ) 1

0
  2 2 2 0  

( ) ( ) 0

which is a typical S-L b.v.p.

y y

b

ya

b

y

a

d
L L

dt

x y dx
L qy ry

L L G
L py

W y r x y dx

py q r y
p y qy ry qy ry py

y a y b





 

 










 


    

    
  




             
 





 
 
 

The classical Isoperimetric Problem 
 

 

 
1

0

2 2

2

( , )
Given a vector field :  such that ( , ) ( , ) ,  ( , )  with

( , )

1
and considering the functional [ , ] ,  we 'll show that it represents the

2

area of a domain in ,  

t

t

P x y y
F F x y P x y Q x y

Q x y x

J x y xy yx dt

 
  



  

 



 

 

1 1

0 0

1

0

say . Indeed that is true because:

1
1 ( 1) 2 2 ( )  ( ) [ , ] .

2

Moreover we know that 

t t
Green

t t C D D

t

D D t

D

dy dx Q P
xy yx dt x y dt Fds dxdy

dt dt x y

dxdy dxdy Area D Area D xy yx dt J x y



   
         

    

        

   

  




     

 

   

1 1

0 0

1

0

1

2 2 2

2 2

the length of a given smooth curve  is given by:

( ) ( ) ( )  , where ( ) ( ), ( ) : . Thus 

1
[ , ]

2
the problem  is in fact t

[ , ]

t t

C t t

t

t

t

t

C

ds t dt x t y t dt t x t y t

J x y xy yx dt

W x y x y dt

       


  





   


  





 





he problem of determining which

curve of a specified perimeter encloses the maximum area. The term  , meaning

same perimeter, originated in this context. Hence by employing the same technin

Isoperimetric

ques we have
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   
2 2

( , , , ) which is independent of  and

depends on two functions ( ) and ( ) at the same time. As a consequence a

first integral is:  , however afterx y

L L G xy yx x y L x y x y t

x x t y y t

L x L y L c

  

  

 

           

 

   

 

 some elementary calculations we 

observe that this equality holds as an identity. Therefore we prefer to do the computations

by using the system of E-L equations instead. So:

0

#

0

x x

y y

d
L L

dt

d
L L

dt

 



 



 

 

   

   

   

   

 
 

   

 
 

   

   

2 2 2 2

2 2

2 2

22
2

2 2
( )

2 2 2

22
2

2 2

( )
2 2

( )

2 2

    ,  which are circles! 

y d y x x
y t d

dt x y x y

y
x t cx d x y

x ydt x y

x
y d

x y
x c y d

y
x c

x y

 











  
                  

    
                  

 
 

 
    


 

 

Finally we only

need to show that the system of E-L (#) is indeed a necessary condition for extrema regarding

the minimization problem subject to the integral constraint above.
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 

 

1 2 1 2 1 2

1 1 1 1

2 2 2 2

1 2 1 2 1 2

For this purpose let us consider the following problem:

[ , ] , , , ,  subject to
( ) , ( )

 for  . As before we
( ) , ( )

[ , ] , , , ,

define a

b

a

b

a

J y y L x y y y y dx
y a A y b B

y a A y b B
W y y G x y y y y dx c


 

 
 

    







1 1 1 1 2 2 2

1 2 3 4 0

2 2 1 3 2 4

 two-parameter family of ''competing'' functions, which are;

( ) ( ) ( ) ( )
 and all , , , [ , ]. As usual, we proceed like in the

( ) ( ) ( ) ( )

simplest case demons

z t y t h t h t
h h h h C a b

z t y t h t h t

 

 

  


  

 
 1 2

1 1 1 2 2

1 1 , 0

trated above earlier, by defining ,  where  is the Lagrange

multiplier (the classical calculus technique for minimization subject to certain constraint). So

0,0 ,

L L G

L t y h h

 

 

 
 








 

 
  

  

 

1
1 2

2

1 2 1 2 1 1

2 2

2 1 3 2 4 1 1 1 2 2

integration
 by parts

2 1 3 2 4 1 3 1 3 1

, , ,

,

z
z z

b

a

z

b b

y y y y y y

a a

y y

y h h y h h

d
y h h dt L h L h L h L h dt L L h

dt

d
L L

dt

   

 





     

  

 




      




                

 



 



 

 



 
 

1 1 2 2

1 2

3

exactly the
same calculations
as above

2 4

2 2 , 0

0 . Similarly we obtain that:

0,0 ...... 0 

Finally by employing the Fundamen

b b

y y y y

a a

h dt

d d
L L h L L h dt

dt dt
 

 


   

 




 

  

      
               

 

1 1

2 2

0

tal Lemma

0

y y

y y

d
L L

dt

d
L L

dt

 



 




 

 
  

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Minimization subject to integral constraint that leads to the eigenvalue problem for the 
Laplacian operator. 
 

2 2 1

2

2 2

[ ]  for  with .

[ ] 1 and 0 on 

We shall introduce the Lagrange's multiplier  and we shall solve the following 

minimization problem: min  1

D

D

J u u dxdy U C boundary

W u u dxdy u D

u dxdy u dxdy





    



   


  







 for all  that vanish on .

Afterwards, we 'll equate the first variation to zero to find the E-L equation. The careful reader

may have already noticed that this is an equal expres

D D

u D
   

  
   
 

1 2 1 1 2 2

sion of the tactic (Lagrange's multiplier) we

used above to approach the minimization problem subject to constraints.

Alternatively, we shall consider  and the functional ( , ) [ ] L L G J u           

 1 2 1 1 2 2

where the quantity inside the branches is the two-parametrized variational family as usual.

Moreover, ( , ) , ,  , for   . Then, by Lagrange's multipliers

Theorem we obtain 

D

L x z z dx z u        
  


 
 1 2

1 2

2

1 2

1, 0

2 2

1 2

that:  ,  0  for 1,2  0   

  0  2 2 2 0  

,  in 
 which is actually the eigenvalue problem for the Lap

0,  on 

xi

x x

u u

ii i

u u xx yy

i L L
x

L u u L L L u u u
x x

u u D

u D

 

 


 



 



   

 
     

 

 
           

 

 


 




lacian operator. We shall

notice the similarities with the   in the sequel.Rayleigh quatient

 
 
 
 
 
 
 

Algebraic constraints 
 

We have only seen integral constraints where the Lagrange's multiplier is a real number

so far. A reasonable question which may rise here is that the only possible constraints are

of integral form? The answer is no. They may as well be of algebraic form. But the 

multiplier this time will be a function rather than a real number. Let us specialize what we

are discussing here. For this purpose we consider the minimization problem:
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 [ , ] , , , ,

( , , ) 0  with 0  , where ( ), ( ) sufficiently smooth and provide a local

( ) ( ) ( ) ( ) 0

minimum. Then the above implies that  ( ) such that 

b

a

y

J y z L t y z y z dt

G
G t y z y t z t

z

y a y b z a z b

L

t


 


   

   
 

    









( )

 .

( )

The proof is quite simple and actually we will take advantage of the IFT, since 0  

(Implicit Function Theorem). Thus we are able to solve the constraint equa

y y

z z z

d
L t G

dt

d
L L t G

dt

G

z













  







 

   

tion to

obtain: ( , ). Substituting now this into the [ , ] expression to see:

[ ] ( , , ) , , ( , ), ,  and as usual the E-L is

0  

b b

t y

a a

y y y z y z ty yy y z y

z g t y J y z

W y F t y y dt L t y g t y y g g y dt

d d
F F L L g L g g y L L g

dt dt
   



    

        

 

0  

y y y z z z ty yy

d d
L L g L L L g g y

dt dt
  



 
     

 
  z y

d
L g

dt
 0 

0. Now let us note that by the IFT we may also obtain

 and this is valid, since if we derivate the equation , , ( , ) 0 with respect to

y, i.e

y y y z z

z

y

y

z

d d
L L g L L

dt dt

G
g G t y g t y

G

 

 

   
      

   

 
   
 
 



. 0  , we obtain the required. Thus by substituting this to the last equality above:

 and these two expressions must be equal to the same function of ,  that is

y z y

y y z z

y z

y y

y

G G g

d d
L L L L

dt dt t
G G

d
L L

dt

G

 



 

 



 ( )

( ). Therefore we get:   

( )

y y yz z

z
z z z

dd
L L t GL L

dtdt t
dG

L L t G
dt












  

  
  

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3.5  Natural  boundary condition (supplementary remarks) 

 

 Let us consider the following problem: A river with parallel straight banks  units

apart has stream velocity given by ,   , where  is the unit vector in the

 direction see Figure below . 

( ) ( )

( )

b

v x y v x j j

y



 

Assuming that one of the banks is the  axis and that 

the point 0,0  is the point of departure, what route should a boat take to reach

the opposite bank in the shortest possible time? Assume that the sp

y

eed of the

boat in still water is , where .

This problem differs from those in earlier sections in that the right-hand endpoint,

the point of arrival on the line , is not specified; it must be det

c c v

x b



 ermined as 

part of the solution to the problem.

 Such a problem is called a free endpoint problem, and if  is an extremal, then

a certain condition must hold at . Conditions of these types, calle

( )y x

x b d 

 , are the subject of this section. Just as common are problems 

where both endpoints are unspecified.

natural

boundary conditions

 
 
 
 
 
 
 
 
 

 
A classical natural boundary condition problem 
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2

0

2

Consider the functional [ ] ( , , )  and let [ , ] with ( ) ,  ( ) free,

be a local minimum. Then the variation  must be  and must also satisfy the single 

condition ( ) 0. But pay att

b

a

J y L x y y dx y C a b y a y y b

h C

h a

  





 
integration
 by part

0

ention to the fact that no condition on  at  is required

due to the fact that the admissible functions here are not specified at the right endpoint. So:

[ ] y y

h x b

d
J y h L h L h dx

d 










     
s

2

( ) ( ) , ( ), ( ) 0

[ , ] with additionally ( ) 0. Therefore, it also holds for those '' ''  which satisfy

the condition ( ) 0 and by the Fundamental lemma we get: 

b b

y y y

a a

d
L L h x dx h b L b y b y b

dx

h C a b h a h

h b L

 

 
   

 

  



 

 

 

0 and finally by

substituting the E-L above, we obtain: , ( ), ( ) (

 

) 0,  valid for any 

which is a condition on the ex  

choice o

 

f ( ).

 

tremal y at x=b

(

. Th s

Thus ,

s

( ),

i  i  c

) 0

alled

y y

y

y

d
L

dx

L b y b y b h b h b

L b y b y b







 

 

 

0

a   . 

The E-L equation, the fixed boundary condition  ,and the natural boundary condition

are enough to determine the extremal for the variational we presented earlier ab

( )

natural boundary condition

y a y

  0

ove. By similar 

arguments if the left endpoint  is unspecified, then the natural boundary condition on an 

extremal  at  i

)

s

(

,: ( ), ) (y

y

y L a y a ya a

a

x   

 

 
 
Below we shall present a few examples of natural (or free) boundary condition problems: 
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Sturm-Liouville equation as a condition for extremals 

 
1

2 2

0

(0) 0
[ ] ( ) ( )  with boundary conditions 

(1)  

We shall compute the E-L equation for the functional above. For this

purpose we compute: 2 ( )  and 2 ( )  

2 ( ) 2

y y

y
J y p x y q x y dx

y free

L q x y L p x y

q x y p




    



   

 



 

( ) 2 ( ) ( ) 0 with natural boundary condition:

2 (1) (1) 0 and because ( ) 0  ( ) ( ) 0 with

(0) 0  (1) 0.

x y p x y x

d
p y p x p x y q x y

dx

y and y

  

     

 

 

 

Ramsey's Growth Model 
 

2

0

One version of Ramsey's Growth model in Economics involves minimizing 

the total product [ ] ( )  for a,b>0 , over a fixed 

planning period [0, ] , where ( ) is the capital at time  and 

T

J M aM M b dt

T M M t t

  





 

0

2

(0)

is the initial capital. If ( ) minimizes , the capital ( ) at the end of the 

planning period can be obtained as : 0  

2 ( - - )+ 2 0  ( ) - ( ) 0  

( )

M M

at

M M

M t J M t

d
L L

dt

d
a aM M b aM M b M t a M t ab

dt

M t Ae Be







  

        

  0 with (0)  and the natural boundary condition

( , ( ), ( )) 0,  or ( ) - ( )   Therefore, the required 

result can be obtained by simple computations which will be omitted here.

at

M

b
M M

a

L T M T M T aM T M T b

 

   

 

Supplements to the theory (more variables) 
 

  2

2 2

0

[ ] , , , ,  , where ( ),  but undefined on . For this purpose,

we define the test functions with compact support ( ) which means that ( )

and additionally 0 on . 

x y

D

J u L x y u u u dxdy u C D D

h C D h C D

h D

  

 

 



 

 

 

first 
variation

0

[ ] , , , ,  

0 and by employing the identity  
x y x x x

x x y y

D

u u x u y u u x u

D

d
J u h L x y u h u h u h dxdy

d

L h L h L h dxdy L h L h h L
x x



   
 

      

 
     
   




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 


 


 

   

(similarly for )  ( , )

Now we are ready to apply '  Theorem for the vector field ( , ) ( , ), ( , )  :

y x y x y

x y

Q P

u y u u u u u

D D

u u

D

L h L L L h x y dxdy L h L h dxdy
x y x y

Green s F x y P x y Q x y

L h L h
x y

 
          

     
 



  
 

  

 



 

 

  line
integral

  ( , )  , where 

( ) , . For the smooth curve ( ) ( ), ( )  and the vector field 

, . Now the typical argument 

y x

y x

u u

D D

u u

dx dy
dxdy L L h dt F T h x y ds

dt dt

dx dy
T t t x t y t

dt dt

F L L

 

 

 
     

 

 
   

 

 

  
 






 

2

0

can be applied. Therefore, since the equality

above is valid for every ( ),  then it is also valid for those 0 on . Consequently

it is reduced to the following equality: 
x yu u u

D

h C D h D

L L L
x y

  

  
  

  
  0hdxdy 

 

   

where by applying, as usual, the fundamental lemma, we obtain the typical E-L equation.

Finally, by substituting the E-L above, we get the   . 

0  , ( ), ( )  
y xu u

natural boundary condition

F T L L T x t y t     
  

     or equivalently , ( ), ( )
y xu uL L n y t x t  


 

 

 
This figure depicts the orthogonality of tangential and normal vectors and justifies our 

underlined assertion example for a given Lagrangian: 
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  

      

2 2 2

necessary
22 2 condition

0

[ ]  where ( , ) and ( , ) smooth.

[ ]  0

( , ) 2

x y

D

x x y y

D

J u a u u bu dxdy a a x y b b x y

d
J u h a u h u h b u h dxdy

d

a x y



   
 

    

          
  





xu   2x xh h  yu   2y yh h  
 

( , )b x y u   

 

   

0

0 

0. Now we can either proceed exactly as above, in other 

words by writing ,  similarly for , and apply '

Theorem, or we could equiva

D

x x y y

D

x x x x y y

h h dxdy

au h au h buh dxdy

au h au h au h au h Green s
x x

 

 

  

 
 
 





       

       

lently integrate by parts. We shall demonstrate both ways here.

a)

0  

( , )

x x y y

D

Q P

x y x y

D D

au h au h au h au h buh dxdy
x x y y

b x y u au au hdxdy au h au h dxdy
x y x y



    
      

    

    
     

    



 


 

 2 2 2Now the E-L equation is  0  with  ,  therefore

2

2  and apply Green's theorem for the second double integral

2

(the first double integral is zero d

x y

x

y

u u u x y

u

u x

u y

L L L L a u u bu
x y

L bu

L au

L au

 
     
 

  


 




 
  line
integral

ue to E-L) 

( , ) ( , ) ( , )  , where ,

Consequently the    would be 0,  since the line integral

must be zero

y x y x

D D

dx dy
a x y u h a x y u h dt h x y F Tds F au au

dt dt

natural boundary condition F T

 

 
      
 

 

 
  

 
 

   

2

0

because the
inner product
equals to zero

 for every ( ) and therefore the condition above is justified. But 

 , , .  So since  which is

parallel to outward unit norma

y x x y

h C D

T n F n au au au au a u a u F



        
   



l ,  we get that ,  i.e. 0  .
u

n a u n a
n


  



 

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   

 

 

1

2

0

b) integration by parts

( , ) ( , )

this implies:

( , ) ( , )

[ ]

x x x x

D D D

y y y y

D D D

x x xx y y yy

a x y u h dxdy ahu n dS h x y au dxdy
x

a x y u h dxdy ahu n dS h x y au dxdy
y

d
J u h a u au a u au bu

d 










  
    


          

      

  

  

 

   

0

1 2

natural 
boundary condition

( , ) 0

the first integral eqauls to zero due to E-L and the second in fact equals:

( , ) =0   (  is arbitrary)  0 ( , ) 0

x y

D D

D

h x y dxdy ha u n u n dS

u
ha x y u n dS h a u n a x y

n





  


       



 


 



 
 
 
 

3.6  Rayleigh Quotient 

 

  In this section we will define the Rayleigh Quotient and we will present some 
properties of the eigenvalues and the eigenfunctions of the Dirichlet's problem for the 
eigenvalue problem of Laplacian operator (the 1-dimensional case of which is the S-L  
b.v.p.) as well as  the connection with the calculus of variations. 
  An important problem that arises frequently in chemistry and physics is how to 
compute the spectrum of a quantum system. The system is modeled by a Schrödinger 
operator. In the one-dimensional case such operators are of the Sturm-Liouville type. 
For instance, the information from the spectrum of the Schrödinger operator enables us 
to determine the discrete frequencies of the radiation from excited atoms. In addition, 
using the information from the spectrum, one can understand the stability of atoms and 
molecules. We do not present here a precise definition of the spectrum of a given linear 
operator, but roughly speaking, the (point) spectrum of a quantum system is given by 
the eigenvalues of the corresponding Schrödinger operator. It is particularly important 
to find the first (minimal) eigenvalue, or at least a good approximation of it.  The 
minimal eigenvalue of the eigenvalue problem for the Laplacian operator, which we 
shall examine blow, is called the principal eigenvalue (or the ground state energy), and 
the corresponding eigenfunction is called the principal eigenfunction (or the ground 
state).  
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The British scientist John William Strutt (Lord Rayleigh) (1842–1919) observed that the 
expression: 

 
2

2

2

 

[ ]     plays a very imprtant role in this context.

 It is also equal to this expression:  which we shall use below. We will see that

actually are the same (

u u dx

R u Rayleigh Quotient
u dx

u dx

u dx











 











by integrating by parts) in the following sections.  
 

 
 
John William Strutt (3rd Baron of Rayleigh) (1842–1919) was a British scientist who made 
extensive contributions to both theoretical and experimental Physics. He spent all of his 
academic career at the University of Cambridge. Among many honors, he received the 1904 
Nobel Prize in Physics for his investigations of the densities of the most important gases and for 
his discovery of Argon, in connection to his studies. He served as president of the Royal Society 
from 1905-1908 and as a Chancellor of Cambridge from 1908-1919.  

 

 
Properties of the eigenvalues and the eigenfunctions  : 

 Symmetry 

  v u dx u v dx
 

   
 

   

     of Laplace operator, because:

   

v u dx v u dx u v dx symmetry

u
v u dx vdiv u dx v u dx v

n

  

  

      


      



  

   

 similar0
argument

   , where

the surface integral is zero because under our assumptions , 0 on .

dS v u dx u v dx

u v

  

    

 

  
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 Orthogonality 
eigenfunctions associated to different eigenvalues are orthogonal to each other. 

 

 

  

 and consider 
  

by subtracting by parts and using the symmetry property now we get:

m n n m n

n n n m n n m n

n m

m m m n m m n m n m m n m

n m n m

u u dx u u dx
u u u u u u

u u u u u u u u dx u u dx

u u


 

 
  

 


 

 

   
      

    
          





 

 

 0 , 0  
n m

n m n mdx u u u u
 



    

 
 

 The eigenvalues are real 

 

Let us assume for contradiction that .

, in 0, in , in 0, in 

0,  on 0,  on 0,  on 0,  on 

,  is an eigenfunction-eigenvalue pair  assuming 

u u u u u uu u

u u uu

u



  





                
      

        





 
2

 

0= , 0,  since 0,  which is a contradiction.u u uudx u dx u

 

 

 

    
 

 The eigenfunctions are real 
The proof is quite simple. It is based on the separation into the real and the imaginary 
part and the observation that both the real and the imaginary part of the eigenfunction 
solve the differential equation and satisfy the boundary condition as well. Since at least 
one of these two functions are not zero, it follows that at least one of them is an 
eigenfunction. If now λ is simple we have a real eigenfunction. On the contrary if it is of 
higher multiplicity, say 2, we can consider the real and imaginary parts of two linearly 
independent eigenfunctions. By a simple dimensional consideration, it follows that out 
of these four real functions, one can extract at least one pair of linearly independent 
functions. 

 Multiplicity of the eigenvalues 
One of the main differences between the 1-dimensional S-L problem and its multi-

dimensional generalization, which is Dirichlet's b.v.p. for the eigenvalue problem of 

Laplace operator, involves multipl

 

icity. In the multidimensional case at hand here, 

,  
#  the multiplicity might be larger than one (but always finite!). 

0,  

This is a fact of great physical significance.

u u x

u x

  


 




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 there exists a sequence of eigenvalues diverging to infinity 

0 1 1

Proposition

(a) The set of the eigenvalues for (#) consists of a monotone, non-decreasing sequence that

diverges to + , i.e.   0< ... ... .

(b) The eigenvalues are all positive and t

n n n
     

      

2 2

hey have also finite multiplicity.

We shall only show the positivity (i.e. ,  >0) here. The other results are derived 

by the spectral theorem for the Laplace eigenvalue problem.

nn

u u u u u u



  

 

      



 ,  but we observe that:

 

dx u u dx

u u dx u

 

  

   

 

2

0 2

2
   0 for 0

 

Since  is constant is not an eigenfunction, it follows that >0   

u dx
u

dS u u dx u dx u
n u dx

u







   






        



   





 

  
Jean-Baptiste Joseph Fourier (21 March 1768 – 16 May 1830) was a French mathematician and 
physicist born in Auxerre and best known for initiating the investigation of Fourier series, which 

eventually developed into Fourier analysis and harmonic analysis, and their applications to 
problems of heat transfer and vibrations. The Fourier transform and Fourier's law of conduction 

are also named in his honor. Fourier is also generally credited with the discovery of the 
greenhouse effect. 
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 Generalized Fourier Series 
We know that the infinite orthonormal set of the eigenfunctions is complete, thus we can 

formally expand smooth functions defined in  into a generalized Fourier series, converging

on the average (due 



 

0

0

to completeness), i.e.

( ) ( ) , where ( ), ( )  are the generalized Fourier coefficients and 

 the orthonormal basis.

n n n n

n

n n

v x a u x a u x v x

u









 

 

 Asymptotic behaviour of the eigenvalues when n tends to infinity 

2

2

It can be shown that for  the  eigenvalue associated with the b.v.p

 in 
 has the following asymptotic behaviour in the limit 

0 on 

4   for 1,2,3,... This is c

j th

j

n

j

n

u u
n

u

n
j



 


 

  


 

 
   





1

2

3

alled '   .

2

Here  denotes the volume of the unit ball in . For example etc. 

4

3

j

j

Weyl s asymptotic formula



  





 




 




 
 

An optimization problem for the first eigenfunction. 
 

2

2

0

We have already developed above an integral formulation for the eigenvalues,

i.e.  . Let us now denote the smallest (minimal) eigenvalue, which hereafter

we shall call ,  by . T

u dx

u dx

principal
















 

2

0 2

2

0

hen we will show that  inf  , where 

( ) ( ) 0 and 0 . Moreover  is a simple eigenvalue and the 

infimum is only achieved for the associated eigenfunction.

u V

u dx

u dx

V u C C u u

















     






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Proof: 
 

 

 

1

0 1 2 1

1

Let  be the non-decreasing sequence of the real eigenvalues (not all of them 

necessarily simple) , such that 0 ... ...  ,  lim  .

Moreover let  be the orthonormal and 

n n

n n n
n

n n



     














        

 2

complete sequence of the corresponding

,  in 
eigenfunctions, such that   Then (see the remarks below) we

0,  on 

know that we are able to expand ( ) ( )  0 and 0  as a

genera

n n n

n

u V u C C u u

  





  


 

      

0

2
2 2

0 0
02   see 

2 2
below

0 0

lized Fourier series, i.e.  where ,  which converges uniformly

Therefore:

[ ]

n n n n

n

n n n

n n

n n

n n

u a a u

u dx a a

R u
u dx

a a

 









 

 

 


 

 



  



 

  
0 0 0

2

0 0 , 0

  [ ]    and thus inf [ ] .

Calculations:

, , ,  , but

,

u v

n n m m n m n m

n m n m

n
n m m

R u u V R u

u dx u u dx a a dx a a dx

dx
n

  

   


  



  

     

     

         


  



     



0

2 2

0

, 0 , 0 0 0

 , . Therefore

 due to the non decreasing

sequence of the eigenvalues and also ,

m n n m n n m n Hilbert

n m n m n m n n m n n n

n m n m n n

n m nHilbert

dS dx dx

a a dx a a dx a a

       

      

  

   

   

    

   

    



   

    

 since they are orthonormal.

Regarding the denominator now, since we have a complete and orthonormal system of

eigenfunctions which  forms a basis, the  inequality is in fact equality here (

m

Bessel Parse

2

222 2

( )
0 0

).

So we get: ,  .
Parseval

n nL
n n

val

u dx u u a
 


 

   
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0

0

2 22 2 2 2

0 0

Now it can be easily verified that equality holds iff ,  because then we can achieve

that [ ]  indeed, and by this way we are done. To be more specific we have that:

 and  and 

u c

R u

u c u c





  





    2

2 2

0 0( )

2

1. So we get that

[ ]

L
dx

c

R u






 




2

0

2

dx

c





2

0

2

0 0 0 0 0 0 02

0

0

1

where we have used integration by parts and the fact that 0 on  

dx

dx dx dx
dx



      






  





        

 


  




 

 

 
1

2 2

1

Remark in completeness:

In general if we have an orthonormal sequence, say , finite or infinite, then we know

'   , i.e. ,  , and the -   , i.e.

lim

n n

n

n

n

u

Bessel s inequality u u u Riemann Lebesgue lemma













, 0 hold true. Now if it is also  then the Bessel holds as an equality called

. 

nu u complete

Parseval



 

Remark in convergence:

We shall make two comments regarding the convergence of the eigenfunction expansions,

which we referred to previously above.

If  is   , then the eigenfunctiu piecewise differentiable on expansion converges to the average, 

i.e. ,  which is the Dirichlet's theorem.
2

If now  is   and  , then the eigenfunction expansion 

converges uniformly to . 

Th

u u

u piecewise differentiable continuous

u

 

at's why the smooth  we have considered above converges uniformly, as mentioned.u
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Connections to the calculus of variations 
 

2

We shall notice now the similarity of our approach above with the following minimization

problem from the calculus of variations (subject to an integral constraint). For this consider

[ ]

[ ]

J u u dxdy

W u



 

 

2

2 2

1  . By using the Lagrange multiplier rule we see that for

0 on  as well

,  where ( , , , , )   and ( , , , , )  the E-L is

0  2 2
x y

x y x y

u u u x

u dxdy

u

L L G L L x y u u u u G x y u u u u

L L L u u
x y x y









  





 

  


     

   
     
   



 
,  in 

2 0  which
0 on 

apparently is the eigenvalue problem for the Laplacian operator. Additionally let us

note that here the Lagrange multipliers are in fact the eigenvalues. Regarding th

y

u u
u

u

  
  

 

2

e Rayleigh

quotient for this problem, it takes the following form: 

 

[ ]  

uu u dxdy

R u
u dxdy







  




 

0 2

2 2

0

 

which is obviously similar to what we were dealing with previously! As a consequence

the Rayleigh quotient method  = inf R[u]  is an alternative meth
u V

u
dS u u dxdy u dxdy

n

u dxdy u dxdy



  

 




   




  

 



od of finding the minimal

''principal'' eigenvalue, in comparison with the variational method of minimization, being

discussed above. In general, both methods are of equal usefulness and perhaps the Rayleigh

quotient (seen as a minimization method) is even more useful in some cases, especially from 

the numerical point of view. Nowadays, the vast majority of numerical methods for computing

the eigenvalues is based on what we call Rayleigh-Quotient iteration. We use this method to

obtain an eigenvalue approximation from an eigenfunction initial approximation.

 
 
 
 
 

4. Hamilton's Principle-Canonical form 

 
  According to the doctrine of classical dynamics, one associates with the system being 
described a set of quantities or dynamical variables, each of which has a well-defined 
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value at each instant of time and which defines the state of the dynamical system at 
that instant. Further, it is assumed that the time evolution of the system is completely 
determined if its state is known at some given instant. Analytically this doctrine is 
expressed by the fact that the dynamical variables satisfy a set of differential equations 
(the equations of motion of the system) as functions of time, along with initial 
conditions. 
   The program of classical dynamics consists of listing the dynamical variables and 
formulating the equations of motion that predict the system’s evolution in time. 
Newton’s second law of motion describes the dynamics of a mechanical system. 
  Another method of obtaining the equations of motion is from a variational principle. 
This method is based on the idea that a system should evolve along a path of least 
resistance.  
  Principles of this sort have a long history in physical theories dating back to antiquity 
when Hero of Alexandria stated a minimum principle concerning the path of reflected 
light rays. In the 17th century, Fermat’s principle, that light rays travel along the path of 
shortest time, was put forth. For mechanical systems, Maupertuis’s principle of least 
action stated that a system should evolve from one state to another in such a way that 
the action (a vaguely defined term with the energy × time) is smallest. Lagrange and 
Gauss were advocates of similar principles. In the early part of the 19th century, 
however, W. R. Hamilton (1805–1865) stated what has become an encompassing, 
aesthetic principle that can be generalized to embrace many areas of physics. 
Hamilton’s principle states that the time evolution of a mechanical system occurs in such 
a manner that the integral of the difference between kinetic and potential energy is 
stationary. To be more precise, let 

1

1

, ,  denote a set of   of a given dynamical system. That is,

regarded as functions of time, we assume that , ,  completely specify the state

of the system at any instant. Fur

n

n

y y generalized coordinates

y y





1

ther, we assume that there are no relations among 

the , so that they may be regarded as independent. In general, the  may be lengths,

angles, or whatever. The time derivatives , ,  are called 

i i

n

y y

y y 

 1

1 1

the  . 

The    is, in the most general case, a quadratic form in the , that is,

,...,  , where the a  are known functions of the coordinates

i

n n

ij n i j ij

i j

generalized velocities

kinetic energy T y

T a y y y y
 

  

 

 

1 1

1 1

   

, , . The    is a scalar function , ,...,  . We define now

the Lagrangian of the system by , ,..., , ,..., ,  so .

n n

n n

y y potential energy V V V t y y

L L t y y y y T V L T V

 

     
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4.1  Hamilton's Principle 

 

1

for these systems may then be stated as follows: Consider a

mechanical system described by   , ,  with Lagrangian as above. 

Then the motion of the system f

Hamilton's principle 

ngeneralized coordinates y y

 
1

0

0 1

1 1 1 1

rom time  to  is such that the functional: (  integral)

[ , , ] , , , , , ,  is stationary for the functions ( ), , ( ),  which

describe the actual time evolution of the sys

t

n n n n

t

t t action

J y y L t y y y y dt y t y t      

1

0 1

tem. If we regard the set of coordinates ,...,y  as

coordinates in n-dimensional space, then the equations ( ),  1, 2,...,  ( )

are parametric equations of a curve  that joins two states 

n

i i

y

y y t i n t t t

C S

   

 

 

0 1 0 0

1 1 1

0 1

:  , ,  and

S : , , . Hamilton’s principle then states that among all paths in configuration 

space connecting the initial state  to the final state , the actual motion takes p

( ) ( )

( ) ( )

n

n n

y t y t

y t y t

S S





1

lace along the 

path that affords an extreme value to the integral presented above. The actual path is an extremal. 

In physics and engineering, Hamilton’s principle is often stated concisely as:

, ,L t y  
1

0

1, , , , 0 .

t

n n

t

y y y dt    

 

Because the curve ,  1, ,  , along which the motion occurs, makes 

the functional  stationary, it follows from the calculus of variations that the  must 

satisfy the Euler equations, i.e

( ) 

( )

i i

i

y y t i n

J y t

  

. 0  for 1, , . In Mechanics, the Euler 

equations are called Lagrange’s equations. They form the equations of motion, or governing 

equations, for the system. We say that the governing equ

i iy y

d
L L i n

dt
   

ations follow from a variational principle 

if we can find an  such that = 0 gives those governing equations as necessary conditions  

for an extremum. If the Lagrangian  is independent of time 

L Ldt

L t

 

 
1

1

,  that is,   0,  or equivalently

,  , then a first integral is given, as we know, by:    . This equation is

a  . The quantity  is called the 

i

i

t

n

i y

i

n

i y

i

L

L L y y L y L c

conservation law L y L Hamilto







  

 









 


  of the system, and it 

frequently represents the  . Thus, if  is independent of time, then energy is conserved.

nian

total energy L

 
 

Sir William Rowan Hamilton (4 August 1805 – 2 September 1865) was an Irish 
mathematician, Andrews Professor of Astronomy at Trinity College Dublin, and Royal 
Astronomer of Ireland. He worked in both pure mathematics and mathematics for 
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physics. He made important contributions to optics, classical mechanics and algebra. 
Although Hamilton was not a physicist–he regarded himself as a pure mathematician–
his work was of major importance to physics, particularly his reformulation of 
Newtonian mechanics, now called Hamiltonian mechanics. This work has proven central 
to the modern study of classical field theories such as electromagnetism, and to the 
development of quantum mechanics. In pure mathematics, he is best known as the 
inventor of quaternions. 
 

 
 
 
3 basic examples 
 

 Harmonic Oscillator 

0

2

2 2

2

2 2

Consider the restoring force (Hooke's Law) , 0,  where  is the spring's constant.

1

1 12
  0,  thus the energy is conserved.

1 2 2

2

1 1
[ ]

2 2

t

t

F ky k k

T my

L T V my ky L

V Fdy ky

J y my ky dt

  




      
   


 
  

 








 

1

1 2

'  sec  

 is stationary, hence by employing the E-L: 0

0  0   ( ) cos sin  harmonic oscillator

equation.

t

y y

Newton s ond law

d
L L

dt

d k k k
ky my y y y t c t c t

dt m m m

  

        

 

 

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 Pendulum 
 

2 2 2

length

mass

=angle 
 Considering now the kinetic and potential energy of the pendulum

frictionless support

time

1 1
 and ( cos ). Now we have seen that the Lagrangian 

2 2

m

t

s

K ms m V mg





 









 




   





   

 

 

1

0

2 2

2

1

is

1
given by ,  therefore we consider: [ ] (1 cos )

2

0  sin 0  sin 0. For small displacements

sin ,  we obtain: 0  ( ) cos

t
E L

t

L T V J m mg dt

d d g
L L mg m

dt dt

g g
t c t

 

  

   

    

 
      

 

        

   





 

  



  2 sin  simple harmonic motion.

g
c t



 
 
 

 Central force field 
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Consider the planar motion of a mass  that is attracted to the origin with a 

force inversely proportional to the square of the distance from the origin see figure above . 

For generalized coordinates

( )

m

     

    

2 2

2 2 2

2 2
2 2

 we take the polar coordinates  and  of the position of the mass. 

1 1 1
The kinetic energy is: cos sin

2 2 2

1 1
cos sin sin cos

2 2

r

d d
T mv m x y m r r

dt dt

m r r r r m r r



 

   

     
         

     

     

 

    

 

 

2

2 2 2

2

2 2 2

. As a consequence we get

1
 . Moreover we compute the potential energy as 

2

1
 . Thus the E-L gives:  and the corresponding functional

2

1
[ , ]

2

k
T m r r V Fdr dr

r

k k
V L T V m r r

r r

J r m r









       

      



 







 2 2 2   

L
k

r dt
r




 

   
 


1

0

2

2

2

0

 which is a 
0

0

coupled system of odes, the solution of which gives the required equations of motion.

t

t
r r

d
L mr c

dt
k

d mr mr
L L r

dt







   

 
     








 
 

 

4.2  Hamilton  vs  Newton 

 

  In summary, Hamilton’s principle gives us a procedure for finding the equations of 
motion of a system if we can write down the kinetic and potential energies. This offers 
an alternative approach to writing down Newton’s second law for a system, which 
requires that we know the forces. Because Hamilton’s principle only results in writing 
the equations of motion, why not just directly determine the governing equations and 
forgo the variational principle altogether? Actually, this may be a legitimate objection, 
particularly in view of the fact that the variational principle is usually derived a 
posteriori, that is, from the known equations of motion and not conversely, as would be 
relevant from the point of view of the calculus of variations.      Moreover, if a variational 
principle is given as the basic principle for the system, then there are complicated 
sufficient conditions for extrema that must be considered, and they seem to have little 
or no role in physical problems. Finally, although variational principles do to some 
extent represent a unifying concept for physical theories, the extent is by no means 
universal; it is impossible to state such principles for some systems with constraints or 
dissipative forces. 
  On the other hand, aside from the aesthetic view, the ab initio formulation of the 
governing law by a variational principle has arguments on its side. The action integral 
plays a fundamental role in the development of numerical methods for solving 
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differential equations (Rayleigh–Ritz method, Galerkin methods, etc. which we shall 
present below); it also plays a decisive role in the definition of Hamilton’s characteristic 
function, the basis for the Hamilton–Jacobi theory. Furthermore, many variational 
problems occur in geometry and other areas apart from physics; in these problems the 
action or fundamental integral is an a priori notion. In summary, the calculus of 
variations provides a general context in which to study wide classes of problems of 
interest in many areas of science, engineering, and mathematics. 

 

 
Carl Gustav Jacob Jacobi (10 December 1804 – 18 February 1851) was a German mathematician 

who made fundamental contributions to elliptic functions, dynamics, differential equations, 
determinants, and number theory. 

 

 

4.3  Hamilton's equations 

 

 
1

0

1 1 1The E-L equations for the variational problem  [ ,..., ] , ,..., , ,...,  form

form a system of  second-order odes. We now introduce a canonical method for reducing these

equations to

t

n n n

t

J y y L t y y y y dt

n

   

1

0

 a system of 2  first-order equations. For simplicity we examine the case 1, i.e.
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Now we are ready to derive the Hamilton's canonical equations by derivating  partially

with respect first to  and to . In other words we have:

y
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These equations are called Hamilton's equations or   and they form a

system of first order differential equations for  and .
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Example (Harmonic oscillator) 
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Consider the harmonic oscillator whose Lagrangian is: ( , , ) . Then the
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Generalization 

 

1

0

1 1

1 1

Once again consider the functional: ( , ,..., , ,..., )  and as previously define

the generalized momenta: ( , ,..., , ,..., ) for 1,2,..., . Assume also that
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momenta for ,...,  and get (as previously): ( , ,..., , ,..., ) for 1,2,..., .
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Applications: 
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3

A canonical physical model concerns a system whose kinetic and potential energy are given

1
by:   and ( )  . Here ( , ) is a function which characterizes
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 2 2 2

(N-particles problem)

Consider a system of n-particles where  is the mass of the  particle and ( , , ) is its

1
position in space. Then the kinetic energy is  and the potential

2

i i i i

i i i i

m ith x y z
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1 1 1energy is ( , ,..., , ,..., , ,..., ) such that the force acting on the  particle has

components: ,  ,   . Then the '   applied to this
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on's equations for a system of -particles.n

 
 

4.4  Supplementary material accompanied by some historical 

comments 

 

  Newton founded his theory of Mechanics in the second part of the seventeenth 
Century. The theory was based upon three laws postulated by him. The laws provided a 
set of tools for computing the motion of bodies, given their initial positions and initial 
velocities, by calculating the forces they exert on each other, and relating these forces 
to the acceleration of the bodies. Motivated by the introduction of steam machines 
towards the end of the eighteenth century and the beginning of the nineteenth century, 
scientists developed the theory of Thermodynamics, and with it the important concept 
of energy. Then, in 1824 Hamilton started his systematic derivation of an axiomatic 
geometric theory of light. He realized that his theory is equivalent to a variational 
principle, called the Fermat principle, (mentioned earlier in the context) which states 
that light propagates so as to travel between two arbitrary points in minimal time. 
During his Optics research, Hamilton observed that apparently different notions such as 
optical travel time and energy are in fact related by another physical object called 
action. Moreover, he showed that the entire theory of Newtonian mechanics can be 
formulated in terms of actions and energies, instead of in terms of forces and 
acceleration. Hamilton’s new theory, now called Hamilton’s principle, enabled the use of 
variational methods to study not just static equilibria, but also dynamical problems. 
  Below we will re-demonstrate Hamilton's principle by applying it to the problem of n 
interacting particles, a standard problem in classical mechanics. We have already 
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handled this particular problem earlier and inevitably this will lead to a sort of material's 
cover. 
 Our goal here is to explain better (more profoundly) why we consider the difference of 
kinetic and potential energy, to present Maupertuis' least action principle (mentioned 
also earlier to the context) and lastly to demonstrate Hamilton's principle to the elastic 
string and extract the equation for the vibrations of rods. 
 

 
  '

2
sec  

1

1

1

2  for 1,2,...,

( ,..., )
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 as we know from the theory of classical mechanics. We additionally define the

Lagrangian of the system as  and we shall explain later in the context why we have

made this choice. Finally we shal
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l also define the action in Hamilton's formalism as:

 . By taking into consideration the above discussion, we are ready to (re)introduce the
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But why should we consider the difference of kinetic and potential energy as L? 
    
The concept of the Lagrangian seems a bit odd at first sight. The sum of the kinetic and 
potential energies is the total energy, which is an intuitively natural physical object. But 
why should we consider their difference? To give an intuitive meaning to the difference 
of the energies, it is useful to look a bit closer at the historical development of 
Mechanics. Although Newton wrote clear laws for the dynamics of bodies, he and many 
other scientists looked for metaphysical principles behind them.  
  As the mainstream philosophy of the eighteenth century was based on the idea of a 
single God, it was natural to assume that such a God would create a world that is 
‘perfect’ in some sense. This prompted the French scientist Pierre de Maupertuis (1698–
1759) to define the notion of action of a moving body. According to Maupertuis, the 
action of a body moving from a to b is: 
 

is the particle’s momentum. He then formulated his principle

of least action, stating that the world is such that action is always minimized. 

Converting this definition of action to 

 , where  

b

a
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2 2
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2

energy-related terms we write:

2  . The difficulty with this approach 

is in fact that it only includes the kinetic energy, while the combination (sum) of
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Pierre Louis Moreau de Maupertuis (1698 – 27 July 1759) was a French mathematician, 

philosopher and man of letters. He became the Director of the Académie des Sciences, and the 
first President of the Prussian Academy of Science, at the invitation of Frederick the Great. 
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We proceed now to demonstrate Hamilton's principle for the elastic string. 
 
Elastic String 
 

We set ( , ) and analogously ( , ). Moreover we define ( , ) to be the string's

deviation from the horizontal rest position, (x,t) be the load on the string, ( , ) be the 

string's elasticity
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Vibrations of Rods 
 
The potential energy of the string is stored in its stretching i.e. a string resists being 

stretched. We define a rod as an elastic body that also resists being bent. This means that 

we have to add to
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 the elastic energy of the string a term that penalizes bending. The amount 

of bending of a curve  is measured by its : ( )
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Just as in the case of the plate, we assume that the rod is clamped, i.e. we specify  and  at 
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by the equation: 0

x

t x xxt x xx

a b

pu d u d u



   

 
 
 

4.5  Inverse Problem 

 

  How can we determine the Lagrangian L if we know the equations of motion? This 
problem is known as the inverse problem of the calculus of variations. Next we shall 
formulate the inverse problem (keeping our approach in an elementary level) by 
considering the case  n=1    for simplicity.  
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 

 

Given a second order ode:  y ( , , ) we will try to find the corresponding Lagrangian

( , , ) such that  is the E-L equation 0 . Generally the problem has 

infinitely many solutions.

y y

F t y y

d
L L t y y L L

dt


  

   

 In order to determine  , we write the E-L: 0 

or equivalently: 0. We assume that  is three times continuous differentiable 

in order to be able to change

y y t y y y y

y y t y y y y

L L L y L y L

L L y L FL L

   

   

    

   

 the partial derivatives. Differentiating with respect to :  

y yt yy yy yy

y

d
L L yL FL L

dy
           




 tyy yyL L   

 

0

(vanishing because )  0 . Setting now ( , , ) ( , , )

we get the first order with respect to  pde :  0  .

yyy yyy y yy

yy yy yyt yyy yyy yy y yy

t y y y

yL FL F L

L L L yL FL L F u t y y L t y y

u u yu Fu uF

   

      

   

       

             

 



  

  However it is often much

simpler to proceed directly by matching terms in the E-L equation to terms in the given equation.

 
 

A representative example 
 
Next let us consider a simple example in order to clarify a bit more the whole procedure.

'  :  0 which is a damped harmonic oscillator. This system is 

not conservative due to 

Motion s equation my ky ay   

the damping and there is not a scalar potential. We cannot apply 

'   directly here. We seek a Lagrangian such that 0 is an

E-L equation. Multiplying by a nonnegative functi

Hamilton s principle my ay ky   

 

2

on ( ),  we get (we additionally demand

( ) ( ) ( ) 0
the equation to coincide with the typical E-L): 

0

( )
( )  ( ) ( , )  ( , )

2

yy yy yt y

yy y

f t

mf t y af t y kf t y

L y L y L L

mf t
L mf t L mf t y M t y L y M t y y N

  


   

       

   

  

 

 

   ( , ) where ,  are

arbitrary functions. Then it follows that ( ) ( )  y yt yy

y

t y M N

L L L y af t y kf t y

M y

     



   

  ( )y t yN mf t y M M y    

2

( ) ( ) . Thus we have that:

( ) ( )  ( )  and  ,  but since ,  are arbitrary, we are able

to select 0 and get that: ( , )  and consequently a Lagrangian
2

at at

m m
y t

at

m

af t y kf t y

mf t af t f t e N M kye M N

k
M N t y y e

 

      

 
   

 



2 2

 for the damped

harmonic oscillator is: ( , , )  . Finally let us make a comment. 
2 2

This expression is the Lagrangian for the undamped oscillator times a time-dependent factor .

at

m

at

m

m k
L t y y y y e

e

 
  
 

 
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Theory  supplement 
 
Next we will discover for which Lagrangian functions the E-L equation is satisfied identically.

0  0  0  ( , )  

( , ) ( , ) , but  and 

y y yy yy yt y yy y

yy y yt

d
L L yL yL L L L L M t y

dt

L M t y y N t y L M L

           

  

       

 

 

   t yM yM  
t yM yM   0  

 compatibility condition. Thus this leads to ( , ) ( , )  with ,  

satisfying the compatibility condition. For these Lagrangians, which are linear in ,  with additionally

coeffie

yN

M N
L M t y y N t y M N

t y

y

  

 
  

 




cients which satisfy the compatibility condition, the E-L is identity!

 
 

Now we continue by presenting below some further examples-applications to Physics, 
where we shall practice analytically the method of finding the Lagrangian corresponding 
to a given differential equation developed above.  
 
Emden-Fowler equation: 

52
In this example we shall consider the -  equation, i.e.  0,  and we

will attempt to obtain the Lagrangian (inverse problem) by imitating the procedure above. Hence

multiplying by a 

Emden fowler y y y
t

   

5

2

2
( ) ( ) ( ) 0

function ( ) 0    

0

1
( ) ( ) ( , ) ( ) ( , ) ( , ) . Equalize now the 

2

remaining parts to obtain: 

yy yy yt y

yy y

t y t y t y
t equalizing term by termt

L y L y L L

L t L t y M t y L t y M t y y N t y

L

  


  


  

  
    

       

   

  



 

 

  

52
( ) ( )   yy yt y yy L L t y t y yM

t
        ( ) t yt y M yM   

5 22 ( ) 2
( )   (equalizing the coefficients of )  ( ) , 

 substitute now the value of  to the equalizing condition above and take into consideration

that  is arbitrarily chosen so

y

t d
N y t y y t t

t dt t

M

  
 





        

  5 5 2

6 2 2 6
2 2

 we can demand 0  to get: ( )  

( , ) ( )  ( ) infinitely many Lagrangians.
6 2 6

An even faster way to determine the Lagrangian is by using the ''integrating factor''

yM N t y y t

y t t y
N t y t t L y t



 

    

       

. This 

simplifies a lot the procedure. Below we shall demonstrate this equivalent method through

some examples .
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Example (i) 
 
A particle's motion in a constant external force field with frictional force proportional to 
its velocity: 

  

Consider the linear equation 0  ( , 0). The integrating factor is , thus after

multiplying the equation with it, we get: 0  

( , )

y

y

at

at

yat at

at
L y

L

at

y ay b a b e

L e b
e y e b

L e y

L e yb N t y

L






   

     
 

 

 

 



 
 

2

2  
2( , )

2

at

at

y
L e byy

e M t y


 

    
   


 
 

Example (ii) 
 
Consider the non linear equation ( ) ( ) 0,  where  and  are continuous functions

with anti-derivatives ( ) and ( ) respectively. Next we will compute a Lagrangian 

( , , ) such that the 

y p t y f y p f

P t F t

L L t y y

  



 



( )

( )

E-L equation associated with the functional [ ] ( , , )  is

equivalent to the given non linear equation above. Here the integrating factor is ,  therefore

multiplying the equation by  we

b

a

P t

P t

J y L t y y dt

e

e

  

 
( )

( ) ( )

( )

( ) ,  arbitrary
smooth functions

2
( )

( )
 get: ( ) 0  

( ) ( , )

Now we can either compare the two equations or
( , )

2

equi

y
y

P t

yP t P t

P t

yLL

P t M N

P t

L e f yd
e y e f y

dt L e y

L e F y M t y

y
L e N t y



 
   

 

  



  







 





( ) 2
( )

2
( )

valently plug the first into the second. So   ( , ) ( )
2

Hence we obtain the Lagrangian: ( ) ( )
2

P t
P t

y y

P t

e y
L M e y M t y t

y
L e F y t






     

 
   

 

 


 



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Example (iii) 
 
Consider an electrical circuit RLC , which satisfies the following differential equation:

0 where ( ) is the electrical current,  is the resistance,  the capacitance,

 is the inductance.

y
Ly Ry y t R C

C

L

   

2

2

 By multiplying with the integrating factor  we get that:

( , )
2

0  as usual we obtain:

( , )
2

( , , )

R
t

L

R Rt t
R L Lt yR Lt

L R
t R

L t
L

y

e

y
L e y L e M t y

e
y e y

LC ye
L e N t yL y

LCLC

L t y y

 
                   

          










2

2

2

R
t

Le y
y

LC

 
 

 


 
 

5. Critical Points and the Mountain Pass Theorem 

 
  We have concentrated our study so far on the problem of locating minimizers of 
various energy functionals, subject to constraints (perhaps) and of discovering the 
appropriate E-L equation they satisfy. For this chapter, we shall turn our attention to the 
problem of finding additional solutions of the E-L pde, by looking for other critical 
points. These critical points will not in general be minimizers, but rather ''saddle points'' 
of the functional I. We shall develop next some ''machinery'' that ensures that an 
abstract functional I has a critical point. 
 

5.1   Critical points, deformations 

 

Hereafter  denotes a real Hilbert space, with norm  and inner product ,  and let

:  be a non-linear functional on . 

:  

We say  is differentiable at  if there exists  such that 

[

H

I H H

Definition

I u H v H

I

 



 





 ] [ ] ,   for . The element ,  if it exists, is unique. 

We then write [ ]

w I u v w u o w u w H v

I u v

     

 
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 

 

1

1

 :

We say that  belongs to ; ,  if [ ] exists for each  and the mapping 

:  is continuous.

The theory we develop below holds if ; ,  but the proofs will be greatly streamlined

p

Definition

I C H I u u H

I H H

I C H

 

 



 



 

   1

rovided we additionally assume that the mapping   :  is   on 

bounded subsets of .

:

( ) We denote by C the collection of functions ;  satisfying .

( ) If  , we 

I H H Lipschitz continuous

H

Notation

i I C H

ii c

 

 





    write | [ ]  and | [ ]  ,  [ ] 0

We say  is a critical point if [ ] 0

The number  is a critical value if 

c c

c

A u H I u c K u H I u c I u

Definition

u H I u

c K

      

 

  



 

 
 

 

  We now wish to prove that if  is not a critical value, we can ''nicely'' deform the set  

| [ ]  into  for some 0. The idea will be to solve an appropriate

ode in  and to follow the

c c

c

A u H I u c A

H

       

 1

 resulting flow ''downhill''. As  is generally infinite dimensional, we

will need some kind of compactness condition.

:

 A functional ;  satisfies the -  compactness condition 

H

Definition

I C H Palais Smale 

 

 

1

1

if each sequence

 such that 

(i) [ ]  is bounded

(ii) [ ] 0 in 

 is  in .

k k

k k

k

u H

I u

I u H

precompact H











 
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 

 

Assume C satisfies the  condition. Suppose also .

Then for each sufficiently small 0, there exists a constant 0  and a function

[0,1] ;  such that the mappi

c

Deformation Theorem

I Palais Smale K

n C H H

  

  

  

   

0

1

1

1

ngs ( ) ( , )  0 1 ,   satisfy:

(i) ( )   ( )

(ii) ( )   ( [ , ])

(iii) [ ( )] [ ]  ( ,0 1)

(iv) ( )

The proof of the theorem can be found in [B21]

t

t

c c

n u n t u t u H

n u u u H

n u u u I c c

I n u I u u H t

n A A 

 

 

   

 

   

   



     

 

5.2   Mountain Pass Theorem 

 
 
Next we present an interesting ''min-max'' technique and we use the deformation n 
built above to the deformation theorem to deduce the existence of a critical point. 
 

  (Mountain Pass Theorem)

Assume C satisfies the  condition. Suppose also :

(i) [0] 0

(ii) There exist constants , 0 such that [ ]  if  and

(iii) There exists an element  wi

Theorem

I Palais Smale

I

r a I u a u r

v H

 



  



  

0 1

th ,  [ ] 0.

Now define [0,1];  |  (0) 0 ,  (1) . Then:

inf max [ ( )]  is a   of [ ] .
g t

v r I v

g C H g g v

c I g t critical value I
  

 

    

 
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Proof:

Clearly . (why?) Because by applying the IVT (intermediate value theorem), something

we are allowed to do because the real value function  is continuous in [0,1] and 

0 (0) (1) , since 

c a

g

g g v v r



      

0 1

0,  we get that  0,1  such that ( ) ,  so we have

( ) (0, ),  since ( ) = = ,  which according to the theorem's assumptions means that 

[ ( )]. Therefore  [ ( )] max [ ( )] , which i
t

t g t r

g t B r g t r r

a I g t a I g t I g t

 

 

 

 

  



  

0 1

s valid . 

So obviously inf max [ ( )] .

Assume now that  is not a critical value of [ ] , so that . Choose then any

sufficiently small number 0 . According to the  
2

g t

c

g

a I g t c

c I K

a
deformation the

  

 

 

  

 

 
1

0 1

 now, there exists

a constant 0  and a homeomorphism :  with   and  ( )  if 

[ , ] . Now select  satisfying max [ ( )] ,  something we are allowed

to do because o

c c

t

orem

n H H n A A n u u

u I c c g I g t c

  

  

 



 

    

     

   

0 1 0 1

f the -characterization of infimum, i.e.  >0   such that

ˆmax [ ( )] inf max [ ( )] . Then we observe that if we define , this also belongs

to ,  since (0) (0) 0 and (1)

gt t

g

I g t I g t c g n g

n g n n g

 

 
   

  

    

  



1

1

( ) ,  according to ( )  if [ , ].

To be more specific, from our assumptions we have that [0] 0 as well as [ ] 0,  while we note 

that   0. Hence neither  nor 0 [ , ].
2

n v v n u u u I c c

I I v

a
a c c v I c c

 

   





     

 

        

 
0 1 0 1

 Consequently we are ok :)

Needless to say that it is continuous as a composition of continuous functions.

ˆBut then max [ ( )]  implies that max [ ( )] ,  because of the fact that c
t t

I g t c I g t c n A   
   

    

 
 

0 1

 

ˆand ( ). Again, in order to be more specific, let us justify this assertment. 

Fix an arbitrary [0,1]. Then ( ) max [ ( )] ( ) . But now we observe that

ˆ ( ) ( )
c c

c

c
t

n A A

A

g n g

t g t I g t c g t A

g t n g t A
 





 




 





     

 

0 1 0 1 0 1

0 1

ˆ , i.e. [ ( )]  and since  was arbitrarily chosen, we get that

ˆ ˆ ˆmax [ ( )] . Finally, since ,  we have that inf max [ ( )] max [ ( )] . So:  

inf max [ ( )

c

gt t t

g t

I g t c t

I g t c g c I g t I g t c

c I g t
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 



     

  

 

      

 ] ,  which is obviously a contradiction, because 0 .    c      
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Remarks: 
 

The Mountain Pass Theorem (MPT) is an existence theorem. Given certain conditions on a

function the theorem demonstrates the existence of a saddle point. The theorem is unusual in that

there are many o



ther theorems regarding the existence of extrema, but few regarding saddle points.

Think of the graph of [ ] as a landscape with a low spot at zero, surrounded by a ring of mountains.

Beyond these mou

I 

ntains lies another low spot at . The idea is to look for a '' ''  connecting 0 to ,

which passes through a mountain pass, that is a saddle point for [ ]. But note carefully that we are only

asse

v path g v

I 

rting the existence of a critical point at the ''  '' ,  which may not necessarily correspond

to a true saddle point. 

energy level c

 
 
 

 
 
 
This is a photo which depicts the main idea and illustrates the main assertion of our 
remark above, however, since it has been taken from the net, the notation does not 
match. The same situation seen from above: 
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5.3  Application to semilinear elliptic pde 

 
Next, we shall illustrate the utility of MTP. For this purpose let us investigate the following 

semilinear b.v.p. 

( ),  in 2
(#)    is smooth and for some 1  we have that ( )

0,  on 2

u f u U n
f p f z

u U n

  
  

  
 

 1

0

1 1

1 ,

( ) 1 ,   and  is a constant.We will also suppose that  0 ( ) ( )   for

1
some constant ,  where ( ) ( ) . We hypothesize finally that for constants 0

2

( )  (

p

p

z

p p

c z

f z c z z c F z f z z

F z f s ds a A

a z F z A z z
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



 



     

   

  





). Now this implies (0) 0,  because by applying the mean value

( ) (0)
theorem, we obtain 

p

f

F z F
a z






0

( ) ,  for some  between
0

0 and . And by letting 0,  we obtain that (0) 0. Obviously then, 0 is a trivial solution of

the b.v.p. (#). We wish to find another. Observe that the pd

MVT
p p p

A z a z f A z
z

z z f u

    


  

1 1
e , where ( ) ,

falls under the hypotheses above.

   (Existence)

( ),  in 
 has at least one weak solution 0.

0,  on 

p p
u u u f u u u

Theorem

u f u U
u

u U

 
  

 


 

 
 
Proof: 

2 1

0

1

0

1 2

2

1
1.  Define the  :  [ ] ( )  for ( ). We intend to 

2

apply the MPT to [ ] . We will also simplify a bit the notation by setting ( ),  with norm

=  a

U

U

energy functional I u u F u dx u H U

I H H U

u u dx

 
    
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 

 
 
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



  2 1

2 1

1

0 ( ) ( )

( ) ( )

nd inner product ,   . At this point let us note that due to 

Poincar  's inequality we are able to use it since ( )  the norms  and are

equivalent, i.e. ,  so w

U

L U H U

L U H U

u v u v dx

é u H U u u
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2 2 2 2
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2 2 2 2 2
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To check the equivalence is quite easy, if not directly obvious, since 
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L U L U L U L U
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u u u c U u u
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2
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 .
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Then we have that: [ ] ( ) [ ] [ ]
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 

2 2 2 2

1

1 1

2.  We first claim that  belongs to class C. To see that, first note that for each , ,  we have:

1 1 1 1
[w] = + , +  

2 2 2 2

[ ] [ ] ,  . Hence, according to the definiton give

I u w H

I w u w u u u w u w u
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    

1 1 1

2

1

n earlier, we conclude 

that  is differentiable at ,  with [ ] . Consequently C.

3.  Now we need to examine the term . According to the Lax-Milgram theorem we have that for 

each element 

I u I u u I

I

v H 

  



1

0

,  in 
( ) (the dual space of H), the problem  has a unique solution

0,  on 

( ) . Now we shall justify analytically the assertion above.

,  in 
Weak formulatin of b.v.p. 
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,  where the surface integral equals zero, since 

is zero at the boundary due to the compact support. Therefore   ( ) ,
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U U U

U U

u
dS u dx u dx
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U
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We also define ( )  which is (obviously linear) continuous bounded since ( ),  

which is the dual space. Now the bilinear form [ , ] is: (i) bounded,  since 
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pplying it. We now write

, so that : ( ) ( ) is an . Note in particular that if ( ),  then the

linear functional  defined by ,  , ( ) belonds to ( ). (we wil
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 

  
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l misuse 

notation and say '' ( ) ''  ). In order to see this, it suffices to show that it is bounded and this 

implies that it is continuous (as linear) as well, thus it belongs to the dual space. Th

w H U

erefore we observe

2 2
22 2

 
  

( ) ( ) ( )
,  , from the theorems (Sobolev typen n
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remarks below
after the proofHölder
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2
2 ( )

 

2
inequalities) presented shortly afterwards the end of this proof and the fact that  and 2  are 

2

conjugate. Consequently: ,  something that verifies the assertion above.

Observe next 
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 estimates presented below, ( ) ( ) .

We now demonstrate that if ( ) , then [ ] ( )  . 
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defined  and the result of Lax-Milgram theorem. Now the remainder term  s

U

dx

U U

U

F u f u w u dx R I u F u dx

I u K f u u w dx R

K R


 

      
 

     

 



atisfies, 

   

         

   

1

1 1
22

0 0

1 2

1 1(1) (2)
1 1 2 2 1 1 1

according to ( ) 1 , ( ) 1 ,  
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r more about it see the remark below)
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[ ] [ ] ( ) ( ) ( )   [ ] [ ] ( )  . Hence, after

all this longish analysis, we conclud

n n

n n

L U

L U

f u f u C L u u

I u I u f u f u C L u u I u I u C L u u





  

           

 

    

1 1

2 0 0

2

1 2 1

e that  : ( ) ( ) is   on bounded

sets. As a consequence we get that C  and at last we have established the assertion that 
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Thus for each 0 we have [ ], [ ( )], , [ ( )], (see the defi-

nition of the inner product given in the first step of the proof and remember the way we defined the 

isometry ,  so that 

k k k k kI u v u K f u v u v K f u v

K

      
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.
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 since [ ]  is bounded 

1st Palais-Smale assumption we get that [ ]  for all  and some constant . So:

1
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1

1 1

0

in ( ),  the latter assertion holding since 1 2  and therefore it follows from the Rellich-

Kondrachov compactness theorem, which in our case states that ( ) ( ). 

But then ( ) ( ) in 

p

p
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L U p
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f u f u H

 


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 1
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1
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( ), because  is ,

since it belongs to the dual space, remember: ( ). Whence 

[ ( )] [ ( )] in ( ) , because we have shown in (3) that [ ( )] is Lipschitz continuous.

As a 
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0 0 0

consequence the relation: [ ( )] 0 in ( ) implies in fact that [ ( )] 0 

in ( ) , but [ ( )] [ ( )] ( )  in ( ) . Therefore we get that   in ( ) ,

deduced by the unique

j j

j j

k k k k

k k

u K f u H U u K f u

H U K f u K f u f u u H U u u H U

   

   

ness of the limit.
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5.  We finally verify the remaining hypothesis of the MPT. Clearly [0] 0. Suppose now that

( ),  with ,  for 0 to be selected below. Then: [ ] [ ] [ ] [ ].
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Now hypothesis  ( )
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 for 0  and  implies, since 1 2 ,  that
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second inequality is due to Gagliardo-Nirenberg-Sobolev's inequality. 
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assumption of the MPT) , for 0 
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according to the 3rd assumption, it must be , i.e. .These lead to our choice.

6.  We have at last checked all the hypotheses of the MPT. Therefore it provides us with a critical value,  

so 
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Remark: 
Because we have referred to the so called Sobolev's inequality many times on the 
foregoing proof of the theorem above, we shall shortly present the inequalities of 
Gagliardo-Nirenberg- Sobolev type and its different versions as well as the emdeddings 
implied by them and we will conclude to the basic compactness result, which is the 
Rellich- Kondrachov Compactness theorem.   

 

( )
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1 1 1
If 1 ,  the Sobolev conjugate of  is . Note that  , .
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Let us now note two things:

The last estimate is sometime also called Poincar  's inequality. The difference with the pre-
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 
1 1,

    Rellich-Kondrachov compactness theorem

 open and bounded and  is . For 1   ( ) ( ) for 1 .

Finally let us remark that since  and ,  we have in particular 
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5.4  Complementary material  [Derrick-Pohozaev identity] 

 
Closing this section dedicated to Mountain Pass theorem and its applications, we would 
like to present the Derrick-Pohozaev identity as an ''additional material'' topic, relevant 
to our discussion regarding the application of MPT to the semilinear elliptic pdes like the 
non linear Poisson's equations of the following form: 
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. . .
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(#) . We know from the theory of existence developed as an application 
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 1

1

  [    -  ]

Assume  is  and  is a star-shaped set with respect to O (origin). Then  0  .

Proof:

Since  is  , if  then for each >0, there exists >0

Lemma normals to a star shaped region
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. In particular limsup 0. (why?) Because: 
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i.e. that for given  and an arbitrarily small number ,  we are always able to find a number

(radius) >0 , so as to be abl

y x
n

y x

x U








 
   





 
 

e to select a  ( ( , )) such that the angle of the vectors

 and  to be larger than ,  i.e. cos 0  limsup 0.  Finally let 
2

 for 0 1. Then, apparently ,  

y x
y U

y y U B x

y xy x
n rad n x

y x y x

y x y U





 






 
       

   



 

   
 

1

since  is a star-shaped set and each line segment lies 
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In this figure we illustrate our assertion in the Lemma’s proof above that the angle 

between these two vectors is indeed obtuse 
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We next prove that there can exist no trivial solution to the b.v.p. (#) for for supercritical growth, 

provided  is star-shaped. The proof is a remarkable calculation initiated by multiplying the pdeU

 

1

1

2

 

  by   and continually integrating by parts.
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, in 
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where . At this point let us note the followings:
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Analogously, we have after similar computation, a representation expression for  quantity as well.
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 

1 2

2
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1
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2.  Now we shall proceed by computing a little better representation forms for the quantities

, , . To start with:
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1 . As a consequence: 1
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On the other hand now, since 0 on , ( ) is parallel to the outward normal ( ) 
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3.  Returning to the initial relation now, obtained after multiplying the pde by   and integrating

over ,  i.e.    , we compute that: 
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 , where the surface integral vanishes because
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0 on  0 on . Finally all the above lead to:  ( )
1

An alternative way to get this result would be the f

n
p

j U U U

p p

U

n
dS u dx

p

n
u U u U B u dx II

p



 

 




      


  



1 1 1

1

ollowing:

 
1 1 1

j

p p p
n

j x

j U
x

u u u
x dx x dx

p p p

  



   
       
     
   


 

   

 

 



0
1

1

1

sgn( )

1

1

1 1

since 1 1... 1 . Moreover let us also justify the previous-step derivation: 
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following known properties of the function ''sgn'': sgn  and sgn   , 0 
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In view of the lemma presented above, i.e.  
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2
 . But once we multiply the pde  by  and integrate
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by parts, we produce the equality:   
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=    and substituting this above, we conclude that: 
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6. Invariance - Noether's theorem  

 
Next we study variational integrands that are invariant under appropriate domain and 
function variations and show that solutions of the corresponding E-L equations then 
automatically solve also certain divergence structure conservation laws. 
 
 

 
 

Amalie Emmy Noether (23 March 1882 – 14 April 1935) was a German mathematician 
who made important contributions to abstract algebra and theoretical physics. She 

invariably used the name "Emmy Noether" in her life and publications. She was 
described by Pavel Alexandrov, Albert Einstein, Jean Dieudonné, Hermann Weyl and 

Norbert Wiener as the most important woman in the history of mathematics. As one of 
the leading mathematicians of her time, she developed the theories of rings, fields, and 
algebras. In physics, Noether's theorem explains the connection between symmetry and 

conservation laws. 
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6.1  Invariant variational problems – Noether’s Theorem  

 

We again turn our attention to the functional [ ] ( , , )  where  and 

: . We as usual write ( , , ) ( ).
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The idea behind this definition is that given a domain variation χ and a function u , we 
will look for w as some expression involving u(χ(x,τ)). We will try to check (#) by 
changing variables in the integral term on the left side, after which the integration will 
be over the region U(τ). Below we will show that invariance of the functional implies 
that the corresponding E-L equation can be transformed into divergence form! 
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Suppose that the functional [ ] is invariant under the domain variation  and the function

variation  corresponding to a smooth function ,  i.e. , ( , ), ( , ) , ,
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As noted earlier, we can sometimes first guess a domain variation χ and then look for a 
corresponding function variation w as some formula involving u(χ(x,τ)). Then we will be 
able to compute the multiplier m in terms of u and its partial derivatives. Next we shall 
present numerous ''examples-applications'' illustrating this procedure. 
 

6.2  Examples- Applications 

 

(I) Lagrangian independent of  χ 
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1,2,..., .  As we have seen, these formulas follow directly from the E-L equation (confirmed also 

by the result (ii) of Noether's theorem as well) by simple calculation and they are known as ''first

k n

 integral''.
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Let us remind the relation constant. The point here is that Noether's theorem provides us 

with a systematic procedure for finding first integrals and in general such identities.     
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(II) Scaling Invariance 
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Application: Monotonicity formulas 
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Assume that  is a smooth solution f the p-Laplacian 0 0 within

some region  and that the ball (0, ) lies within . If we integrate the divergence identity we 

p p
u div u u u

U B r U


      

 

 



143 

 

2

1

found above, i.e. 0 over the ball (0, ) and 
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This figure depicts the outward unit normal 
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6.3  Time dependent problems 

 
If one of the dependent variables is identified with time, then we can interpret the equation in the
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Scaling invariance for the wave equation 
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1
( , , ) ( , ) ( , ) ( , )  and for =0
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1
, , 0 

2 2 2

1 1 1
0
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p

t
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t
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i x
t
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         
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
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Conformal energy for wave equation 
 

2 22

The following much more sophisticated example illustrates how Noether's theorem, even when

not directly applicable, can sometimes help us identify useful multipliers. The mapping 

( , ) ( , ) ,
x t

x t x t
x t x





2 2

2

1
2 2 2

2 2 12 2
2 2 2

,  where  , is called  . It is related 

to the     defined by ( , ) ( , )

1
,  . Moreover, after a

n

n

x t hyperbolic inversion
t

hyperbolic Kelvin transform Ku u u x t u x t x t

x t
u

x t x t
x t





 
  
  

   

 
  

    

 lot of long calculations (see [B5])

we can derive that: if 0  0. Our intention here is to use hyperbolic inversion

and hyperbolic Kelvin transform to help us design variations in ( , ) an

ttu u u u

x t

     

1

d in . For the first let us map

( , ) to ( , ) , then add  and lastly apply hyperbolic inversion again. A rather long calculation 

(omitted here :( ) shows that the result is the mapping ( , , )

n

u

x t x t e

x t







   

  

2 2

2 2

2
2 2 2

1

,  for 

 . We next employ a similar procedure to build variations of . In fact we

apply the Kelvin hyperbolic transform to compute ,  then add (as above)  within then

x t x t

x t
u

x t x t

Ku u e

 





 

 




  



1

2

argument of  and lastly apply once again Kelvin transform. Another (quite similar) calculation reveals

the resulting function variation to be ( , , ) ( ( , , )). We next compute the correspondi
n

u

w x t u x t  


 

     
2 22 2
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ng

multiplier dy differentiating with respect to  and then setting 0 to obtain:

( ) 2 ,  , ( ) 2 1 . Now we don't assert (!) that the energy

functional [ ]
2 2

t

t

x xt x t m x x t u tx u n tu

uu
I u

  

       

  
  

 




0

 is invariant under these domain and function variations.
n

T

dxdt


 


Rather, we guess that since the hyperbolic Kelvin transformation preserves solutions of the

wave equation, then it might be useful to multiply the wave equation 0 by the multiplier 

we have computed

u m

 above. This turns out to be so, and after a longish calculation we derive the 

's identity: 0  , where '' '' is the density of the so-called  tMorawetz c divr c conformal energy 


 

      

        

2 22 2 2

2 22 2

1 1
which is: 2 1  and  is given by:

2 2

2 1 , Morawetz's identity is important

t t t
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n
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r x t u t x u n tu u t u u x


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since the conformal energy density  can be written for 2 as a sum of non-negative terms plus

a divergence in the -variables, which is precisely the following: we denote: r

c n

u x u
x u

x n

c



   
    



 




      

1 2 3

2 22 2 2 2
2 2 2

2

2 2

2

3 11 1

4 2 4 2 2 4

1
 . This is the conformal energy density

4

A A A

t r t r r

t x t x x t n nn n
u u u u u u u u u

x x x

x tn
div ux

x

         
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 
  

 
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
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Application: Local energy decay  
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 

 

:  

An open set  is called  set with respect to O provided for each ,  the line segment 

| 0 1  lies in . For a graphical representation of such sets, see the figure

Definition Star shaped

U Star shaped x U

x U 



 

   above.

Remark:

Clearly if  is convex and O ,  then  is star-shaped with respect to O. But a general star-shaped 

region needn't be convex. 

Suppose that  denotes a bounded, smooth, open subset of n

U U U

O



    that is star-shaped with respect

to  the origin. Define the exterior region \  . Assume in addition that  is a smooth solution

of this i.b.v.p. for the wave equation , outside of the ''obstacle''

n

nU O u 

 

 

 

 22

0,  in 0,

 :  (#) 0,  on 0

 , ,  on 0

for which the initial data ,  have compact support. We assert that if 3 and if (0, ),

there exists a constant  such that 

tt

t

t

u u U

O u U t

u g u h U t

h g n O B R

c u u d

   


   


   

 

 
2

(0, )\

 for 2 . Consequently   

         ,       . This

statement is the local energy decay!

In order to prove tha

B R O

c
x t R the energy

t

within any bounded region decays to zero as t although the total energy is conserved

 





\

t, we first observe from the conservation law 0 (Morawetz's identity)

that    , where  denotes the inward unit normal

to .

n

t

Morawetz Gauss

t

U U U OU O

c divr

d
cdx c dx divr dx r n dS n

dt

O

 

 

   



   




   

 
A figure which demonstrates how to consider the outward unit normal in the interior 

boundary. 
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 2 2

Now (from the compact support of the initial data), 0 on  and hence we are able to 

compute from the representation formula of ,  which is the following (computed earlier above)

t

t

u u O

r

r x t u

  

 




   

0

2 1t x u n tu   
   

    

 

0 22

2

 , these terms vanish on ,

that 2  along . Since 0 on ,  we have that 

  there. Using this observation in the formula above leads to:  

tu t u u x U O

r n t x u u n t u x n O u O

u u n n r

      

          

    

 

      

    
 

2
0

since  is a star-shaped set with respect to the origin and  is the inward pointing unit normal.

From the representation formula for the    and our relation (seen a

n t u x n

O n

conformal energy density

   
 



 

   
 

1 2

2

2 22 2 2 2
2 2

(0, )\

bove)

0 we have that: 

1 1
.

4 2 4 2 2

for

U O O U

A A

t r t r r

B R O

d
cdx r ndS t u x n dS cdx const

dt

t x t x x tn n
I u u u u u u u u dx const

x x

 

       

 
 
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 
 

   



   

 

 
2 2

1 2 3 2

\

2 2

2

 each 0.   

Let us now fully justify the implication to the integral . Therefore:

1
 . , but we observe that

4n U UU O
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t

I

x tn
cdx const A A A dx div ux dx const

x

x t
div ux dx

x





 
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 
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
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0

\

0

1 2 3

2 22

1 2 3 1 2

( ) 0 , because 0 on ,  due to the compact 

support (here  denotes the inward normal). Thus we get that:

.  

Now because , , 0 we get:

n OU O

U

x n dS u O

n

A A A dx const

x t u
A A A A A


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 
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2
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1 2 3 1 2 3
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2 22 2
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(by monotonicity 
2

of the integral)  (since 0,  we expand the integration's domain)

 , because of the fact that  and (0,
2

r

B R O
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r

U

u
dx

A A A dx A A A

x t u u
A A A dx A B

 
  
 
  
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

 ) \ \

and the required implication follows.
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   
2 2

2

(0, )\

Taking now 2  and making some simple estimates, we derive from this the estimates:

(1)  , where here  is the constant and not the conformal energy density

because  in the reg

r

B R O

t R

c
u u dx c

t

x R



  






   
2

2 22 2

2

(0, )\ (0, )\

2
2 2 22

ion  (0, ) \  and  is taken to be greater than or equal to 2 . So 

   (where 2 ) and this due to the fact
2

that 

r r

B R O B R O

r

B R O t R t x

t c
u u dx I c u u dx c c

t

u
u u u u u

n

 

        
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21 2 2

2

2 2 2
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cos 1 cos 0.
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And we have also: (2)  . (this estimate follows by simple 

2

algebraic inequalities regarding the squares of sums).

But now let us not

t r r
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u u uu u dx

x tx

    

  
    

  




 

 

2 2

2 2

2 2 22 2 2 2

2 2 2 2 4 2 2 2
1 1 1 1

2
e that :  because of the fact that :
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ence, we notice: here we have chosen to denote = (0, ) \
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u x u u
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( 1) 0 , the first surface integral vanishes since 0 on  and moreover
2

the second surface integral is non-negative since   cos , 0  0 (see figu
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As a conclusion we have that
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. This result in combination with the first

2

estimate (estimate (1) ) leads to:
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is the energy decay estimate.  
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In this figure we demonstrate how to consider the inward and outward normals we used 

in the computations of the surface integrals above. 
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