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Iepiinyn Avatpinig

H dwtpipn) amotereitol and téocepa Kepdaia.

1. To mpdto KePAAao, “Eicaywyn”, Eexvd and tic e€iomaoeig tov Euler yu
TNV TEPLYPOPT| TOV KVUATOV EMPAVEING EVOG TEAEIOV PEVLGTOD (TL.Y. VEPOV) GE Ot~
1007070 KVPOTodN YO TEMEPAGUEVOD PBABovG pe petafAnth Toypapio Tubuéva. Ot
e€1000ELg YPAPOVTOL GE adLAGTATY, KOVOVIKOTOIUEVT] LOPQN LLE XPTOT) TOV AP0~
nétpov kMpakag e = ag/Xo, 1 = (Do/Xo)?, 6mov o eivon éva Tomikd TAGTOG
TOV KOpdTov empaveiog, Ay €éva Tumkd pukog kKopotog, kKot Dy éva péco Pabog
mobuéva.

Amo Ti¢ e€lodoeig Tov Euler mopdyetot cusTnpatikd o oelpd omd aniovetepo
LOONUOTIKA HOVTEAD TTOV OTOTEAOVY TPOoceYYioelg Tav e€locdoewy Tov Euler yia
TNV TEPLYPOPN TNG KIVNONG LN YPOLLUKDV, SIUCTELPOUEV®VY KUUATOV ETIPOVEING O
500 Katevbvvoelg 6€ pia S1GoToT, TO OOl EXOVV HEYOAO UNKOC KOLOTOC GYETIKA
e to uéco Pabog tov Tubuéva (“kdpaTo pnydV VIGATWV™), SNA. Y10 TO 0010 1GYVEL
u < 1. To Baocwd povtéro (va un ypoppikd cvotpe M.A.E.) mov e€dyeto etvon
ol Aeyoueveg e€icmaelg Serre-Green-Naghdi (SGN) pe petofAntd mubuéva, and tig
omoleg mapayovTal v cuveyeia Tpia amAovoTepa pabnuatikd povtéda (Un ypopL-
pukd ovatipoata M.AE.) og €101kég TEPLOYES TOV TOPOUETP®V KAILOKAG, Kol TO
omoia e&etalovton Aemtopepmdg otn dtatpiPn. To mpdTo povtéAo eival T0 KAUGGKS
ovotnuo Boussinesq pe petafinto mobuéva yevikng totoypapiog (CBs), yvooto
Kol ¢ 6VoTNHO TOV Peregrine, 1o omolo, 6€ KOVOVIKOTOMUEVES AOAGTOTE LLETO
PAntés, eivar Tng nopeng

Ct + ("7“):0 - 07

ur + G + cuug + p (gnbb//ut + ﬁnbb/ua:t - %ngu:{:xt) =0, (CB3)
omov ¢ = e((x,t) n petafors] g eAebOEPNG EMPAVELNG TOV PELOTOD OG TPOG
uio npepovoa katdotaon, ny(z) = 1 — Bb(z) > 0 (6mov B = D%, B évo tomiko
uéyebog g petaPoing tng tomoypaeiog tov mubuéva, Kot b(x) n ocvvapTnon g
tonoypagiog Tov mubuéva), u = u(x,t) n péon g mpog to Padog oprldvtia Tayw-
TNTO TOV PEVOTOL, kKo 1 = ¢ + 1, > 0 10 GVVolKd BABog TG GTHANG TOL VEPOU.
H meproyn tov mapapétpov yia v omoia to (CBs) eivan koA mpocéyyion Tov
(SGN) &ivar n Aeyopevn meployn g “mpocéyyiong Boussinesq” ¢ = O(u), dnA.
SLOOTIEPOUEVOV KOUATOV KOTOAANAO (ikpoD TAdTOuS Kot peydlov punkove. To S
etvan g taéng O(1), dnA. n tomoypagio propet va petafdiretor wyvpd.
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Av oto (CBs) vrotedei emmdéov 6t 5 = O(g), dnh. d11 0 TVOUEVOG TOPOVGLA-
(et oyeTikd pukpr| LETAPOAN], TPOKVTTEL, OV TAPUAENYOVUE OPOVG AVAOTEPAG TAENG,
éva aKOUOL IO OTAOVOTELUEVO KAOGGIKO cvotnua Boussinesq petafinton mob-
Héva, ™G HOPPNG
Gt + (nu)l‘ =0,

CBw
g + G + Uy — Szt = 0, ( )

uen = e¢+np. TéoG, av m.y. 610 (CBwW) votebei 01 pp = 0, dnA. 6tL T KOpOTO SV
TOPoLGLalovy S106ToPd, TPOKLTTEL TO (VTEPPOAIKS) GVOTNO TV PIXDV VOAT®V,
Y. To omoio to € pmopet va etvar g TaEng tov 1. To cvomua avtd egetdleTon
emiong otnv SoTpiPn Kot givart TG LopeNg

e+ (Uu)x =0,

(SW)
ur + ( + euug, = 0.

H vrnériourn dwotpipr apopd v optfuntikn avéivon Kot optfunTikég Tpocopuotm-
GELG TOV AGEDV TV TPIOV cvotudtov (CBs), (CBw), (SW) pe pebodovg Galerkin-
TEMEPUCUEVOV OTOLYEIWV, CUUTEPIAAUPOVOLEVNC KOL TNG LETAED TOVES GVYKPIONG,
KaBmG KoL TG GVYKPIoNG HE avtioTtoryeg Aboelg Tov cvotipatog (SGN).

2. To dgvtePO KEPAANLO APOPA TNV OPOUNTIKY avAAVOT TPOPANUATOV apyl-
KOV Kol GLVOPLOK®Y cuvOnkav yo ta suctipata (CBs), (CBw), og menepacpévo
Sotpa pe u = 0 6T0 GUVOPO. ZVYKEKPIUEVA, AoV Yivel pLio ovOoKOTNON TNG
Bewpiog dmapEnc-povadikomog TV AeEOV TV TPOPANUATOV 0VTOV, To GL-
OTLOTA SLOKPITOTOLOVVTAL MG TPOG TNV YWPIKY GUVICTMOGO WE TNV GuvhHon pé-
Bodo Galerkin-nenepoacpuévov otoryeinv eni nu-opodHopeV dwapeptopumv {x;
e max (rij41—x;) = h pe Kot TUAHOTO TOAVOVOIKEG GUVOPTNOELS TAENG © > 3
(OnA. PaBpov 7 — 1 > 2) kol EKTILATOL TO GRAALO TNG MLUOLOKPLTOTOINOTG AVTHG
otov L? x H'. Ko yio ta: §H0 GUGTAROTO 0modeikvdovTarl pe Ty [éB0do g evép-
YEWG EKTIUNGEIS TOV CQUALATOV TNG LOPPNG

r—1

max (€= Gull + = unlly) < O, @
(6mov Cp, up, etvor ot NuISIOKPITES TPOGEYYIGELS TOV (, U, AVTIOTOLYN), VIO TNV TPO-
UoBeon o0t ot ¢, u etvor apketd opoAég and t = 0 puéyptt = Ko YOovv TPOGEY-
yiotel katdAAnia ot apyikés ouvinkeg (z,0), u(x, 0). Znv mapoamdve avicotnTa
1o C givan o otabepd aveEaptntn ov h. Xto apOunTIKA TEPGUOTO TOV TOPO-
tifevtan emiong oto devTEPO KePALOLO (Tapdypapog 2.3), ot apiBunticég pébodot
vAoToLovVTAL LE dLopOpov Babov splines mg Tpog x Kot [Le T KAACOIKN, dpeon pé-
Bodo Runge-Kutta tétoptng taéng axpipeiag wg npog t (1 onoia ivar evotadng vo
TNV UN TEPLOPLOTIKT GLVONKN % < ¢ 6mov k 1o ol TNG SLoKPLTOTOiNGoNG MG TPOG
t). Zmnv mopdypao 2.3.1 emPePfardveTor VTOAOYIOTIKA 1) ekTipnon (2.1) yio yevikod
OLOEPIGLLO Ko TapaTnpeitart OTL 1oy VEL KO Y10 KOTA TUNLOTOL Y POLLLULKE TOAVDVO LKL
(ONA. yuor = 2). I'to opotdpopen yopikn dtopépton 1 téén axpifetog BeAtidveTat.
To apBuntikd mepdpoto yivovrot pe pHeydAn (Tetpoamin) vroloyioTiky akpifela
KOL ETITPEMOVYV AETTEC TAPOINPNOELS OTWG .. TNV KOTA TO QULVOLEVO ATOLGIN
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AoyaplOpuIK®V OpmV GTO AVTIGTOLYK0 GRAAUATE TMV KUPIKGOV splines yio T0 KA0G-
o1k0 ovotnua Boussinesq pe opilovtio mubuéva (dnA. S = 0) mwov vdpyovy oTNV
Biproypapia.

v rapdypoeo 2.3.2 eEetdlovtal apOuntikég pébodot Galerkin-nemepacuévov
ooy eimv yuo o Tapandveo cuotiuate Boussinesq kot Tig e§lo®oelg pnydv voa-
TV (SW) pe amoppopnTikég cLVONKES GTO GHVOPO, TOL EMLTPETOVY TNV £000 KV-
LOTIGU®V amd TO VI OYIV TEMEPAGUEVO VITOAOYIGTIKO SLAGTNUA XOPIG TV EUQA-
VIOT] aPOUNTIKOV QOIVOUEV®V AVAKANGNG a0 TO GUVOPO. XTHV TEPITTOGT TOV
(SW) vrapyovv akpipeig amoppopnTikég (OnA. TANP®S drapaveic) cuvOnKeg, Tov
Baciloviot oty KAaoo1KY| Bewpio TV YOPAKTNPIGTIKOV, EVO GTNV TEPITTMOGT TOV
ovotnudtev Boussinesq Oa fjtav duvarh icwe 1 aymyn amoppoenTiK®y cuvon-
KOV, 0AAG N TOTKOV, Tpdyuo mov Ba tig kabiotovoe duoypnotes. Avt’ avtov,
emedn ot cvotnuoto Boussinesq To w sivat ToA pikpo pwopel vo vrotebet 6TL ot
avaAioimtotl tov Riemann (ot omoieg otnpiletorn uéHod0g TV YOPUKTNPIOTIKOV
v TG (SW)) dev petafaiiovtol ToAd TomKE KOVIQ 6T0 GUVOPO, TPAYLLO TOV EML-
TPEMEL TV ENEKTOACT] TOV YUPAKTINPICTIKOV OTOPPOPNTIKAOV suvOnkmv tov (SW)
ota cvothipata Boussinesq (axdpa kot otig (SGN))- o1 véeg cuvBnkeg etvar kotd
Tpocéyyion amoppoentikég yia ta (CB) kot oty map. 2.3.2 digpguvatal Aemtople-
PO (LToAoyoTIKG) 1 aKpifeia Tovg Kot To péyedog Twv aplBpnTIKOV aVOKAUCEDY
07O TO0 CVUVOPO GTNV TEPIMTMON EEEPYOUEVOV LOVAYIKDY KUUATOV TOV KAOGGIKOD
ovotipatog Boussinesq oty mepintwon opiloviiov mubpéva. EmPefarmdveron 6Tt
0l YOPOKTNPLOTIKEC CLVONKEG ATOPPOPNONG EivOl KAAEG TPOCEYYIGEIS dAPAVAY
GLVONKAOV Y100 APKETA LIKPO L OKOUN KOl OTNV TEPITTOON TLOUEVOVY HETAPANTAG
TOTOYPAPiag.

Xy mapdypago 2.3.3 eetalovtal vtoloyloTikd, pe fdon Kupimg To HoVTEAD
(CBs), 014popa otvopEeVe TOV aPopolvV TIG LETAPOAES TOL VOIGTATAL EVOL OPYLKK
povoy ko Kopo 0tav Kiveiton o€ nepiBailov e mubuéva LetafAnTe Tomoypapiog.
Xpnoiponoteitan to (CBs) dtakpiromoinpévo pe kuPikés splines Kot v 4ng 14ENG
pébodo RK yio v apBuntiki| Tpocopoimon evog Hovaytkoh KOUATOG TToL avap-
prydTon o€ KeKMUEVO eninedo, kabhg kat o€ fuBo mov eivar apyikd KekKMUEVOG Kot
petd opilovriog (veaiokpnmic). AplOunTikég AVGELS Yo To dVO 0VTA TPOPAN LT
elvar yvootég and 1 Biprloypaoio. I'vetar, peta&d tov AoV, Aemtopepng Le-
AETN TG HETAPOANG TOV GYNILATOG KOl TOL TAATOVES TOL LOVOYIKOV KOUOTOG KOTA
v e£€EMEN TOV PAVOUEVOD, TV OVOKAGGE®DY TOL OTLLOVPYOLVTOL AGY® TNG e~
TafoANg ™G TomoYpaPiag Tov TLOUEVE, KOOMG Kol TOL PALVOUEVOD TNG avAALGONG
TOV OpYIKOD HOVayIKOL KOUATOG (apov avappiyndel otnv vpaiokpnrida) o€ Gepd
povoykav kopdtov. Eéetdletar n emppon ¢ HETAPOANG TN TOTOYPAQiog TOV
muhpéva Kot cuykpivovtot ot aplfunTikég AVGELG TOL TPOKVTTOLY amd TO dVO [Oo-
viéla (CBs) kat (CBw) Kabdg T0 povaytkd Kopo S1EPYETOL TOV® amd PETOPANTO
moduéva otav o [ avéavel og péyebog amd O(e) oe O(1): emPePordveron 6Tt T0
(CBw) dev divel cwotf mototiky gwdva tng pong yio 5 = O(1). Téhog, cuykpivo-
vTol aplOunTikd amoteAécpata mov Aappdvovtol and to (CBs) kat Tig e&lomaoelg
SGN otV mepintwon dVo peaMoTiK@V TpofAnpdTmv dokung g Piproypaeiog
Y10l T, 07010 LILAPYOVY OPLOUNTIKA KO TELPOUATIKE amoTeEAEopaTo. Onwmc avapéve-
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Tt to povtédo (SGN) givar o KovTd 6T TEWPAUOTIKGE ES0UEVH AALY SATIGTM-
vetat 0Tt kot To (CBs) divet yevikd apketd KoAd ATOTEAEGLOTA.

3. Xto tpito kepdrato g datpiPrg e&etaletan To chomua (SW) tov e&lom-
GEWV PNYOV VOATOV pe petafintd mubuéva vd v TpodmdBeon Ot Exel OUAAEG
Moels. (Q6 yveoTtov To TPOPANHA apytkedv THdV Yo Tig (SW) éxet, av ot apyikég
ouvOnKeg etvat OpOAEC, LOVO TOTIKEG G TPOG T OUAAEG AVGELG KO, YEVIKA, SO~
vilel aovvéyeteg KaBmg o xpovog avéavel.) Kot apyds amodeivoovTol EKTIUNGELS
SQUAMIATOV 6TOV XOPo L? x L? Y10 10 TpOPANIa 0pyIKdOV-GUVOPLIKGY GOVONKOY
v TG (SW) pe u = 0 ot dKpa TETEPUCUEVOL OLUGTNLATOG OTAY SLOKPLTOTOLEITOL
®¢ TPog = pe v ovvin puébodo Galerkin-nenepacuévov otoyeiov. Ta cpdipata
éyovv epaypa e popeng C h™ 1 av r > 3. Tt cvvéyela amodsucviovton Topod-
LLO1EG EKTIUNGEIS GOUALATMV Y10, TO TPOPAN O APYIKOV-CUVOPIAKDV TULDV Y10, TIG
(SW) e yapoaKTNpIoTIKEG CLUVOPLUKEG GUVONKES amoppdPNoNG OOV Ol POEC gival
vrepkpioueg N vrokpiopes. AKoAoVOEL 1 VTOAOYIGTIKT LEAETN TOV GLGTNUAT®V,
0. omoia SlokprTomotovvTaL ®g TPog t Tah pe v Khaoowky, dueon (4, 4) pébodo
RK. Ta apBuntikd mepdpoto deiyvouv 6Tt o1 EKTYNCELS TOV COOAUATOV TNG ML~
Sl0KPITAG TPOGEYYIONG Y10 OAES TIG G.G. VO HEAETN oybovV Kol Yo 7 = 2 (dnA.
KOl Y10l S10KPITOTOINGELG e GUVEYELS, KOTA TUALOTO YPOUUIKES CUVOPTNGELS). M-
MoTO Yoo 7 = 2 KOl 0TIV TEPINTOOT OUOOHOPPOL SLOUEPIGUOD QaiveTal OTL TA
opdhuarto eivor PEATIoTNG TAENG axpiPetag, SnA. O(h?).

To cvompa (SW) éxer Moelg otabepnc poppng, aveptnteg Tov ypdvou, 6TIg
omoieg 1.y, Telvouv OLOAEC OAKEC AMGELS KaOMC 0 ¥povog av&avel. EEetdleton vro-
Aoyiotikd 1 wavotTa T cvvinBovg pebodov Galerkin va mpooeyyilel Tig ypovikd
aveEAPTNTEG OVTEC KOTAOTAGELS TOL ATOTEAECLLATO EIVAL TOAD TKOVOTTOMTUKE, KOLL TOL
o@AaAp0TO £EETALOVTOL TOGOTIKA GTIV TEPITTMGT OPKETOV TapadEypiT®mv. TELOG,
e€etdletar av n dlakpiromoinon pe v cuvnon pnébodo Galerkin tov cvuoTHpATOG
(SW), ypappévov og popomn vopov weoppomiog, dtatnpet Tig AOGELS TOV GUOTHHLATOG
™G HOPONS “NPELOVSAOV podV”, dNA. pe u = 0 Ko optlovTia eEAeH0epT eMPAVELDL.
(Av10 dgev eivar TpoPaveg Yo tuyaio apuntiky pébodo oty mepintwon peTO-
BAntov mubpéva). Av Opmc KAt tétoto cupPaivet, ot péBodot Aéyovtat “kolmg e&t-
coppomnpéves”). Amodeikvioetar 6Tt 1) ouviOng uébodog Galerkin givar kodmg €&t
GOppOTNUEVT OTOY O OPOG TNYNG LIOAOYIOTEL [E peyoAvTepNS akpifetag kavova
apOUNTIKNAG OAOKANP®ONG, G€ GUYKPLON UE TV aKpifela TOV Kavova aptOunTikng
0AoKANp®GNE TOL dtoTnpEl arAdG TO GOAAU dlakprtonoinong g Hebodov.

4. 10 t€T0pTO KEQAALo TNG dratpPng e€etdletar n acvveyng péBodog Galerkin-
nenepacpévav ototyeiov (DG) yia to chomua e£lo®oeny pnydv VOATOVY, YPOLL-
HEVO GE LopPn VOLOVL 160ppoTtiag. Ot HéBodot 0VTEG XPMCLOTOLOVVTOL EVPEMS ON-
nepa, LETAED TOV GAA®V Y10 TV SLOKPITOTOINGCT UN YPOLUK®OV VTEPPOAKDV TPO-
BAnpdrov ota omoio dnpovpyohvtal acVVEXELES (MOTIKA KOLOTO, VOPALAKE GA-
pota, K.0.). v mopdypaeo 4.1.1 yiveton pia avackonnon tov ueboddov RKDG,
(oM. acvveymv pebddwv Galerkin yio trnv NUISEKPLITOTOINGT MG TPOS TNV YOPIKN
GUVICT®GO Kot apécmv peBodwv RK yia v dtokprtomoinon o¢ mpog ¢ emAEyeToL
N uébodog Shu-Osher 1 omoia givar dpeon RK tpitng taEng axpifetag), dtav epap-
puélovtot og vePPOAKA GLOGTAUATO VOL®VY SLUTAPNONG G Uio YOPIKN ddoToo.
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E&etalovtot o1 emhoyég yia teyvikég Teplopiopon KAiong (slope limiter), amapai-
mrov e&apthpatog g Hebddov DG yia TV EMLTLYN TPOGOUOIMOT AGVVEXELDY KOl
yiveton emAoyn Tov Aeyopevov minmod limiter.

v mapdypago 4.2 eetdleton n epapuoyn tov pedddov RKDG oy mepi-
TTOON TOV ££1I0DCEMV PNYDV VOATOV He UETOPANTO Tubuéva, o1 omoieg ypapo-
VIOl G€ LOPPT VOOV 1GOPPOTIAG LLE TNV CLUVAPTNGCT TOTOYPAPiag TVOuEva 6 OpO
“mnyng” oto devtepo péroc. Tap® ot ot Bacikéc apyég g ueboddov DG ya tig
SW etvan yvootéc and ) BifAioypapio, otn dStatpin yiveton evoeleyng e&étaon
NG HeBOSOV Ko AETTOUEPTIC KOTAGKELT TOV OAYOPIOLLOL TG LLE CUUTANPOOT Kot
éleyyo Le aplBunTikd Telpdpoata OA®V TV PNUATOV TOV OCTE Vo UToPEl Vo epap-
péleton og moAdvmhioka povodidotato mpoPAnuata. EEetalovion Oépata kot aiyd-
pBpotl koAng e&looppomnong, dOTHPNONG TOV Un-apvnTikod Babovg g 6THANG
VEPOV GTNV TEPITTMGN TOL 1] TOTOYPUPia TOL TVOUEVE TANGLALEL ) VTEPPaivel TV
eAevBepn EMPAVELD, TEPLOPIGHOD TNG KAMOTG OE TEPIMTMON AGLVEXELDV K.0.. TEAOG
mopatifetol pio oelpd apBuNTIK®V Topaderypdtonv e ipAloypagiog ta onoio o
aAyop1Buoc g doTpifnic mpooeyyilet pe peydin axpipea, copnepiiappfavopévov
mpoPAnudremv Riemann kot Opavopévov @pdyprotog, TpofAnndtoy 0mov 1o vepod
ATOGUPETOL OO KEKAMUEVO TLOUEVA, GYEGOV TTEPLOSIKMDV TPOPANUATOV TOAAVTO-
cewv og mapoPoikd doyelo, k.a. [Mapovoidletor kot Eva véo TpORANIO SOKIUNG
Le TOADTAOKT ToTTOYpapio TuOUEVA, TOV 0ToioL 1] EXIAVON ATALTEL TOV GUVOVLUGLO
OOV TOV TEYVIKAOV TOL TPOoavapEPOTKay.
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Chapter 1

Introduction

In this dissertation we will study numerical methods for some nonlinear systems
of pde’s that model two-way propagation of long (i.e. shallow-water) surface water
waves in a channel with variable-bottom topography. The systems that will be con-
sidered are two Boussinesg-type models with dispersive terms and also the Shallow
Water equations that are a quasilinear hyperbolic system of pde’s of balance-law
form (i.e. with a source term).

The systems are derived in appropriate scaling regimes from the Euler equa-
tions of water-wave theory. They all follow from a more general “fully nonlinear”
dispersive model of two-way long-wave propagation, the Serre-Green-Naghdi sys-
tem of equations. This system was first derived by Serre [Ser53a],[Ser53b], in the
case of horizontal bottom in one space dimension, and subsequently rederived by
Su and Gardner, [SG69], and Green, Laws, and Naghdi, [GLN74], and Green and
Naghdi, [GN76]; In the latter two references the system was extended to two-space
dimensions. We will call it therefore Serre-Green-Naghdi (SGN) system.

In what follows we will formally derive the (SGN) in one space dimension from
the 2D Euler equations with variable bottom and then formally derive from (SGN)
the two ‘classical’ Boussinesq type systems and the Shallow Water equations that
will be considered in the rest of the thesis.

1.1 Derivation of the SGN system

(i) The Euler equations

The 2D Euler equations of water wave theory, [Whi74], for an ideal (incom-
pressible, irrotational) fluid, say water, in a finite-depth channel, are given for
xz € R, t > 0, in the case of dimensional, unscaled variables, by the following
equations
Conservation of horizontal momentum:

1
ug + (u?)y + (wu), = ~ —D<z<(, (1.1)
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Figure 1.1: Notation for 2D Euler equations in dimensional, unscaled variables

Conservation of vertical momentum:

1
Wy + uWy +ww, = —g — —p,, —D <z<(, (1.2)
p

Incompressibility condition (continuity equation):
Uy +w, =0, —D<z<(, (1.3)
Irrotationality condition:
u, —w, =0, —D < z<(, (1.4)
Kinematic surface boundary condition:
GHuly—w=0, atz={_(z,1), (1.5)
Dynamic surface boundary condition:
p=0, atz=(_(zt), (1.6)
Bottom boundary condition:
uDy+w =0, atz=—-D(x). (1.7)

Here x is distance along the channel and ¢ > 0 the time. The depth variable z
(positive upwards) ranges, in the domain of interest, for given (z,t), between the
given bottom topography function z = — D(x) and the free surface which is given
by the unknown function z = ((z,t). The undistributed water surface will be at
z = 0. We will assume that D is sufficiently smooth for our purposes and that
always D > Oand ¢ > —D. In (1.1)(1.7) u = u(x,2,t) and w = w(x, z,t)
denote the horizontal and vertical component, respectively, of the velocity of the
fluid at (x, z,t), p = p(z, z, t) is the pressure and p he density of the fluid, assumed
constant. We note that the conservation of horizontal momentum equation is usually
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written as u; + uu, + wu, = —%px. Using the continuity equation we see that
(u?) 4 (wu), = 2uu, +wiut+wuy = u(ug+w,)+uty+wu, = uug, +wu,. The
form of these terms in (1.1) is more useful in the derivation of the (SGN) equations
to follow.

(ii) Nondimensional variables and scaling parameters

In order to study surface wave propagation phenomena in detail, one usually
derives model equations from the full 2D Euler system; these simplified equations
are valid approximation of the Euler equations in specific scaling regimes of inter-
est. To derive these models, we first write (1.1)—(1.7) in nondimensional and scaled
variables following [Per72], [Doul4], [ADM].

We first nondimensionalize the Euler equations. Let D denote a characteristic
length of the problem, chosen here naturally as the mean depth of the channel. Then
co = /gDy defines a characteristic velocity, v/ Dy/g a characteristic time and
pg Dy a characteristic pressure. We introduce nondimensional (unscaled) variables,
denoted by ’, by the equations

Oty t_ ct o= 2
Dy’ V/Do/g Do’ Dy’
/ U / w / ¢ / D / b p
u = —, w = —), 4:77 DZ*? p = = 5
co co Dy Dy pgDy  pcd

Since long wavelength will be typical in our models (and in some, small am-
plitude,) we define the scaling parameters

~ Dy _ap
TN T Dy
where ) is a typical wavelength of the problem and ag a typical amplitude of the
surface waves. For the time being we make no assumption about their magnitude.
The nondimensional, scaled variables will be denoted by *, and they are derived
in terms of the nondimensional (unscaled) variables denoted by ’, and the usual
dimensional variables bearing no superscript, by the formulas

o r z ¢ ¢ ¢

r=or'=—ax=, = =" (F=2=—2 =2
Dy Ao Dy ¢ e Doe ag
D c 1 U Dou

D*:Dlzi, t*:O't/:fOt, u*zfulziz 0’
Dy )\0 & ECo apcCo

* 1, Ao * / b
w = —w = w, p=p =
go apc pgDq

(iii) The Euler equations in nondimensional, scaled variables
Using the chain rule and some simple algebra one may easily transform the
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2D-Euler equations (1.1)—(1.7) into the following equations, respectively:

(1.1) & cuf + 2(u?) g + 2 (w*u*)» = —ple, —D* < 2% < el

(1.2) & 0w} + 20%u*wh + o w*wl. = —1 — pl., —D* < z* <e¥,
(13)) S upe +wie =0, —D* < 2" <el,

(1.4) & ul. —c?wi. =0, —D* < 2" <&,

(1.5) = ¢ +eu (. —w" =0, at z"=el",
(1.6) & p* =0, at z*=ce",
1.7y e u'D,. +w* =0, atz"=-D"

Here u*, w*, p*, are functions of (z*, 2*,t*), ¢* = (*(z*,t*), D* = D*(z*).
The main advantage of the equations written in their nondimensional, scaled form
is that when specific assumptions of the magnitudes of the scaling parameters ¢,
o are made, then the order of magnitude of each specific term of the equation is
determined by the order of magnitude of the monomial e*o that multiplies it as
coefficient. The starred variables, independent or dependent, along with their spa-
tial or temporal derivatives will all be of O(1).

Finally, since using the starred variables throughout the rest of the chapter will
be typographically cumbersome, we simplify the notation and revert to denoting by
unstarred variables the nondimensional, scaled quantities. Hence, finally, the 2D
Euler equations in nondimensional, scaled form are given by

Horizontal momentum: ey + £2(u?), + e(wu), = p,, —D < z < e,

(1.1")
Vertical momentum:  eo’w; + £20%uw, + e20?ww, = —1 —p,, —D < z < eC,

(1.2
Continuity: wu, +w, =0, —D <z <eg(, (1.3%)
Irrotationality: wu, — 0w, =0, —D <z <e(, (1.4)
Kinematic b.c. surface: (; +eul, —w =0, at z =¢(, (1.5)
Dynamic b.c. surface: p=0, at z=&(, (1.6")
Bottomb.c.:. D,u+w =0, atzx=-—D, (1.7")

(iv) Depth-averaged quantities, mass conservation in depth-averaged form
For a continuous function v(z, z, t) defined for —oo < x < 00, t > 0, —D <
z < e( we define its depth-averaged 7 = v(x, t) as the mean

@)= [y

v(x,t) = —— v(x, z,t)dz, (1.8)
77(% t) —D(x)

where the water depth n = n(z,t) is defined by n = ¢ + D and will always be

positive. For fixed z, ¢, integrating (1.3") with respect to z in the interval [—D, &(]

we obtain

eC eC eC
O:/ udz+/ wdz:/ u,dz+w| . —w|_ ..
b T b z D z }z_eg ‘Z—D
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A N = o
v U(Iat) :EC(.I,t) +D(x)
u7 p

z=—D(z)

Figure 1.1’: Notation for 2D Euler equations in nondimensional, scaled variables

Let @ be the depth-averaged u. Then nu = f% udz. Therefore, by Leibniz’s rule
for differentiation of integrals,

eC
(), = / Cuwdz ] oG =l __p(=D2)

Therefore, by the two above relations we have

&
ne 4 (), = G + 6/ up dz + 2G|, +eDgul,__
-D
= €Ct B Ew‘z:a( + Ew‘z:—D + 82(3”“"2:5( + ngu}z:—D
=& <Ct + 8<xu‘zzsc - w’z:s() +e (Dxu’zsz + w’zsz) = 0’

where in the last equality we used the surface kinematic b.c. (1.5") and the bottom
b.c. (1.7"). We conclude that the continuity equation (1.3") and the b.c.’s (1.5") and
(1.7") imply the continuity equation in depth-averaged form:

| + (), = 0| (1.9)

which is an exact equation, whose terms in the l.h.s. depend on z, and since D =
D(z) it is sometimes written as (; + £((u), + (Du), = 0.

(v) Horizontal momentum equation in integrodifferential form with a pressure term
Integrating the horizontal equation (1.1") w.r.t. z in the interval [—D, e(] we
obtain

eC ¢ eC ¢
5/ Ut d2+62/ (uQ)m dz+€2/ (wu),dz = —/ pedz. (1.10)
-D -D -D -D

For the third term in the Lh.s. of (1.10) we have

g? /Ec(wu)z dz :52(wu)| —52(wu)’ . (1.11)
D z=¢e( z=—D
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For the first term in the Lh.s. of (1.10) we obtain, using Leibniz’s rule:
eC d eC ) B )
e/_Dutdz:edt _Dudz—e Ctu‘zzsng(ﬁu)t—f Ctu‘z:gg' (1.12)
For the second term in the L.h.s. of (1.10) we get, using again Leibniz’s rule
eC eC
52/ (u?), dz = & (/ u? dz> — 53Cxu2‘Z:E< —e*Dyu?|__ . (113)
-D -D z

Inserting the expressions (1.11)—~(1.13) in (1.10) gives

et ([ az) 4] -l

e
o EQC‘tu‘z:&C o 83($u2}z:sc o EZD$U2‘Z:—D - /Dpx dz.

Note that the boundary terms in the above vanish (due to the b.c. (1.5"), (1.7')),
since they may be written as

€2u‘z:aC (_Ct o ggxu’z:sf + w‘z:e() - EQu‘zzfd (w}z:fD + Dxu}z:fD) ’

Therefore the depth-integrated horizontal momentum equation (1.10) gives, in view
of the b.c. (1.5), (1.7"), that

eC eC
e(nu); + €2 </ u? dz) = —/ e dz. (1.14)
-D - -D

Using the depth-averaged form (1.9) of the continuity equation gives now

e(nu)y = enu + enuy = —52(nﬂ)$ﬂ +enuy =
eC
= —52(7762);,; + 2naty, + enty = —&> </ u? dz> + e2naiy + enuy,
-D z

where of course u, = (u),, Uy = (). Therefore (1.14) is finally written as

eC e¢
Nty + 2Nty + €2 </ (u? —w?) dz) = —/ Py dz. (1.15)
-D x D

which is an exact integrodifferential equation with a pressure integral term, obtained
from (1.10) using (1.9) and the b.c.’s (1.5"), (1.7').

(v) Elimination of the pressure term in (1.15)
We consider now the vertical momentum equation in (1.2") that we write as

o’ l'=—-1—p,, —D<z<e(, (1.16)
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where
I'=T(z,z1t) = w + cuw, + eww,. (1.17)

Integrating (1.16) with respect to the depth variable and using the b.c. (1.6") for the
pressure at the free surface, we have

eC ¢
502/ [(z,2',t)d = —/ (1+p)de' = —(e¢ — 2) + p(x, 2,t),
i.e. that
¢
p(:c,z,t)ze{—z—l—soQ/ [(z,2/,t)ds, —D<z<e(. (1.18)

Therefore the pressure in the waveguide is given by the hydrostatic part e — 2 plus
a term involving the indefinite integral of I" with respect to z. Note that (1.18) and
a little algebra (recalling that n = ¢ + D) gives for the depth-averaged pressure
that

eC 772 eC eC
np = / p(m’z’t) dz = ? +€O’2/ dZ/ F(SE,Z’,t) dz. (119)
—-D —-D z

(Note that both sides of (1.19) are functions of x and ¢.) By Leibniz’s formula we
have for the term in the r.h.s. of (1.15), using (1.6"), and the formula (1.18) for the
pressure, that

eC eC
/ pydz = < / DPdZ) — Dap|,__py = (1P)s — Dap|,__,

-D _
&g

= (P)x — Dy (eq+ D +502/

[(x,2,t) dz’)
-D

&g
= (Mp)x — Dan — EUQDI/ [(z, 2, t)d7.
-D
Hence, from (1.19)
&g ¢ eC eC
/ pedz = 777796—1—5028%/ dz/ [(x,2,t) dz'—Dxn—sa2Dx/ [(z,2,t)d7.
-D -D z -D

Substituting this expression in (1.15) we see that

¢
N + eXNUTU, + €2 (/ (u2_u2)d2’> +ene =
B r (1.20)

D
eC eC eC
= —502(%/ dz/ [(z,2,t) dZ/-i-EO'QDa;/ [(z,2',t)d2’
—-D z -D

The equation (1.20) is an integrodifferential equation, both of the sides of which
are functions of x and ¢. Like (1.9) itis an exact equation, i.e. it holds for the solution
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of the Euler equations exactly. It was obtained by the depth-integrated horizontal
momentum equation (1.15), and has no pressure term at the expense of involving
a single and a double integral of I and the integral of u?> — w2. Thus, in addition
of i (or ¢) and w it involves two more unknowns, the components of the pointwise
velocity u and w in the fluid domain. In order to obtain a system of two equations
of two unknown functions of x and ¢ (we will choose as such the functions 7 and w),
i.e. a simpler model than the Euler equations that involve four unknown functions
and a third independent variable, we need to make hypotheses on the magnitude of
¢ and/or o, i.e. select a scaling regime to which € and/or o will belong.

(vi) Asymptotic expansions of u, w in powers of 0 in the scaling regime o < 1.

The scaling regime that we will consider is 0 < 1, i.e. that of long (or “shallow-
water”) waves. At this stage we make no assumptions about &, which could be
O(1). Thusfar we have not used the irrotationality condition (1.4"). We note that
(1.4") and (1.3”) form an elliptic system of equations for u and w that could be
formally solved if we had one more suitable datum on u or w, say at z = —D. So
we introduce the (unknown) function up = uy(z,t) = “‘Z:, , and try to express
u and w in terms of uy in expansions of powers of o.

For this purpose we integrate with respect to z both sides of (1.4") to get

z
u:ub+02/ wedz, —D<z<el. (1.21)
-D

Integrating now with respect to z the continuity equation (1.3) we obtain

z
_ _ /
w—w‘z:_D /Duxdz,

and using the bottom b.c. (1.7) we conclude
z
w= —upD, — / uy dz’. (1.22)
-D
We now proceed iteratively. From (1.21) we get by Leibniz’s rule
z z
Uy = Up g + 0261/ wydz = Up g + 02/ Wy A2’ + G2waz’Z:_D.
-D -D
Then, inserting this in (1.22) we see that

w = —upDy — up (2 + D) + O(c?), (1.23)

which, in view of (1.21), yields
z
u=up+ o’ / [—(ube)x — ub@x(z/ +D)— ub@DI] dz + (9(04),
D

1.e.

(z + D)?

5 +0O(ch). (1.24)

u=up—o> [(ub’xDx + (upDy3)z) (2 + D) + tp 2o
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The expansions (1.23), (1.24) suffice for our purposes. Now, since we want to work
with 7 (or {) and w as dependent variables, we should express u; in terms of u and
then use (1.23) and (1.24) to express u and w in terms of w.

Since, from (1.24), up = u + O(c?) and uy, = up(x, t), it follows that

up =7+ O(c?). (1.25)

This suffices to give us, in view of (1.23), the required expression for w in terms
of @ with O(o?) remainder:

w = —uD, —Ty(z + D) + O(c?). (1.26)
Now, from (1.24)

(z + D)?

up = u + o2 [(ub,zDI + (upDy3)z) (2 + D) + p 4o 5

] + O(a?),

and in view of (1.25)

(z + D)?

wp = u+ 02 [(uxDm + (@DL)) (= + D) + 7

] + O(o).

Therefore, since u, = uy(z,t), w = u(z,t), depth-averaging in the above gives

2
up =+ o2 [(UIDI + (HDI)x)g + um%} + O(c?),
which is the required expansion of uy in terms of w. Inserting this in (1.24) and
simplifying the resulting expression, we get
2 2
_ _ _ _ z+ D
u = T+02 (U Dy + (WD, ), (g — (24 D)>+02um <’é - (2)) +O(o%),
(1.27)
which is the desired expansion of u with O(c*) remainder with % in the coefficients.

(vii) Asymptotic expansions in powers of o2 of the three integrals in (1.20)

We now use the expansions (1.23) and (1.27) in the three integral terms in (1.20)
with the aim of getting a pde involving only 7 (or ¢) and @ upon neglecting O(c*)
terms.

First, squaring both sides of (1.27) gives

2
u® = 0+0%U(Uy Dy+(UDy) ) (1—2(2+D)) +0*U Uy (Z, —(z+ D)2> +0(o*).

Integrating then the difference u? — w2 with respect to z on the interval [~ D, e(]

we see that the O(0?) terms of the integral vanish. Therefore

&
/ (u? —u%)dz = O(o?). (1.28)

-D
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The two integrals involving I' in (1.20) have O(o?) coefficients, so we need their
expansions up to O(0?) terms. Using the definition of T, i.e. equation (1.17),
(1.26), and the fact that u = @ + O(c?) (which follows form (1.27)), we obtain,
for —D <z <eC

I'(z,2,t) = =Dy (U + €U Uy) — Upe(2 + D)
—e(W)?Dyz — (2 + D)Wy — (Uy)?) + O(0?).
Therefore integration gives
¢
/ [(z,2,t)d2' = —Dyn(T; + euty) — en(@)? Dy
-D
2

— (ot + €Ty — (7)) T + O(0%). (1.29)

Finally, for the double integral we get, after straightforward calculations:

eC eC 2
/ dz/ [(z,2,t)d2" = — [Dy(U; + e Uliy) + () Dy %
-D z

— [Tat + e WUz — £(Ty)?] 7;3 +O(c?). (1.30)

(viii) Derivation of an O(c*) approximation of (1.20)
Inserting now the expressions (1.28)—(1.30) into (1.20) we obtain

2 3 2
Nty +e*n U, +enly = eo? (An + Bn> —e0?D, (An + BZ) +0(c?),
xX

2 3
(1.31)
where
A = D (T; + eTT,) + £(7)* Dy, (1.32)
B =y + € Uliyy — £(TUy)> (1.33)

If we disregard the O(c*) term in (1.31) we obtain a pde that involves 7 (or ()
and wu, and which, together with the (exact) pde (1.9) gives us the SGN system
over variable bottom, which is formally an O(c?) approximation to the 2D Euler
equations (1.1")—(1.7"), formally valid if 0 < 1.

(ix) The final form of the SGN system.

We simplify now somewhat the SGN system. We will henceforth put = o2
and drop the bar from the depth-averaged horizontal velocity which will be denoted
simply by u = u(z,t).

We replace the O(o*) terms of (1.31) by zero and (since 7 will always be pos-
itive) we divide both sides of the resulting equation by 7. Straightforward but
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long calculations in the r.h.s. of this equation yield the first form of the system in
nondimensional, scaled variables

e+ e(nu)
<I + MT n, D > U + (o + euuy (SGN')
+u5{ 177 (n 3(uum—u§))x+@[n,D]u} =0,

where n = e + D, and the differential operators %[17, D] and @[77, D] are defined
by

= _ 1.3 1
Tl Dlw = —5 (). — 5

é[n, Dljw = —21?7 {[(wawx + meQ)nz]x — Dy (wwgy — w%)nQ}

1
(Dxnzw)x + iDanwa; + Dinw

+ Dgwwx + Dszw2.

Alternative derivations of the Serre-Green-Naghdi system have been given in
the literature, in one or two space dimensions. For example in [Lan13] and [LB09]
the starting point is not the Euler equations written in the ‘primitive’ variables u, w,
p, C, 1.e. equalities (1.1)—(1.7), but an equivalent system of nonlocal equations (the
Zakharov formulation, cf. [Lan13]). In the sequel we will use the SGN system in the
final form obtained in [LB09]. To this end, we introduce another scaling parameter
0, defined as § = +-, where B is a characteristic measure of the variation of the
bottom, and put D( ) = 1 — Bb(x), still in scaled, nondimensional variables. A
little algebra shows that (SGN’) may be written using the new bottom topography
function in the form used in [LB09], i.c. as

e + 5(77u)oc = Oa

<I + %T[n, ﬁb]) Ut + Cp + euUy (SGN)
+ e {—317] (ng(uum - “926))3; + Q[n,ﬁb]u} =0

where the variables u, ¢ and the constants €, y are as before, the water d~epth is now
defined as 7 = e( + 1 — (b, and the operators 7" and (), obtained by 7 and Q by
putting D = 1 — §b(x), are given by

g [(b/n2w)x - b/n2wx] + B2 (V)

Q[% Bb]w = {(b,772wwx)x + (b,/772w2)x - b/ﬁz(w%:x - w?c)}

B
2n
+ 52(6/)2ww$ + B0’ w?.
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Note that in the derivation of (SGN) or (SGN’) it was tacitly assumed that b (or
D) is three times differentiable. Note also that Q or Q is a purely bathymetric
term, i.e. is zero for horizontal bottoms, while 7" contains also the dispersive term
_%(Ugwcc)z-

When the bottom is horizontal, i.e. when 5 = 0, T'[n,0lw = —%(n‘gwx)x,
Q[h,0] = 0, and (SGN) becomes (with n = 1 + &():

ne+ (nu)z =0, (1.34)

€
[1 - ;;893(17381)} ug + G + euty — # [ (utize — (ug)?)], = 0. (1.35)
The last equation may be written in the form

ug + (o + euug — % [n3(u$t + EUULy — 61@)]@_ =0, (1.36)

and we see that the system given by (1.34), (1.36) is indeed the classical system
of the Serre equations for a horizontal bottom in their scaled form, cf. [Ser53a],
[Ser53b].

1.2 Derivation of two ‘classical’ Boussinesq type systems
with variable bottom

We now simplify the SGN system when the scaling parameters belong to the Boussi-
nesq regime, i.e. when ¢ = O(u), p < 1, following [LB09]. We will recover the
two ‘classical’ Boussinesq (CB) models with bottom topography variation, called
(a) and (b) in [LB09, section III C].

(a) CB system with strongly varying bottom topography, 3 = O(1) (CBs)
Using e = O(p), p < 1, f = O(1) in (SGN) we see that the continuity
equation does not change since n = ¢ + 1 — $b. In addition note that

n=eC+1—pb=(1-pb) <1+1—€56>:nb<1+€>’

U/

where 1, = 1 — b, following now the notation of [LB09], i.e. using 7, instead of
D(z). Then

-1
B_ P <1 N 5) _B <1 _E @(52>> — P rowr. 137
n Ul
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Now, since 7 = n, + O(u), we have by (1.37) and the definition of T'[n, £b] that

HT[??, Bblw = ﬂT[n, Bblw + O(1?) =

U b

= { - % [ + OG))we], + § {[0F + O(u)Ww], — (nF + O(u)b'w, }
+ B2 + O(w) (V) 2w + 0(;&)} _

(2 w)s — n2bws] + 882w + 0<u2>}

Ul

Therefore, since ue = O(u?), if we ignore O(u?) terms, the second pde in (SGN)
becomes

<1 + %T[nb, Bb]) ug + G + euug = 0. (1.38)

The system consisting of the continuity equation and (1.38) is precisely system (a)
of [LB09, section III C] and will be called (CBs) in the sequel.
Notice that by the definition of T" we have

Tl B8] w = — < (1fw)e + b (b w)s — mpbws] + BPm(¥)?w.  (1.39)

3 2
Therefore (1.38) may be written as
B3 Bu 23/ 2 of 2, (172 _
U — %(nbumt)x + 27771) [(Ubb Ut)z - %5 Uact] + B N(b ) up + G + ung = 0.

Simplifying the above a bit further, we finally see that the system (CBs) is:

G+ (nu)z =0, (1.40)

1
U + G + cuug + M(iﬁbb//ut + Brpb gt — 37713umct> =0, (1.41)

| ]
linear, dispersive terms
depending on bottom topography

where
n=mn+e¢>0, mn=1-p3b>0.

This system reduces to the scaled nondimensional ‘classical’ Boussinesq system
(CB) in the case of horizontal bottom (8 = 0,7, = 1).

It is easy to see that (1.40)—(1.41) is the usual ‘Peregrine’ system, [Per67], in
its nondimensional, scaled form. The first equation of the Peregrine system is just
(1.40). The second equation of the Peregrine system is usually written as

2
et Co t s + o (—’;mt)m + ”ﬁut> o, (142)
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where ~ turns out, cf. [Per67], to be just ;. Therefore, the dispersive term in (1.42)
is p times

2 2

~
- %(’Yut)xx + Fumct = _% (’Y:cxut + 292Uzt + ’Yuxxt) + %ux:ct
1 1,
= _577xwut — VVaUzt — 5'7 Uzzt-

Since v = My, Yo = — BV, Yz = — B, we see that (1.42) is precisely (1.41).

(b) CB system with weakly varying bottom topography, 5 = O(u) (CBw)

The second system (b) in [LB09] is derived under the additional assumption that
B = O(u). (Recall that 4 < 1 and thate = O(y).) This means that the new system
has small topography variation. Under these assumptions (1.40)—(1.41) become

G+ (nu)z =0, (1.43)
up + (o + eutly — §tuge = 0, (1.44)

since now 1, = 1+ O(p) and the right-hand side of (1.44) consists of O(u?) terms
that are ignored. In the new system, the bottom topography appears only in (1.43),
since = 1 + €( — 8b. Hence, the system may be written as

U + (5 + euug — %umct =0, (CBw)
which is just the CB system with a O(u) perturbation due to the bottom topogra-
phy in the first pde. We will consider numerical methods for (CBs) and (CBw) in
Chapter 2.

Needless to say, when we omit the dispersive terms in (CBw), i.e. put i = 0 in
the second equation and let €, 5 = O(1), we obtain the Shallow Water equations
with variable bottom. Their numerical solution will be the object of Chapters 3 and
4 of this thesis. We will discuss issues of validity and rigorous existence-uniqueness
theory of the ivp’s for those systems at the appropriate places in Chapters 2 and 3.



Chapter 2

Standard Galerkin Finite
Element methods for the
numerical solution of two
classical-Boussinesq type systems
over variable bottom

2.1 Introduction

The ‘Classical’ Boussinesq system, [Whi74], in one spatial dimension is the non-
linear, dispersive system of pde’s

Ct + Uy + 5(<U)x = 07
(CB)

U + Gz + Ul — %Umst = 0.

and corresponds to 5 = 0, i.e. horizontal bottom in (CBw) of Chapter 1. As men-
tioned in Ch. 1, the variables in (CB) are nondimensional and scaled. We recall that
the scaling parameters ¢, p are related under the Boussinesq hypothesis that e < 1,
1 < 1, and that e = O(u). We recall that the first pde in (CB) is exact while the
second is an O(g?) approximation to a relation obtained from the Euler equations.
We recall that in the variables of (CB), the horizontal bottom lies at z = —1 so that
the water depth is given by n = 1 + e((z, t).

The initial-value problem for (CB) with initial data ((z,0) = (o(x), u(z,0) =
uo(x) on the real line has been studied by Schonbek [Sch81] and Amick [Ami84],
who established global existence and uniqueness of smooth solutions under the
assumption that 1 + e inf, {y(x) > 0. One conclusion of this theory is that for
allt > 0, 1 4 einf, {(x,t) > 0, i.e. that there is always water in the channel.
Existence-uniqueness of solutions globally in time in Sobolev spaces were estab-
lished in [BCS04]. The initial-boundary-value problem (ibvp) for (CB) posed on a

15
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finite interval, say [0, 1], with zero boundary conditions for v at x = 0 and = = 1,
and no boundary conditions for ¢, was proved in [Adall] to possess global weak
(distributional) solutions.

The system (CB) has been used and solved numerically extensively in the engi-
neering literature. We will refer here just to [AD13] and [AD12] for error estimates
of Galerkin-finite element methods for the ibvp for (CB) mentioned above and a
computational study of the properties of the solitary-wave solutions of the system.
For the numerical analysis of the periodic ivp we refer to [ADMI10].

In this chapter we will be interested in the numerical solution of extensions
of (CB) valid in channels of variable-bottom topography. Several such extensions
have been derived in the literature. As mentioned in Chapter 1, we will follow
[LB09] and consider two specific such variable-bottom models that may be derived
from the Serre-Green-Naghdi (SGN) system of equations. Their formal derivation
was done in Chapter 1. For their rigorous theory of validity we refer to [LB09] and
[Lan13] and their references.

Recalling from Chapter 1 the Serre-Green-Naghdi equations (SGN), we men-
tion that the ivp of the system has been analyzed in some generality in [Lan13].
For initial positive depth, the depth remains positive while solution of (SGN) exist.
Also, in the case of the 1d (SGN) a local in time theory of existence and uniqueness
of solutions of the ivp with energy methods has been given by Israwi, [Isr11].

The model (SGN) has been used in many computational studies of long-surface
wave propagation over uneven bottoms. We refer, for example, to [Bar04], [CBB07]
and [Bon+11] and their references for computations with finite differences and fi-
nite volume methods, and to [MSM17] for a finite element scheme. An error anal-
ysis of the Galerkin-finite element method in the case of a horizontal bottom (i.e.
when 8 = 0), appears in [ADM17] in the case of periodic ivp.

As was mentioned previously, our aim in this chapter is to consider two sim-
plifications of (SGN) that are variable-bottom extensions of (CB), namely the sys-
tems (CBs) and (CBw). For the convenience of the reader we rewrite the system
here: the ‘Classical’ Boussinesq system with strongly varying bottom topography,
abbreviated as (CBs), is given by the system

Ct + (nu)f - Oa

p (CBs)
<1 + nT[nbaBbO Ut + C-x + EUUy = 07
b

wheren = +e( > 0,m, =1 — b > 0, = O(u) < 1, and T [, fblw is
given by its expression in (SGN) when we replace 1 by ;. It was mentioned in
Ch. 1 that (CBs) coincides with the system that was first derived from the Euler
equations by Peregrine in [Per67]; it is usually called the ‘Peregrine system’ in the
literature and has been used widely in coastal dynamics computations. We will refer
to several computational studies with (CBs) in Section 2.3 in the sequel. We recall

that if we assume in (CBs) following [LB09] that 5 = O(¢), i.e. that the variation
of bottom is small and specifically of the order € of the nonlinear and dispersion
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terms in (CBs), we obtain a system that we call the ‘Classical’ Boussinesq system
with weakly varying bottom topography, (CBw) which is given by
Ct + (nu)fﬂ = 07

Ut + Cx + euuy — gucpxt =0,

(CBw)

where of course we still assume that e = O(u), u < 1. The dependence on the
bottom topography occurs now explicitly (but weakly) through the first equation,
since n =y, + ¢ = 1 — b+ e with 5 = O(e). This system has also been used
widely in computations in the engineering literature.

The theory of existence and uniqueness of solutions, at least locally in time, for
the ivp for (CBs) may be easily inferred from the analogous theory of (SGN), cf.
e.g. [Isr11], while that of (CBw) is practically the same as the one for (CB) plus
a ‘source’-type linear term of the form —/3(bu), in the left-hand side of the first
equation.

In this chapter we will discretize in space ibvp’s for the systems (CBs) and
(CBw), with zero b.c. for u at the endpoints of [0, 1] and no b.c. for ¢, by the stan-
dard Galerkin-finite element method on a quasiuniform mesh and prove L?-error
estimates in Section 2.2 for the resulting semidiscretizations. Under certain stan-
dard assumptions on the finite element spaces we will prove error estimates of the
form

1€ = Gull + llu = unlls < CA™H,

where (p,, up, are the semidiscrete approximations of ¢ and u, respectively, h =
max; h;, and » — 1 > 2 is the degree of the piecewise polynomials in the finite
element space. (||-|| and ||-||; denote, respectively the L% and H' norms of functions
on [0, 1].) This type of error estimate is of the same type as the one proved in [AD13]
for the analogous ibvp for (CB) in the case of a quasiuniform mesh.

In Section 2.3 we show the results of several numerical experiments that we
performed with both systems using a fully discrete scheme with the above spatial
discretization and using as a time marching scheme the classical, 4™ order, 4-stage
Rugne-Kutta method. The resulting schemes are stable under a mild Courant num-
ber restriction and highly accurate. In Section 2.3.1 we check that the schemes also
work for piecewise linear continuous functions (i.e. for » = 2 and are of optimal
order in L? for both u and ¢ in the case of uniform mesh. In Section 2.3.2 we dis-
cuss the application of simple, approximate, absorbing boundary conditions for the
systems as an alternative to the reflection b.c. u = 0 at the endpoints. In Section
2.3.3 we perform a series of numerical experiments aimed at describing in detail
the changes that solitary waves undergo when evolving under (CBs) or (CBw) in a
variety of variable-bottom environments. We assess the efficacy of these systems in
approximating these flows by comparing them with each other and with the (SGN)
system and available experimental data.

In the sequel, we denote, for integer & > 0, C¥ = C*[0, 1] the spaces of k-
times continuously differentiable functions on [0, 1] and by H* = H¥(0,1) the
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usual L2-based Sobolev spaces of functions on (0, 1). H* will denote the elements
of H' which vanish at x = 0 and z = 1. The inner product in L? = L?(0, 1) will
be denoted by (-, -), its norm by || - ||, and the norm on H* by || - ||z. The norms on
Wk and L on (0, 1) are denoted by || - ||k, and || - ||oo, respectively. P, are the
polynomials of degree at most 7.

2.2 Error analysis of the Galekin semidiscretization

2.2.1 The finite element spaces

Let0 < 27 < 22 < ... < xy4+1 = 1 be a quasiuniform partition of [0, 1] with
h := max;(x;+1 —x;). Forintegers > 2and 0 < k < r —2 we consider the finite
element space S, = {¢ € CF : ¢‘[fviywi+l] €Pr_1}and Spo={p € ShL:¢(0) =
¢(1) = 0}. It is well known, see [Cia78], that if w € H" there exists y € S}, such
that

lw = x|l + hllw" = X'|| < Ch"|Jw]|, 2.1)

for some constant C' independent of h and w, and that a similar property holds in
Sp0 provided w € H™ N H{. In addition, if P is the L? prejection operator onto
S}, then it holds, cf. [DDW75], that

[Pvlloc < Cllvlloc, Vv € L, (2.22)
IPv—v]oo < O |[0]lroe, Vv € C. (2.2b)

Due to the quasiuniformity of the mesh, cf. [Cia78], the inverse inequalities
Ixllh < CR7HIxL lixlleo < CRTH2IX (2.3)

are valid for xy € Sy, (or x € Sp ).

2.2.2 Semidiscretization in the case of a strongly varying bottom

Using the notation of Chapter 1 we consider the following initial-boundary-value
problem (ibvp) for (CBs). For T' > 0 we seek ¢ = ((z,t), u = u(x,t), for
(x,t) € ]0,1] x [0, T], such that

gt + (UU)I = 07
Ly ﬁb]) Lot 0 0<z<1 0<t<T,
- ) U x EUUL = U,
" ! 2.4)
¢(x,0) = (o(z), u(x,0)=up(x), 0<z <1,
u(0,t) = u(1,t) =0, 0<t<T,
where

n=e(+mn >0, mn(r)=1-pb(x)>0,
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€, 1, 3, are positive constants with e = O(u), u < 1, 3 = O(1), and b € C?[0, 1].
The operator 7 [, 5b] is defined as in Chapter 1 by

1 s
T, Bblw = —g(ni’wx)x + 5[(n§b’w)x — b ws] + B (V) w.
All the variables above are nondimensional and scaled. We will assume that the
ibvp (2.4) has a unique solution that is smooth enough for the purposes of the error

estimates to follow. Taking into account that

1
Tl B0l = 5 () + 5 (38w + (0,
and that 7, = — b/, we have
_ _1 3 _ 1 2.1
T, Bblw = =2 (ywz)a — 511570 w- (2.5)

Using in first equation of (2.4) the definition of n, multiplying the second equa-
tion by 7, and taking into account (2.5), we rewrite the ibvp (2.4) in the form

Gt +e(Cu)z + (mpu)z = 0,
<"7b - %n?ﬁé’) Ut — %(Uz?um)x + MG + EMpuu, = 0,

¢(x,0) = ¢o(x), u(z,0)=wup(x), =ze€]l0,1],
u(0,t) =u(l,t) =0, te][0,T].

(1) € [0,1] x [0, 7],

(2.6)
We assume that there are positive constants ¢; and co such that
m(z) > c1, (2.7a)
1
m(x) — 55 (@) (x) > ez, (2.7b)

2

for all z € [0,1]. Since 7, and its derivatives are O(1), (2.7b) holds for y suf-
ficiently small. We also consider the bilinear form A : H} x H} — R defined
by
[ u
A(v,w) = ((77b — 5771?771/)/)7)71”) + g(ng’v',w/), (2.8)

which is symmetric, bounded on H! x H'!, and, because of (2.7), coercive, with
2 HC§ 2 2 1
Aw,v) 2 eoflol? + EL0IE 2 ulol?, voe B, @9)

where ¢, := min(cz, uci/3). Consider now a WeightedOH L (“elliptic’) projection
associated with the bilinear form (2.9) as the map Ry, : H! — Sh,0 defined by

A(Rh v, X) = A(”?X)v VX € Sh,07 (210)
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for which, cf. e.g. [DDW75], it holds that

|Rpv —v| +Al|Rpv — ||y < Ch v, if ve H N H, (2.11)
Ry v —v]loo < CR||0]|r0o, if v € W™ NH. (2.12)

We now define the standard Galerkin finite element semidiscretization of the
ibvp (2.6). We seek (3, : [0, 7] — Sh, up, : [0,T] — Sp, 0 such that

(Chts @) + € ((Chun, @)ar @) + ((mun)e, @) =0, Vo € Sy,

0=t< b3

A(unt, X) + (MCha X) + e(Munting, x) =0, VX € Sk, (2.14)
with initial conditions

Ch(O) = Py, uh(O) = Ry up. (2.15)

The ode ivp given by (2.13)—(2.15) has a unique solution locally in time. As part
of Theorem 2.1 below we will prove that for sufficiently small A, its solution may
be extendedup tot =T

Theorem 2.1. Suppose that the solution ((,u) of (2.6) is sufficiently smooth and
that the conditions (2.7) hold. Then, if h sufficiently small, there exists a constant
C independent of h such that the semidiscrete problem (2.13)—~(2.15) has a unique
solution ((p,, up) for 0 < t < T, that satisfies

max ([[C(t) = Cu(&)] + [|u(t) — un(t)]l1) < Ch" . (2.16)

0<t<T

Proof Letp=(—P(,0 =P(—(y,0 =u—Rpu, & =Ryu— up. From (2.6)
and (2.13)—(2.15) we get

(01, 9) +e((Cu — Chun)z, @) + (o + M)z, @) =0, Vo €S, (2.17)
)

A(€t7 X) + (Ub(ﬂx + 933)7 + 8(771)(““1‘ - Uh“hx)yX) = 07 VX € Sh,07
(2.18)

that are valid while the semidiscrete problem has a unique solution. For the non-
linear terms we have

Cu—Cpup = (o +&) +u(p+0) = (p+0)(o+§),
Uy — UpUpy = (U0) g + (U€)y — (08)r — 00, — €&y

Let now t;, € (0,7] be the maximal temporal instance for which the solution of
(2.6) exists and it holds that ||0(t)|loc + [|£(t)]|co < 1, for ¢ < tj. Putting ¢ = 0

in (2.17), using (2.1), (2.2b), (2.11), (2.12), (2.3), and integrating by parts we have
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fort <t

sail0l” = = 2((C0)as 0) = £((C€)as 0) — £((wp)s, 0) — £((uh)2,0) +&((p0)s, 6)
+((p8)2,0) + £((00),0) + £((06)2,0) = ((M0)2:0) = (M) 6)
<e(llClloolloll + [ICllocllow DO + e(l|Calloo 1€l + [IClloo &= 161l
+e(lluallosllpll + llulloolloz IO + §lluall o161
+e(llollcollpzll + llolloollo=NIIEI + e(ll€ ool ozl + llollcollE D10
+ 5110lcllo 101 + 510lloc € N + (Insllsclloll + lmlloollo= )16
+ (Inslloc 1€ + Imellc 1€ 11161
< C Il + e ell,
(2.19)
for some constant C' independent of h.
In addition, with y = £ in (2.18) we obtain for ¢ < ¢,
%%A(&Q = — (P + M0, &) — (mp(uo)s, §) — e(mp(u)z, &) + (o (ué)a, §)
+ e(moow, &) + e(mééa, €)
=(p, & + m&a) + (0. mp€ + M) + e(uo, mE + ma) — (m(ué)e, §)
— e(0&, myé 4+ méa) — 5(0%, myé 4+ méa) — EME>,€).
With estimates analogous to those used in (2.19) we get
3514 €) < (ImgllsolIEN + limllos €N ol + 1101) + ellunglloollo[[[1€]
+ ellumplloollo | 1€z Il + ellmouz oo 1€ + ellmpullco €N I€])
+ellonglloo €N + ellomlloo € llIEa I + 5ol llo 1]

+ 5llomllcllolligzll + 5117 llsoI€]loo €11

< O+ [Igll + 101D,
(2.20)
where C' is independent of h. From (2.19) and (2.20) we see that

G (1617 + A&, ©) < Crh* 2+ Co ([1617 + [1€117) -
where C1, Cs are independent of h. From this inequality and (2.9) it follows that
S (1617 + A(,€)) < CL> =2 + CL (1161 + A(£,6)),

for ¢ < t5,, where C,, = Cymax(1,1/¢,). Using Gronwall’s lemma in the above
we obtain for ¢ < ¢y,

1011 + A((t), €(1)) < €T (10(0)]1 + A(€(0),£(0)) + GreTh* 2,

from which, in view of (2.9) and since §(0) = £(0) = 0, we see that

20 1/2
10| + €@ I < <ieC“T> ht (2.21)
C,.C,
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for t < t;,, where éu = min(1,c,). Now, since (2.3) gives [|0]lc < Ch™Y/2|0||
and [|¢]|oo < ||€])1, if b is taken sufficiently small, we have that ||0|| s + [|€]lco < 1
for 0 <t < tj,, and therefore we may take ¢;, = I". The result follows from (2.20)
and the approximation properties of the finite element spaces. O

As suggested by numerical experiments for the (CB) on a horizontal bottom,
shown in [AD13], the convergence rates in the error estimate (2.16) are sharp in the
case of a horizontal bottom; they are sharp in the case of variable-bottom models
as well. The H! convergence rate of the error of wj, is optimal, while the L? rate
for n, suboptimal, as expected, since the first pde in (2.4) is of hyperbolic type and
we are using the standard Galerkin method on a nonuniform mesh. (For » = 2 the
numerical experiments in [AD13] also suggest the improved estimate ||u — uy|| =
O(h?).) In the case of uniform mesh, better results were proved in [AD13] in the
case of horizontal bottom. The numerical experiments in Section 2.3 in the sequel
suggest that such improved rates of convergence for uniform mesh persist in the
presence of a variable bottom as well.

2.2.3 Semidiscretization in the case of a weakly varying bottom

In the case of a weakly varying bottom, following the remarks in Chapter 1, we
consider the following ibvp for the system (CBw). For T > 0 we seek ( = ((z, 1),
u = u(z,t), for (z,t) € [0,1] x [0, T, such that

Ct + (nu)z - 07

" 0<z<1, 0<t<T,
Up + Qo + WU — S Uzgr = 0,

3 (2.22)
¢(z,0) = (o(x), u(z,0)=wup(z), 0<z<1,

u(0,t) = u(l,t), 0<t<T,

where
n=¢eC+m >0, mx)=1-pbx)>0,

and e, u, 3, are positive constants with e = O(u), f = O(u), p < 1,and b =
C?[0,1]. All the variables above are nondimensional and scaled. We assume that
(2.22) has a unique solution, smooth enough for the purposes of the error estimate
below.

Let a : H(} X H& — R denote the weighted H'-inner product defined by
a(v,w) = (v,w) + 4 (v, w') and consider the weighted H' (‘elliptic’) projection

associated with a(-, -), defined as the map Ry, : I(])[ 1 — S0 such that
a(Rpv,X) = a(v,X), Vx € Sh. (2.23)

Obviously, R}, satisfies the properties (2.11) and (2.12).
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The standard Galerkin finite element semidiscretization of the ibvp (2.22) is the
following. We seek (p, : [0,T] — Sh, up, : [0,T] — Sh.0, such that

(Chts ) + e((Chun)z, @) + ((moun)z, @) =0, Vo € Sp, (2.24)
a(“hh X) + (Chx7 X) + 8(uhuhl‘? X) = O) VX S Sh,07 (225)

with initial conditions

¢n(0) =P, un(0) = Ryuo. (2.26)

In analogy with Theorem 2.1, the following error estimate holds for the semidiscrete
scheme (2.24)—(2.26).

Theorem 2.2. Suppose that the solution (C,u) of (2.22) is sufficiently smooth.
Then, if h is sufficiently small, there exists a constant C independent of h such that
the semidiscrete problem (2.24)—(2.26) has a unique solution ((p, up) for 0 <t <
T, that satisfies

max (16() = GOl + [ult) —w (Bl < CHL @27)

Proof. Letp=(—-P(,0=P(—(p,0 =u— ﬁhu, &= INQhu — up. Using (CB)
and (2.24), (2.25), we have

(0, 9) +e((Cu — Chun)z, @) + (oo + pé)a, @) =0, Vo €S,  (2.28)
a(&t, x) + (pe + 0z, x) + e(uty — upupg, x) =0, Vx € S, (2.29)

until the time for which the semidiscrete problem has unique solution. Is holds that

Qu = Guun = (0 + &) +ulp+0) = (p+0)(0 +9),
Wy + UpUpg = (U0)z + (Ug)z — (08)s — 005 — E&s.
Let t;, < T be the largest time for which ||0(t)||cc < 1, for ¢ < tj. Setting ¢ = 0

in (2.28), using (2.1), (2.2b), (2.11), (2.12), (2.3), and integrating by parts, we get
fort <ty

33 ll0l* = = £((C0)a, 0) = €((¢E)at) — e((up)a, 0) — ((ub)a,0) +€((p0)a, 0)
+e((p)z,0) +e((00)z, 0) + £((0€)z, 0) — (hp0), 0) — (7€), 0)
<e(llCzlloollall + lichoollowNIIO1] + e(liCa oo [|€lF + NS0 €2 1) 116]]
+e(l[uallsolloll + lullolloz D61 + 51z o161
+e(llolloollpzll + [lplloollo= DO + e(l[€llooll ozl + llollo €D
+ 5l10llscllow (101 + §110llc IS 101 + (Ihplloolloll + 1P llsc o= D 16N
+ (1hplloo €11 + 17sllo 1z D161

<C(R"" +[lglh + 16l
(2.30)
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for some constant C' which depends on ¢, u, 5. Furthermore, setting y = & in
(2.29) we have, for 0 <t <ty

%%a(ﬁ,f) = (pw + Hﬂﬁa{) - 5((’“0)9075) - 5((“5)%‘5) + 6((05)%5)
+ 5(00w7 g) + 5(&5:}07 f)
=(p+0,&) +e(uo, &) — e((u€)a, €) — £(0€, &) — 5(0%, &)

therefore

33:a(6 &) <(loll + 10D1z ]l + ellulloollollEa ]| + ellua o €] + ellull o 1€ €]
+ellollollEllliézIl + SllolloollolliEzl

< C(h"+ gl + N01D1€l
(2.31)
where the constant C' depends on ¢, i, 8. From (2.30) and (2.31) we can see that

L1012 + a(€, ) < Crh* 2+ Co(ll0]* + 11€113)

where the constants C, Cy depend on ¢, p, 5. From this relationship, since a(v, v) =
[v]|? 4+ &ll/]|* > &llvllf, we get

(1017 +a(€,€)) < Cp> =2 + Cu (101 + al&, €)),

for t < t5, where C;, = Cs - 3/p. From this inequality and Gronwall’s lemma we
have, fort < t;,

1611 + a(€(8),£(t)) < e“T(1O(0)]I* + A(£(0),£(0))) + GreTh* 2,

which results, taking into consideration that a(v,v) > £||v||7 and that 6(0) =

§(0) =0,

1/2 1/2

2C1 e, 1 2Ct o1 1

[0 + €D < ( el ) el = [ ==l Rl (2.32)
C.C, Cs

for t < t and QL = 1/3. Since, from (2.3) ||0]|cc < Ch~1/2||0]|, if h is small
enough, we have ||0||o < 1 and consequently we can take ¢;, = T, therefore from
the relation (2.32) the proof of the Theorem is complete. O

2.3 Numerical experiments

In this section we present results of numerical experiments that we performed using
the two models (CBs) and (CBw) of the classical Bousinesq system with variable
bottom. We discretized the two systems in space using the Galerkin finite element
method analyzed in the previous section. For the temporal discretization we used
the classical’, explicit, 4-stage, 4" order Runge-Kutta scheme (RK4). The con-
vergence of this fully discrete scheme was analyzed, in the case of the ibvp for the



2.3. NUMERICAL EXPERIMENTS 25

(CB) with horizontal bottom and u = 0 at the endpoints in [AD13], where it was
shown that under a Courant number stability restriction of the form % < o the
scheme is stable, is fourth-order accurate in time, and preserves the spatial order of
convergence of the semidiscrete problem; here k£ denotes the (uniform) time step.

2.3.1 Convergence rates

The spatial convergence rates proved in Theorems 2.1 and 2.2 in the case of a gen-
eral quasiuniform mesh are sharp as is suggested by numerical experiments (not
shown here). In the case of a uniform spatial mesh better convergence rates may be
achieved. This was proved in [AD13] for the (CB) (horizontal bottom and v = 0
at the endpoints of the spatial interval) in the case of piecewise linear continuous
functions (r = 2) and cubic splines ( = 4). The numerical results to be presented
in the sequel suggest that the improved rates persist in the case of a variable bot-
tom as well for both CB models. (We do not show the optimal-order results for the
piecewise linear case (r = 2) but concentrate instead in the case of cubic splines
(r=4))

The exact solution of the test problem used for the error rate computations is
((x,t) = e¥(cos(mz)+x+2), u(x,t) = e (sin(rz)+x3—22) for (z,t) € [0,1]x
[0, 1/4]; the bottom topography was given by the function n,(z) = 1 — Bsinnzx.
The scaling parameters (not important for the convergence rate computations) were
takenase = 1, u = 1/10, 8 = 1/10. Appropriate right-hand sides and initial con-
ditions were found from the above data. We solved numerically the ibvp’s (2.6)
and (2.22) with the above exact solution and bottom profile using the spatial dis-
cretizations (2.13)—(2.15) and (2.24)—(2.26), respectively, with cubic splines with
uniform mesh of meshlength h = 1/N. The temporal discretization was realized
by the RK4 scheme with stability restriction % < %; the resulting time steps were
small enough so that the temporal errors were much smaller than the spatial ones.
We used 3-point Gauss quadrature to evaluate the finite element integrals in every
mesh interval. (Since we wished to obtain detailed information about the spatial
convergence rates, we computed throughout with quadruple precision and evalu-
ated he L?-errors using 5-point Gauss quadrature and the L errors by taking the
maximum value of the error on all these quadrature points.)

In Table 2.1 we show the L2, L™, and H' (seminorm) spatial errors and conver-
gence rates in the case of the (CBw) model. The numerical results suggest strongly
that the L? rates for ¢ and u are equal to 3.5 and 4, respectively, the L rates equal
to 3 and 4, while the ' ones 2.5 and 3, respectively. The same rates are observed
(cf. Table 2.2) in the numerical integration by the same method of the analogous
ibvp for the (CBs) model.

As a remark of theoretical interest we point out that in the case of the analo-
gous ibvp for (CB) on a horizontal bottom L? error estimates on a uniform mesh
were proved in [AD13]. The error estimates were ||¢ — (|| < ch®5+/|Inhl,
|lu — up|| < ch*\/|Inh|. The increased accuracy of our present code affords in-
vestigating computationally if the logarithmic factors are actually present in these
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N Lo error rate L, error rate H{ semi-nrm rate

8 1.1154e-04 - 3.4102e-04 - 4.9273e-03 -
16 | 9.5884e-06 3.5401 | 3.5426e-05 3.2670 | 7.5831e-04 2.6999
32 |8.1075e-07 3.5640 | 3.9539e-06 3.1635 | 1.2300e-04 2.6241
64 | 6.9606e-08 3.5420 | 4.6509e-07 3.0877 | 2.0801e-05 2.5640
128 | 6.0526e-09 3.5236 | 5.6333e-08 3.0455 | 3.5964e-06 2.5320
256 | 5.3006e-10 3.5133 | 6.9294e-09 3.0232 | 6.2857e-07 2.5164
512 | 4.6605e-11 3.5076 | 8.5918e-10 3.0117 | 1.1046e-07 2.5086
1024 | 4.1074e-12 3.5042 | 1.0696e-10 3.0059 | 1.9466e-08 2.5045
2048 | 3.6250e-13 3.5022 | 1.3343e-11 3.0029 | 3.4357e-09 2.5023
4096 | 3.2016e-14 3.5011 | 1.6662e-12 3.0015 | 6.0686e-10 2.5012
8192 | 2.8287e-15 3.5006 | 2.0816e-13 3.0007 | 1.0724e-10 2.5006
(@¢
N Lo error rate L, error rate H{ semi-nrm rate
8 2.1716e-05 - 5.1473e-05 - 1.0232e-03 -
16 1.2560e-06 4.1119 | 2.7324e-06 4.2356 | 1.2429e-04 3.0413
32 | 7.6917e-08 4.0294 | 1.5843e-07 4.1083 | 1.5438e-05 3.0092
64 | 4.7794e-09 4.0084 | 9.6737e-09 4.0336 | 1.9270e-06 3.0020
128 | 2.9812e-10 4.0029 | 6.0043e-10 4.0100 | 2.4080e-07 3.0004
256 | 1.8618e-11 4.0011 | 3.7468e-11 4.0023 | 3.0098e-08 3.0001
512 | 1.1632e-12 4.0005 | 2.3407e-12 4.0006 | 3.7623e-09 3.0000
1024 | 7.2689e-14 4.0002 | 1.4628e-13 4.0002 | 4.7029e-10 3.0000
2048 | 4.5427e-15 4.0001 | 9.1419e-15 4.0001 | 5.8786e-11 3.0000
4096 | 2.8391e-16 4.0001 | 5.7136e-16 4.0000 | 7.3483e-12 3.0000
8192 | 1.7744e-17 4.0000 | 3.5710e-17 4.0000 | 9.1853e-13 3.0000
(b) u

Table 2.1: Spatial errors and rates of convergence, ¢t = 1/4, (CBw), cubic splines
on uniform mesh, h = 1/N, (a): ¢, (b): u.
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N Lo error rate L, error rate H{ semi-nrm rate
8 1.0080e-04 - 2.5352e-04 - 4.1903e-03 -
16 | 9.1376e-06 3.4635 | 3.0130e-05 3.0728 | 6.9419e-04 2.5936
32 | 7.9145e-07 3.5292| 3.6312e-06 3.0527 | 1.1747e-04 2.5631
64 | 6.8773e-08 3.5246 | 4.4523e-07 3.0278 | 2.0318e-05 2.5314
128 | 6.0165e-09 3.5149 | 5.5101e-08 3.0144 | 3.5538e-06 2.5153
256 | 5.2848e-10 3.5090 | 6.8528e-09 3.0073 | 6.2481e-07 2.5079
512 | 4.6535e-11 3.5054 | 8.5440e-10 3.0037 | 1.1012e-07 2.5043
1024 | 4.1044e-12 3.5031 | 1.0666e-10 3.0019 | 1.9436e-08 2.5023
2048 | 3.6236e-13 3.5017 | 1.3324e-11 3.0009 | 3.4331e-09 2.5012
4096 | 3.2010e-14 3.5009 | 1.6650e-12 3.0005 | 6.0663e-10 2.5006
8192 | 2.8284e-15 3.5004 | 2.0809e-13 3.0002 | 1.0721e-10 2.5003
(@¢
N Lo error rate L, error rate H{ semi-nrm rate
8 2.1831e-05 - 5.2866e-05 - 1.0249e-03 -
16 1.2603e-06 4.1146 | 2.7930e-06 4.2425 | 1.2441e-04 3.0423
32 | 7.7005e-08 4.0326 | 1.5971e-07 4.1283 | 1.5442e-05 3.0102
64 | 4.7813e-09 4.0095|9.6939e-09 4.0422 | 1.9271e-06 3.0023
128 | 2.9818e-10 4.0032 | 6.0086e-10 4.0120 | 2.4081e-07 3.0005
256 | 1.8621e-11 4.0012 | 3.7476e-11 4.0030 | 3.0099e-08 3.0001
512 | 1.1634e-12 4.0005 | 2.3411e-12 4.0007 | 3.7623e-09 3.0000
1024 | 7.2699e-14 4.0002 | 1.4630e-13 4.0002 | 4.7029e-10 3.0000
2048 | 4.5433e-15 4.0001 | 9.1432e-15 4.0001 | 5.8786e-11 3.0000
4096 | 2.8395e-16 4.0001 | 5.7144e-16 4.0000 | 7.3483e-12 3.0000
8192 | 1.7746e-17 4.0000 | 3.5714e-17 4.0000 | 9.1853e-13 3.0000
(b) u

Table 2.2: Spatial errors and rates of convergence, ¢ = 1/4, (CBs), cubic splines
on uniform mesh, h = 1/N, (a): ¢, (b): u.
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estimates. To this end we considered the ibvp for (CB) with the exact solution
given previously, but now in the case of the horizontal bottom 7, = 1, and found
that the rates ”Ch;i%h” stabilized to the value 0.124 (the values of h used went down

_ ; o l=Cnll g
to 1/4096 and the errors ||¢ — (|| were very small,) while the ratio RN did

not stabilize for the same range of h’s (see Table 2.3 and Figure 2.1). Similar ob-

N HC_ChH HC_ChH HC_ChH
B B35 /Tin(h)]
8 1.017830463352483e-04 | 0.1473975957 | 0.1022155669
16 | 8.652711027620317e-06 | 0.1417660175 | 0.0851391702
32 | 7.239701695841898e-07 | 0.1341978618 | 0.0720854914
64 | 6.180357192069458e-08 | 0.1296114845 | 0.0635557911
128 | 5.361327720539382e-09 | 0.1272058982 | 0.0577491370
256 | 4.690111486140556e-10 | 0.1258992215 | 0.0534644767
512 | 4.121623437941200e-11 | 0.1251737244 | 0.0501163218
1024 | 3.631637661581006e-12 | 0.1247821199 | 0.0473957750
2048 | 3.204686496602256e-13 | 0.1245777215 | 0.0451160750
4096 | 2.830196188452161e-14 | 0.1244733447 | 0.0431591622

Table 2.3

0.16

0.14

77777777777777777 = =——0——98——
0.12 7

o lm—ml
135

4
o1 [~ mi
h354/|In(h)|

Figure 2.1: Graphs of ||¢ — ¢ |l/R35, || — Cull/(R35+/|Inh|) as h diminishes.
(Horizontal axis is log V, for N = 1/h.)

servations were made for the v component of the error. Therefore these increased
accuracy experiments suggest that the logarithmic factors are not actually present
in these error estimates of [AD13].
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2.3.2 Approximate absorbing boundary conditions

In the case of the shallow water (SW) equations on a horizontal bottom, obtained
if we set © = 0 in the (CB) system, i.e. for the equations

G+ ug +e(Cu)y =0,

(SW)
ut + Gz + euug = 0,

(written here in nondimensional, scaled variables, and where it is assumed that
14-e(¢ > 0), itis well known that using Riemann invariants and the theory of charac-
teristics. [Whi74], one may derive transparent, characteristic boundary conditions
at the endpoints of a finite spatial interval, say [0, 1]. These boundary conditions
allow an initial pulse that is generated in the interior of (0, 1) and travels in both
directions to exit the interval cleanly. In the case of a subcritical flow, which will
be of interest here, i.e. when the solution of (SW) satisfies u? < (1 + £(¢) /&2, the
characteristic boundary conditions are of the form

eu(0,t) + 24/1 4 e¢(0,t) = eup + 2+/1 + (o,
eu(l,t) —2/1+eC(1,t) = eug — 24/1 + &(p.

Here it is assumed that outside the interval [0, 1] the flow is uniform and satisfies
((z,t) = o, u(w,t) = ug, where 19, up are constants such that ug < (1+e¢p)/e2.
In addition, the initial conditions {(x,0), u(x,0), of (SW) should satisfy the sub-
criticality conditions and be compatible at = 0 and = 1 with the uniform flow
outside [0,1]. In [AD17] the authors analyzed the space discretization of (SW)
with characteristic boundary conditions (both in the subcritical and supercritical
case) using Galerkin finite element methods. Analytical and computational evi-
dence in [AD17] suggests that the discretized characteristic boundary conditions,
although not exactly transparent, are nevertheless highly absorbent. We note that
the same type of characterisic absorbing conditions may be used for the (SW) over
a variable bottom, at least in the case where the bottom is locally horizontal at the
endpoints cf. e.g. Chapter 3 and its references.

Finding (exact) transparent boundary conditions for the (CB) is not easy, as
a nonlocal problem should be solved for this nonlinear system. In practice, for
small 4, it is reasonable to assume that the Riemann invariants do not change much
over short distances along the characteristics, and, consequently, to pose the b.c.
(2.33) as approximate, absorbing b.c.’s for (CB) as well. This has been widely
done in practice, for example in numerical simulations of the Serre equations cf.
e.g. [CBBO07], [Bon+11]; in [DM10] the related problem of deriving one-way ap-
proximations of the Serre equations is discussed. Our aim in this subsection is to
assess, by numerical experiment, the accuracy of (2.33) as approximate absorb-
ing boundary conditions for the (CB), paying special attentions to their efficacy in
simulating outgoing solitary-wave solutions of the (CB).

To derive (classical) solitary-wave solutions of (CB) on the real line, we let
¢ = (s(x — cst), u = ug(x — cst), where ¢, is the speed of the solitary wave and

(2.33)
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Cs(€), us(§) are smooth functions that tend to zero, along with their derivatives,
as |£| — oo. Inserting these expressions in (CB) and integrating we see that the
equations for 75 and u, decouple and give

Us Cslb gy € 9 Us

= - S —— 2.34
s Cs — Els g s Tl TG Cs — Els (2.34)

A further integration yields that u satisfies the ode

Csl € c 1 c Cs — €U
%(u;)Q + 6u§ — 5u2 — s — ;2 ln% =0. (2.35)

It is straightforward to see that (s and u, have a single positive maximum at some
point &y (we assume that {y = 0). Denoting A = max (s, B = max u,, we get

A=

B 1 —eB
L B -Spr tp S (ST )20, (236)
cs —eB 2 € g2 Cs

from which one may compute the speed-amplitude relation

V(1 +eA) /(1 +eA)In(1+eA)—cA
= V34 2cA eA '

For fixed ¢, ¢4 is monotonically increasing with A but stays below the straight line
cs = 1+ %, which is the speed-amplitude relation of the solitary waves of the
Serre equations. (The formulas (2.34)—(2.37) were derived in [AD12] in the case
of the unscaled (CB). Note that there are some typographical errors in [AD12]: In
equation (1.58) of [AD12] the last term in the left-hand side of the equation should
have the sign +, while in the equation preceding (2.34) in [AD12] the third term
in the left-hand side should have the sign + and the last term the sign —. However
formulae (3.1) and (3.2) of [AD12], which are the analogous of (2.37) and (2.36)
above, are correct.)

When €A is not large, i.e. when (CB) is a valid model for surface waves, it may
be seen by (2.37) and also by numerical simulations that the solitary-wave solutions
of (CB) satisfy the subcriticality condition. (Since there is no closed-form formula
for the solitary waves we generate them numerically by solving for given ¢, the
nonlinear o.d.e. (2.34) that u satisfies, taking zero boundary conditions for u, and
u/, at the endpoints of a large enough spatial interval using the routine bvp4c of
[MAT18].)

In the numerical experiments to be described in the sequel we solved the (SW)
and the (CB), unless otherwise specified, by the standard Galerkin-finite element
method on the spatial interval [0, 50] using cubic splines on a uniform mesh with
h = 0.025, coupled with RK4 time stepping with time step satisfying % = %, up to
T = 50.

We set the stage by solving numerically the (SW) with ¢ = 1 with the b.c.
(2.33), posed now at the endpoints of z = 0 and x = 50. As initial condition we
take the solitary wave of (CB) with 4 = ¢ = 1 of speed ¢; = 1.18112, centered

(2.37)
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at x = 25, which we multiply by a factor 0.1 (thus it is no longer a solitary wave),
so that no discontinuities develop in its evolution under (SW) for the duration of
the experiment. As expected, the initial single-hump wave is split in two pulses: a
larger one of amplitude of about 0.04 traveling to the right with a speed of about
1.057 and starts exiting the computational interval at x = 50 at about t = 22.5,
(the exit is completed by about ¢t = 30), and a smaller one of amplitude of about
0.0035 that travels to the left with speed 1.005 and exits the interval at x = 0 at
about ¢t = 24.5 (see Figure 2.2).

0.14 - i 0 sec

0.12 H - 5 sec
0.1 ' - 7 10 sec

“r i
0.08 - T - N 15 sec
0.06 T - = 20 sec
0.04 — T - —125 sec
0.02 = 30 sec
0 I I | | I | I | I 35 sec
0 5 10 15 20 25 30 35 40 45 50

x

Figure 2.2: Two-way propagation and exit of pulses, (SW) with b.c. (2.33).

In Figure 2.3 we present some graphs that are relevant for assessing the accu-
racy of the absorbing b.c.’s for this example. (All graphs refer to (.) In Fig. 2.3(a)
we observe the temporal variation of the wavefield at x = 40. The pulse that travels
to the right passes this gauge and exits the interval. What remains after t ~ 30 is a
small residual consisting of small-amplitude oscillations reflected from the bound-
ary due to the inexactness of the discretized b.c.’s and shown in the magnification
of 2.3(a) to be of O(107?). In 2.3(b) we show the maximum amplitude of ¢ with
respect to x over the whole interval as a function of ¢, while 2.3(c) shows the small
oscillations still present in the computational interval at the end of the experiment
(t = 50). The are all of magnitude at most 10~ and consist of a main wavepacket
of high frequency and amplitude of about 4 x 10~'° centered at about z = 40
and moving to the right, and three larger amplitude ‘thin’ wavetrains of small sup-
port centered at about x = 5 (moving to the right), z = 20 (moving to the left)
and x = 37.5 (moving to the left), respectively. The main oscillatory wavepacket
is produced when the right-traveling pulse exits the boundary at x = 50. This
wavepacket moves to the left with speed equal to about 7 and has undergone three
reflections at the boundary by 7' = 50. The thinner wavetrains (of speed about 1)
are generated by the interaction of this wavepacket with the boundaries (The left-
traveling pulse produced by the splitting of the initial condition produces, when it
hits the boundary at 2 = 0, artificial reflections with amplitude well below 10719.)
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Figure 2.3: Accuracy of the numerical characteristic b.c.’s for the (SW), ¢ = 1,
(a): €(40,t) with magnification underneath, (b): max, {(x,t) with magnification
underneath, (c): Magnification of {(x, 50)
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In Figure 2.4, resp. 2.5, we show analogous graphs in the case of the (CB) sys-
tem in the cases ¢ = p = 0.1, resp. ¢ = p = 0.01. As initial condition we took
now the exact solitary-wave profile of (CB) for these values of ¢, 11, and of speed
cs = 1.18112. As a consequence, the wave moves to the right without changing
its shape. The fact that the characteristic b.c.’s are no longer exactly transparent
for the continuous system is manifested by the larger magnitudes of the residual
artificial oscillations, which are now of O(1073), resp. O(10~%). (Note their dis-
persive character in the larger u case, Fig. 2.3(c).) The main pulse in graph (c)

0 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50

X 3 x K
5 T T T T T T T T T 5 75 T T T T T T T T T
251 1 ® 56251 1
g
0 £ 375} ]
4 5 L =

0 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50
t (time) t (time)

(@) (b)

x10°

magnification

((x,50)
50)]|

[I¢ (,

©) (d)

Figure 2.4: Accuracy of the numerical characteristic b.c.’s for the (CB), e = u =
0.1, (a): ¢(40,t) with magnification underneath, (b): max, ((z,t) with magnifi-
cation underneath, (c): Magnification of {(z,50), (d): ||¢(+,50)||s for e = 0.1
VErsus fi.

of Figures 2.4 and 2.5 is due to the modelling, i.e. the approximate character of
the characteristic b.c.’s, while the superimposed noise in Fig. 2.5(c) disappears as
h is decreased. The amplitude of the residual was equal to about 2.1 x 10~ for
€=y =01andfell to 3.2 x 1074 fore = p = 0.01, and to 3.3 x 10~° for
e = p = 0.001 (figure not shown). We thus observe that it decreases linearly with
1 when € = p. As expected, for fixed € we observed that this amplitude decreased
with 4. For example, for e = 0.01 and p = 10~ it was equal to about 3.6 x 1075,
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for u = 10~* it was of O(1079), cf. Figures 2.4, 2.5, (d).

Our conclusion is that for small € = p, i.e. when the (CB) is a valid model,
the (approximate) characteristic b.c.’s for the (CB) are satisfactorily absorbing. We
extended these b.c.’s in the case of the variable bottom models (CBw) and (CBs)
and used them in numerical experiments that will be reported in the next subsection.

2.3.3 Propagation of solitary waves over a variable bottom

In this subsection we present the results of several numerical experiments we per-
formed with the variable-bottom models (CBw) and (CBs) in order to validate the
numerical methods used for their solution, compare the two models, and compare
the results of (CBs) with those obtained by the Serre-Green-Naghdi system and
with experimental measurements. We mainly use test problems already considered
in the literature, whose main theme is the study of the changes that solitary-wave
pulses undergo when propagating over an uneven bottom.

2.3.3.1 Solitary waves on a sloping beach

We first consider the problem of a solitary wave climbing a sloping beach of mild
slope that was studied by Peregrine in his pioneering study [Per67], in which he
derived the (CBs) system and solved it numerically by a finite differene scheme.
In our experiments we used the (CBs) in unscaled, nondimensional variables (i.e.
setting ¢ = 1 = 1) and solved it with our fully discrete scheme using cubic splines
on a uniform mesh with N = 2000 spatial intervals and M = 2N temporal steps.
Following [Per67] we consider, using out notation, a bottom of uniform slope o > 0
given by 7m,(z) = o on a spatial interval of the form [0, L,]. As initial condition
we take as in [Per67] a solitary wave of the form

Co(x) = ag sech? [2v/3ag(z — )] , (2.38)

where xy = 1/a. This is a solitary wave of the KdV type equation ¢; + (; + %C Cot
%{mx = 0 with speed ¢s = 1 + ag/2. The KdV equation in this form is obtained
as a one-way approximation of the (CB) with e = 4 = 1 in the standard manner,
cf. [Whi74]. The particular solitary wave (2.38) is centered at zy = 1/, where the
(undisturbed) water depth is equal to one. The initial velocity of the pulse, found
by inserting (2.38) in the continuity equation, is given by

_ (14 b Gole).

up(z) = o7+ o) (2.39)

Thus the initial condition (2.38)—(2.39) is not an exact solitary-wave solution of
(CB) but a close approximation thereof. We took an interval of length L, =
1/a 4 20 to ensure that the support of the initial pulse was well within the spa-
tial interval of integration. At x = 0 we used the b.c. v = 0 (which produced no
reflections as the wave did not reach the left boundary within the temporal range of
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the experiment), posed absorbing (characteristic) boundary conditions at x = L,
and ran the experiment up to t = 25.

During this temporal interval the wave moves to the left, steepens (wave ‘shoal-
ing’) and grows in amplitude, cf. Figure 2.6; its evolution resembles that of Fig. 1
of [Per67], which corresponds to « = 1/30, ag = 0.1. We compared our numer-

0.5 + + - - % B =125 sec
0.4 * - N i § = 20 sec
u

0.3 - - ~ - - =15 sec

0.2 - - - - =10 sec

0.1 - - - - 5sec
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Figure 2.6: (CBs) system. Solitary wave (2.38)—(2.39) climbing a sloping beach,
a=1/30,ap =0.1.

ical results with those of the finite-difference scheme of Peregrine (given in the
Appendix of [Per67]) that we implemented. (Note that there is a misprint in the
last equation of this scheme in [Per67]: In the discretization of the term 7u,, the
denominator should be 4Ax.) We observed that the maximum discrepancy in the
amplitude of ¢ approximated by the two methods occurred at ¢ = 25 where the
values were 0.14100 for our scheme and 0.13634 for the scheme of [Per67] (imple-
mented with Ax = At = 0.1), which corresponds to a difference of about 3.4%
(Fig. 1 of [Per67] shows a (-amplitude of about 0.15 at ¢ = 25 which does not
correspond to the actual numerical results that the scheme of [Per67] gives and is
probably due to some inaccuracy in the graphics.)

We also repeated with our scheme the numerical experiments leading to Fig.
2 of [Per67] that depicts the change of amplitude of the solitary wave with depth
for various values of ag in the case of a beach of slope & = 1/20. We show our
results in Figure 2.7. There was good agreement for low values of ag; however the
values given in [Per67] for ayp = 0.2 seem too high as the depth approaches 0.4.
(All the amplitudes computed by our scheme stay below the curve of Green’s law
for depths larger than 0.5.)

As the solitary wave climbs the sloping beach a small-amplitude flat wave of
elevation is reflected backwards due to the presence of the sloping bed. The results
of our computations, cf. Figure 2.8, agree with those of Fig. 3 in [Per67]. Peregrine,
op. cit., derives an approximate expression for the amplitude of the reflected wave
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Figure 2.7: Change of amplitude with depth. (CBs), solitary wave, « = 1/20,
various initial amplitudes.

of the form

1 (1 \2
Cmax,refl = 505 <3(LO> ) (2.40)
using characteristic variables for the linearized shallow water equations. We found
quite a good agreement between our numerical results and the values computed by
(2.40). For example, for o = 1/40, ap = 0.1, our computations gave (max refi =
0.0023, while (2.40) gives 0.0025. We will return to the reflections due to the
uneven bottom in subsection 2.3.3.3 in the sequel.

As was previously mentioned, we used the approximate characteristic bound-
ary conditions discussed in subsection 2.3.2 at the right-hand boundary x = L,,.
We found that this b.c. also works for a sloping bottom provided the length of the

0.02

0.01

—0.01 | | | | | | | | | | |
22 24 26 28 30 32 34 36 38 40 42 44

Figure 2.8: (CBs): Reflexion, due to the sloping bottom, from a solitary wave.
a=1/40,a0 = 0.1,t = 25.
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domain is taken sufficiently large so that the artificial oscillations created at the
boundary do not interfere as they travel to the left with the reflected wave due to
the slope. As an example we consider a beach of slope & = 1/40 on the spatial
interval [0, 70]. As initial condition we took ((x,0) = (p(z) given by (2.38) with
xo = 40, ap = 0.1, and u(x,0) = 0, i.e. a ‘heap’ of water, so that sizeable pulses
are generated and propagate in both directions. The two-way propagation is shown
in Figure 2.9. Figure 2.10 shows a magnified profile of the surface elevation ( as

0.35 . ‘ e - 0.00 sec
0.3 T - : i it 7.14 sec
0.25 e ; i : - 14.29 sec
vy
02+ . T - - - 21.43 sec
0.15 [ : - o 28,58 sec
0.1 : =i 35,71 sec
0.05 T - 42.86 sec
0 | | | | | | | | | 50.00 sec
20 25 30 35 40 45 50 55 60 65 70
x
0 T

Figure 2.9: Two-way propagation of a ‘heap’ of water, (CBs), solitary wave, ag =
0.1, g = 40, beach slope = 1/40. Bottom is depicted in the lower graph.
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Figure 2.10: Magnification of ¢ reflections near the right boundary, £ = 50

a function of x in the interval [20, 70] at t = 50, by which time the right-travelling
pulse has left the domain. In the interval [20, 45] we observe the small-amplitude
(of height approximately 5 x 10~%) reflection due to interaction of the left-travelling
pulse with the sloping bottom. In the interval [45, 60] we observe the artificial os-
cillations reflected from the right-hand boundary at x = 70 due to the approximate
absorbing b.c. after the exit of the main right-travelling pulse. The ratio of the am-
plitude of the artificial reflection to that of the main pulse is about 4%. Finally, one
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may also observe on the extreme right the dispersive-tail oscillations that follow
the main right-travelling pulse as they exit the domain.

2.3.3.2 Transformation of a solitary wave propagating onto a shelf

We next consider in detail an example of the transformation that a solitary wave
undergoes as it propagates over a bottom of shelf type like the one shown in Figure
2.11. This test problem was considered by Madsen and Mei in [MM69]. In this
subsection we work in dimensionless, unscaled variables with e = p = 1.

hy

ho

Ta

1

T

B

Figure 2.11: Solitary wave propagating onto a shelf

The initial elevation of the solitary wave is given again by (2.38), in which xg
is taken far enough from the toe of the sloping part of the bottom at x = xp, so that
Co(zg)/ap < 1. The initial velocity is found again from the continuity equation
but is now computed for a bottom of constant depth hg = 1, i.e. as

(1 + da0) Go(e)
uo(z) T o) (2.41)
The solitary wave travels to the right, changes in amplitude and shape as it climbs
the slope, and resolves itself into a sequence of solitary-wave pulses as it travels on
the shelf of uniform depth h; < 1, cf. Figures 2.12, 2.15.

In [MM69] the pde model used was a Boussinesq system of KdV-BBM type
with variable-bottom terms originally derived in [ML66], and which, in the case
of horizontal bottom, is locally well-posed, cf. [BCS04]. The initial-value problem
was integrated with a type of a method of ‘characteristics’. In order to form some
idea of the proximity of the model used in [MM69] to (CBs) we integrated both
systems using our fully discrete scheme with cubic splines and RK4 time stepping
over a variable bottom domain like that of Figure 2.11 with 0 < x < 150, x5 = 60,
h1 = 0.5, = 1/20. As initial values we took solitary waves of the respective
systems of the same amplitude ag = 0.12 and centered at o = 30. (Their speeds
are very close but the wavelength of the solitary wave of the system of [MM69]
was about 22% larger. The difference of the two-solitary waves in L? was about
4.37 x 1072.) The evolution of both systems is shown in Figure 2.12 At the end
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Figure 2.12: Comparison between Madsen & Mei system (red, the one with the
larger wavelength) and (CBs) (blue). Propagation onto a shelf. Bottom is shown in
the lower graph.

of the computational domain at ¢ = 22.5, when both waves had climbed well onto
the shelf and resolved themselves into two solitary waves plus dispersive tail, the
two wavetrains had an L? distance of 5.53 x 10~2, while the leading solitary waves
had a difference in amplitude of about 3 x 103 and a phase difference (distance
of positions of the crest) of 0.15. We conclude that in the time scales of this and
similar experiments typical solutions of the two systems stay close to each other,
so that it is fair to compare in a general way the results of numerical experiments
in [MM69] with similar ones that we performed with (CBs) to be described in the
sequel.

We first make some quantitative remarks on the transformation of the solitary
wave as it climbs on the sloping part of the bottom in Figure 2.11. As observed
in subsection 2.3.3.1, the amplitude of the solitary wave increases as the depth of
the water decreases. In order to quantify this increase in the case of (CBs) and our
numerical method, and motivated by analogous experiments in [MM69], we took
hi1 = 0.1, = 1/20,0 < z < 150, zg = 60, and computed with cubic splines,
N = 3000, M = 2N, the evolution (according to (CBs)) of a solitary wave of
(CB) centered at x = 30. We recorded the variation of the normalized amplitude
Cmax/ao of the solitary wave as a function of the water depth 1, for various values
of the initial amplitude ag. In Figure 2.13 we show the outcome of these numerical
experiments corresponding to solitary waves of initial amplitudes ag = 0.1, 0.15
and 0.2. (The graph starts when the crest of the solitary wave is at x = zp. At
that point (;, = 1, but the forward point of the solitary wave is already travelling
on the sloping bed; hence, the corresponding value of (max/ao is about 1.034 and
not 1. For 7, larger than about 0.6 the three curves corresponding to the three
amplitudes chosen are quite close to each other with the lowest initial amplitude
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Figure 2.13: Amplitude variation with depth for beach slope o = 1/20 for ag =
0.2, 0.15, 0.1. Computation stopping criteria: solid lines, max,.({(x,t)/ny(z)) <
0.4; dotted lines, max({(x,t)/m(x)) < 0.6.

ap = 0.10 giving the highest values of (inax/ag. For 7, smaller than about 0.5 the
sequence is reversed with the highest ay = 0.2 giving the highest (inax/ag values.

The initial solid-line part of the three curves represents the values of (ax/ag up
()

to the point where max, ( ) = 0.4, which is probably a large upper bound of

()
the range of validity of (CBs), while the dotted-line extensions of the curves go up
to max, (f&;))) = 0.6, which is probably beyond that range. We also show the

curve of Green’s law given by (max /a0 = 7, Y4 for comparison purposes. Itis to be
noted that our results are in satisfactory agreement with those of the corresponding
Fig. 3 of [MM69] for values of 7, in the range 1 to 0.75.

These results are supplemented by those of Figure 2.14 in which we record the
variation of (max/ap as a function of 7, for a solitary wave of fixed ap = 0.1 and
slopes equal to 0.023, 0.05, and 0.065. For 1, larger than about 0.65 all curves are
fairly close to each other with the steeper slopes giving slightly higher values of
Cmax/ao. For values of 7, less than about 0.65 the smaller slope gives the highest
ratio (max/ao while the two other curves remain close together (stopping criteria
as in Figure 2.11). A qualitatively similar behavior is observed in the analogous
Figure 4 of [MM69].

The distortion the solitary wave suffers as it travels upslope causes the wave,
when it reenters a horizontal-bottom region reaching the shelf, to resolve itself into
a sequence of solitary waves followed by dispersive oscillations. This phenomenon
was noticed in [MM69] for the model used in that paper, and is also present in our
case of the (CBs) system as well. In Figure 2.15 we show this phenomenon, which
may be viewed as a manifestation of the stability of solitary waves of (CB). We
took a spatial interval [0, 150], hy = 0.5, zp = 60, & = 1/20, and considered
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Figure 2.14: Amplitude variation with depth for initial amplitude ag = 0.1 for
slopes « = 0.065, 0.05, 0.023. Computation stopping criteria: solid lines,
max, (¢(x,t)/np(x)) < 0.4; dotted lines, max, (¢ (x, t)/ny(z)) < 0.6.
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Figure 2.15: Transformation of a CB solitary wave (ag = 0.12) propagating up a
slope of &« = 1/20, onto a shelf of smaller depth, ~; = 0.5h¢. (CBs) computation.
Bottom is shown in the lower graph.
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the evolution of a solitary wave of initial amplitude ag = 0.12. The graphs in
Figure 2.15 show the temporal evolution every 25 temporal units (“seconds’). The
solitary wave distorts as it climbs the sloping part of the bottom (depicted in the
lower part of he graph), increases in amplitude, and by ¢ = 125 it has resolved
itself into two solitary waves (a third is also possibly forming) plus a dispersive
tail. The first solitary wave has an amplitude of about 0.2099 and travels at a speed
of about 0.84. (We checked that it is indeed a CB-solitary wave.) This wavetrain is
followed by the usual for upsloping environments flat reflection wave that travels to
the left. The results of a similar experiment in [MMG69] are qualitatively the same.

2.3.3.3 Reflection and dispersion from various types of variable bottom

As already mentioned in subsection 2.3.3.1, when a solitary wave propagates up a
sloping bottom, a small-amplitude, flat wave of elevation is generated by reflection
from the uneven bottom and travels in the opposite direction. This phenomenon has
been shown e.g. in Figs 2.10 and 2.15. (In this subsection we work again in dimen-
sionless, unscaled variables with e = 1 = 1.) Using characteristic variables theory
for the linearized shallow water equations, in addition to the approximate formula
(2.40) for the reflected wave, Peregrine predicted in [Per67] that the reflected wave
will have a wavelength of about 2L if the slope occurs over a horizontal interval
of length L. In order to check these results we integrated the (CBs) over the vari-
able bottom shown in the lower graph of Figure 2.15 with an initial solitary wave
of (CB), varying the slope and the initial amplitude ag of the wave; we present
the results in Table 2.4 that shows the amplitudes and wavelengths of the reflected
wave predicted in [Per67] and the numerical results given by our code. (Due to
the shape of the reflected wave we measured its length by the formula ﬁ i) ; ¢ dz,
where I = {x : ¢ > 0.8 (max}, at a short time after the full reflected wave had
formed. In the case & = 1/40, ag = 0.18, we took I = {z : ¢ > 0.6 {max }-) We
conclude that the predictions of [Per67] underestimate by a small amount the actual

refl. ampl. | reflected | reflected

@ a | L by (2.40) amplitude | wavelength
1/20 | .12 | 10 | 5.000e-3 5.578e-3 22.35
1/40 | .12 | 20 | 2.500e-3 | 2.875e-3 43.00
1/20 | .18 | 10 | 6.124e-3 6.880e-3 21.25
1/40 | .18 | 20 | 3.062e-3 3.451e-3 41.65

Table 2.4: Predicted and numerical values of amplitude and wavelength of reflected
wave.

numerical results.

In [Per67] Peregrine also made some qualitative comments about the type of re-
flected waves generated by various kinds of uneven bottoms. We verified his gen-
eral statements by performing various numerical experiments, the results of some of
which appear in Figure 2.16. In each case an initial wave, originally on a horizontal
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Figure 2.16: Reflection due to sloping bottom, various topographies. ((x,t) as
a function of = at various ¢. (a): solitary wave travelling into deeper water, (b):
solitary wave passing over a hump, (c): wave of depression travelling into shallower
water. The various bottom topographies are shown in the lower graphs.



2.3. NUMERICAL EXPERIMENTS 45

bottom, is let to evolve under (CBs) and travel over uneven bottoms of various sim-
ple topographies shown in the lower graphs in Figure 2.16. Fig. 2.16(a) shows a CB
solitary wave of amplitude ap = 0.12 passing into shallower water. The resulting
reflected wave is a wave of depression; this solitary wave seems to be dispersing
as a result of its interaction with the bottom. In the case of a hump (Fig. 2.16(b))
the same initial wave gives rise first to a reflected wave of elevation followed by a
reflected wave of depression as one would expect. This particular perturbation due
to this bottom topography seems to lead to a solitary wave very close to the initial
one plus a trailing dispersive tail. Finally, an initial wave of depression climbing
upslope gives rise to a reflected wave of depression and large-amplitude dispersive
oscillations as it travels on the shelf.

2.3.3.4 Comparison of (CBs) and (CBw) as the variation of the bottom in-
creases

As was mentioned in Chapter 1 (CBs) is valid as a model for bottoms where to-
pography, described by 1,(x) = 1 — 5b(x), may vary arbitrarily (so that n, > 0 of
course), i.e. where the parameter 3 can be taken as an O(1) quantity, while (CBw)
was derived under the assumption that 5 = O(e). In this subsection we suppose
that the systems are written in scaled, dimensionless variables with @ = € and we
compare computationally the behavior of an initial CB solitary wave as it evolves
according to each of the two systems travelling over a bottom of smooth topogra-
phy with a fixed shelf-like function b(x) and a parameter 3 that varies from O(¢)
to O(1), so that the bottom becomes steeper.

For this purpose we solve both systems with our fully discrete scheme using
cubic splines with uniform mesh, N = 2000 and the RK4 with M = 2N on
a spatial interval of [0, 140] with a CB solitary wave of amplitude 0.5 as initial
condition. (We experimented with several values of ¢ = p but the results were
qualitatively similar, so we show in Figure 2.17 below only the case ¢ = p = 0.05.)

As b(z) we took a fixed profile given by

0, ze[0,L—3],
b(x) = %(1+sin(%(m—L))), xG[L—%,L—i—%}, (2.42)
1 x € [L+3,140]

with L = 70. Thus b is a C'' nonnegative function that bridges 0 and 1 over an
interval of length 3. As a result, the undisturbed water depth 7, will vary from
1 to a shelf of depth 1 — 3 smoothly over this interval. We consider three cases:
B8 =€ = 0.05 8 = 0.4, 8 = 0.6, and present the results of the evolution for
0 <t < 89 in Figure 2.17. In Fig. 2.17(a), where § = ¢ = (.05, there is, as
expected, practically no difference between the two solitary waves that suffer only
a very small perturbation due to the bottom. But for 5 = O(1), i.e. when the
bottom is steeper, we observe in Figure 2.17(b) (8 = 0.4) and 2.17(c) (6 = 0.6)
large differences in the solutions of the two systems. As it travels on the shelf the
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solitary wave evolves under (CBs) into a sequence of solitary waves as expected,
whilst no such resolution is discernible in the case of the evolution under (CBw) at
least for the time frame of this experiment. Both systems produce he same small-
amplitude reflection waves. Our conclusion is that for 5 = O(1) (CBw) does not
seem to give the correct longer-time behaviour of solutions in the case of strongly
varying bottoms.

2.3.3.5 Comparison of (CBs) with the Serre-Green-Naghdi system

Finally, we compare by means of numerical experiment, the evolution of an initial
solitary wave as it climbs a sloping bed, and as it is reflected by a vertical wall at
the end of a slope. Recall from Chapter 1 that the system of Serre-Green-Naghdi
(SGN) equations models two-way propagation of long dispersive waves (i.e. for
which p < 1) without the assumption of small amplitude, i.e. with no restriction of
g, and that (CBs) is obtained from the (SGN) system with variable bottom under the
Boussinesq scaling ¢ = O(u), [LB09]. The SGN system has been used in many
computations, cf. e.g. [CBB07], [Bon+11], [MSM17], and their references, that
agree quite well with experimental results of long-wave propagation over variable
bottoms. In [ADM17], the authors analyzed Galerkin-finite element methods for
(SGN) on a horizontal bottom (i.e. for the Serre equations) and shown optimal-
order, L?-error estimates in the case of periodic splines (r > 3) on uniform meshes.

Our aim in this subsection is to compare the results of numerical simulations of
two test problems with (CBs), computed with our code, with numerical results for
(SGN) obtained by Mitsotakis et al. in [MSM17]. The spatial semidiscretization
used in [MSM17] is based on a modified Galerkin finite element scheme that uses a
projection of a term containing a second-order derivative in SGN so that the scheme
is also well defined for piecewise linear continuous elements (i.e. for r = 2) as well.
In what follows we will solve numerically (CBs) using cubic splines on a uniform
mesh with N = 2000 and RK4 time stepping with M = 2. All variables for this
experiment are nondimensional and unscaled with e = p = 1.

In the first experiment (shoaling of a solitary wave) we consider the variable-
bottom example in §4.1 of [MSM17]. The geometry, in our notation, consists of a
channel in the interval [0, 84]. The bottom is horizontal at a depth equal to —1 for
0 <z < xp = 50, and upsloping with slope « = 1/35 up to = = 84 where the
water depth is equal to 1/35. The initial condition is a solitary wave of the form
(2.38), (2.41) of amplitude ap = 0.2 with crest at xg = 29.8829. The evolution
of the numerical solution is monitored at ten gauges numbered 0, 1, ..., 9, and
located, respectively, at x = 45, 70.96, 72.55, 73.68, 74.68, and 76.91. In this
experiment the variables are dimensionless and unscaled with e = p = 1. In the
experimental data and the (SGN) computations g was equal to 1. The temporal
evolution under (CBs) is shown in Figure 2.18. Beyond gauge No. 9 the water
becomes very shallow and the (CBs) model is certainly invalid. In Figure 2.19 we
show the elevation of the wave at gauge 0 (at z = xg — 5 = 45, i.e. on the left of
the toe of the slope), as a function of . The three graphs shown correspond to the
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Figure 2.17: Comparison of evolution of a solitary wave under (CBw) and (CBs)
over a bottom of varying steepness: 1, = 1 — fb(z), b(x) given by (2.42), ¢ =
1= 0.05.
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Figure 2.18: Initial condition and evolution of the solitary wave on a plain beach
of slope 1 : 35. Vertical lines depict the location of gauges 0, 1, 3, 5, 7, 9. Bottom
is shown in the lower graph.

numerical solutions of (CBs) and (SGN), and to experimental data for this problem
due to Grilli et al. [Gri+94], and are all in satisfactory agreement. Figure 2.20
shows the corresponding graphs of the elevation of the wave as a function of time
recorded at gauges 1, 3, 5, 7, and 9 on the sloping bed. The numerical solution of
(SGN) is in good agreement with the experimental data of [Gri+94]. As the wave
climbs up the slope the (CBs) solution grows to a higher amplitude, whose ratio to
the amplitude of the (SGN) wave increases monotonically from 1.14 for gauge 1 to
1.49 for gauge 9.

Figure 2.19: Elevation of wave at x = xg — 5 = 45 as a function of time. Markers
show the experimental data, [ Gri+94], dotted lines the numerical solution of (SGN),
[MSM17], and solid lines the numerical solution of (CBs).
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Figure 2.20: Elevation of wave at various gauges as a function of time for the
shoaling on a beach of slope 1 : 35 of a solitary wave with ag = 0.12. Markers
show experimental data, [Gri+94], dotted lines the numerical solution of (SGN),
[MSM17], and solid lines the numerical solution of (CBs).

For the second numerical experiment (shoaling and reflection of a solitary wave
from a vertical wall at the end of the sloping beach), we consider a benchmark
problem, cf. e.g. [MSM17], [WB99], [Dod98], [CBB07], [Bon+11], among other,
that we solve numerically with our code of (CBs) and compare the results with
those found by the numerical integration of (SGN) in Section 4.3 of [MSM17], and
with experimental data due to Dodd, [Dod98]. The setup consists of a channel of
length [0, 70], initially horizontal at a depth of hg = 0.7, a sloping bed of uniform
slope 1 : 50 that starts rising at zg = 50 and ends at x = 70, where a vertical wall is
placed. (This is shown in the lower graph of Figure 2.21.) We consider two solitary
waves of the form (2.38), (2.41) (suitably modified so that the horizontal part of the
waveguide has now a depth of hg = 0.7) with amplitudes 0.07 and 0.12 and crest
initially located at = 20. We solve the problem numerically with our code for
(CBs) with a wall boundary condition © = 0 using cubic splines, N = 2000,
M = 2N. All variables for this experiment are dimensional, x and 7 are measured
in meters and ¢ in seconds. The parameters € and p are equal to 1. The value of the
gravitational acceleration constant is g = 9.80665 m/s? (standard gravity).

In Figure 2.21 we show snapshots every 3 secs of the (CBs)-free surface ele-
vation as a function of x as the wave (of initial amplitude ag = 0.07) climbs up
the slope and is reflected by the wall at z = 70 between t = 15 and ¢t = 18. The
reflected pulse apparently consists of a leading pulse followed by a dispersive tail.
This wave travels downslope, and by ¢ = 30 the leading pulse is located well within
the horizontal-bottom region. The maximum runup at the wall was recorded to be
equal to .1899.

In the (related) Figure 2.22 we show the temporal histories of the wave elevation
((x,t), generated by the solitary wave of amplitude ap = 0.07, at three gauges g1,
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Figure 2.21: Evolution of the solitary wave of amplitude ag = 0.07 according to
(CBs) on a beach of slope 1 : 50, reflected on a vertical wall at z = 70. Vertical
lines depict the location of gauges 1, 2 and 3. Bottom is shown in the lower graph.

g2, g3, located at x = 50, x = 66.25, and x = 67.75 (very close to the wall),
respectively, computed by (CBs) and (SGN) (code of [MSM17]), in comparison
with the experimental data of [Dod98] for this problem.

We observe that there is quite a good agreement between the three curves. The
maximum amplitude of the reflected wave at gauge g3 is found to be equal to .11080
for (CBs) and to .10280 for (SGN), giving a ratio of about 1.08.

Figure 2.23 depicts the analogous graphs in the case of the initial solitary wave
of amplitude ag = 0.12. (Note the different scale of the (-axis.) This wave becomes
steeper as it climbs up the slope; the reflected wave is of higher amplitude as well.
The incident waves computed by the two models are quite close to each other and to
the experimental data but the short-time behavior of the reflected pulse is somewhat
different. For example, at g3 the amplitude of the reflected (CBs) pulse is now
equal to .2285 while the amplitude of the (SGN) reflected pulse is .1838 (giving a
ratio of about 1.24), and there are phase and amplitude differences in the leading
trailing oscillations. When the reflected wave has returned to the horizontal part
of the channel (i.e. at g; in Figure 2.23 for ¢ > 25) the agreement is much better
and the ratio is now 0.98. The leading reflected pulse of the (SGN) solution is in
satisfactory agreement with the data at all three gauges. The maximum runup at the
wall of (CBs) for this amplitude was equal to .4012.

Our conclusion from the two numerical experiments in this subsection is that
when the elevation wave steepens either while climbing up a sloping beach or after
reflection from a vertical wall and close to the wall, the (CBs) solution overesti-
mates that of the (SGN); the latter stays quite close to the available experimental
data in the cases that we tried.
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Figure 2.22: Reflection at a vertical wall located at x = 70 of a shoaling wave
over a beach of slope 1 : 50, with toe at zg = 50. Initial solitary wave amplitude
apg = 0.07.
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Figure 2.23: Reflection at a vertical wall located at z = 70 of a shoaling wave
over a beach of slope 1 : 50, with toe at xg = 50. Initial solitary wave amplitude
apg = 0.12.
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Chapter 3

Standard Galerkin finite element
methods for the numerical
solution of the Shallow Water
equations over variable bottom

3.1 Introduction

In this chapter we will consider standard Galerkin finite element approximations of
the one-dimensional system of shallow water equations over a variable bottom that
we write following [Per72], as

e+ (nu)e + (Bu)e =0, W)
U + Ny + vy = 0.
As we saw in Chapter 1 the system (SW) approximates the two-dimensional Euler
equations of water wave theory and models two-way propagation of long waves of
finite amplitude on the surface of an ideal fluid in a channel with a variable bottom.
The variables in (SW) are nondimensional and unscaled; x € R and ¢ > 0 are
proportional to position along the channel and time, respectively. With the depth
variable z taken to be positive upwards, the function n = n(x, t) is proportional to
the elevation of the free surface from a level of rest corresponding to z = 0 and
u = u(z,t) is proportional to the horizontal velocity of the fluid at the free surface.
The bottom of the channel is defined by the function z = —3(); it will be assumed
that 5(z) > 0, € R, and that the water depth n(z,t) + B(x) is positive for all
x, t. It should be noted that there are several equivalent formulations of the system
represented by (SW), some of which will be considered in section 3.3.
Itis well known that given smooth initial conditions n(z, 0) = n°(x), u(x,0) =
u®(z), z € R, and smooth bottom topography, the Cauchy problem for (SW) has
smooth solutions, in general only locally in ¢. Here we will be concerned with

53
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numerical approximations of (SW) and suppose that its solution is sufficiently
smooth so that the error estimates of section 3.2 hold. We will specifically con-
sider three initial-boundary-value problems (ibvp’s) for (SW), posed on the spatial
interval [0, 1]: A simple ibvp with vanishing fluid velocity at the endpoints and
two ibvp’s with transparent (characteristic) boundary conditions, in the supercriti-
cal and subcritical flow cases, respectively. For these types of ibvp’s there exists a
well-posedness theory locally in ¢, cf. e.g. [PT11], [HPT11], [PT13]. For the for-
mulation and numerical solution of ibvp’s with transparent boundary conditions see
also [Shi+11], [NHFOS8]. In section 3.2 we will specify in detail these ibvp’s and
summarize their well-posedness theory.

The literature on the numerical solution of the shallow water equations is vast.
In recent years there has been considerable interest in solving them numerically by
Discontinuous Galerkin finite element methods and refer the reader to chapter 4 of
this thesis and [XZS10] and the recent surveys [QZ16], [Xin17], for an overview
of issues related to the implementation of such methods in the presence of discon-
tinuities.

In section 3.2 we consider the ibvp’s previously mentioned, discretize them in
space by the standard Galerkin finite element method, and prove L?-error estimates
for the semidiscrete approximations assuming smooth solutions of the equations
and extending results of [AD16], [AD17], to the variable bottom case. In section
3.3 we discretize the semidiscrete problem in the temporal variable using the clas-
sical fourth-order accurate, four-stage explicit Runge-Kutta method. The result-
ing fully discrete scheme is stable under a Courant number stability condition and
its convergence has been analyzed for (SW) in the case of a horizontal bottom in
[ADK19]. We use this scheme in a series of numerical experiments simulating shal-
low water wave propagation over variable bottom topography and in the presence
of absorbing (characteristic) boundary conditions up to the attainment of steady-
state solutions. We also discuss issues of good balance, cf. [BV94], [XZS10], of
the standard Galerkin method applied to the shallow water equations written in
balance-law form.

A revised version of this chapter has appeared in the paper [KD19] written
jointly with V. Dougalis. In this chapter we denote, for integer m > 0, by H™ =
H™(0,1) the usual L2-based real Sobolev spaces of order m, and by || - ||, their

norm. The space Hj = H{(0,1) will consist of the H! functions that vanish
at z = 0,1. The inner product and norm on L? = L?(0,1) will be denoted by
;) || - ||, respectively, while C™ will be the m times continuously differentiable

functions on [0, 1]. The norms of L> and of the L>°-based Sobolev space W1
on (0, 1) will be denoted by || - ||cos || - ]1,00, respectively. P, will be the space of
polynomials of degree at most r.
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3.2 Initial-boundary-value problems and error estimates

In this section we will specify the initial-boundary-value problems (ibvp’s) for the
shallow water equations to be analyzed numerically, their Galerkin-finite element
space discretizations and the properties of the attendant finite element spaces. We
will then prove L?-error estimates for these discretizations assuming that the data
and the solutions of the ibvp’s are smooth enough for the purposes of the error
estimation.

3.2.1 Semidiscretization of a simple ibvp with vanishing fluid velocity
at the endpoints

We consider first a simple ibvp for (SW) posed in the finite channel [0, 1]. Let
T > 0 be given. We seek n = n(x,t), u = u(z,t),for0 <z < 1,0<t < T,
satisfying

e+ (u)z + (Bu)z = 0,

ut—i—nx—i—uux :07

77(9?,0) - 770(35)7 u(x,O) - u0<l‘), 0<z<1,

u(0,t) =u(l,t) =0, 0<t<T.

0<x<1, 0<t<T, (3.1)

In [PT11] Petcu and Temam, using an equivalent form of (3.1), established
the existence-uniqueness of solutions (1, u) of (3.1) in H2 x H% N H{ for some
T = T(||n°2, ||u®||2) under the hypotheses that n° € H?, and, say, 3 € H?, such
that 7°(z) + B(z) > 0,z € [0,1], and u® € H? N H}. Moreover, they proved
that n(z,t) + S(xz) > 0 for (x,t) € [0,1] x [0,T], i.e. that the water depth is
always positive. (This property will be assumed in all the error estimates to follow
in addition to the sufficient smoothness of 77 and w.)

In order to solve (3.1) numerically let 0 = 21 < 22 < ... < xny4+1 = lbea
quasiuniform partition of [0, 1] with A := max;(x;+1 — x;), and for integers k, r
such that » > 2,0 < k < r — 2, consider the finite element spaces S, = {¢ €
€Pry, 1 <j < N}and Sy = {p € Sh:p(0) = (1) =0}.

Itis Well[gfgﬁgggvﬂ, see [Cia78], that given w € H", there exists x € S, such that
[w = x|l + Bllw' = X[ < Ch"[w ], (3.2a)
and, in addition, if > 3, such that
lw = xll2 < OB 2w, (3.2b)

where C' is a constant independent of / and w; a similar property holds in S}, o
provided w € H™ N H&. It follows from (3.2a), cf. [DDW75], that if P is the
L?-projection operator onto Sy, then

[Pw|; < Clwl|:, Ywe H', (3.3a)
[Pwlle < Cllwllee, Y € C?, (3.3b)
|Pw —w|re < CH w0, YweC, (3.3¢)
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and that the analogous properties also hold for Py, the L2-projection operator onto
Sh.0. In addition, as a consequence of the quasiuniformity of the mesh, cf. [Cia78],
the inverse properties

Il < Ch7YIxI,  Ixlloo < CRTUFYP Iy, j=0,1, (B4

hold for x € S, or x € Sh.0.
The standard Galerkin semidiscretization of (3.1) is defined as follows: Seek
Np - [O,T] — Sy, up : [O,T] — S}ho, such that for ¢t € [O,T]

(Mnts ) + ((Mnun)e, 9) + ((Bun)e, ¢) = 0, Vo € Sh,

(3.5)
(uhta X) + (nhw7 X) + (Uhuhrv X) = 07 VX S Sh,07

with initial conditions
T]h(O) =P no, uh(O) = PO uQp-. (3.6)

We will prove below that the semidiscrete approximations (7, up) satisfy an
L2-error bound of O(h™~1). Tt is well known that this order of accuracy cannot
be improved in the case of the standard Galerkin finite element method for first-
order hyperbolic problems in the presence of general nonuniform meshes, [Dup73],
[AD16]; for uniform meshes better results are possible, cf. [AD16] and the numer-
ical experiments of section 3.3.

Proposition 3.1. Let (n,u) be the solution of (3.1), assumed to be sufficiently
smooth and satisfying B +n > 0in [0,1] x [0,T), where 8 € C, 8 > 0. Let
r > 3 and h be sufficiently small. Then, the semidiscrete ivp (3.5)—~3.6) has a
unique solution (np, up,) for t € [0, T, such that

_ _ < r—1 .
max (=l + o= ) < 07, 67

where, here and in the sequel, C' will denote a generic constant independent of h.

Proof. As the proofis similar to that of Proposition 2.2 in [AD16], which is valid in
the case of horizontal bottom (3(z) = 1), we will only indicate the steps where the
two proofs differ. Weletp :=n—Pn,0 :=Pn—np, 0 := u—Pou, £ := Pou—uy.
While the solution exists we have

(0t7 ¢) + (/B(&C + Uw)? ¢) + (/Bx(g + 0)7 d)) + ((TIU)x - (nhuh)m d)) = 07
Ve € Sh,
(&, x) + (02 + pos X) + (Ut — upUpz, X) =0, VX € Spo.  (3.9)

(3.8)

Taking ¢ = 6 in (3.8) and integrating by parts we have

38t 101% + (B + n)€l2, 0) = (804, 0) — (B:0,0) — ((n0)2,0) — ((up)a,6)
— ((u0),0) + ((po)2,0) + ((00),0) + ((p€),0) + ((68)2,0). (3.10)
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In view of (3.6), we conclude by continuity that there exists a maximal temporal
instance ¢, > 0 such that (9, up) exist and ||€;]|cc < 1 for ¢ < t;. Suppose that
ty, < T'. Using the approximation and inverse properties of .Sy, and S}, o, we may
then estimate the various terms on the r.h.s. of (3.10) for ¢ € [0, ¢},] in a similar way
as in [AD16], since 3 € C*, and conclude that for ¢ € [0, 1]

a0l = (v,02) < CHO] + (161 + 11€11%), (3.11)

where we have put v := (8 + n)¢.
We turn now to (3.9) in which we take x = Poy = Po[(B+n)¢]. For0 <t <t
it follows that

(&6:7) + (62, Poy) = =(pa, Poy) = (u€)2, Poy) — ((u0)a, Poy)
+ ((08)2,Po) + (004,P07) + (£, Poy).  (3.12)
Arguing now as in [AD16], since 3 € C*, noting that
((u€)z,Poy) = ((u€)a Poy =) + (uz(B +1),€2) — 5([(B +n)uls, €),
and using a well-known superapproximation property of Sy, ( to estimate the term
Poy—m
[Poy = Il = [IPo[(B +n)&] = (B +n)éll < Chlig]l;

we get
|((u€)z, Poy)| < ChliE|LIE] + CllEN* < Clle]*.

With similar estimates as in [AD16], using the hypothesis that ||{;]|c < 1 for
0 <t < tp, we conclude from this inequality and (3.12) that for 0 < ¢ < ¢,

(& (B+m)€) + (82, Poy) < C(A" M€l + [IE]1%).- (3.13)
Adding now (3.12) and (3.13) we obtain
3atl01% + (&6, (B +mE) + (62, Poy — ) < CR™ (161 + €D + 161> + 11€]1°]-

But, since 8 = B(x), we have (&, (8 + n)€) = 13((8 + n)€, &) — (s, €).
Therefore, for 0 <t < ¢y,

331017 + (B +mE &) < Ol (191 + llEl) + 161> + N1€11?),

for a constant C' independent of h and ¢;,. Since 5+ > 0, the norm ((8+47) -, -)1/2
is equivalent to that of L? uniformly for ¢ € [0, T']. Hence, Gronwall’s inequality
and (3.6) yield for a constant C' = C(T")

6] + I€]| < Ch™™1 for 0 <t <ty (3.14)

We conclude from (3.14), using inverse properties, that ||€,|lcc < Ch™5/2 for
0 <t < ty,and, since r > 3, if h is taken sufficiently small, we see that ¢, is not
maximal. Hence we may take ¢, = T  and (3.7) follows from (3.14). O

The hypothesis that » > 3 seems to be technical, as numerical experiments
indicate that (3.7) apparently holds for r = 2 as well, cf. [AD16].
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3.2.2 Semidiscretization of an ibvp with absorbing (characteristic) bound-
ary conditions in the supercritical case

We consider now the shallow water equations with variable bottom with transparent
(characteristic) boundary conditions. First we examine the supercritical case: For
(x,t) € ]0,1] x [0,T] we seek n = n(x,t) and u = u(x, t) satisfying the ibvp

ne + (Bu)z + (Mu)z =0,

U + 1y + vy, =0,

n(x,0) =n°(x), u(z,0)=u(z), 0<z<I1,
n(0,t) =mno, u(0,t) =up, 0<t<T,

0<z<1, 0<t<T, (3.15)

where 3 € C1, 1%, u° are given functions on [0, 1] and 79, ug constants such that
B(x) +mno > 0,ug > 0,uy > +/B(x) +no, x € [0,1].

The ibvp (3.15) was studied by Huang et al., [HPT11], in the more general case
of the presence of a lateral component of the horizontal velocity depending on z
only (nonzero Coriolis parameter). In the simpler case of (3.15), we assume that
(10, up) is a suitable constant solution of (3.15) and that 7°(z), u®(z) are suffi-
ciently smooth initial conditions close to (7, ug) and satisfying appropriate com-
patibility relations at x = 0. Then, as is proved in [HPT11], given positive constants
co, 0, G, 0 and ZO, there exist a 7" > 0 and a sufficiently smooth solution (7, u) of
(3.15) satisfying for (z,t) € [0, 1] x [0, T’ the strong supercriticality properties

u’ = (B+n) > c, (3.162)
u Z o, (3.16b)
¢ < (B+n) <o (3.16¢)

For the purposes of the error estimation to follow we will assume in addition
that the solution of (3.15) satisfies a strengthened supercriticality condition of the
following form: There exist positive constants a, and b, such that for (z,¢) €
[0,1] x [0,T]

B+n>b, (3.17a)
u > 2a, (3.17b)
B+n< (u—a)(u—22). (3.17¢)

Obviously (3.17a), (3.17b) and (3.17¢) imply that u > /3 + 7. It is not hard
to see that (3.17c) follows from (3.16a)—(3.16¢) if e.g. «y is taken sufficiently small
and cg sufficiently large. We also remark here that in the error estimates to follow,
(3.17¢) will be needed only at z = 1 for ¢ € [0, 7.

We will approximate the solution of (3.15) in a slightly transformed form. We
let 7 = 1 — np, 4 = u — ug and rewrite (3.15) as an ibvp for 7 and @ with homo-
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geneous boundary conditions. Dropping the tildes we obtain the system

Nt + oMz + (6 + 770)”36 + (nu)x + (u + uO)Bﬂc =0,

0<z<1 0<t<T,
Ut + Mg + oy + uty = 0,

(3.18)
n(x,0) =n°(x) —no, u(z,0)=u’(x) —up, 0<z<1,
n(0,t) =0, u(0,t)=0, 0<t<T.
In terms of the new variables (3.17a)—(3.17c) become
B+n+mn =0b, (3.19a)
u+ ug > 2a, (3.19b)
B4n+m < (u+ug—a)(u+up— 22). (3.19¢)

In the rest of this subsection, for integer & > 0, let ok = {v € Ck[0,1] :
v(0) = 0}, and H*+! = {v € H*1(0,1) : v(0) = 0}. Using the _hypotheses
of section 3.2.1 on the finite element space discretization we define Sh = {qb €
C”" 2. (b‘[x ] eP1,1<j5 < N} and P the L? projection operator onto Sh
Note that (3. 2) (3.4) also hold on Sh mutatis mutandis.

The standard Galerkln semidiscretization of (3.18) is defined as follows: We
seek np, up, : [0,7] — Sh such thatfor 0 <t < T

(Mht> @) + (wonha, @) + ((B + 10)une, @) + (Mhun)z, @) + ((un + uo)Be, @) = 0,

VQZ) € §h7
(3.20)
(ht, @) + (s @) + (U0Unz, B) + (Unting, ¢) = 0, Vo € S,
(3.21)
with
mh(0) =P°(n°(:) —mo),  un(0) =P(u’(:) — up). (3.22)

The boundary conditions implied by the choice of §h are no longer exactly
transparent, but they are highly absorbing as will be seen in the numerical experi-
ments of Section 3.3.

Proposition 3.2. Let (1, u) be the solution of (3.18), and assume that the hypothe-

ses (3.19a)—(3.19c¢) hold, that r > 3, and h is sufficiently small. Then the semidis-
crete ivp (3.20)~(3.22) has a unique solution (np, uy) for 0 < t < T satisfying
o < 7‘71' .

omax () = m@)l + l[u(t) — ua()]]) < Ch (3.23)

Proof. Let p = 77—P077, 0 =P°n—mp o0 =u—Pu & =Pu— uy After

choosing a basis for Sh, it is straightforward to see that the semidiscrete problem

represents an ivp for an ode system which has a unique solution locally in time.
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While this solution exists, it follows from (3.20)—(3.22) and the pde’s in (3.18),
that

(0¢, 0) + (uo(pe + 02),0) + ((B+m0) (02 + &), &) + ((u — nrup)e, <z5)+0
((U + 6)627 ¢) = 07 v¢ € Sh7
(&6, 8) + (pu + 02, ) + (W0(04 + £2), 6) + (Wit — Upupe, @) = 0, Yo € Sy,

Proceeding as in the proof of Proposition 2.1 of [AD17], which is valid for a hori-
zontal bottom, we obtain from the above in the case of variable bottom that

(0, &) + (10, &) + (Var &) + (u0)2, 8) — ((0€)s, ) = —(R1,0), Vo € S,
(3.24)

(€6, 0) + (B2, &) + (u0Ea, @) + (U0 @) — (E€u, ) = —(Ra, @), Vo € S,
(3.25)

where y = (8 + 1 + )¢ and

Ry = uppsz + (ﬁ + 7]0)0':1: + 0B + (770)1 + (up)x - (pa)x - (pg)az - (90-):07
(3.26)

Ry = py + upoz + (u0>$ - (J§)$ — 00g. (3.27)

Putting ¢ = 6 in (3.24), using integration by parts, and suppressing the dependence
on t we have

S 51611 = (7, 02) + 5 (uo + u(1))6%(1) + (B(1) + 1o + n(1))E(1)6(1)
— 36(1)0%(1) = =3 (us0,0) + 5(6:0,60) — (R1,0). (3.28)
Take now ¢ = P*y = P[(8 + 1o + n)¢] in (3.25) and get

(& 7)+ (0, 7) + (woba, 7) + (1) 2, 7) — (€2, ) = —(R3, P y—7) — (R2, P¥ ),
(3.29)
where

R3 = 0, + uoéy + (ug)x — &8 (3.30)

Integration by parts in various terms in (3.29) gives
(&6, 1)+ (02, )5 (wo+u (1)) (B(1) +nm0+n(1)E3(1) = 5 (B(L) +mo+n(1)€3(1)
= (R4, €) — (B3, P"y =) — (B2, P"7), (3.31)
where
Ry = uo(Be+12)E = Stua (B+n0+m)E+ 3u(Be+12) — 5 (B +12)6. (3.32)
Adding now (3.28) and (3.31) we obtain

+ 5(620,0) = (R1,0) + (Ra, &) — (R3, P’y — ) — (R2,P"7), (3.33)
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where

(o + u(1))6%(1) + 5 (uo +u(1))(B(1) +mno + n(1))§*(1)

w=}
+ (B(1) +n0 + n(1)EM)O(1) — 56(1)6%(1) — 5(B(1) 410 + n(1)E*(1).
(3.34)

In view of (3.22), by continuity we conclude that there exists a maximal temporal
instance ¢, > 0 such that (7, up) exist and ||€;]|co < a for ¢ < t;. Suppose that
tn < T. Then, since ||{||oo < ||€2]|o0s it follows from (3.34) that for ¢ € [0, 1]

w > 5(uo +u(l) = a)f?(1) + 5(B(1) +no +n(1)) (uo +u(l) — 3) £(1)

#8004+ nemea) = seaneny” (5 5) (6)). 639

where 1 = up 4+ u(l) — a, A = B(1) + mo + n(1), v = ug + u(1l) — 2. The
hypotheses (3.19a)—(3.19b) give that 0 < pu < v, A > 0. It is easy to see then
that the matrix in (3.35) will be positive semidefinite precisely when (3.19¢) holds.
Hence, (3.35) implies that w > 0.

We now estimate the various terms on the right-hand side of (3.33) for 0 <t <
tn. As in the proof of Proposition 2.1 of [AD17] adapted in the case of a variable
B(z) € C! and using an appropriate variable-/3 superapproximation property to
estimate || Py — 7|, we finally obtain from (3.33) and the fact that w > 0, that for
0 <t < ty, it holds that

gt (1017 + (B +m0 + )&, )] < CRH(I61 + i€l + C 011> + l1€N),

where C is a constant independent of / and ¢;. By (3.19a) the norm ((5 + np +
n)-,-)}/? is equivalent to that of L? uniformly for t € [0,7]. Hence, Gronwall’s
inequality and the fact that #(0) = £(0) = 0 yield for a constant C' = C(T")

161 + [|€]l < Ch™™ for 0 <t <ty (3.36)

We conclude from the inverse properties that [|£,]|ec < Ch™=%/2 for 0 < t < ty,
and, since r > 3, if h is taken sufficiently small, ¢} is not maximal. Hence we may
take ¢, = T and (3.23) follows from (3.36). O

3.2.3 Semidiscretization in the case of absorbing (characteristic) bound-
ary conditions in the subcritical case

We finally consider the shallow water equations with variable bottom in the pres-
ence of transparent (characteristic) boundary conditions in the subcritical case.
In this case, instead of the variable 7, we will use the total height of the water,
H = +n. For (z,t) € [0,1] x [0,T] we seek H = H(z,t) and u = u(x,t)
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satisfying the ibvp

H, + (Hu), = 0,
e+ (Hu)s 0<z<1, 0<t<T, (3.37)
up + Hy + uuy = By,

H(z,0) = H(z), w(z,0)=u"z), 0<z<1,
U(O,t)—FZ\/H(O,t)ZUO+2\/H0, 0<t<T,
u(l,t)—Z H(l,t):uO—2\/H0, OStST,

where H?, u are given functions on [0, 1] and Hp, ug constants such that Hy > 0
and ug < Hy.

Implicit in the formulation of the boundary conditions in (3.37) is that outside
the spatial domain [0, 1] v and H are equal to constants ug, Hy, respectively. The
ibvp (3.37) in a slightly different but equivalent form was studied by Petcu and
Temam, [PT13], under the hypotheses that for some constant ¢y > 0 it holds that
u? — Hy < —c3 and that the initial conditions H°(x) and u°(x) are sufficiently
smooth and satisfy the condition (u°(z))? — H(x) < —c3 and suitable compati-
bility relations at x = 0 and x = 1. Under these assumptions one may infer from
the theory of [PT13] that there exists a ' > 0 such that a sufficiently smooth solu-
tion (H, ) of (3.37) exists for (x,t) € [0, 1] x [0, 7] with the properties that H is
positive and the strong supercriticality condition

u? — H < —c3, (3.38)

holds for (x,t) € [0, 1] x [0,T]. Here we will assume that the solution satisfies a
stronger subcriticality solution; specifically that for some constant ¢y > 0 it holds
that

up + v/ Ho > co, wp—+/Ho< —co, (3.39a)
and for (z,t) € [0,1] x [0,T] that

u+VH>cy, u—vVH<—c. (3.39b)

In this section we will approximate the solution of (3.37) after transforming the
system in diagonal form. We write the system of pde’s in (3.37) as

H; H,\ (0
Bt om
where A = <11L Z) The matrix A has eigenvalues \; = u+vVH, \y =u—VH,

(note that (3.39b) implies that A\; > c¢p and Aoy < —cp in [0, 1] x [0, T7]), with
associated eigenvectors X1 = (VH, 1)T, Xy = (- VH, 1)T. If S is the matrix
with columns X7, X5 it follows from (3.40) that

) D) e
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If we try to define now functions v, w on [0, 1]x [0, T'] by the equations S~* (Ij) =
t

) H ) . . .
( t), St < I) = ( r ), we see that these equations are consistent and their
Wy Uy, Wy

solutions are given by v = %u +VHA+cp,w = %u — V' H + ¢y, for arbitrary
constants ¢,, ¢,,. Choosing the constants ¢, ¢, so that v(0,t) = 0, w(1,t) = 0,
and using the boundary conditions in (3.37) we get

v:%[u—uo—l—Q(\/ﬁ—&))], wZ%[U—UO—Q(\/ﬁ—éo)} (3.42)

where §o = +/Hy. The original variables H, u are given in terms of v and w by
the formulas

H=(3v-w)+d)* u=v+w-+ug (3.43)
Since
M:u+¢§=w+%+&§”ﬂ N = u—VH = ug— o+ - +%)GM)

we see that the ibvp (3.37) becomes

Ut uo—}—éo—i—?’l’% 0 Vr\ _ 1 1
<wt> + < 0 up — 50 + v+23w Wy - QBLB 1/

0<z<1, 0<t<T. (345
v(z,0) =2%(z), w(z,0)=u’(z), 0<z<I1,
0,6)=0, w(l,t)=0, 0<t<T,

v(
where UO( ) = %[uo(m) —ug + 2(y/HO(z) — &), w°(2) = $[u’(z) — up —
2(vHO(z . Under our hypotheses (3.45) has a unique solution in [0, 1] x

[0, T] Wthh w111 be assumed to be smooth enough for the purposes of the error
estimation that follows.

Given a quasiuniform partition of [0, 10] as in section 3.2.1, in addition to the spaces
defined there, let for integer k > 0 @F = {f € C*[0, 1] f( ) = 0}, f]{kH =
{f € HkH(O 1), f(1) = 0}, and, for integer r > 2, Sh {¢p € 2 .
thx]’xjﬂ € P,_1,1 < j < N}. Note that the analogs of the approximation
and inverse properties (3.2), (3.4) hold for Sh as well, and that the estimates in
(3.3) are also valid for the L? projection P! onto Sh, mutatis mutandis. The (stan-
dard) Galerkln semldlscretlzatlon of (3.45) is then defined as follows: Seek vy, :
[0,7] — Sh, wh : [0,T] — Sy, such that for ¢ € [0,T]

(0nts 8) + (10 + 60)Vhes ) + (VhVRzs D) + 3 (Whta, &) = 1(Ba, B), Vo € Sh,
(3.46)
(Wht, X) + ((10—60) Wz, X) + 3 (WhWhzs X) + 3 (VhWha, X) = 3(Be, X), VX € Sh,
(3.47)

with
vn(0) = P°(v?),  wy(0) = P'(u"). (3.48)
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The boundary conditions induced by the finite element spaces and the discrete vari-
ational formulation (3.46)—(3.48) are no longer exactly transparent; they are highly
absorbent nevertheless as will be checked in numerical experiments in Section 3.3.
The main result of this section is

Proposition 3.3. Let (v, w) be the solution of (3.45) and assume that the hypothe-
ses (3.392)—(3.39b) hold, that v > 3, and that h is sufficiently small. Then the
semidiscrete ivp (3.46)—(3.48) has a unique solution (vp,wy) for 0 < t < T that
satisfies

— — < Ch L 4
Orgnt%(\\v opl| + [[w — wal]) < Ch (3.49)

If (H,u) is the solution of (3.39) and we define

Hy, = [3(vn — wp) +60)?,  wp, = vp, + wp, + uo, (3.50)

then
H—-H — < Ch L 3.51
OrgtagT(H rll + llu —upll) < (3.51)

Proof. Letp—vaov H—Povah, o=w—Plw, & =P w—w, After
choosing bases for Sh and Sh we see that the ode ivp (3.46)—(3.48) has a unique
solution locally in time. From (3.45) and (3.46), (3.47) we obtain, as long as the
solution exists,

(9t7 ¢) + ((UO + 50)(0:13 + P:r)7 ¢) (Uvm UhVUhy, ¢) o
%(U]’Um WhVnhz, ¢) =0, \v/¢ € Shs

(&, x) + ((uo — 60) (02 + &), x) + (wwx WhWhz, X) .
%(vwx — VpWha, X) = 0, VX € Sp,

(3.52)

(3.53)

Now, since
VU — UpUhg = (VP)z + (V0)z — (p0)z — ppz — 00,
WUz — WhVpy = W(pe + 0z) +v2(0 + &) — (pr + 02) (0 +§),
WWy — WhWhy = (’LUO')x + (wf)x — 00y — ggaca
VWg — VhWhy = U(Ux - fm) + wx(p + 9) - (Uz + gx)(p + 9)'
it follows that
Vg — UpUhg = (V8)g — (00)y + Ri1, wug — wpvpe = —0,€ + Ri2, (3.54)
WWy — WpWhy = (WE) g — & + Ro1,  vwz — VpWhy = —E&20 + Roa, (3.55)

where

Ry = ('Up)ar - (pg)a: — PPz, Ri2 = wpge + Wy + 020 + V2§ — ppo — pe§ — 00,
(3.56)

Ro1 = (wo )y — (0€)y — 004, Rog = vy + v€y + Wyp + Wyl — 0zp — 050 — Eup.
(3.57)
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Putting now ¢ = 0 in (3.52) and x = £ in (3.53) we obtain

31617 + ((uo + 60)0a,0) + 3((v0)a, ) — 5(66.,6) (3.58)
= —((uo + 80)pz,0) — 5(Ri11,0) + 5(6:€,0) — 3(Ru2,6) |
Bar €17 + (w0 — 806, ) + 3((wE)s. &) — 366 ), (3.59)

= —((uo — 60)0z, &) — 3(Ro1, &) + 1(&:0,€) — 3(Ra2,0).

Integration by parts yields (we suppress the t-dependence)

ug + do
2

((uo + 60)0s,0) = 6%(1), ((ub)g,0) = %(vze,e) - %v(1)92(1),

(06..0) = 0°(1). (w0 — )6, &) =~ Pe(0),

(wE)2€) = 5(wa6,€) = w(O)EH(0),  (En,) = —5€50).

Hence, (3.58) becomes

B3 1017 + 36%(1)(uo + 6o + §u(1) —6(1)) =
— (0 + 80)pi,0) = $(00,0) + 3(0:6,0) = $(R1.0) = $(Ruz.0).

By (3.39b) and (3.44) we see that ug + o + %v(l) > co > 0. Therefore the above
equation gives

S + (co — 0(1))6(1) < —((uo + 60)pa 0)
— 3(vs0,0) + 5(02€,0) — 3(R11,0) — 3(R12,0). (3.60)

Similarly, for (3.59) we obtain

2811g)? + Le2(0)(—(uo — do + 3w(0)) +£(0)) =
— ((uo = 00)02,€) + 5(&0, ) — $(wa&, &) — §(Ra1, &) — 5(Raz, €).

Again, by (3.39b) and (3.44) we get ug — dp + 5w(0) < —co < 0. We conclude
that

L€ + L(co + £(0)E2(0) < —((ug — )0, €)
+ 5(&0,8) — 3(wa€,€) — 3(Ra1,€) — 3(Ra2,€). (3.61)

Finally, adding (3.60) and (3.61) we get, as long as the solution of (3.46)—(3.48)
exists, that

241012+ 1€012) + 2(co — 0(1))6%(1) + $(co + £(0))£2(0)
< —((uo + 60)pz, 0) — (o — 30)0z, €) — 2(v20,0) — 3(w,&, €)

+ 5(026,8) + 3(&0,8) — 3(R11,0) — $(Ri12,60) — 3(Ra1,€) — 5(Raa, €).
(3.62)
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In view of (3.48), by continuity we conclude that there exists a maximal temporal
instance t5, > 0 such that vy, wy, exist for ¢ < ¢;, and

16() 11,00 + 1€(E) 1,00 < o, E € [0, 24]. (3.63)
Suppose that ¢, < T. For ¢t € [0, ¢,] we have by (3.63)
3(co = 0(1)0(1) + 3(co + £(0))€7(0) = 0, (3.64)

and
L1(0:€,0)] + 11(£:0,€)| < Seol0]]]1€]- (3.65)

We obviously have
(020, 0)| + [(wat, ) < C16]” + [[€]I*)- (3.66)

Usil(}g now the approximation and inverse properties (3.2)—(3.4) for §h (and also
for §;,) we estimate the rest of the terms in the right-hand side of (3.62) as follows.
We first clearly have

|((uo + 00)pz, )| + |((uo — o)z, )| < CR™H(|I6] + [I€]])- (3.67)

Integrating by parts we see by (3.56) that

(Rllv 0) = ((Up)m, 0) - ((p9)$76) - (pprv 0)
= v()p(1)0(1) = (vp,62) — p(1)6*(1) + (08, 62) — (ppu, 6).

Therefore

|(B11,0)] < CllplloolOlloc + Cllplloo bz

+llollso 16113 + Nolloo 181116211 + llolloo 1o 161
< Ch'||6llos + CR" |0zl + CRT0II3, + CRT (10111021 + Ch* = [10]

< Ch™ (|16l + 11611%).
(3.68)
Integration by parts and (3.56) yield for the R;5 term that

(R127 9) = (wpl‘7 9)_%(11]3397 6)+(UI07 0)"‘(”:557 6)_(Pw0'7 9)_(px§7 6)_(9Z‘U7 9)
Hence, similarly as above

|(Ri2,0)| < CR™ 10| + C|10]]> + CR™[|0]] + C| |1 116]]
+CRF 6] + Ch" € |oo 16 + CRT (16| o162 (3.69)
< ChY0]| + Cllo]1% + Cligllie].-

Again, using integration by parts and (3.56) for the Ro; term, we obtain

(Ro1,€) = —(wo, &) — w(0)a(0)€(0) + (0€, &) + 0(0)€*(0) — (004, €).
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Therefore

[(R21,)| < Cllollél + Cliollcoll€]loo
+llollsolléléal + lolloo 1€ NIZ, + llollsslloz 1]l
< O ||&oll + O™ |[€lloo + CRTIIENNEx | + CRTIIENS + Ch* €]

< CRH([l€l =+ 11€11P).-
(3.70)
Finally, by (3.56) and integration by parts we have for the Ray term

(R22,€) = (000, ) =5 (va€, &) +(wap, §)+(wa, §) = (00p, §) (000, €)—(pEa, €)-

Hence,

|(Ra2, )| < Clloallli€l + CliEl® + Clipllliel + Clieligll
+ llozlllplloclIEll + o [l[10lloc €]l + llolloo 1€ 11€]]
< Ch gl + Clel? + O ligl + Cllellliell + Ch gl 3.71)
+CH 0l llENl + CRT €€l
< CHHlgll + Cligl® + Clifig]l-

By (3.62), taking into account (3.64)—(3.71) we see that
sar (1617 +1El?) < Chm=H (1ol + liEl) + C el + 1l€l®),  t € [0, ).
An application of Gronwall’s Lemma and (3.48) yield
16| + 1€ < Ch™, t e [0,th], (3.72)

from which by inverse assumptions it follows that [|0]|1 s + [|€]1,00 < ChT—5/2
for t € [0,t]. Since it was assumed that » > 3 this contradicts the maximality
of ¢, and (3.72) holds for 0 < ¢t < T. The estimate (3.49) follows. Since now
v = valloe < llplloe + [10]loe < CR™3/2 and similarly [|w — wp|ee < ChT—3/2,
and since

H — Hy, =[50+ 1((v — w) + (v — wn)[(v — w) — (0, — wp)],

we conclude that ||H — Hy,|| < C(||v — vp|| + |w — wy||) < Ch™L. Similarly
|l — up|| < ||v —vp|| + |lw —wp| < Ch™1, and the proof of Proposition 3.3 is
now complete. 0

3.3 Numerical experiments

In this section we present results of numerical experiments that we performed solv-
ing numerically the shallow water equations using standard Galerkin finite element
space discretizations like the ones analyzed in the previous section. The semidis-
crete schemes were discretized in the temporal variable by the ‘classical’, explicit,
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4-stage, 4M-order Runge-Kutta scheme (RK4), unless otherwise indicated. The re-
sulting fully discrete scheme is stable and fourth-order accurate in time provided
a Courant-number stability condition of the form % < « is imposed; here k de-
notes the (uniform) time step. In the case of a horizontal bottom the convergence
of this scheme for the ibvp (3.1) was analyzed in [ADK19] and used in numerical

experiments for the absorbing b.c. ibvp’s (3.15) and (3.37) in [AD17].

In section 3.3.1 below we use this fully discrete scheme to study computation-
ally various issues related to the discretization of the ibvp’s with absorbing (char-
acteristic) b.c.’s considered in sections 3.2.2 and 3.2.3. In section 3.3.2 we write
the shallow water equations in the form of a balance law and study various issues
of the numerical solution of this model with Galerkin-finite element methods, in-
cluding questions of ‘good balance’ of the schemes. Since the numerical method
simulates only smooth solutions, initial conditions and bottom topographies were
taken to be of small amplitude to ensure that no discontinuities developed within
the time frame of the experiments.

3.3.1 Absorbing (characteristic) boundary conditions

In the numerical experiments of this section we use the standard Galerkin finite el-
ement method with continuous, piecewise linear functions for the space discretiza-
tion of the numerical solution of the ibvp’s with absorbing (characteristic) boundary
conditions considered in sections 3.2.2 and 3.2.3. The theoretical error estimates in
Propositions 3.2 and 3.3 require at least piecewise quadratic elements, i.e. r > 3,
and predict L2-error bounds of O(h"~1) for quasiuniform meshes. The results of
numerical experiments shown in the sequel suggest that the method works with
piecewise linear functions (i.e. » = 2) as well, and in this case the L? errors for a
uniform mesh are of O(h?).

In the supercritical case, in order to find the numerical convergence rates of
the scheme (3.20)—(3.21) we consider an ibvp with 179 = 1, ug = 3 and a bottom
function and exact solution given for z € (0, 1) by

B(z) =1 —0.04exp(—100(z — 0.5)?),

n(x,t) = zexp(—axt) +no, u(x,t) = (1 —x — cos(mz))exp(2t) + up.
(3.73)
(The initial conditions and an appropriate right-hand side were computed from these
formulas.) The problem was solved with a uniform mesh with h = 1/N and k =
h/10. The L? errors and rates of convergence at 7' = 1 are shown in Table 3.1.

In the case of a subcritical flow we consider an ibvp with ng = 1, ug = 1, and
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n U
N Lo error rate Ly error rate
40 | 1.3202e-03 - 6.1375e-03 -

80 | 3.2932e-04 2.003 | 1.5334e-03 2.001
160 | 8.2245e-05 2.001 | 3.8335e-04 2.000
320 | 2.0550e-05 2.001 | 9.5918e-05 1.999
640 | 5.1361e-06 2.000 | 2.4070e-05 1.995

Table 3.1: L2 errors and rates of convergence at T' = 1, r = 2, supercritical case,
(3.73), h=1/N, k/h = 1/10.

bottom function and exact solution given for z € (0, 1) by

B(x) =1 —0.04exp(—100(z — 0.5)?),

n(z,t) = (z + 1) exp(—xt), (3.74)
u(x,t) = (22 4 cos(wz) — 1) exp(t) + zA(t) + (1 — z)B(¢),
where

A(t) = 2+/1+n(1,t) +up — 24/1 + no,

B(t) = —=24/1+n(0,t) + ug + 2+/1 + np.
(The initial conditions and an appropriate right-hand side were computed by these
formulas). The problem was solved by the scheme (3.46)—(3.48), (3.50), with h =

1/N and k = h/10. The L? errors and rates of convergence for the variables 7 and
uwatT" = 1 are shown in Table 3.2.

n U
N Lo error rate Lo error rate
40 | 7.8451e-03 - 4.7238e-03 -

80 | 1.9602e-03 2.001 | 1.2154e-03 1.959
160 | 4.8955e-04 2.001 | 3.0717e-04 1.984
320 | 1.2229e-04 2.001 | 7.7169e-05 1.993
640 | 3.0560e-05 2.001 | 1.9349e-05 1.996

Table 3.2: L? errors and rates of convergence at ' = 1, r = 2, subcritical case,
(3.74), h=1/N,k/h = 1/10.

It is clear that Tables 3.1 and 3.2 suggest that the L? convergence rates are
optimal in the case of piecewise linear elements on a uniform mesh.

In order to check further the accuracy of the numerical schemes we consider in
the supercritical case a problem with a variable bottom having a single hump, and
constant initial conditions on (0, 1) given by

B(x) =1 —0.4exp(—100(z — 0.5)%),

@) =m=1, u(x)=u=3 (3.75)
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that we integrate numerically using h = 1/400, K = h/3. In Figure 3.1 we show
some profiles of the temporal evolution of the numerical solution up to ¢ = 0.5.
The data given by (3.75) and the boundary conditions generate a wave moving to
the right and sensing the effect of the variable bottom which is centered at z = 0.5.
There are no spurious oscillations reflected from the boundary x = 1 as the wave
exits. By ¢t = 0.5 the solution has attained a steady state shown in (3.1(d)).

The steady state of such flows is straightforward to determine analytically. Its

profile n = n(x), u = u(x) satisfies the equations
((B+mn)u), =0,
Ly (3.76)

from which using the boundary conditions at z = 0, we see that u is given in terms
of n by
o (m+5(0))

, (3.77a)
n+p
where 7) is the physically acceptable solution of the cubic equation
(1 +5)* (10— 10 — 3ud) + 5uj (o + 6(0))* = 0. (3.77b)

(For the analysis of the solutions of the steady-state problem, cf. [HK68]). We
checked the ability of the code to preserve steady-state solutions by taking the pro-
file computed analytically from (3.77) for this problem as initial condition and inte-
gratingup to t = 0.6. The difference between the final profile and the L? projection
of the analytical initial condition was of O(10~?) in L? for both components when
h =1/400, k = h/10.

In Figure 3.2 we show instances of the temporal evolution up to the attainment
of steady state (in (3.2(d))) of the supercritical flow generated with h = 1/400,
k= h/3,by no = 1, up = 3 and bottom topography and initial conditions given
on [0, 1] by

B(x) =1 —0.04exp(—1000(x — 0.75)?),

n°(z) = 0.05 exp(—400(z — 0.25)) + 7o, (3.78)

u®(z) = 0.1 exp(—400(x — 0.25)%) + ug.
The variable initial profile gives rise to a wavetrain that moves to the right, interacts
with the bottom and exits without spurious oscillations leaving behind the steady
state that depends only on 79, ug and .

We now present some analogous results in the subcritical case . We used the
fully discrete scheme with spatial discretization given by (3.46)—(3.48), (3.50); the
variables depicted in the figures are the approximations of 1 and u. The spatial
discretization was effected on [0, 1] with piecewise linear functions on a uniform
mesh with A = 1/2000; the time-stepping procedure was RK4 as usual with k£ =
h/10. In the first example we took 79 = 1, ug = 1 and

B(x) =1 —0.04exp(—100(z — 0.5)?),

n(z) = o, u(z) = up. (3.79)
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Figure 3.1: Evolution with data (3.75), supercritical case, r = 2, h = 1/400,
k=h/3.
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Figure 3.2: Evolution with data (3.78), supercritical case, r = 2, h = 1/400,

k= h/3.
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The ensuing evolution of the solution is shown in Figure 3.3. The generated wave
interacts with the bottom and forms pulses that exit without artificial oscillations at
both ends of the boundary; the steady-state solution may be found analytically as
before. When used as initial condition, its L2 projection differed from the numerical
solution at t = 2 by an L2-error of O(10~%) for this example.

An example of subcritical flow with variable initial conditions is shown in Fig-
ure 3.4, where we took 179 = ug = 1, and

B(x) =1 — 0.04exp(—100(z — 0.75)?),
n°(x) = 0.05 exp(—400(x — 0.5)%) + g, (3.80)
u®(x) = 0.1 exp(—400(z — 0.5)%) + ug

and integrated with h = 1/2000, & = h/10. A two-way wavetrain emerges and
attains steady-state by ¢ = 3.

We also tested the code in a few examples of the shallow water equations with
absorbing (characteristic) boundary conditions, written in dimensional form, i.e. as

ne+ ((B+nu), =0,

0<z<L, 0<t<T, (3.81)
Ut + gny + uu, =0,

with initial conditions n(x,0) = 7°(z), u(z,0) = u’(z), 0 < x < L, and anal-
ogous characteristic boundary conditions in the super- and subcritical cases. (The
Riemann invariants are now v & /g(8 + 1), g is the acceleration of gravity taken
as 9.812m/s?, and the bottom is at z = —3(x). If the bottom is horizontal it is
located at z = —hyg; in the general case hg will be a typical depth.)

As an example of supercritical flow we considered a numerical experiment
similar to the one described in Section 8.2 of [Shi+11]. Let B be the trapezoidal
profile given by

) L
0 (m——i—cn), if —ck<x—-L/2<—kK/2,

ck — K/2 2
~ do, if —k/2<x—-L/2<K/2,
oy ={" . / 2S5 )
S [y if k/2<z—-L/2<ck
ck — K/2 2 ’ - -
0, otherwise,

where L = 10°m, §o = 500m, & = L/10. The bottom was located at z =
—B(x), where B(z) = ho— (x), ho = 1000 m, and the problem (3.81) was solved
with characteristic boundary conditions and initial conditions 7°(z) = 79 = 0
and uo(x) = wug, where the constant ug was varied in order to give flows with
different Froude numbers F'r = ug/+/gho. We solved (3.81)—(3.82) numerically
with piecewise linear elements and RK4 on a uniform mesh with o = 1000 m,
k = 1s. Some profiles of the steady state of the free surface 7 and the associated

bottom function 3(x) for various Froude numbers and values of the parameter c are



74 CHAPTER 3. SHALLOW WATER EQUATIONS OVER VARIABLE BOTTOM

105 1.06
1.04
1.02 q
1
1 ~—— S—
0.98
095 1 1 1 1 1 1 1 1 1 0.96 1 1 1 1 1 1 1 1 1 |
0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1 0 0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 0.9 1
(a) n fort = 0.06 u for t = 0.06
1.05 1.06
104
102
. ]
1
0.98
0.95 1 1 1 1 1 1 1 1 1 0.96 1 1 1 1 1 1 1 1 1 |
0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
(b)nfort =0.17 ufort =0.17
— oo
1.05 .
1
0.95
0 0.1 0.2 0.3 0.4 05 0.6 0.7 08 09 1 0 0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 0.9 1
(¢)n fort =0.72 u fort =0.72
105 1.06
1
0.98
095 L L L L L L L L L 0.96 L L L L L L L L L
0 0.1 0.2 03 0.4 05 0.6 0.7 0.8 0.9 1 0 0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 0.9 1

(dnfort=2 ufort =2

Figure 3.3: Evolution with data (3.79), subcritical case, r = 2, h = 1/2000, k =
h/10.
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Figure 3.4: Evolution with data (3.80), subcritical case, r = 2, h = 1/2000, k =
h/10.
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Figure 3.5: Supercritical flows over a trapezoidal bottom, (3.81)—(3.82), r = 2,
h =1000m, k = 1s. (Upper figures: steady-state n(x); lower figures: 3(x).)

shown in Figure 3.5. As expected the eventual maximum value of 77 decreases as
F'r increases; the results are consistent with those of [Shi+11].

In an example of a dimensional subcritical flow we modified the profile given
in §5.1 of [Shi+11] in order to avoid discontinuity formation. Thus, the initial 7-
profile was rounded and its amplitude decreased. Let 5 be defined by
6 0 m(x —L/2)
+ 5 cos [ - } 3

— , if
2
0, otherwise,

Bla) =

< K,

(3.83)

where L = 10m, § = 5000m, k = L/10. The bottom was taken at z =
—B(x), where 8(z) = ho — B(x), ho = 10*m, and the problem (3.81) was
solved with characteristic boundary conditions with 179 = ug = 0 and °(z) =
0.2 ho exp [75.10—8 (z — 3L/20)/10)2], 0< <L, wheree =0.2.

The evolution of the n-profiles is shown in Figure 3.6 up to the attainment of
the steady state 7 = u = 0. The results resemble qualitatively those of [Shi+11].

3.3.2 Shallow water equations in balance-law form

In this section we consider the numerical solution by the standard Galerkin finite
element method of the shallow water equations written in balance-law form (i.e. in
conservation-law form with a source term), as

di + (du)z =0,

(du): + (du2 + %dQ)w = B'(z)d, (3.84)
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Figure 3.6: Subcritical flow over a hump, (3.81), (3.83), r = 2, h = 1000 m,
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where d = n+ 3 is the water depth assumed as always to be positive; the variables
in (3.84) are nondimensional. It is straightforward to see that the system (3.84) is
equivalent to (SW) since d # 0. In the sequel we will consider the periodic initial-
value problem for (3.84) on the spatial interval [0, 1] and assume that it has suffi-
ciently smooth solutions for ¢ € [0, 7], provided that /3 is smooth and 1-periodic.
We will discretize the problem in space on a uniform or quasiuniform mesh {x;}
in [0, 1] and seek approximations dp,, uy, of d, u, respectively, in the finite element
space S, = {¢ € C;,f : d)‘[zj@jﬂ] € P,_1,all j}, where as usual 7, k are integers
suchthatr > 2,0 < k <r—2,and C’[’f are the k times continuously differentiable,
periodic functions on [0, 1]. The semidiscrete approximations satisfy

(dht, @) + (dpup, @) = 0,
((dnun)e, ) + ((dpuiy + 3d3)e, @) = (B'dn, 0),
dp(0) =Pd", wu(0)=Pul, (3.86)

Vo € Spp, 0<t < T, (3.85)

where d°, u are the initial conditions of d and u, and P is now the L? projection
operator onto S, ,. (The second equation in (3.85) is advanced in time for the
variable vy, = dpuy, and uy, is recovered as vy, /dj,.) In the case of a uniform mesh it
is expected that the L? errors of the semidiscrete solution will be of O(h™) while, for
a quasiuniform mesh, of O(h"~1), cf. [AD16]. We verified these rates of accuracy
in numerical experiments using C° linear, C'? cubic and C* quintic splines (i.e.
spaces Sy, with r = 2, 4, and 6, respectively) on uniform and nonuniform spatial
meshes, coupled with explicit Runge-Kutta schemes of third, fourth, and sixth order
of accuracy, respectively. The fully discrete methods were stable under Courant
number restrictions. We note that in order to preserve the optimal order of accuracy,
say in the case of a uniform mesh, one has to compute the integrals that occur in
the finite element equations using, on each subinterval [z;, z;11], an s-point Gauss
quadrature rule with s > r — 1. For example, in the case of a cubic spline spatial
discretization, a 3-point Gauss rule is sufficient.

It is interesting to examine whether the method (3.85)—(3.86) preserves the still
water solution = 0, u = 0, e.g. of the periodic ivp for the shallow water equations
in the form (3.84). Discretizations that approximate accurately this solution are
called ‘well balanced’, cf. e.g. [BV94], and [ XZS10] and its references. (It is easy
to check that the standard Galerkin semidiscretization of the periodic ivp for (SW),
i.e. for the shallow water equations in their ‘nonconservative’ form, is trivially well-
balanced, since it satisfies 7, (z,t) = a, « constant, up(x,t) = 0 for all ¢ > 0 and
x € [0, 1], provided ny(z,0) = a, up(z,0) = 0. So, our attention is turned to the
periodic ivp for (3.84) and its standard Galerkin semidiscretization (3.85)—(3.86).)

For this purpose, since d = n + 3, assume that (suppressing the x-dependence
in the variables), d;(0) = P 3, un(0) = 0 in (3.86), and ask whether there exist
time-independent solutions of (3.85)—(3.86) that approximate well the steady state
solution d = (, u = 0 of the continuous problem. Taking u;, = 0 in (3.85)
we see that a steady-state solution dj, must satisfy (dpdp., @) = (dpf’, ¢), for all
¢ in S, p, from which it is evident that the source term 3 should be replaced by
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some approximation /35, € S, thereof. Moreover for the equation (dydj, , ¢) =
(dnf3},, ¢) tohold for ¢ € Sy, p, (this will imply that dj, = 3y, i.e. good balance), it is
necessary that the integrals on each subinterval [x;, x; 1] that contribute to these L?
inner products should be evaluated exactly. Since both integrands are polynomials
of degree at most 37 — 4 on each subinterval, if an s-point Gauss quadrature rule
is used (recall that such a rule is exact for polynomials of degree at most 2s — 1),
then it should hold that s > %(r — 1). For example, in the case of cubic splines
(r = 4), a 5-point Gauss rule must be used. Therefore, although a 3-point Gauss
is enough to preserve the optimal-order O(h*) L2-error estimate, good balance of
the solution with cubic splines requires that a 5-point Gauss rule be used. This is
confirmed by the results of the following experiment. We solve the periodic ivp for
(3.84) on [0, 1] by (3.85)—(3.86) using cubic splines for the spatial discretization
on a uniform mesh and taking 8(z) = 1 — 0.3 exp(—1000(z — 0.5)?), h = 0.02,
k = 0.01, up(0) = 0, d,(0) = PS. Table 3.3 shows the error dp (1) — d(0)
(where dp (1) = dh}Tzl) in the L2 and L> norms when the analytical formula of
B or By, = P f3 is taken in the source term, and a 3- or a 5-point Gauss rule is used.
It is evident that when b, = P 8 and a 5-point Gauss quadrature rule is used, the

dn(0) | B in source term f}gfs?%le) lldp(1) = dp, (0)]| | l|dn(1) = dn(0)]loe
P g | analytical formula 3 1.8191e-4 8.3845e-4
Ps By, =Pp 3 1.2204e-6 4.7085e-6
Ps By, =Pp 5 3.7458e-15 1.0214e-14

Table 3.3: Treatment of source terms and effect of quadrature in (3.85)—(3.86),
cubic splines and RK4, h = 0.02, k = 0.01, T = 1.

scheme is well balanced to roundoff and there is no influence of the time-stepping
error. It should be noted that similar results were found when dj,(0) and /), were
taken as the cubic spline interpolant of 3 at the nodes, and when piecewise smooth
bottom profiles, e.g. like a parabolic perturbation of 5 = 1 supported in the interval
of [0, 1], were considered.
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Chapter 4

Discontinuous Galerkin Finite
Element methods for the
numerical solution of the Shallow
Water equations over variable
bottom

4.1 Introduction

In this Chapter we will consider high-order discontinuous Galerkin Finite Elements
methods coupled with Runge-Kutta time-stepping (RKDG) for the solution of (SW)
in conservation-law form. In the introductory section, 4.1, we will give a brief
overview of RKDG methods for a general system of hyperbolic conservation laws.
In section 4.2 we will focus in the system of the Shallow Water equations in balance-
law form, that is, a system in conservation-law form with a source term. We will
discuss some specific issues of implementation, such as the well-balancing (4.2.1),
the positivity preservation (4.2.2), and the application of a slope limiter to achieve
TVB discretization (4.2.3). Finally in the last section, 4.3, we will show the results
of numerical experiments with our code intended to test the convergence rates and
to simulate some standard test problems from the literature.

4.1.1 Overview of RKDG methods for a system of conservation laws

For this introduction we refer to [CS89], [CLS89] and to Cockburn’s lecture notes
[Coc99].
We consider the hyperbolic system

ur+ f(u)y =0, x€l0,1], t€[0,T],

w(z,0) = up(z), xe€l0,1], 4.1
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where u = (uq,...,u,)" € R™, under periodic boundary conditions. Here

f : R™ — R™ is a sufficiently smooth map. We assume that (4.1) has a lo-
cal in time smooth solution, which may possibly develop discontinuities eventu-
ally. Let {[Ifj_l/Q}éV:—’il be a partition of [0, 1] with x5 = 0, zy11/2 = 1, and
Ij = [2j_1/9,%j41/2), 1 < j < N, with length ;. Due to the periodic conditions
we shall identify 27, /o With xf/z and x| % with 27 ). We will accordingly

identify the values of 1-periodic functions at z7, Nt1/2 with their values at :nl /2 and
similarly at xN+1/2, / We seek an approximation uy, = (u1p, - - umh)T to
u such that u; ;, belongs to the finite element space
Vh:{v€L2(O D)ol €Po(Ly), j=1,. N}.
and such that
1 N
/ upv dr — Z/ flup)v, dz
0 j=1"1
N
+ Z (.f(uh(x;+1/2a t))'v($;+1/2) - f(uh(xj_l/yt))v(x;r_l/g)) =0,
j=1
/ up(z,0)v(x)de = / uo(z)v(z)dz, VoeV,, 1<j<N.
I I
’ ’ (4.2)

Since we have not made any assumptions about the continuity of w, at the points

Tji1/2, it is necessary to replace the flux f(uh(xj:_l/2, t)) by a numerical flux

f(uj+1/2, t) that depends on the two values of uy, at the point z; 1 ». The numer-
ical fluxes that we will mainly consider, see also [CLS89], (suppressing t) are:

(i) the local Lax-Friedrichs flux (LLF)

PLLE/, — + _1 - - + _
f (uj+1/2a uj+1/2) - §[.f(uj+1/2) + f(uj+1/2) - aj+1/2(uj+1/2 - uj+(1‘/‘2?3]

where a1 /9 = maxlgpgmﬂ/\;]jr)f/zl ’)‘J+1/2D and /\531/2, =1,...,mare the
m (real) eigenvalues of the Jacobian 0 f / 8u’u_ui ,
=Yit1/2

(i1) the Lax-Friedrichs ﬂux fLF which is the same as (4.3) but with ;15 = a =

maxi<p<m, 1<3<N(|)\]+1/2’ P\]H/QD

We will choose the basis functions of V}, as follows. Let P, be the shifted
Legendre polynomials of degree ¢ in [0, 1] where 0 < ¢ < r. We note that the
Legendre polynomials are orthogonal in L2(0, 1); specifically, with respect to the

L*(0,1) norm we have (P, Py) = (ﬁ
Furthermore it holds that P;(0) = (—1)*, P;(1) = 1. If we express the solution uy,

of (4.2) as
unlw ) = > ul(t)o(x),
(=0...r
i=1..N

dpr, leading to a diagonal mass matrix.
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where (;35 are the local basis functions, (;S§ (z) = Py (%]—1/2)’ from (4.2) we

arrive to the semidiscrete form

&mﬁ(t) — %hj ! /I f(uh(:c,t))f)x(bg(x) dx
1) ~ ~
+ 2 {Fuay ) - Dt} =0, @)
20+ 1
ug(()) = ; /]j uo(:x)qﬁg(x) dz,

forj=1...N, £=0...r.
Concerning the temporal discretization, notice that the semidiscretization may
be be written as
d , .
&uj(t):LM(uh(:r,t)), j=1...N, {=0...r 4.5)
Unless stated otherwise, we will use for time stepping the 3rd order Shu-Osher
Runge-Kutta method, [SO88], given by the Butcher tableau

0
0
1
1
1
6

The scheme has been used in many computations with fully discrete DG methods
for conservation laws due to its relatively high order and TVD property, cf. [SO88].
For the actual implementation we follow [SO88], i.e. for an explicit RK scheme
with k steps we compute the intermediate steps uﬁ’l by

and uf at the next time step is given by uﬁ’kﬂ. Using this algorithm the aforemen-

tioned RK scheme can be written as a two-stage method with coefficients

Qig ‘ Bq
1 1
2 1 1
4 4 4
1 2 2
3 0 313

Another feature of the RKDG methods is the slope limiter. Since no smoothness
is imposed at the boundary of each element, the numerical solution might achieve
arbitrarily large values within a cell containing a discontinuity, which will result in
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oscillations that will inevitably propagate to neighboring cells. To handle such is-
sues, a slope-limiting procedure based on the values of the solution in neighbouring
cells is applied. Limiting the solution while maintaining high-order accuracy is not
trivial, but many such slope-limiters exist, cf. [CS89], [BDF94] among other.

We will use the simple AHE limiter (sometimes referred to as “minmod limiter”)
as described in [CS89]. The procedure for piecewise linear polynomials, (limiter
AIl}), is as follows. Since ¢§(33j_+1/2) = 1and gb? (xj_l/Q) = (—1)* we can easily
write the solution at these nodes as

— 0 ~ 0 =
ul, gy =ul iy, ul g, =ul — (4.6)

where ugp) are the coefficients of the constant terms. To limit the solution, all we

have to do is to modify ;, 1; by

= m(fl,j, uéojl —ul® 0, ©

~ (mod)
u; j g Jj—

: (0) ©) (0 (0)1)’ 5 (mod)

_ - (
_m(uj,ujﬂ—uj U U >

where m is the component-wise applied modified minmod function, that is

m((a1)1, (az2)1, (a3)1)
m(al,ag,ag) = :

m((al)ma (a"Z)ma (QS)m)
where

ap, if la1| < Mh?,
s-min(|aq), |azl, las|), if|a1] > Mh?, and

sign(a1) = sign(az) = sign(ag) = s,
0, otherwise,

’FfL(alv ag, (13) =

where M is an estimate of the value of the second derivatives of the solution near
smooth critical points of ug. Finally we reconstruct the linear terms, u§-1), from
either of the two relations in (4.6). In the case of higher order polynomials, (limiter
AHZ), we repeat the procedure described above, and if either of u; or 'ﬁj is actually
modified, we restrict the solution to linear and apply the AIL} limiter. Note that the
limiter has to be applied in each stage of the Runge Kutta method.

Observe that this limiter is applied not only in cells that may contain a discon-
tinuity, but near local extrema as well. When applied it reduces the solution to
linear, which is not really an issue for cells containing a discontinuity. However
near smooth extrema it tends to flatten the solution.

Actually the slope limiter, as well as the numerical flux, have to be applied in
the local characteristic variables that we will define in the next section in the case
of the Shallow Water equations.



4.2. RKDG METHODS FOR SHALLOW WATER EQS. OVER VARIABLE BOT.85

4.2 RKDG methods for Shallow Water equations over vari-
able bottom

The system in which we are particularly interested in this Chapter is the Shallow
Water equations in balance law form, see also subsection 3.3.2. In this section we
mainly follow, with additions and modifications the paper [XZS10] by Zing, Zhang
and Shu. We rewrite the system here for the convenience of the reader:

di + (du)x =0,

(du); + (du® + 3d*) = —p'(z) d. “7)
Here u denotes the fluid velocity, 5 represents the bottom topography, and d is the
water height, assumed to be non-negative. Handling of dry areas, where d = 0,
introduces an important difficulty in numerical methods. As we saw in Chapter 3
this system has still-water steady-state solutions, wherein the flux gradients are
nonzero and are exactly balanced by the source terms. Another issue that arises in
numerical schemes for (4.7) is the conservation of mass, especially in the presence
of dry areas.

If we set u = (d,du)’, f = (du, (dz)Q + %)T, and s = (0, —/3’d)7, then the
system may be written in short as

u; + f(u). = s(d, ),

and the semidiscretization, following Section 4.1.1, is forv € V}, ¢t > 0

/ up, v dz —/ f(up)0yvdx
I I;

J
+ f(uijJrl/Q)v(xj_Jrl/Q) - f(uijfl/Q)v(wj;l/g) - /I s(dhaﬁh)v dl’,
j
(4.8)
where f is the numerical flux. It is important to note that in the fully discrete form

we will use the L2-projection of the bottom topography function, 3}, onto V4, rather
than the original function /5.

4.2.1 Well-balancing

A method is said to be well balanced if it preserves exactly the still-water steady-
state solution, that is

d+ B =const. and wu=0. 4.9)

As we saw in section 3.3.2 continuous Galerkin methods are inherently well bal-
anced; however this is not true in the discontinuous case. By substituting d;, =
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—Bn, up, = 0 1in (4.8), we see that the first equation vanishes, while the second
equation, since 5, € V},, becomes

/ %d%vxdx—l—f (u h]+1/2) vz ;+1/2)_f(2)(“ij—l/z)”(x;r—l/z) :/I_(éd%)wvdx'
J

I;
(4.10)

Given a suitable quadrature rule both integrals in (4.10) are computed exactly, how-
ever, since the bottom 3, is in general discontinuous, the numerical flux does not
reduce to the system’s flux and the integration by parts is not exact. (Notice that if
By, were to be continuous then dj, is continuous too, since dy, = — 3, + const..)

An idea that is due to [Aud+04], see also [XS06, §3], is to modify slightly (that
is by terms of O(h"1)) the numerical flux so that in the case of the still-water
solution it matches the system s flux.

If we set fj+1/2 f(uh j+1/2) the method can be written as

/8tuhvdx—/fuhavdx+f v(z ]Jr%)—fj_%v(x;i%):
| st et (Foy = A1) o(ory) = (o = 97) o),

where j/:; I j/‘z , and f 1= fr L are correction terms of O(h™*!) and are

calculated as follows. After computmg the cell boundary values ufj+ 1, We set
T
*, _ + - + -
By jpr = (O’dh +1 +Bh j+i max(ﬁh,g+;’5h,j+;)> ’

and redefine the left and right values of u as

+
dr
u*:l: ih,jJrQ
h+d — | @2 ur
hj+35 hj+3

Then the left and right modified fluxes J/“L , and f;’f L1 are given by
2 2

It is easy to see that since f if a monotone flux and assuming 3 is smooth
enough, f] , and f’" 1, are indeed O(h**1). Also under the still-water stationary
2
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*,— — *7+
state (4.9), Uy iv12 = Upljy1)o

original flux,

and the modified numerical flux is equal to the
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and similarly
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j —

[N

In order to verify the well-balanced property we perform a simulation. We let
the bottom topography to be 3(x) = 0.5exp(—100(z — 4.5)2), the water height
Co = 1, the velocity up = 0, and the computational domain x € [0,8], N =
1000. (Note that the bottom does not reach the free surface.) The exact solution
isd(xz,t) =1 — B(x), u(x,t) = 0. We will use Gauss-Legendre quadrature with
enough nodes so that all integrals will be computed exactly.

The errors for various polynomial orders r of the standard RKDG scheme (with-
out the well-balanced modification) at 7" = 1 can be see in Table 4.1. Note that
all norms are computed exactly and the quadrature rule is accurate enough. We ob-
serve that the errors are O(10~%) and diminish as r grows. (The errors seem to be
independent of the grid, and depend only on the smoothness of /3, in this example
max, |(’| ~ 4.3 and max,, |3"”| = 100.)

quadrature | ||dp, + Bn, — L|oo | [|dn + Br — 1| | ||dn + Br — 1|11
G-Leg-3 4.2657e-04 1.6003e-04 1.5597e-04
G-Leg-3 1.0650e-04 3.9976e-05 3.8980e-05
G-Leg-5 1.3000e-07 4 .8095e-08 4.5363e-08

W N =3

Table 4.1: Still-water steady-state solution errors of the standard RKDG scheme
for B(z) = .5exp(—100(z — 4.5)?), and {(x) = 1. Simulationrunup to 7' = 1
(assume d positive).

Errors of the well-balanced scheme can be seen in Table 4.2 and are of the order
of machine precision. (The errors depend on h in this case. As NV gets larger, since
more computations are made, the errors increase slowly due to roundoft.)

4.2.1.1 Non-negative water height

Special attention has to be given to the case where the bottom rises above the free
surface. We will define the still-water steady-state solution for such bottoms, g,
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quadrature | ||dp, + Bn — L|oo | |dn + Br — 1| | ||dn + Br — 1|11
G-Leg-3 1.3434e-14 1.5145e-14 2.4021e-14
G-Leg-3 2.5202e-14 3.2691e-14 5.4322e-14
G-Leg-5 4.3077e-14 7.9845e-14 1.7335e-13

W =3

Table 4.2: Still-water steady-state solution errors of the well-balanced RKDG
scheme for B(z) = .5exp(—100(x — 4.5)2), and ¢(x) = 1. Simulation run up
to ' = 1 (assume d positive).

by
dstin + 8 =const. =: ¢, iff<c

Ustill = 0 and .
dstill = O, lfﬂ > cC.

For simplicity we assume that the bottom is strictly increasing and let the wet-dry
interface be located at ., where 5(x,) = c¢. We can easily see that if x, lies in the
interior of some cell, dg;; no longer belongs to V4, even if 5 = B € Vj, (due to
the added assumption that d > 0 for > x,), for any polynomial of order r > 1;
see for example Figure 4.1. Furthermore, since we require that dj(x) > 0 for all z,

dp

ﬁ:ﬁh

Figure 4.1: L?-projection of d onto Vj, when z, ¢ {z;}+! ¢ = 0,7 = 1. Solid
black line: bottom (), solid gray line: d, dotted line: dj,.

a positivity-preserving limiter will be applied (see section 4.3) making the solution
dy, even larger for z > x,, cf. Figure 4.2. Observe now that dj is far from the

B = Bn

Figure 4.2: dj, after positivity-preserving limiter is applied, ¢ = 0, » = 1. Solid
black line: bottom (), solid gray line: d, dotted line: dj,.
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steady-state solution and as time evolves, an artificial reflection (initially of the
form of a left-traveling pulse) will be generated.

To handle this issue without additional computational cost, we may include the
wet-dry interface point in the spatial grid. A simple way of achieving this is to
include z, itself in the computational grid. But doing so will introduce additional
(coding) complexity and might result to arbitrarily small cells in the case of an
adaptive grid. A second way is to modify the projection of the bottom 3, so that
the wet-dry interface moves to the boundary of the corresponding cell. Since the
bottom topography is given, if we assume that it is smooth and varies slowly, we see
that this modification will not introduce large perturbations. (In the case of adaptive
grids we can always introduce an additional penalty term in the estimator near the
wet-dry interface, ensuring that the cell length is satisfactory small.) The procedure
of bottom modification is similar to that of the positivity-preserving limiter, see
section 4.2.3, 1.e.

a) Project 8 and (j into V}, (notice that the projection of (y = dy — [ is trivial
since (p = ¢).

b) Inthe cell I, containing x, modify 3, as follows: If B, is the cell average of
B, in this particular cell, 8, = % / 7. Bns let

_ {minxeh Br(x), ith > ¢

B maXger, 6h(x)7 1th <c

and set ,82‘0‘1 = (%ﬁ) (/Bh — Eh) + f3),. Observe now that I, will be either

completely dry, if 5}, > ¢, or completely wet, if 3, < c.
¢) Setdpo = Cno + B4 for all cells where 3, < c.

The resulting bottom and water height can be seen in Figure 4.3. Note that this

d ...

./)',x' dh

[Bimod /

Figure 4.3: By, dj, after the bottom modification, ¢ = 0, » = 1. Solid black line:
bottom [3(z), solid gray line: d, dotted line: dj,.

procedure can be applied to polynomials of arbitrary order r > 1.
In order to verify the well-balanced property for the case where the bottom
rises above the free surface, as previously, we perform a simulation. We now let
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the bottom topography to be given by 3(z) = 1.1exp(—100(x — 4.5)2), and as
before we take the water height (, = 1, the velocity ug = 0, and the computational
domain = € [0,8]. Notice now that the bottom rises above the free surface. The
exact solution will be u(z,t) = 0 and d(z,t) = 1 — B(x) if (z) < 1, d(x,t) =0,
otherwise. The errors for various polynomial orders » at 7' = 1 can be seen in
Table 4.3 and are of the order of machine precision as expected.

r | quadrature | [ldy + B¢ — 1loo | [ldp + B3 — 1] | lldp + 77 — 1] s
1| G-Leg3 1.5432¢-14 1.5501e-14 2.4681e-14
2| G-Leg3 3.0753e-14 3.2321e-14 5.3523e-14
3| GLegs 5.6399e-14 8.0099e-14 1.7330e-13

Table 4.3: Still-water steady-state solution errors for 5(z) = 1.1exp(—100(z —
4.5)?),and ¢(z) = 1. Simulation runup to 7' = 1.

4.2.2 Slope limiting

An important procedure, in the presence of discontinuities, is slope limiting. We
will use the usual minmod limiter, see section 4.1.1. As described in [CLS89],
in order to get qualitatively better results (i.e. avoid “wriggle” formation near dis-
continuities) at the cost of more complicated computations, the slope limiting (and
the numerical flux calculation in general) has to be done in the local characteristic
variables.

We briefly describe the procedure; see also [CLS89, §2]. Let A; /5 = 9 f/ 8u‘

(p)

U=Ujy1/2
be some “average” Jacobian, where u;, /2 = (u; © 4 u]+1)/2 and let A"

J+1/2
lj(i)l /2 rj(i)l oo D= 1,...,m, be the eigenvalues and left and right normalized

eigenvectors of A; /o respectlvely To apply the slope limiter, we project all the
required quantities onto the left eigenspace of A /5 using

o =1%), . a, (4.11)
for a = u;, ij, u;o), (u§0) — ug-o_)l), (ug-[_)gl — u§0)), and apply the minmod slope

limiter as described in subsection 4.1.1. After the application of the slope hmlter in
the two adjacent cells, I}, I11, in order to calculate the numerical flux, f (

j+1 /2)
we need to return to the component space using the formula

+1/2 Z“+1/2 J+1/2)

compute f ( i /2) = f;ﬁrl /20 project the flux again onto the eigenspace using
(4.11), ( e /2)( ),p=1,...,m,andthen compute the numerical flux as described

in subsection 4.1.1 in each characteristic field f where now in the case of the

j+1/2
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local Lax-Friedrichs flux v /5 = ag.i)l 2= max(\)\g.p ) l, ])\ﬁ)ﬁ). Finally in order

to find fAjH /2, we need to return to the component space by
) )
Iy _ P P
fiv12 = Z j+1/2 5412
p=1

G =0 ... .r

Similarly we return to component space for the actual solution u;

(@) =y @) ,.()

1.€C. uj+1/2 = r

p=1"Y%511/2" j41/2> i =07 o
For the particular system of interest, the Shallow Water equations in balance

law form, the Jacobian of f is

0 1
5= [d—u2 Qu} ’
the eigenvalues are
S
| du )
N

and the left and right normalized eigenvectors are given by

1 =1 —(du—d3/2) 1
V.= | 2vd 2Vd Vie | d._
r dut+dd/2  —(du—d3/2) | V1 —(du+d3/2) 1
2d3/2 2d3/2 d

The need for a slope limiter can be seen in the following experiment. We use
a flat bottom (x) = 0, and a heap of water centered at x = 4 with zero veloc-
ity as initial condition. Specifically we define do(z) = 1 + exp(—100(x — 4)?),
uo(z) = 0. Using quadratic polynomials, » = 2, and the aforementioned minmod
slope limiter, we obtain the numerical solution at time 7" = 1 whose right-travelling
component is shown in Figure 4.4. The initial pulse resolves itself into two pulses

1=2,t =1, 11-pts per element, minmod limiter 1=2,t =1, 11-pts per element, minmod limiter
151 151

L L 09 L L L L L )
5.2 5.25 53 5.35 5.4 5.45 55 52 5.25 53 5.35 5.4 5.45 55

(a) no slope limiter (b) minmod slope limiter

Figure 4.4: Demonstration of minmod slope limiter in the presence of shocks.

that travel in opposite direction and which quickly form a shock. Without the slope
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limiting procedure, oscillations in the cells near the shock are formed. These os-
cillations disappear when the minmod limiter is applied. (Observe also that in the
presence of the slope limiter the solution tends to become flat right before the shock,
and decays smoothly just after, indicating perhaps that this limiter is not ideal for
describing such solutions. There is however a large selection of slope limiters that
are able to better describe the shape of the solution.)

In the case of variable bottom, applying the slope limiter in (d, du)T variables
might affect the preservation of the still-water steady-state solution. This can be
prevented by applying the slope limiter to (d+ 3, du) T instead, as can be verified in
the following experiment. We set 3(z) = 0.5 exp(—100(z — 4.5)?), {(z) = 1 and
u(x) = 0. The exact solution is of course d(x, t) = 1—3(z). The errors can be seen
in Table 4.4: When no slope limiter is applied, as we have seen before, the errors are
of the order of machine precision; when slope limiter is applied to (d, du)T, since
dy, 1s not constant, the errors are significant. Finally, when the limiter is applied to
(d + B,du)T, the errors are again negligible.

slope limiter | [|dp 4+ Bn — 1lloc | ldn + Bp — 1| | lldn + Bn — 1] 11
none 2.6090e-14 3.4205e-14 5.6736e-14
d, du)” 2.4059¢-03 | 2.1749e-04 | 4.9506e-05
(d+ B,du)T 2.5202e-14 3.2691e-14 5.4322e-14

Table 4.4: Still-water steady-state solution errors after the application of slope lim-
iter. B(z) = 0.5exp(—100(z — 4.5)?), {(x) = 1, and 7 = 2. Simulation run up to
T =1 (assume d positive).

4.2.3 Positivity-preserving limiter

Preservation of the non-negativity of dj, in the case of DG polynomials needs spe-
cial attention. Recall from section 4.2.1 that the well-balanced RKDG semidis-
cretization is

) —j:;n_%’[)(l'.

j—

) =

/s(dh,ﬁh)vdx (4.12)

I;

NI

1
2

2l _
/17- Oyupv dr — /I]- f(up)oyvde + fj+%v(xj+

Let {z] Zil’ {wq};ﬁl be the nodes and weights of the n,-point Gauss-Lobatto
quadrature rule on I; = [z;_; /2 Tjt1 /2], and E;l be the average water height in
cell /; at time step n, EZ = % J I dy dz. From Proposition 3.2 in combination with

Remark 3.3 of [XZS10] we have

Proposition 4.1 ([XZS10, Proposition 3.2, Remark 3.3]). Let (4.12) be satisfied
by the cell averages of the water height. Let d?(:c) be the DG polynomial for the
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water height in the cell I;. Ifd;_l/Q, d;r+1/2’

. 1. . L.
non-negative, then E}H_ is also non-negative under the CFL condition

and d;‘(xg) qg=1,...,ng areall

k
oa— < wy

h
where o = max (|u| + v/d) and wy the first quadrature weight.

This proposition ensures the non-negativity of the average water height at the
next time step given the non-negativity of the height forall z € I; at the current time
step, which is not guaranteed. To enforce this requirement we apply an additional
positivity-preserving limiter to the solution w’, which is a linear scaling around its
cell average. In particular we set

<(&\i)”> = uj =0;(u; —u})+uj, 0;=min {1, dn]} , (4.13)
J

L
with
m; = mind?(x) = min d7(z7).
J zel; ( ) q=1,...,nq J ( J)
Itis easy to see that the limiter will modify the solution only if d7 (z) < 0 for some
rzel e
It is worth noting that this limiter preserves the conservation of height, since
only higher than constant terms are modified for d; (given that the basis functions
are Legendre polynomials), and the conservation of momentum d;u; since u; = u;
is not modified. Also it maintains the well-balanced property, since in the case of
still-water solutions d’f () = const. — B;(x) > 0, so that the limiter will not be
applied.

4.3 Numerical experiments

We will first mention some additional issues concerning the practical implementa-
tion of the method. As mentioned in [XZS10, §4] regarding the well-balanced prop-
erty, there may be a conflict between the slope limiter, when applied to (d+ 3, du)T,
and the positivity-preserving limiter (in the absence of the bottom modification de-
scribed in section 4.2.1.1). In particular it is observed that the numerical step be-
comes smaller and smaller as time increases and the code eventually stops. This is
issue is not present if we apply the slope limiter to (d, du)", which is not actually
well balanced as demonstrated in section 4.2.2. Although we will use the proce-
dure described in 4.2.1.1, we will also implement the slope limiter as suggested in
[XZS10], i.e. in two steps. For each cell we check first if limiting is actually re-
quired based on (d + 3, du)" if the cell is in the wet region (§ = 1 in (4.13)), or
based on (d, du)T if it is in the dry or nearly dry region (§ < 1 in (4.13)). Then, if
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limiting is required, we preform the slope limiting on (d, du)T. Notice that this pro-
cedure will not destroy the well-balanced property since when we have a still-water
solution, d + 3 = const., the slope limiter is not actually applied.

Another issue is the estimation of the velocity, u, which is not a variable of the
system but is given ‘implicitly’ by « = (du)/d. In the dry or nearly dry regions,
where the water height is close to zero, a small error in d will result in a large error
in u. Since u is required (for example) for the calculation of the eigenvalues of J¢
used in the CFL condition, this will result in very small time steps. To combat this
issue we will set u = 0 when d < 1e—6.

Finally another modification that improves the stability of the method in some
experiments is a more precise estimation of the CFL condition. For this purpose,
after each intermediate Runge-Kutta step g, we estimate again the CFL number,
CFL™1, based on the intermediate solution uZ’q. If it is much smaller than the one
for the current time step, CFL", (say CFL™? < %OCFL”), we reduce the time step
and restart the RK method for the current time step.

The complete algorithm for the g-th intermediate Runge-Kutta step of the n-th
time step is as follows. (We assume that the positivity preserving process and the
slope limiter have already been applied at the first time step.) Also note that for a
k-step RK method we assume that uZH = uZ’kH).

* Calculate CFL™? and if it is much smaller than CFL™ restart the RK for the

current time step using smaller k.

« Calculate uZ’qH using (4.12).
* For each cell j, evaluate 0; by (4.13).

» For each cell check whether a slope limiter is required based on (d+ 3, du)"
if the cell is in the wet region (§; = 1), or based on (d, du)T if it is in the
dry or nearly dry region (¢; < 1). If a limiter is required, then apply it to
(d,du)T’.

* Apply the positivity-preserving limiter.

The numerical setup in the experiments to follow, unless otherwise indicated,
will be the following. For the spatial discretization we will use a uniform grid with
N = 1000 elements (h = 8e—3) on the spatial interval [0, 8] and use piecewise
linear polynomials, » = 1. We will employ an accurate enough n,-point Gauss-
Legendre quardature so that all integrals are computed exactly. The nodes of a
ng-point Gauss-Lobatto rule will also be used for the positivity preserving limiter.
For the temporal discretization we will use the third-order Shu-Osher Runge-Kutta
method, as described in section 4.1.1, with CFL condition

k 0.9 1
A (4.14)
h 2r + 1 max<i<n |)‘?q|

1<gSng
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where A’ is the maximum eigenvalue of the J¢ and is evaluated using quadrature
points in each element, and 0.9/(2r + 1) is an empirical term. Finally we use the
minmod slope limiter as described in section 4.1.1.

4.3.1 Convergence rates

To verify the accuracy of the scheme we use periodic b.c., a smooth variable bottom
given by
B(x) = 0.1sin(27z),

for z,t € [0, 1], and the smooth exact solution

d(z,t) =1 — exp(—t)(sin(2mzx) + sin(4dnz))/4,
(du)(z,t) = exp(t?) cos(27)/10,

for which we calculate the appropriate source terms. Notice that max, ; |d(x,t)| =
max, |d(z,0)| ~ 46.605 and max, ; |(du)(x,t)| = max, |(du)(z,1)| ~ 10.731
and d, du € Cger([O, 1]). We we will use a (n,+2) Gauss-Legendre quadrature rule
for the computation of the norms of the error. Since the minmod slope limiter, when
applied, will degrade the accuracy of the scheme, it is interesting to distinguish two
cases.

No slope limiter: Errors and rates for » = 0, 1,2 can be seen in Tables 4.5-4.7
and the rates are equal to r + 1 as expected.

Minmod slope limiter: As mentioned in section 4.1.1, M has to be proportional
to the size of the second derivatives of the solution near the smooth extrema. For
this example we choose M = 2/3-52 and r > 1 of course. As expected, since the
solution is smooth, the slope limiter is inactive and order of accuracy is maintained.
The errors and rates of convergence are very close to those of Tables 4.6 and 4.7.

Another interesting test is to see what happens when the slope limiter is applied
unconditionally. If we set M = 2/3 - My = 0 the resulting errors can be seen in
Tables 4.8 and 4.9. The slope limiter is applied to 4 regions near the critical points
of d, du and rates are degraded for r = 2.

Similar results hold for non-uniform grids too.

4.3.2 Riemann problems over a flat bottom

In this subsection we will consider two Riemann test problems that demonstrate
the ability of the method to maintain the water height positive. The experiments,
originally presented in [Bok05, §6.1], can be also found in [XZS10, §6.3]. To
compare with the original simulations we now take gravity into account; therefore
the second equation of (4.7) becomes

(du); + (du® + 39d°) = —gp'd,
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N Lt rate L? rate L rate
8 7.170e-2 - 7.648e-2 - 1.473e-1 -
16 3.571e-2 | 1.006 | 4.005e-2 | 0.933 | 8.230e-2 | 0.840
32 1.694e-2 | 1.076 | 1.964e-2 | 1.028 | 4.185e-2 | 0.976
64 7.759e-3 | 1.126 | 9.331e-3 | 1.074 | 1.942e-2 | 1.108
128 || 3.778e-3 | 1.038 | 4.617e-3 | 1.015 | 1.023e-2 | 0.925
256 || 1.945e-3 | 0.958 | 2.437e-3 | 0.922 | 5.859e-3 | 0.804
512 || 1.004e-3 | 0.954 | 1.290e-3 | 0.918 | 3.156e-3 | 0.893
(a)d
N Lt rate L? rate Lo rate
8 7.180e-2 - 8.387e-2 - 1.651e-1 -
16 3.607e-2 | 0.993 | 4.193e-2 | 1.000 | 9.574e-2 | 0.786
32 1.636e-2 | 1.140 | 2.000e-2 | 1.068 | 5.061e-2 | 0.920
64 6.533e-3 | 1.325 | 8.573e-3 | 1.222 | 2.310e-2 | 1.131
128 || 3.573e-3 | 0.871 | 4.247e-3 | 1.013 | 8.982e-3 | 1.363
256 || 2.264e-3 | 0.658 | 2.603e-3 | 0.706 | 5.756e-3 | 0.642
512 || 1.331e-3 | 0.766 | 1.557e-3 | 0.742 | 3.377e-3 | 0.770
(b) du

Table 4.5: Errors and convergence rates, no slope limiter, » = 0.

N Lt rate L? rate Lo rate
8 7.314e-3 - 8.636e-3 - 2.111e-2 -

16 1.639e-3 | 2.158 | 2.102e-3 | 2.039 | 6.482e-3 | 1.704
32 3.960e-4 | 2.049 | 5.080e-4 | 2.049 | 1.604e-3 | 2.015
64 9.785e-5 | 2.017 | 1.253e-4 | 2.019 | 3.849e-4 | 2.059
128 || 2.429e-5 | 2.010 | 3.117e-5 | 2.008 | 9.380e-5 | 2.037
256 || 6.051e-6 | 2.005 | 7.774e-6 | 2.003 | 2.317e-5 | 2.018

(a)d

N Lt rate L? rate Lo rate
8 7.221e-3 - 9.010e-3 - 2.334e-2 -

16 1.756e-3 | 2.040 | 2.200e-3 | 2.034 | 6.289e-3 | 1.892
32 4.140e-4 | 2.085 | 5.281e-4 | 2.059 | 1.601e-3 | 1.974
64 1.004e-4 | 2.044 | 1.287e-4 | 2.036 | 4.007e-4 | 1.998
128 || 2.473e-5 | 2.021 | 3.181e-5 | 2.017 | 9.948e-5 | 2.010
256 || 6.141e-6 | 2.010 | 7.907e-6 | 2.008 | 2.473e-5 | 2.008

(b) du

Table 4.6: Errors and convergence rates, no slope limiter, r = 1.
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N Lt rate L? rate L rate
8 9.115e-4 - 1.035e-3 - 3.101e-3 -
16 1.113e-4 | 3.034 | 1.308e-4 | 2.984 | 3.686e-4 | 3.073
32 1.353e-5 | 3.040 | 1.631e-5 | 3.004 | 4.430e-5 | 3.057
64 1.698e-6 | 2.994 | 2.038e-6 | 3.000 | 5.373e-6 | 3.044
128 || 2.125e-7 | 2.999 | 2.546e-7 | 3.001 | 6.599e-7 | 3.025
256 || 2.656e-8 | 3.000 | 3.181e-8 | 3.001 | 8.179e-8 | 3.012
(a) d
N Lt rate L? rate Lo rate
8 9.709e-4 - 1.149e-3 - 2.757e-3 -
16 1.342e-4 | 2.855 | 1.658e-4 | 2.793 | 4.078e-4 | 2.757
32 1.732e-5 | 2.954 | 2.150e-5 | 2.947 | 5.460e-5 | 2.901
64 2.151e-6 | 3.010 | 2.696e-6 | 2.995 | 7.015e-6 | 2.960
128 || 2.670e-7 | 3.010 | 3.360e-7 | 3.005 | 8.865e-7 | 2.984
256 || 3.320e-8 | 3.007 | 4.187e-8 | 3.004 | 1.113e-7 | 2.993
(b) du
Table 4.7: Errors and convergence rates, no slope limiter, r = 2.
N Lt rate L? rate Lo rate
8 3.581e-2 - 4.850e-2 - 1.508e-1 -
16 9.025e-3 | 1.988 | 1.085e-2 | 2.160 | 2.809e-2 | 2.424
32 9.523e-4 | 3.245 | 1.208e-3 | 3.167 | 4.072e-3 | 2.786
64 2.061e-4 | 2.208 | 2.934e-4 | 2.042 | 1.897e-3 | 1.102
128 || 7.352e-5| 1.487 | 9.349e-5 | 1.650 | 5.255e-4 | 1.852
256 || 1.464e-5 | 2.329 | 1.823e-5 | 2.358 | 7.667e-5 | 2.777
(a)d
N Lt rate L? rate Lo rate
8 2.528e-2 - 3.673e-2 - 1.223e-1 -
16 9.280e-3 | 1.446 | 1.119e-2 | 1.716 | 2.492e-2 | 2.294
32 1.200e-3 | 2.951 | 1.526e-3 | 2.874 | 5.876e-3 | 2.085
64 3.066e-4 | 1.969 | 3.843e-4 | 1.989 | 1.129e-3 | 2.380
128 || 6.795e-5 | 2.174 | 8.516e-5 | 2.174 | 4.098e-4 | 1.462
256 || 1.178e-5 | 2.528 | 1.553e-5 | 2.455 | 1.216e-4 | 1.753

(b) du
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Table 4.8: Errors and convergence rates, minmod slope limiter, M = 0, r = 1.
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N Lt rate L? rate Lo rate
8 2.562e-2 - 3.568e-2 - 1.181e-1 -

16 9.650e-3 | 1.409 | 1.458e-2 | 1.290 | 4.251e-2 | 1.475
32 2.362e-3 | 2.031 | 3.217e-3 | 2.181 | 1.152e-2 | 1.883
64 4.840e-4 | 2.287 | 6.569e-4 | 2.292 | 2.902e-3 | 1.989
128 || 1.036e-4 | 2.225 | 1.408e-4 | 2.222 | 9.505e-4 | 1.611
256 || 2.490e-5 | 2.056 | 3.289e-5 | 2.098 | 1.87be-4 | 2.342

(a) d

N Lt rate L? rate L rate
8 4.458e-2 - 5.881e-2 - 1.398e-1 -

16 8.366e-3 | 2.414 | 1.265e-2 | 2.217 | 4.392e-2 | 1.670
32 2.2565e-3 | 1.891 | 3.076e-3 | 2.040 | 1.051e-2 | 2.062
64 4.528e-4 | 2.317 | 6.621e-4 | 2.216 | 3.253e-3 | 1.693
128 || 1.037e-4 | 2.127 | 1.392e-4 | 2.250 | 7.749%e-4 | 2.070
256 || 2.351e-5 | 2.141 | 3.164e-5 | 2.137 | 2.028e-4 | 1.934

(b) du
Table 4.9: Errors and convergence rates, minmod limiter, M = 0, r = 2.

where we set ¢ = 9.812m/s?. For both numerical simulations we will use the local
Lax-Friedrichs flux.

Dam Break
For the dam break problem the initial condition will be

Dy, ifz<0
d(z,0)=4"" "T=" and du(,0) = 0.
0, otherwise

The water front, initially located at z = 0, will move to the right with speed u + c,
where ¢ = 2ag and ag = /g Dy. The exact solution, see [Bok05], is given by

éag, if = < —agpt,

d(z,t) = % (2ap — ac/t)2 , if  —apt <z < 2a0t,
0, if x> 2apt,
0, if x < —apt,

u(x,t) = ¢ 2 (ap+a/t), if —apt << 2agt,
LO, if x> 2agt.

For the numerical experiment we set Dy = 10, x € [—300, 300], ¢ € [0, 12] and we
use N = 300 elements. CFL condition is given by (4.14), and for this experiment is
bounded below by 1.59e—2. Since no water perturbation will reach the boundary
we may simply use Dirichlet boundary conditions for both ends of the domain.
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For the minmod slope limiter we set M = 0 (notice that the application of the
slope limiter is mandatory). The solution at various time instances, as well as the
location of the water front for piecewise linear polynomials, » = 1, can be seen
in Figure 4.5. A magnification near the front, along with the numerical and exact
locations of the front, can be seen in Figure 4.6. We observe that the numerical

solution is satisfactorily close to the exact one.

discharge (du), 7 = 1, N=300

height (d), r = 1, N=300
! . . : . 30 . por
10 "{\ e t=4 ] —a—t=4
8 X\ —at=8 sl —Aa—t=28
N\ ok e t=12 / e t—12
8 0\ _ _ _exact /] — — —exact
§ [
//
| il Pl
e
/) 4L

1 of |
10 ®
/

I

ol R-SO0s YOPPP 0 $ad
-300 -200 -100 0 100 200 300 -300 -200 -100 0 100 200 300
X X

(b) du

(a)d
Figure 4.5: Numerical and exact solution for the dam break problem at times ¢ ~
4,8,12, N = 300, r = 1. Solid lines with markers: numerical solution, dashed
lines: exact solution.

discharge (du), r = 1, N=300

height (d), r = 1, N=300
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X X
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Figure 4.6: Magnification of Figure 4.5 near the wet/dry front and front location.
Solid lines with markers: numerical solution, dashed lines: exact solution, vertical

lines: numerical and exact front location.
To assess the dispersion that is due to the slope limiter for higher order poly-

nomials, we repeat the experiment using quadratic polynomials (r = 2). A mag-
nification of the numerical and exact solution as well as the numerical and exact
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front location can be seen in Figure 4.7. We see that the numerical solution is again
close to the exact one, but now more dispersion is observed near the water front,
effectively affecting the front location.

For both polynomial orders, the numerical solution converges to the exact as [V
grows, as expected.

height (d), r = 2, N=300 discharge (du), 7 = 2, N=300
: 25 ; : .
+ ! X e t—4
—] \ —at=28
—at=s | | 0\ —ot=12
—o—t=12 A — — —exact
\
——-exact | | )
1 10k
5t o
NP 0 N
05 . . . . 5 . . . .
50 100 150 200 250 50 100 150 200 250
x X
(a)d (b) du

Figure 4.7: Magnification of numerical and exact solution for the dam break prob-
lem at time ¢ ~ 4,8,12, N = 300, r = 2. Solid lines with markers: numerical
solution, dashed lines: exact solution, vertical lines: numerical and exact front lo-
cation.

Drying
The initial conditions for the second Riemann test problem will be chosen such that
a small dry patch is generated as the solution evolves. They are given by

dy, ifz<0 ifx <0
d(z,0)=14"" ! x_., and u(x,0) = ol x_., :
d,., otherwise u,, otherwise
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The solution is explicitly given by

(d, if =< (u —aq)t,
%(ul—kcl—x/t)z, if (w—a)t <z <SS,
h(z,t) =<0, if Sit<ax < St
o (@/t—ur+¢,)?, if St <x < (up +ap)t,
dy, if > (ur + ap)t,
(uy, if =< (uy —aq)t,
u+a+ 2w/t)?, if (u —a)t <z < Sit,
u(z,t) =<0, if Sit <x < St
L/t +ur—c)?, if Sit <z < (up+ant,
Uy, if z> (ur + ay)t,

where a;, = \/gdir, cip = 201, 51 = w + ¢, and S, = u, — ¢,. As time
increases a dry region is (immediately) formed at x = 0 and two opposing travelling
expansion waves are generated and travel away from and dry region. Drying occurs
when ¢; + ¢, — u,r +u; < 0.

For the numerical simulation we took d; = 5, d, = 10, u; = 0, u, = 40,
x € [—200,400], ¢t € [0,6] and N = 300 elements. As in the previous simulation,
the solution remains constant near the boundary and we may use Dirichlet boundary
conditions; we also set the minmod slope limiter threshold M = 0. CFL condition
varies between 3e—3 and 6e—3 for almost all of the time steps. The solution at
various time instances for linear polynomials, » = 1 can be seen in Figure 4.8,
while a magnification near the dry region can be seen in Figure 4.9. We observe that
the numerical solution is close to the exact, and that there is noticeable dispersion
due to the minmod slope limiter especially near the dry-wet interface.

In Figure 4.10 we repeat the experiment using quadratic polynomials. At first,
the numerical solution seems to be closer to the exact near the dry-wet interface.
However, due to the dispersion introduced by the slope limiter, the actual height in
the supposedly dry region is only O(10~2), which is worse than that for the linear
polynomials (which was O(1074)).

Finally we repeat the experiment using linear polynomials and M = 2/3 -1 in
the minmod slope limiter. The solution can be seen in Figure 4.11. The numerical
solution now actually becomes dry in the region of interest (that is d < 10~¢ which
is the dry region threshold of our scheme). Also the dispersion of the numerical
solution is smaller near the dry-wet front, since the slope limiter is applied fewer
times. Notice however that in this case the CFL condition has to be chosen carefully,
as described in the beginning of this section, for the scheme to be stable.

We have verified that the numerical solution converges to the exact as [NV grows
for all the simulations printed in this section.
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height (d), 7 = 1, N=300 discharge (du), r = 1, N=300

T 450 T T T

-200 -100 0 100 200 300 400 -200 -100 0 100 200 300 400
X X
(a)d (b) du

Figure 4.8: Numerical and exact solution for the drying problem at times ¢ ~ 2,4, 6,
N = 300, » = 1. Solid lines with markers: numerical solution, dashed lines: exact
solution.
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Figure 4.9: Magnification of Firure 4.8 near the dry region
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Figure 4.10: Numerical and exact solution for the drying problem using quadratic
polynomials. ¢t ~ 2, 4,6, N = 300.
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Figure 4.11: Numerical and exact solution for the drying problem using linear poly-
nomials and minmod slope limiter threshold M = 2/3 - 1. ¢t ~ 2,4,6, N = 300,
r = 1. Solid lines with markers: numerical solution, dashed lines: exact solution,
bottom vertical lines: location of the wet-dry front, top vertical lines: location of
the dry-wet front.
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4.3.3 Parabolic bowl

In this section we consider an experiment with a periodic in time solution which
has a moving wet/dry front. We consider a parabolic bottom of the form

B(x) = ho(z/a)?,

where hg and « are constants. Analytical solutions, assuming frictional bottom,
have been derived by Sampson et. al., [SES06]. Sampson assumed that the velocity
u is a function of time only. By dropping the friction term we have

B? B2 B [8h
d(z,t) + B(z) = ho — — cos(2wt) — — — — [ =L cos(wt)z, = <z <,
49 449 2« g £~ 0

u(z,t) = Bsin(wt),

(4.15)
where w = \/2gho/a and B is a given constant. Initial conditions are given by the
formulas (4.15) for ¢ = 0 and can be seen in Figure 4.12. The exact location of the
wet/dry front is given by

o2

Tir = cos(wt) F a.

B
’ 2ghg

Observe that the water height d(x,t) + () is a linear function of x for every ¢.
Also, due to the absence of friction, d and u are periodic in time with period 27 /w.

Initial conditions, » = 1, N=300

20

8 —e—d+[
181 T\ A du
bottom

16

14

12

10

o N A O ®
T T T T

N N N N N N N N N
-4000 -3000 -2000 -1000 0 1000 2000 3000 4000
X

Figure 4.12: Initial conditions and bottom for the parabolic bowl problem

We perform the following numerical simulation, originally found in [LMO09,
§4.3] for frictional bottom, and later in [XZS10, §6.5] for the frictionless case. We
let z € [—5000,5000] and set hy = 10, « = 3000, B = 5. Since the water
does not reach the boundary we may again use Dirichlet boundary conditions. The
simulation run up to ¢ = 6000 using N = 300 cells and can be seen for various
time instances in Figures 4.13 and 4.14. We observe that the numerical solution is
close to the exact.
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height (d+ 8), r = 1, N=300 discharge (du), r = 1, N=300
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Figure 4.13: Numerical and exact solution for the parabolic bowl problem using
linear polynomials and minmod slope limiter. ¢ ~ 1/47/w, 2/47/w, 3/47/w,
N = 300. Solid lines with markers: numerical solution, dashed lines: exact solu-
tion (indistinguishable).

4.3.4 An experiment with complex bottom topography

In the final section we will perform a novel experiment on a complex bottom to-
pography that presents several computational difficulties. The bottom, seen in Fig-
ure 4.15(a), consist of two hills of different height (H, H2) that are separated by a
valley (V), it is smooth (C'*°) and is given by

B(z) = 1.33 exp(—50x%) — 0.28 exp(—400(zx — 0.005)?).

The initial conditions will be chosen such that no slope limiting will be required
and consist of a Gaussian pulse centered at z = 0 for d and zero for u:

d(x,0) = 0.1exp(—10022), (du)(x,0) = 0.

For the numerical simulation we let z € [—4,4], T = 3 and use N = 4000 ele-
ments. The water is not disturbed near the boundary of the domain in our time of
interest, so we simply use Dirichlet boundary conditions. In order to test the stabil-
ity of the method near the dry region we will not utilize slope limiting. Notice that,
despite the bottom being continuous, after its projection onto V}, and the procedure
described in the well-balancing section, 4.2.1.1, the bottom becomes discontinu-
ous at the cells adjacent to the wet-dry interface at H;. (The same happens to Ho,
though the discontinuity is too small to be noticeable in the figures.)

The exact solution is not known for this experiment. Some significant instances
of the simulation can be seen in Figure 4.16, in particular:

4.16(a) Att = 0.400 the main pulse reaches and starts climbing H;.

4.16(b) Att = 0.480 the main pulse goes over H.
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height (d+ 8), r = 1, N=300 discharge (du), r = 1, N=300

20 s0F T
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Figure 4.14: Numerical and exact solution for the parabolic bowl problem using
linear polynomials and minmod slope limiter. ¢ ~ 5000, 5719 (8.57/w), 6000,
N = 300. Solid lines with markers: numerical solution, dashed lines: exact solu-
tion (indistinguishable).

4.16(c) Att = 0.625 the main pulse goes over Hs.

4.16(d) Att = 0.800 the bottom is completely flooded. A part of the water continues
to travel to the right, while the other part is reflected (from Hs) to the left.

4.16(e) Att = 1.135 the reflected (left-traveling) pulse from Hy overtakes H; (since
Hj is taller than H7, the reflected mass is large enough for this purpose). Part
of this pulse will continue traveling to the left, while the other part will be
reflected to the right.

4.16(f) Att = 1.675 the right-traveling pulse reflected from H; (4.16(¢e)) reaches
the maximum height on Hs (runup), and is reflected to the left. The top and
the right-hand parts of Hy are now dry.

4.16(g) Att = 2.115 the left-hand part of H; is dry. The left-traveling pulse re-
flected from Hs (4.16(f)) overtakes H; (since the reflected discharge from
the instance of 4.16(e) happened to be large enough), and part of it will con-
tinue traveling to the left, while the other part will be reflected to the right.
This procedure (of figures 4.16(e)—4.16(g)) will be repeated until the water
height at the instance of figure 4.16(g) at the top of H; becomes less than
1075, Then the top of H; will be considered as dry and we will transition to
an “oscillating lake” case.

4.16(h) Att = 2.285 the left-hand part of H; is wet again. Part of the water can be
seen traveling leftwards.

The numerical solution at the final time, ¢ = 3, can be seen in figure 4.15(b).
Many properties of the numerical method can be tested in this experiment. First we
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Figure 4.15: Bottom and solution at final time step

observe that the water height, d, is horizontal at the wet-dry interface left of H; and
right of Ho, indicating that the scheme is indeed well balanced. Many regions of
the domain change between dry and wet during the simulation, testing the ability
of the method to maintain the water height positive.

Finally, despite the initial conditions being chosen such that no shocks will be
formed if the water propagated over a flat bottom (within our spatial domain of
interest), we observe various type of discontinuities that are generated during the
runup/rundown process. In particular: (a) After the reflection of the main pulse
on Hy att = 1 a left-traveling shock is formed (the water is very shallow in this
region). (b) During the draining of V' two (almost) static shocks are formed near
the feet of Hy and Hs, where the water draining from V has a significant discharge
when it enters the region of zero or negative velocity.
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Figure 4.16: Flow over a complex bottom. Numerical solution (d + 3: solid line,
du+1: dashed lines, 3: dotted lines, shore location: small circles) at various times.
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