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[TeptAndn

Ewcaywyy

To 2012 n avoxdhudn tou unoloviou Higgs enairdevoe tny npélAiedmn twv Englert, Brout, Higgs xou
enPefuinoe o Katepwuévo Hpbtuno (KII), tny Jewplio 1 onola nepypdpel To 0TOLELODT CWUATIO Xt
Tic aAnhemdpdoec touc. H avoddhudrn enetedydn and 1o 0o peydho newpdpota, ATLAS xou CMS,
avoAbovtag dedouéva amo cuyxpoloel; Tpwtoviny otov LHC oto CERN. Koadag pe to unolévio Higgs
ohoxAnpdinxe 1 avalAtnon v cwuatdivy Tt onola tpolAiémovton and to KII, 1 épeuva ectidleton
TAEOV OTNY UEAETT TV WIOTATOY Tou, Xxadog xan oty avalitnomn cwpatdiwy to onola tpofAénovTon
ano Yewplec Mépav tou KII (TTKIT).

Koatd tnv 27 neplodo Aertovpylac tou LHC, ta étn 2015-2018, oe evépyeta xévtpou udloc 13 TeV,
cUMNEYINoay dedopéva Tar omolo avTLoTOL(OVY OE OhoXANPWUEVY guTevéTr o Tepinou 140 fb~ 1. H
napoloo dater GUVEBAAE GTNY avaADoN QUTWY TWY JESOUEVWY Yiar TNV BLeZorywyh 3 HEAETOY OYETIXd
pe to unoléwo Higgs . ¥to mhaico tne Siatpfnic puor dxopo ehétn Sie&ry 0, ol Ye TPOCOUOWUEVA
dedopéva. Xe auThY, eEETAOTNUE N TPOOTTXT BEATIWONS TNG AVOLY VEOPLONG NAEXTRPOVIWY oItd TOV ALy VEUTY
METE TNV avaBdduior tou, xatd v Sdpxewa e 2ng @done avoPBdduone. H Siaten Srapdpdvetoa wg
e€hc, oto lo xau 20 xepdloto meptypdpovtan ev ouvtouio 1 Yewpio Tou KII xon o aviyveutic ATLAS .
Y70 30 xE@IAAO TOPOLCLALETAL 1) UEAETN Yiat TNV avary vodplon nAextpoviny. Kot axohoudoly ol 3 ueréteg
oyxetwxd ye 1o unolévio Higgs , n extiunon tou unofBdidpou oo 4o xepdhao, n avalftnon véwy unolovioy
070 50 xau 1) UETENOT) Tou TAdTOoUC BdoTacnc oTo 6o.

To Kadiepwpevo IlgdéTtuno

To KII eivon 1 ewpla 1 omolor meptypdiper ta oTotyeldd T owuatida xou T oAniemdpdoelg toug. Ta
oTouyeddn owuatidio ywellovta oe 3 xatnyopiec obupwve pe o spin tovc. To gepuidvia, ta omola
elvon o owpatidia mou amaptilouy TV VAN, €xouy NuLaXépao spin 1/2, eved ta proldvia Ta omola elvar To
couatida Qopelc Twv aAAniemdpdoewy €youv axépoto spin 1. Téhog to cwpatido Higgs, to onolo eivan
x auté pnolévio, €yoviag spin 0, elvor unedduvo Yo Tov pnyaviousd o omolog teocdidel udla ot Gha T
owpatidia.

1o mhadoo e KPavtude Oewploc Hediov (KOII) ta ocwpoatid neprypdpovian ooy dieyepuéves
XATACTAGE TwV avi{oTolywy tediwy. To nedio autd pmopolv va tpoxtdouy péow tou Aayxpavt{lavon
gpoppoliopol. o o eheliepa medior or Aayxpoavt{ldveg anoteAlolvton and €vav 6po walag xon €vay
xvnuxd 6p0, oe avoloyla ue TNy xhaoo unyovin. Ot chhiAemdpdoeic 1wy owuatdinv eledyovto
péow emmhéov Gpwv otic Aayxpavtliavés. Xe wa Yewplo Baduidac, 6nwe to KII, ot emnmiéov awtol dpot
npoxOTTovY and TNy anoftnon 1 Aoyxpavtliovy) vo elvar avaAAolwTn UG TOV UETACY NUATIORO CUUHETElG
TIOL UTOXOVEL 1] CUYXEXPWEVT oAANAeTBpaom. Kot autdv tov tpomo avadieton n KBavti) Hiextpo-
duvopry (KHA) xan 1 KBavtier) Xpwpoduvounh (KXA), ol onoleg meptypdpouy tnv nhextopoy vt
xou TNV toyuet| Tupnvixy) aAAnAenidpaon avtioTtouyo. O napamdve pnyavionog eivan euxtods uévo 6co ta
unélovia opelc e alknhenidpaone eivor duola.

Yy nepintwon g aodevois mupnvixhAc aAAnAemtidpoaong autd dev toylel xddwe T W xon Z éyouv
pdla. [or vor Sratnendel 1 avadhowdtnta tng Aayxpatliavig, mapousio proloviwy ue udla, omorteiton 7
eloaywyY™ evoc emmiéov Baduwtou tedlou to omolo culeuyvieton e to urolévia. 1o mAaioo Tou unyo-



viopo¥ Higgs, to medlo autd amonteiton va ebvon pryadind, €yovtag éva xOxho and expuAoPEva EAGYLOTA
(apoxtneto txd oyfua yedxdvixou xaméhov). To nédo avantioeton YUpw and éva and to eEAgyloTa, oE
o Sradudiotar Tou Aéyetan awddpuntn préng tne ouppetplag. Ov emmhéov Baduol eeudepioc, yvwoTtol
w¢ unoléviar Goldstone, pmopodv vo amahhopoly ye Ty xotdhinin emhoyy| Boduidoc. [o v nept-
Youpny Tne evonotnuévng nAextpacievolc aAAnienidpaong amonteltar €vol 2 SO TACEWY UYddixo TEdLO.
Yty ouvéyewr o pnyovioude Higgs umopel va yevixeutel kote va mpocd®oel Pdla xo oTa PEQULOVLAL
Télog xdmoreg Yedpreg mépav Tou KII, 1 o yvwoth ex twv onolwy elvor to poviého 2HDM, npofSienouy
emmhéov unolévio Higgs uéow tng eloayyhc To YEVIXEUHEVDY BUVOLXADY.

Ytov LHC 1o prolévio Higgs unopel va dnpovpyndel and tic ouyxpoloeic tpwtoviny ye 4 Boowxés
drodixaoiec. H onuavtindtepn and avtéc tic ddixaotes etvon 1 oOvtnin yxhovoviwy (ggF) xou 1 cuvohuxt
eVeRPYOC Btatour| ewvor mepinou 55 fb. Ytny clveyela propel va dwaonactel entong ye 4 Boaoixolc TpoTOUC.
H nepintwon Sudonaong oe 2 undlovia Z, €va ex Twv onolwv efvar SuvnTixd, to 6T Ue THY GELRd TOUg
dtaomovTon oe LelyT nAeXToviwy 1 Woviwy €xel afloonuelwTo eVOLIPEEOY, Xxddng Umopel Vo aviy veuTel xou
peretniel TOAD amoOdOTIXAL.

To mponyolueva ypdvia TARYOC HEAETWY OYETXE YE Tic WLbTNTeg Tou unoloviou Higgs dnuootebinxe.
O pehéteg autég agopoloay TNy pétenor tng udlog, Tou spin, TS OUOTYWNG, TWY EVERYMY BLATOUMY, TWV
otaepiv o0leving xowe %o Tou TAdToue ddomaong. Aev napatneRINXE XdAmoLL ONUAVTIX ATOXALON
ané e mpofBiédec Tou KII. To mhdtoc Sudonaone yetpiinxe pe yio xouvotopo éuuect wedodo, xddwe
anedeloc pétpnor| tou dev elvan epuxth, ool 1 tpolAenopevn and to KII twn ebvon 3 tdewc peyédouc
puxpdtepn amd TNV BloplTixy) txavotnTa Tou aviyveuth. H éuueon auty yédodoc ovolaotixd Bacileton
oTnV Y€tpnom tou Adyou twv on xot off-shell evepyddv drotoumyv.

To nelpapo ATLAS

To nelpopor ATLAS (A Toroidal LHC ApparatuS) elvon eyxataotnuévo otov YeYdAo emtayuvTh adpo-
viwv LHC (Large Hadron Collider) oto CERN (Conseil Européen pour la Recherche Nucléaire). O
LHC anoteielton and 500 xuxhixolc daxtuiious péoa otoug onoloug emitay OvovTot SE0UES TpwToviwy. Ou
deopeg ouyxpovovtal oto xévtpo tou ATLAS dnuioupydvtoc mAfloc cwpatidiwy, to omolo xataypdpet
O VLY VEUTYC.

O ATLAS anotelelton and 3 Baoixd cUGTALATO AVLYVEUTOV, TWV ECWTEPIXO aviyVEUTH Tpoylody 1D
(Inner Detector) , to xahopluetpa xaL to (aocpatéuetpo woviov MS (Muon Spectrometer). Baowée
oxonog Tou ID elvon 1 avaxaTaoXEUT) TPOYLWY QPOPTICUEVWY CWUITLOIWY x0oVTd 610 onueio clyxpouong
v deoudy. To xahopluetpa UETEOLY TNV EVERYELA TWV COUATLOIWY TOU IAANAETLOPOVY PE TO UAIXS TOUC.
Téhoc 1o MS avoxataoxeudler tic tpoyies Twy woviwy. HoupdAnio Aettovpyel xon Eva GUG TN oXavdo-
Aouol Tou eTAEYEL Ta EVOLOPEPOVTA YEYOVOTA, EVE 1) AVOXATAOXEVY| TWV COUATIOWY ETMTUYYVETIUL UE
70 Aoyloux6 Athena.

O eowtepide aviyveuthc elvon oyedlaopévos var TapéyeL EpUNTi) XAALYY Yo Aoy VRPLON TPOYLOY
%0vtd oTo onueio chyxpouone Twv deouwy. ‘Eyel eZopetinr) Stonpitixr txavotnTo oTny eYX3eato oput,
2Ol UTOPEL VO AVOXATAOXEVAOEL TOCO T TPWTEVOVCEC OO0 XAt TLC DEUTEPEVOVCES XOPUPES TIAVL amd €val
AXATOONL EYAAPGLAG OpUTiC, o TEpoy Y| Yeudowxitnroag < 2.5. Anotelelton and 3 unocucTtiuata tov Pixel
Detector, Tov Semiconductor Tracker xou Tov Transition Radiation Tracker . To 2014 eyxoatactddnxe
éva 4o unocVotnua, To Insertable B-Layer, to onofo mapéyet mAnpogoplo axdua mo xovid ot déoyec.
O ID Bploxeton 610 €0wTERINd EVOC GCWANVOEWBOUC pary vty Tedlou 2 T.

O x0ploc 6%0TdC TWV XANOPWETEWY GE €Vay ETLTAYUVTH adpoviwy elvor 1 axpel3hc Yétenor tne evép-
YELIC Xou TNE VEONC YTOVIWY Xou NAEXTEOVIWY 1 UETENOT TNE EVERPYELIC Xal TNE XaTELYLVOTC TWVY TOAXWY
(jets) xodede xon tng eMelnovoog eyxdpotag opufic. O ATLAS €yet 2 xahop{UeTed, T0 NAEXTPOUAYVITIXO
XL To adpovixd, ta onola xoAuttouy PeudowxdtrTa uEypel xo 4.9. To nhextpopoyvnuxd eivon Poot-
ouévo oty tE)VoloYio LYPOU aPYOUL, EVK To adpovixd yenowonoiel xa. Ty ey vohoyio omviiploviwy
TAodiwy.

Téhoc o gacuatdyetpo woviov Peioxetan oto e€dtepo pépog tou aviyveuty. Eivan oyedaopévo
va aviy veler QopTiopéva owpatidi, ta omolo dlamepvoly Tar xaAoplUeTpa, UETEMOVTUC TNV OpUr TOUC OE



neployh) PeudomxdTntac peypet 2.7, evd tapdAinia tpoc@éper xou oxavdohopd. To gacuatduetpo enlong
avtiotouy(ler Tic TpoyéC oL aviyVEVEL YE AUTEC amd TOV E0WTEPXUS oviyVeLTH. Amotelelton amd 4 te-
yvohoyleg, Monitored Drift Tubes, Cathode Strip Chambers, Resistive Plate Chambers ot Thin Gap
Chambers xou tepBdAAeTon amd €val GUCTNUA TOPOELBWDY LY VTV,

Kotd v npddtn pdon avaBaduonc tou aviyveuty ATLAS do avtxatactadel o ecwtepnde tpoyde
Tou MS pe o New Small Wheel, evéd xotd tny déutepn Yo aviixatactadel 0 owTEpNOS aviyVEUTAHS oo
tov New Inner Tracker (ITk) . Méypt o téhoc tne Aettoupyiac tou 0 ATLAS avopéveton vor GUANEEEL
OMOXANPWUEVT] wTEWGTNTA ToUAdyLoTov 3000 fb1.

Avayvoplion nAextpovioy tny eunpocYio TEPLOYM

Ta nhextpdvia TEPVOVTAC PECA ATd TO NAEXTEOUAYVNTLXG XOAORIUETEO EVATOVYETOUV EVEQYELX OTOL XEAL-
& Tov, BNUOLEYWVTUS CUCCWHUATOUNTY ATd YELTOVXE XeEMS pe evamoletnuévn evépyew (clusters). To
adpoVLL EVATOVETOLY ETIONG EVEPYELDL GTO NAEXTPOUAYVNTXO xahopluetpo, oynuatilovtac clusters dio-
popetixic Boung ev yével. H avaydpion twv nhextpovioy emtuyydvetoa Aapfdvovtag un’ 6 1o oyrua
Twv clusters xoddg xo Thnpogopla tpoytdg and tov ID. O napdv ID xahintel teployt Peudowxutntdg
gwe 2.5, eved t0 xohoplpetpo péypt 4.9. Iépav tne meployhc xdhudne tou ID 1 avayvoeion Baclleto
povo ota clusters. O xowvolpytoc ITk Yo xahOnter Pevdowxutnta uéypr 4.0 xou Yo ebvon €Tot yior Tpd™)
(POPS. EPIXTY 1) AVAXATAOXELT] TEOYIWY oty Teployn 2.5-4.0. Autd avopévetar va BEATIOOEL onuavTixd
TNV oVOLY VOPLOT) TOV NAEXTEOVIWY OTNV CUYXEXPLIEVT TEQLOYY).

[T v yelétn yenoronoudnray tpocopowwuéva yeyovota MC (Monte Carlo) . Ta yeyovéta
autd efvon 4 eWd®v. I'eyovdta pe HEHOVWUEVA NAEXTEOVLA, YEYOVOTO UE UELOVWOUEVA NAEXTEOVIO Tapouscia
pile-up , yeyovéta pe molanhd jets mopouoia pile-up xou téhoc yeyovdta pe éva unolévio Z to onolo
dlaoTdTon o€ 2 NAEXTEOVLAL.

Apywnd avtiotouy(Ceton xdie cluster oo nhextpouoy vTind xahOpUETEO UE TNV TANCLEC TERT YWVLOXA
teoytd and tov ITk. And v perétn e andotaone cluster-tpoyide, yioa 6ha ta MC yeyovéta, ebvon
Qoavepd OTL ToL TPOEPY BUEVAL amd nhextpdvia clusters €youv eyylTepa Tpoytée and dTL autd Ta onola TEo-
€pyovton and undPadpo (jets 7 pile-up). AZOTOLWOVTAC QUTAY TNV TOPEATAPNCT UTOPOVLY VoL EQUPULOCTOUY
XpLThpLo 0TV yoviaxr andotaon petadd tpoytde o cluster . To xprtipla e@apuolovton yia xdie yw-
viaxy ouvtetayuévn (1,¢) Eexweotd. H epappoyr touc umnopel va anopplder Touldyiotov 60% ond o
un6Badpeo ye andhels anddoong mepinov 7%.

Yy ouvéyeta aglomotolvta xdmoleg YeTaBAnTéC oL omoleg meptypdpouy To oyfuc Twv clusters. 8
Tétoleg PeTaBANTEC cUVBUAGTNXAY ot 3 ToAuTapayoVTIXES ueddoug, uédodo Fischer, Aévtpo Anogdoewy
(BDT) xon Nevpwvixd Aixtvo (NN). Ou 3 pédodor ouyxplidnxay ue Bdon tnv anddoor oav cuvdpnton ne
anépene unoBdigou. Ot dVo pédodol unyovixic exuddnone, NN xoa BDT, elyoav nopamiriow anddoon,
TOAD xoOTeRT amd authv Tng peddédou Fischer. Tehwd emAéyOnxe 1o NN yio Ty ouvéyeia Tng HEAETNC.
Me Bdomn v daxpivouca v onola emotpéper to NN xan to xpLtripiar Ywvioxig andéotaong cluster-
TpoyLdc optlovtar 3 working points yia ta nhextpdvia pe anddoon 70, 80 xor 90% (tight, medium, loose
avtiotowya). T o evdidueco wp 1 andppdn uroBddpou @tdvel o 99%.

Téhoc perethtnay 2 axdua uetoBAnTtéc oL omolec Yo umopodoay va BEATUOCOLY TEPAULTERW TNV OVl
yvoplon. H yetaBAntd) tng amoudvewone tpoyldc @atveton vor €yel UEYSAN TEOOTTXA, EVE 1 UETABAATY
TopoPETEOU Xxpolane otov z G€ova dev umopel vo cupfdhel. ‘Eva emmledv xputrpio oty amoudvwon
unopet va amoppldet axdpa 40% and to vndBadpo pe andieta anddoone 5%.

H anédoon xon 1 andppuhn umofBdipou unohoylotnxay ev TEAEL GOV GUVEETNOT] XATOLWY GHUOV TNV
HETOBANTOY, OTwe 1) eYxdpota opuT, 1 PELBOWXDTNTO XAt O UPLIUOE OVAXATUACHEVACUEVLDY XOPUPDY.

H — 4l emhoy? yeEYOVOTwY xou extiwnoyn vnoBddpou

H el xatdotaon 4 Aentoviwy €yel apxéta undBodpoa. To mo onuovtixd and auta unopody va onop-
etV o TOND peydho Badud Yéow e emhoyhc YEYOVOTwyY. Autd 10 pewdoio unéBaldpo anoteheiton
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and Z + jets, tt xou fake nhextpdvia xupde. Yrdpyouv enlong xdmowa ur pewdowo LéBodpa o omtola
TPOXUTTOLY amd TNV Tapaywyh ZZH).

[ vae amogeuydolv ov aBeBodtnteg tne Yewplog xan g mpocopolwong to pewdoio uréBadpeo u-
nohoyileton and o nporypatixd dedopéva (Data Driven Estimation). Alo Swupopetinéc pédodor yenot-
pomoolvTon Yo Ta Ll xon llee xovdha, xodoe ou dradasiec unofdidpou €xouv BlapopeTinr] GYETLXY
ouvelogopa ot autés T xataotdoes. To llpp xavdhe anaptileton xuplws and Z + Heavy Flavor (HF)
jets xou tt. Avtdétwe To llee amaptileton xuplwe and Z + Light Flavor (LF) jets xou fakes .

[ to Uppe xavéh 1 extiunon Baolleton oe 4 nepoyéc eAéyyou. Ot mepldyec autéc xotaoxevdlovTon
AVTLOTEEPOVTAC XATOLXL OIS TOL XPLTHELYL ETMAOYNC YEYOVOTWY, WGTE Vo emhouTioToly oe undBadpo. O 4
TEPLOYEC EAEYYOU Elval

o Inverted dy : Anauteltan évor ToUNdYLoTOV b Tt AeTTOVIAL TOU BEVTEPELOYTOC LEVYOUC Vo AmOTUY-
YAVeL VoL TEpdoeL To xpLThiplo Tapauéteou xpolong. H mepoyr n omola dnurovpyelton elvon eumiou-
Topévn oe HF jets moporydueva eite and Z + jets elte and tt.

o Inverted Isolation : Amnottelton évor ToUNdyioTOV amd Tar Aemtdvia tou deutepeuvdvtog Lelyoug va
ATOTUY YAVEL VoL TERAOEL TO XPLTHpLo amoudvworne. Eva emmiéov xpithplo otny avicopporio opunc
(ot Bapopd Tne opuhc 6Twe auty petpEton and tov ID xo to MS) euvoel to LF jets.

o ep+ pp o Amoutelton to mpwtedov Lelyoc va elvar dlapopeTinhic yebone. LUVENHS amopplnovto T
Z + jets xou 1 meptoy ) ebvar eumhouTioyévn ot tt.

e Same Sign : Anawtelton to deutepedov Léuyoc vo lvon ogoonuo. Xe authy TNV TEPOYTH OAeC o
BLABXAGIEC EYOLY GNUAVTIXTH CUVELGQPOPG, AhAA YENCLLOTOLE(TOL XA TEAL TO XELTAPLO AVICOPEOTLAS
opunc v vo euvondel to LF jets.

Ou meployéc eréyyou cuvdéovtar UETED TOUS UEow Wiag Téuntne meptoyfc. H mepoyn auty elvou

o Relaxed Isolation and do : Aev epdpuélovion ta xpltrpia AmoUOVWoNS Xol TUpUUETEOU XpoVoTNe
ot AemtdvLa Tou deutepebovtog Ledyous, OTKE Xau TO XELTARLO XOPLPRS YLol TO YEYOVOS GUVONXA.

O tpdmog olvdeong Paciletor oTov AOYO TV YEYOVOTWY PETIED TWV TEPLOYWY EAEYYOU XOb TNg
Relaxed. Ov Aéyou autol deoyévovton amo 1o MC. Ta anotehéouata exppdlovton apywd oty Relaxed
xou and exel ypnowomnoolvton xatdiinhol nopdyoviee (Transfer Factors) wote vo petagepdody otny
neptoy ofipatog (Signal Region), 6mou ta mAfipn xplthpla eqopudlovto.

Ye xdle plo and Tic napandve TEployEc, YpENOHOTOELTL 1 XaTavouh TG avedlolwtne udloc Tou
TpwTeVOVTOC LelyYOUC Yl VoL XAUTUOXEVAOTEL €val LovTéAo To omolo Ya mpocaprootel oo Tporylotixd
dedopéva. Tio % plo amo tic dadixaotec Z + HF jets, Z + LF jets xou tt éva Slopopetind poviého
yenowornotettan. To ddpoioya Twv YovTEAWY eivan autd T0 0Tolo TPOGUPUOLETA, YEYICTOTOLWVTIC TNV
ouvdptnon mdavogdvetag. H npocapuoyy yivetow tautdypova xon otic 4 mepoyéc. H ouvéneia tou
povTéloU, xddwe xou Tne Sodixdolac EAEYyETOL TPOYEVESTEPA UE Peudodedopéva dnuioupynuéva and To
MC. Extéc and tnv xOpia édodo mpocapuoyic LTEEYouV oxdUo BUo UE Uixpéc Tapahhayéc. BTNy TeodT
ané autég, 0 Z LF xouw HF jets cuyywvedovtar, evéd otny dedtepn 1 tpocapuoyy yiveto oe 800 GTddia,
pe 2 + 1 meproyéc eréyyou. Ot 3 uédodot divouv cuyxploluo amoTEAEGUUTA EVIOYUOVTAC TNV EUTIOTOGUVY
pag oty draduxaocto extiunong.

Ou napdryovteg petagpopds ehéyyovtor enlone and ta mpaypatixd dedopéva yenoonowdvtag éva MC
delypa to onolo mepLéyel yeyovota pe éva Z xon éva emniéov wévio. O mapdyovteg elvon amhoixd 7
an6doom v 500 xprtnplwy (ATOUOVWGTE X0t THPUUETEOU XPOUoTIC) YLOl TO ETULTAEOV LOVIO GTO TETPAYWVO.
Aedopévou 6t ypedlovton 2 TFs, évac v LF xon évac yia HF jets 8o uno-delypata eypnhovtioyéva o
LF xou HF jets avtiotowa ypnowonowtvta. To LF delypo xataoxevdleton Yétovtoc éva xpithipto otny
avicopponia opunc. To HF Selypo xotaoxeudletar avtiotpépovtac to xpithpto mopopuétpou xpobone. H
an6d00T TV XELTNEIWY ATOPOVKGTC XAl TUPUUETEOL XpoloTE UTdAOYLLETOL amd oTd Tot UTo-Oelyparta glte
xateudelay and to MC, elte and ta dedopéva. ' to LEF umdipyer o onuavtiny Swapopd otny anddoon
e AmoUOVLoNe Uetalld twv d0o Tpdmwy utoloyiouol. Ondte ypnowonoteitor ) T 1 onola TEOXITTEL
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and ta mpoydatixd dedouéva, eved N oyeTxh offeBondtnta Aoyiletan cav cuoTtnuatx| aeBordtTnTo oTOV
TEANXOS aptdud YEYOVOTWY GTNY TEPLOYT) OYULATOC.

ITolhéc uéletec dev ypewdlovtar U6vo Tov GUVOAXG apdud YEYOVOTwY Tou pewwoipou utofdipou,
oML Mo xATOLOL BLaPopLXY) XATAVOUT TOL. e auThY TNV TEP(TTWoT, Ta YEYovoTa Tng xdde SLopopixhc
xatnyoploc mpoooapuoélovion Eeywpotd. Enedr to Z + LF jets éyer uixpr otatiotind| yewxd, ypnotlo-
notelton 1 p€Yodog oty onola tar LF xouw HF elvan cuyywveupéva. Qot6c0, 10 ddpotouo Twv xatnyopLdy
XAVOVIXOTIOLELTAL GTO AMOTEAEGUA TN)G GUVOLAOUEVTC TIPOGUPHOY TS OTwe Ttpoéxue and Ty xVpta uédodo.
T x&de pla and e xatnyoplec vnoloy(leton évag Eeywpiotéc Transfer Factor, o onolog Swopddrveton
oty mepintwon wixenc otatloTixAc. Ot Slopopnéc xatavopéc ol omolec TpoxUTTOLY and TOV UTOAOYL-
ouo and to dedopéva cuYxplvovTon YE TIC avapevopeves amd 1o MC . Aev napatneidnxay onuovtixés
OLapPOpEC.

Avalrtnon yia Boageic ZZ cuviovicopolg

IToaéc ITKII Yewplec mpoPrénouvy v Umopén emnhéov Bapltepwy unoloviov Higgs. Xtnv neplntwon
avaltnone véwv cwpatidwy 1 urnddeon Hy, n omolo nepihopfBdver uévo undBadpo, mpénet vo eheyyVe-
{ x6vtpa oty unddeon Hi, n omolo mepthopfBdver orua xou vndBodpo. H Umoapén chuoatoc oty H;y
TOPAPETEOTIOE(TOL HECW TNE Loy ¥og ofuatog i Apyuxd mporypotonoeiton wio tpocpuoyy uéyotng mio-
vogdvelg. 2ot6c0 yenowdonoleltal pua tapdhhory T TG cuvdptnong mavogdvewas, 1 orola opiletan €Tol
OOTE Vo elvon GUVERTNOT UGVO TOU L1 Xou Gy ot TwV Tapopétewy dyhnone (A(w)). H mpocapuoyni pe auth
TN oUVdETNoN amodidel TNV T Tou L 1 omolo MEPLYEdpEL XoADTEP Tal TpayUoTixd dedouéva. Kadde
OUWC TA TEAYUATXE BEBOUEVA EYOUY BDLAXUUAVOEL 1) TpooupuoY T dev Yo amod®oeL TNV TWH Tou [ TNV
ornola tpoPBAénetl to KII. Ondte anoutelton évag tpémog yia va danuctwidel av 1 acuupovio tpoépyeto
OVTWS AmO OLUXUUAVOELS TV OEQOUEVWY 1) amd *Amolo VEO Qouvouevo guoic. And tnv ocuvdptnon A
npoxOnTeL enlong 1) test statistic petoBANTA go. AUTH N peToBAATN €xer TV SuvatdTnTa var dtaxplivel Tic
dVo uno¥éoec Hy xoaw Hp. And tnv xatdvoun e v tic 2 unodeoewc Hy xaw Hy mpoxdntel 1 mdoavdtnta
EvoL CUYXEXPWEVO o vau €xer Tpoéhelel elte and tnv Hy elre Hp. And autéc tic miavdnieg, péow e
pedédou CLs, unoroyiletan to avdtepo dpo 010 1 ot emmédo epmotoobvng 95%. Extoc and ta dpla
TOU TTAPOTNEOUVTAL A6 TOL TPOYUATIXG SEOUEVA, EVOLUPEPOUACTE Ol YLo ToL AVAUEVOUEVL bpLa (Blopéco
TWh.) Autd umopoy vor LTOAOYLGTOUY TOAD amodoTXd YEow EVEE EWBXo) oeT Bedouévwy, Tou Assimov
Dataset. O cuotnudtixec ofefondtnrec nepthouBavovion TNy TEOCUPUOY T Ouv YXAousoLavol 6pot o
HEAETOVTAL EEYWPLOTE.

Yty nopoloa uehétn 1 Slaxplvouca eToBAT TN Tou yernoLoTolelTon TNy TpooapUoY Y| efvar 1) avolho-
{wtn wdla twv teEcadpwy Aentoviwy, xadde avalnteiton évag cuvtoviouds. H xotavoun tne avodlolwtng
HAac Yol TO GHUO XOL TO UN UELWOLWO LToBddpo TOPUUETPOTOELTOL UE AVUAUTIXEC GUVHPTHCELS TRO-
ooppoloviac tic MC xotavoués, eved yia 10 Uewdoo undPBadpo xataoxeudleton Aetadvovtag tic MC
xatovopéc. O aptdudc yeyovotwy ylo To Yewdolo utéfodpo amoxtdtatol amd Ty eXTUNoT and To TEay-
potixd Sedoyuéva, 6Twe TeptypdpTne 6To TpoNYoluEVO xepdiato. Emnlone unohoyileton xou 1 YEWHETEIX
anodoyh OHUUTOS Gay cLUVEETNOTN TNE Kalac Tou UTOYETIXOU VEOL CWHATIOIOL.

Y1y teEAr] mpocapUoyY| ol TapdueTeol evdiagpépovtog elvon oL evepyol dwtouéc yia ggF xan VBF
napaywyr. ‘Etol yenowonowivta 4 xavdhia, 3 evaiodnta o napaywyy péow ggk xa éva yéow VBE.
Enfone undpyouv 500 ehetepot TapdeTpoL, OL OTOLEC TEPLYPEPOLY TNV XAVOVLXOTOINGT] TOU UT] UELWOLIOU
unofddpou ota ggF xon VBE xavdhia. ‘Oleg ol cuotnuatixég aBeBordtneg npoepyoueveg and tny Yewpla,
To melpapo, TNV exTUNON amd TA TEAYUATIXE OEQOUEVA XL TNV TOEOUETEOTOMOY), XaddC %ot XATOLEC
ouvolué affefodtnTec mepthapfdvoviar otny mpooappoyr. H diaddoia mpocapuoyhic eAEyyetar ye
Assimov Data , to omola ¥pnoylonotodvToL xou Yiot TNV EE0YWYT| TWY AVOUEVOUEVWY 0plwy.

Fevixd, dev mapatneRdnxe xamold ooyt aoup@evior YETHED TWV AVOUEVOUEVKDY oL TOROTNET-
Vévtwv xatavoudmyv. Ta tehxd dpla oty mapaywyh elte péow ggF elte yéow VBF ot eninedo eymoTo-
obvne 95% unoloyiopéva and to dedopéva EETepVoUV EAAYIOTA Ta 20 TWV AVAUEVOUEVWY o€ 2-3 ornuela.
Néa anotéheoyora ye BeATtwuéve teyvixéc avdiuone xdUng xon ue cuVdLAoUd UE TNV avaAuon TEMXAC
xatdotoonc 202v avouévovtol cUVToUaL.
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Mezpnon tng off-shell woyloc oruatog

To teheutalo xepdloto mporydatebeTon TNV PETENON Tou TAdToug Bidomaone tou proloviou Higgs. Ta
vo tparypatonoinUel 1 wétpnomn oty anowtelton pétenon tng off-shell evepyol duatourc 1 g avtiotoiyng
oy 00c oRUATOC (foff—sher)- Evo gawvbuevo to omolo mpémer va Anglel un 6w oe auth T peré
elvon 1 ouuPoly| ofjpatoc-utoBddpou. To oua mpoepyduevo and ggF (g9 — H* — ZZ) ouufdhle. pe
10 avtiotowo undBadpo (g9 — ZZ), xadde Exouv Buo apyh xar el xatdotaor. H pehétn e
oLUPBoAAC etvan apxéta oNUAVTIXT, Aol YenowwoToteitan yio Vo tapopeTeoToindel 1) eVeEpYOg Blatous| cav
ouvdpTtnor g loyvog ofuatoc. H napapetponoinon cuyxpiveton pe MC to onolo dnutovpyeiton anceuideiog
HE BLaQOPETIXY Loy GHUATOC.

Ty perétn autr 1 avodholwtn wdla twv 4 Aentoviov dev TpocpEpel apxeTE Xahh DaxELTiXy Xo-
votnta. I autd yenowonoetiton 1 wédodoc tou otoyeiou mivaxa. Auth 1 wédodoc expetodiedetar 8
xwvnpotixée petoBAntée, ou onoleg opllovtar oto cbotnua Neeploc twv 4 Aentoviwy, emioTpépovtac pla
dtaxpivouca.  Auth n Saxpivouvoa eumeptéyel Tt TIAVOTNTES €V GUYXEXPIIEVO YEYOVOS VoL EYEL TRO-
éh0el and off-shell Higgs A and vndfadpo. Me tnv ypron g BeAtudvetan onuavtixd 1 euotcUnola.
Emmiéov exnoudettnxe évo BDT pe tnv mpocdoxio nepontépw BeAtiowonc. 3 xvnuatixéc uetaBAnTtéc tou
cuCTAUATOC TwY 4 Aemtoviwy xou 1) Sloxpivouoa Tne uedddou otoiyelou mivaxa ypnowonotjdnxay yio TNy
exnafdeuon tou. loTé00, Sev unhiple afloonuelwTn Blopopd YeNoLUOTOWVTAS TNV Bloxpivouca and To
BDT, onéte eneléyrn autr Tou otoiyelou mivaxa yia TNV TEAXT| TPOCUPUOYT,.

Ov MC xatavoués ofuatog o urtoBddpou diopdavovtor pe v Bordeia twv k-factors ou omolol
AoBdvouv v’ ddwv Tic Bropddoeic avdtepne TdEne mou elvar drodéotuec. To pewdowo uvnéBadpo xal oe
QTAY TNV HEAETN unohoyiletar YE TopOROL0 TPOTO, TTAlPVOVTAC TNV XAVOVXOTOWoT and To TEdyaTixXd
Oedouéva xon ActafvovTog T xatavopgg Tng dlaxpivoucag Tou otouyelou mivonca.

Dty e€ayoyn TV TEMXOY anoTEAEGUATWY, N TEOCUpUOoYY) and ta xaviho 4l cuvdbudléton ue
ot and To xoavdo 2[2v. Me ta dedouéva, tor omolar cuAREY Uy to 2015-2016 xon avTioTolyoly o
ohoXANpwUéVY putevdTnTa 36 fh™1) xatéotn duvatdy va prel uébvo éva avidTEpo Gpo 6TO TAGTOC TOU
unoloviov Higgs. Xuyxexpuyéva, to 6plo auté Htay 4.2 gopéc n tur) 1 onolo tpoBiéneton and to KII. H
avdAuoT xa TV UTOAOTKY SEBOUEVWY TNC 2N¢ TEELOBOU, xS xan 1) BEATIWOT TWV TEYVIXGY avdAueNC
OVAMEVETAL VoL UELDCOLY GNUAVTLXA TO 6pLO.
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Abstract

The discovery of Higgs boson in 2012 by the ATLAS and CMS experiments marked a key milestone in
the history of particle physics. It confirmed a long-standing prediction of the Standard Model (SM),
the theory that describes our present understanding of elementary particles and their interactions. The
Higgs boson was the last particle of the SM which was observed. After its observation the research
in in the ATLAS experiment focused on the measurement of its properties and also on the effort to
observe particles beyond the SM. During Run IT (2015-2018) it collected data corresponding to about
140 fb~!, having a key role in these studies. This thesis presents a study for search of new high mass
Higgs-like bosons as well a study for the measurement of Higgs boson decay width. It presents also
the data driven estimation of the reducible background for these studies.

The first chapter (1) is a short theoretical introduction to the SM. The particles and the way that
their interactions emerge are described. The Higgs mechanism is introduced as a way to retain the
invariance of a Lagrangian with massive bosons. The mechanism can be extended to give mass to
the fermions too. Afterwards the Higgs boson production and decay modes are described. Except
the SM Higgs boson, additional Higgs-like bosons are predicted by beyond the SM models. Lastly an
innovative way to measure Higgs boson decay width is presented.

In the second chapter (2) the ATLAS experiment is described, after a short introduction about
about CERN and LHC. The ATLAS experiment consists of 3 main sub-detector systems, the Inner
Detector (ID), the Calorimeters and the Muon Spectrometer (MS). The ID goal is to reconstruct
charge particle tracks close to the interaction point. The Calorimeters measure the energy which is
deposit in them by electrons/photons and hadrons. Lastly the MS reconstructs muon tracks. A trigger
and a data acquisition system are used in order to choose and store the interesting event collisions.
The ATLAS detector will be undergone two major upgrades. Soon the inner wheel of the end-cap MS
will be replaced by the New Small Wheel. Also during Upgrade phase II the inner detector will be
replaced by the New Inner Tracker (ITk).

In the third chapter (3) a study for electron identification in the forward region is described. The
new ITk will extend pseudorapidity coverage up to || = 4. An identification method for the electrons
in the region 2.5 < |n| < 4.0 was developed. It uses track-cluster matching criteria and a Artificial
Neural Network to separate the true electrons from the fakes, which come either from pile-up or jets.
Lastly the potential of improving identification by using an Isolation variable is studied.

In the forth chapter (4) the event selection and the background estimation in the 4-lepton channel
are described. The description focuses on the Data Driven Estimation of the llup reducible back-
ground. The estimation is performed in 4 Control Regions (CRs). Each of them is enriched in a
specific background component. The 4 CRs are linked via a fifth region, called Relaxed Region (RR).
A simultaneous likelihood fit is performed in the 4 CRs and the results are extrapolated to the RR via
Fractions. The results from the RR are subsequently extrapolated to the Signal Region via Transfer
Factors (TFs). The TFs are estimated and controlled using a sample containing Z+pu events.

In the fifth chapter (5) the search for a high mass ZZ resonance is described. In this analysis a
cut based or a Neural Network based selection is used to categorized the events. The signal and the
77 backgrounds are modeled with analytic functions, while the reducible background is data Driven
estimated. The methodology of the Likelihood fit and the extraction of 95% Confidence Level limits
is described in detail. Lastly the final limits for the cut-based selection are presented.

In the sixth chapter (6) the measurement of the Higgs boson decay width is described. For this
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measurement, a measurement of the Higgs boson off-shell cross section is required. For this study
the MC samples are corrected with the latest k-factors. Then in additional to the nominal event
selection a Matrix Element based discriminant is used to suppress the ZZ background. The reducible
background is estimated in a Data Driven way. Finally the results are combined with these of the
llvv channel to set limits on the decay width.



Contents

1 The Standard Model

1.1 Standard Model Particles . . . . . . . . . .. L o
1.1.1  Fermions . . . . . . . L
1.1.2  BoSONS . . . . . . . e e
1.1.3 Higgs Boson . . . . . . . . . .
1.2  Mathematical Formulation of the SM . . . . . . . .. ... ... .. ... ........
1.2.1 Noether’s Theorem . . . . . . . . . . . . it
1.2.2 Free Fields . . . . . . . . . . e
1.2.3 Interactions . . . . . . . . . . e
1.2.4 The Higgs Mechanism . . . . . . . . ... ... .
1.2.,5 The SM Higgs Boson . . . . . . . . . ... . e
1.2.6 Fermion Masses . . . . . . . . . . . e
1.2.7 Unification . . . . . . . . .
1.2.8 Beyond the SM Higgs Bosons . . . . . . . .. ... ... ... .. ...
1.3 Higgs Boson . . . . . . . oL e
1.3.1 Production . . . . . .. L
1.3.2 Decay Modes . . . . . . . . . e
1.3.3 Decay Width . . . . . . . . . o
1.4 Higgs boson Experimental Profile . . . . . . . .. ... .. ... ... .. ... ...
2 The ATLAS Experiment
2.1 The Large Hadron Collider . . . . . . . . . .. ..
2.2 The ATLAS Detector . . . . . . . . e
2.2.1 Goals and Physics Requirements . . . . . .. .. ... ... 0.
2.2.2  The Coordinate System . . . . . . . .. ...
2.2.3 The Inner Detector . . . . . . . . . . .. L
2.2.4 The Calorimeters . . . . . . . . . . .
2.2.5 The Muon Spectrometer . . . . . . . . . ... L
2.2.6 The Magnet System . . . . . . . . . . . L
2.2.7 The Trigger and Data Acquisition System . . . . . .. ... ... ... .....
2.2.8 The Computing System . . . . . . . . ... L
2.3 ATLAS upgrades . . . . . . . o o 0 i e e
2.3.1 Phasel . . . . . . . e
2.3.2 PhaseIl . . . . . . . . e e
3 Forward Electron Identification
3.1 Simulation . . . . ...
3.2 Matching and association . . . . . .. ... L L Lo
3.3 Track-Cluster Matching Criteria . . . . . . . .. .. .
3.4 Electromagnetic Cluster Shape Criteria . . . . . . . . . .. ... ... ... ......
3.5 Multivariate Analysis. . . . . . . . . . .
3.6 Additional tracking variables . . . . ... . oL oo



18 Contents
3.7 Results-Summary . . . . . . .. L 71
4 H — 41 Event Selection and Background Estimation 75
4.1 Introduction . . . . . . . . .. 75
4.2 Data and simulation samples. . . . . . .. ..o oL 75
4.2.1 Datasamples . . . . . ..o 75
4.2.2 Monte Carlosamples . . . . . . .. .. L 76
4.3 Event selection . . . . ... 78
4.3.1 Trigger configuration . . . . . . .. ... Lo 78
4.3.2 Physics objects selection . . . . .. ..o oo 78
4.3.3 Vertex requirements . . . . . . .. ..o 79
4.3.4 Quadruplet formation and selection . . . . . . . ... ... L. 79
4.3.5 Isolation . . . . . . .. L e 82
4.4 Background estimation . . . . . . ... oL Lo 85
4.4.1 Background Processes . . . . . .. .. e 85
4.4.2 Data Driven estimation of Z+puu background . . . . . . . ... 86
443 Z4pcontrol sample . . . ... L L 101
4.4.4 Differential Estimation of Z+ up background . . . . . ... ... ... ... .. 109
445 Z+eebackground . . ... Lo 119
4.4.6 Background shape modelling . . . . . ... ... .. oL 120
5 Search for heavy ZZ resonances 123
5.1 Samples and Event Selection . . . . . . . . ... oo 123
5.1.1 Heavy Higgs-like Scalar . . . . ... ... ... ... o 123
5.1.2 Event Selection . . . . . . . ... 124
5.1.3 Event Categorization . . . . . . . . . ... o 124
5.1.4 Signal Acceptance . . . . . . . . 125
5.2 Signal and Background Modelling . . . . . . .. ... oL oo 127
5.2.1 Reducible background . . . . . ... . Lo o 128
5.2.2  TIrreducible background . . . . . . .. .. Lo 129
5.2.3 Signal . . ... 134
5.3 Statistical Treatment and results . . . . . . . .. .. L oL oL 134
5.3.1 Search for new particles . . . . . . ... o 134
5.3.2  Systematic uncertainties . . . . . ... ... Lo 140
5.3.3 Results for the cut-based analysis . . . . . .. .. ... ... . ... 141
6 Off-Shell Signal Strength Measurement 151
6.1 MC Simulation . . . . . . ... 152
6.1.1 Samples and Theoretical Corrections . . . . . . . . ... ... ... ....... 153
6.1.2 Dependency of the off-shell signal and background interference on the signal
strength . . . . . oL 154
6.1.3 Other MCsamples . . . . . . . .. . e 157
6.2 Analysis strategy in the ZZ — 4€ channel . . . . . . ... . ... . 157
6.2.1 Expected events and myy distribution . . . ... ... o000 158
6.2.2 Matrix Element discriminant . . . . . . .. .. .o 160
6.2.3 Reducible background estimation . . . . . . .. ... Lo 166
6.3 Statistical Treatment and Results . . . . . . . .. .. ... L oL o 170
6.3.1 Systematic Uncertainties. . . . . . . . . . . . . L 170
6.3.2 Interpretations . . . . . . . . . L L 171
6.3.3 Statistical analysis . . . . . . . ... 172
6.3.4 Off-shell signal strength . . . . . . . .. ... ... ... .. ... .. ... ... 172
6.3.5 Higgs total width . . . . . . . . . .. 173

6.3.6  Summary . . ... 175



Contents 19
7 Summary 177
A Appendices 179
A.1 Forward Electron Identification . . . . . . .. .. ... L o 179
A.1.1 Track-cluster matching criteria pp dependency . . . . . . . ... ... ... .. 179

A.1.2 Intermediate region cluster shapes . . . . .. .. ... ... ... L. 180

A.1.3 Cluster shapes pr dependency . . . . . . . . . . ... 181

A14 BDT performance . . . . . . . .. e 182

A15 TIsolation . . . . . o oL 183

A.2 Calculated SM Higgs boson production cross sections () . . . ... ... ... .... 184
A.3 List of Monte Carlo simulation samples . . . . . ... ... .. ... .. ........ 185
A3.1 Signal samples . . . .. 185

A.3.2 7ZZ background samples . . . ... oo 187

A.3.3 Reducible background samples . . . . ... ... oL oL L 188

A.3.4 Tribosons and H+V . . . . .. 191

A.4 Sensitivity comparison by using BDT discriminant and ME discriminant . . . . . . . . 192



20



The Standard Model

At the beginning of the twentieth century the only known particle was the electron. A few years
later, the photon, the quantum of the electromagnetic field, was proposed in order to explain the
photoelectric effect. In 1919 and 1932 proton and neutron were discovered respectively. In 1932
also the positron was discovered, the first particle of antimatter. The development of the detectors
and accelerators the following decades enabled the discovery of many more particles. Some of these
particles are elementary, hence they are not made up from other particles. They interact through
four fundamental forces. The theory which describes the elementary particles and their interactions
is called Standard Model (SM) [1]. The last particle of the SM was discovered in 2012, the famous
Higgs boson.

1.1 Standard Model Particles

The Standard Model includes 12 elementary particles of spin 1/2 known as fermions. Each fermion
has a corresponding antiparticle. The SM also includes 12 bosons of spin 1, which mediate the three
forces that the SM describes, electromagnetic, weak, and strong (SM does not describe gravity). The
electromagnetic interaction acts on electrically charged particles. The charge of weak interaction is
called weak isospin and the charge of strong interaction is called color. The last part of the SM is the
Higgs boson (spin 0) which is necessary to give mass to the massive particles.

1.1.1 Fermions

The fermions are the particles which compose the matter and they have spin 1/2. They are classified
in two type , quarks and leptons. The quarks carry colour charge, and hence, they interact via the
strong interaction. They also carry electric charge and weak isospin and so they interact with other
fermions both electromagnetically and via the weak interaction. On the contrary leptons do not have
colour. So the electron, muon, and tau interact electromagnetically and weakly and neutrinos which
do not have either color or electric charge interact only weakly. The leptons are also classified in three
generations. Each member of a generation has greater mass than the corresponding particles of lower
generations. The first generation particles on the contrary to two others are stable and do not decays;
hence all ordinary matter is made up of such particles.

1.1.2 Bosons

The three fundamental forces, which are described by the SM, are carried by the gauge bosons. The
bosons are the quanta of the corresponding fields. The photon is the quantum of electromagnetic field
and it mediates the electromagnetic interaction. The three bosons Z, W and W~ mediate the weak
interaction. Finally there are 8 gluons which carry the strong interaction.
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22 Chapter 1. The Standard Model

1.1.3 Higgs Boson

The Higgs boson (Brout-Englert-Higgs mechanism) was proposed in 1960s to solve the problem with
the masses of Z, W and W~ bosons. The internal symmetries of the SM do not allow these bosons
to have mass. The Higgs mechanism is a way for these particles to obtain mass without violation of
the symmetries. The same mechanism can be generalized to give mass to every particle.

mass -» =23 MeV/c? =1,275 GeVic* =173.07 GeVic* 0 =126 Gelic*
charge - 2/3 2/3 2/3 t 0 1] H
spin = 172 u 112 C 112 ’ 1 9 0
Higgs
up charm top gluon boson
=4 8 MeV/c? <05 MeVie? =4.18 GeVic? 0
143 d -1/3 113 b 0
112 ’ 112 S 112 1 »
down strange bottom photon
0.511 MeWic? 105.7 MeV/c? 1.777 Gel/c? 91.2 GeVic?
R -1 -1 0
112 e 112 ]‘1 112 T 1 z
electron muon tau Z boson
<2.2 eVfe? <017 MeVic? <15.5 MeVic? 80.4 GeVic?
0 0 0 +1
112 ve 12 .I)l'l 112 ])t 1 w
electron muon tau
neutrino neutrino neutrino W boson
Figure 1.1: Standard Model particles
1.2 Mathematical Formulation of the SM
The Standard Model of particle physics [2, 3, 4] is a gauge quantum field theory. In a quantum field

theory the particles are described as excitations of 3 types of fields according their spin. The SM also
contains the internal gauge symmetries of the unitary product group SU(3) x SU(2) x U(1). The
demand for a Lagrangian which is invariant under these internal symmetries is enough to produce all
the dynamics of the three interactions which the SM describes. Invariance under U(1) hypercharge
combined with SU(2) weak isospin produces the unified electroweak interaction and invariance under
SU(3) color transformations produces quantum chromodynamics (QCD).

1.2.1 Noether’s Theorem

As it is known from classical mechanics the Lagrangian formalism is based on the demand of action
extremization, 45 = 0 . In quantum field theory the Lagrangian density £ is a function of fields and
their time-space derivatives £ = L(1;,9,1;). The action is defined as
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S = /Ed% (1.1)

and the demand for its extremization leads to Euler-Langange equation for the fields ¢;

56 = (5,00 (12)

The great advantage of this formalism is that every symmetry in the Lagrangian leads to a conserva-
tion law. Noether offered this theorem in her 1918 work [5, (]

If the action S is invariant under o finite dimensional continuous group of transformations de-
pending smoothly on p independent parameters w, then the current

. oL sy
== 2 530 B ) 43

is conserved

Oujh =0 (1.4)

1.2.2 Free Fields

The free particles in SM are described by 3 different equations according their spin.
Spinless particles are described by the Lagrangian density (or Lagrangian for short)

L= %(6"(156“(;5) — %ngbZ (1.5)

and the Euler-Lagrange equation leads to

(0", +m?)p =0 (1.6)

which is known as Klein-Gordon equation. Its solution is the wavefunction

¢ ~ ePu” (1.7)

So spinless particle, like Higgs Boson, are described as scalar fields.

Fermions are described by the Lagrangian

£ = iy 0,0 — mibu (18)

from which the Dirac equation is derived

("0 —m) = 0 (1.9)
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where y# are the Dirac matrices. The solution of this equation is

P~ T Py (1.10)

So fermions are described as spinors. The four different Dirac spinors u! describe the four combina-
tions of particles or antiparticles with spin 1/2 in up or down direction.

Bosons lastly are described by
1 % 1 2 n
where the field strength tensor F*¥ is a shorthand for, F** = g* A — 9" A*. Tt leads to

O F"™ +m?A” =0 (1.12)

for which the solution is

AF ~ eltePr®” (1.13)
where e stands for the 3 possible field polarizations.

1.2.3 Interactions

The above three equations describe only free particles. In order to describe interactions some addi-
tional terms have to be added in the Lagrangian. For a charged particle inside a electromagnetic field,
for example, the momentum has an extra term coming from the interaction with the field

Pu = Pp— qA, (1.14)
Substituting with the equivalent quantum operator for the momentum in equation 1.8

Ou — Ou +1iqA, (1.15)
an extra term, which can be identified as the interaction term, emerges

Eint = QI/;“Y#AM// (116)

describing the interaction shown in Figure 1.2

=l

W

Figure 1.2: Interaction term as Feynman diagram
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This extra interaction term can be obtained purely by constructing a Lagrangian which is invariant
under local gauge transformations, invariance under inserting a different phase in the wavefunction
for every time-space point namely. Dirac Lagrangian 1.8 is obviously invariant under a global gauge
transformation (inserting the same phase for all the time-space points) of the field v, so if

b= =€ (1.17)
then

Lol =L (1.18)

This symmetry, according Noether’s theorem 1.3, leads to the conservation of the probability current

=y (1.19)

But under a local gauge transformation
= =1 W (1.20)

the Lagrangian 1.8 ! is not invariant as
L— L =L~ qpy"pd,0(x) (1.21)

In order to make an invariant Lagrangian a new term has to be added to cancel the contribution of
qyy*0,0(x). An appropriate choice is

g A, (1.22)

with the additional demand for the field A, to be transformable as

Ay — A+ 0,0 (1.23)

So the new Lagrangian
L= iz/;fy“aﬂw — man) — qzl;’y“z/)A# (1.24)

is invariant under the local phase transformations. The field A, can be identified as the electromag-
netic vector potential (or photon) which, as it is known from the classical electrodynamics, it can
be transformed as 1.23 without changing the physically observable fields F and B. This way the
interaction term 1.16 arises naturally. Also an additional terms has to be added for representing the
free field A,. As the photon is a massless vector field the term has to be the first term (which is
locally invariant) of the Lagrangian 1.11. The complete Lagrangian is

- _ 1.
L=y 0 —mipnp — gy Ay — T Fy, (1.25)

and describes one massive spinor field interacting with a massless vector field. The Euler-Lagrange
equation for the above Lagrangian yields

Las the function §(x) is arbitrary a constant q can be added
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O FH = jv (1.26)

with j¥ = qufy“z/JAu being the four-vector electromagnetic current, which is conserved

8" =0 (1.27)

Hence the whole of electromagnetism can be derived by requiring a local gauge symmetry of the La-
grangian for a particle satisfying the Dirac equation.

The phase transformation factor can be seen as an unitary 1 x 1 matrix

U =e (1.28)

This is a U(1) transformation depending on the real parameter 6. In the Standard Model all the funda-
mental interactions are generated by constructing a locally invariant Lagrangian to the corresponding
phase transformation of each interaction. The term which is added, in order to make it invariant, is the
interaction term between a fermion and the interaction bosons. For the strong interaction the QCD
can be produced from a SU(3) color invariant Lagrangian. In this case the transformation matrix is

U =e™e (1.29)

acting on a wavefuction which has three components, one for each color

¥y -
7/} = ’(/Jg 5 1/} = (1/% d}gaq/}b) (130)
(i

and hence the interaction derivative is also a 3 x 3 matrix

8, — 0, + i AG,, (1.31)

where «; is the coupling strength between the field and the particle, A are the 8 3 x 3 Gell-Mann
matrices, which are the generators of the SU(3) group, G are the 8 gluon fields and G,,,, the color field
tensors. According Noether’s theorem 8 color currents are conserved. The complete QCD Lagrangian,
which is invariant under SU(3) color transformations, is

. - . 1 .
L=y "0 —mp — gy MGy — S G GH (1.32)

This method works perfectly as long as the boson fields are massless. For the electrodynamics and
chromodynamics this is the case as both photons and gluons are massless. However the fields of the
weak interaction, the Z and W bosons namely, are massive. Adding a mass term in the Lagrangian
makes it no-invariant under the local gauge transformations and this leads the theory to be unrenor-
malizable. The problem solved by the Higgs mechanism, proposed by Robert Brout, Francois Englert
[7] and Peter Higgs [8] in 1964.
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1.2.4 The Higgs Mechanism

Assuming a complex scalar field
6= %wl Fige)  with V(@) = p3(6") + \(¢"0)° (1.33)
(1.34)

the corresponding Lagrangian is

L= (0,9)"(0"0) — 1*d" 6 — N¢*9)?

For the case that A > 0 and p? < 0 the term proportional to ¢¢* can not be identified as mass term

as it leads to a negative mass.
The potential V(¢) has a circle of minima in the ¢, ¢2 plane such as
12
P14+ ¢3 = v? with v? = - (1.35)

v,¢2 = 0 and expanding the field ¢(x) about it in terms of

Choosing one of these points ¢
n(z) = ¢1(x) — v and &(x) = Pa(x), so

Vi

i
—
—
——

____.
-

Figure 1.8: The potential V(¢) for a complex scalar field for the case u*> < 0 and X >0 [/]

1 .
o(z) = W [v+n(z) + i&(x)] (1.36)
the initial Lagrangian can be rewritten in terms of excitation about this minimum
(1.37)

£ = [5@m@ ) —miie| + 50,009 + Lol

The arbitrary choice of the point (v, 0) as minimum is an example of a spontaneously broken symmetry.

In the new Lagrangian the field  has mass m, = v2Av2. The massless scalar field £ that emerged is
known as Goldstone boson. The term L;,,; includes all the interaction terms between the fields 1 and

(1.38)

¢ as shown in figure
3,01y 4 14 2, 1y 90
Line = Xon” + 2 A0" + A+ don€” + S M€
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Figure 1.4: n - € interaction vertices representing Lagrangian 1.38 terms.

Including an interaction term with a vector field in the initial Lagrangian 1.34, using the usual sub-
stitution d, — 9,, +iqA,, it becomes

L= (0 — iqAud)* (0" + iqArd) — 1266 — N*¢)? — L Fo B (1.39)

4 mrta

Rewriting again the ¢ in terms of n and ¢ the Lagrangian becomes

£ = | 5Om@ ) |+ | 50,0+ | {Fu 4 3,00 B, (040 Lune (140

The Goldstone boson can be eliminated by choosing an appropriate gauge for the field A,
1
Ay = Ay + —0,(x) (1.41)
gu
This gauge is equivalent to writing ¢ in the Unitary gauge, namely

¢(x) = —=(v+n(x)) (1.42)

Sl

This choice yields

1 1 , 1
L= [2(8“7)(6“77) - MQWQ] + [4FWF“ + 5920214“14“
L 1 (1.43)
+ |:92’UANAM’I’] + 2g2AMA“772] T Z)\n4
Finally the above Lagrangian can be embedded in the Dirac Lagrangian
i ol 7 e 1 124 Lo o H
L= [M/J’}/ o — mz/nﬂ - [qz/ry d)Aﬂ] + ZF#VF + 59V AA
(1.44)

1 1 .
+15(0um)(0"n) — ur"nﬂ + {ngAMA“h + QgQAMA“nﬂ =’ = '

This Lagrangian in now invariant under local U(1) transformations. Hence, in order to retain the
invariance of a Lagrangian, which includes a massive interaction field, a new scalar field has to be
introduced.
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1.2.5 The SM Higgs Boson

In the SM the Higgs mechanism is used to create massive vector bosons for the unified electroweak
interaction, which was proposed in 1960s by Sheldon Glashow, Abdus Salam and Steven Weinberg [9,
]. For this purpose a doublet of Higgs fields is required

_ (9" _ L (1 +ige
= (¢0) v <¢3 +z¢4> (1.45)
The corresponding potential is
V(¢) = 1*d'd + Ao'9) (1.46)

Firstly, the field has to be written again in the Unitary gauge to eliminate the Goldstone bosons

o(z) = % <U Jﬁm)) (1.47)

Then it is embedded in a Lagrangian with a SU(2) x SU(1) interaction term which includes both the
electromagnetic and weak interactions. The interaction with the Higgs field is

, Y 0
Oy +iguT « Wy + zg2BM] (U n h(x)) (1.48)

where T = /2 and o are the three generators of the SU(2) symmetry, known as Pauli matrices.
Y is the weak hypercharge defined form the electromagnetic charge and the 3rd component of weak
isospin, Y = 2(¢ — I3). The partial derivative of the interaction is now a 2 x 2 matrix which mixes
the fields W', W', W?2, B producing the physically observable fields W+, W=, Z9 ~

Wt = —(W'—iWw?)

Sl

_ 1

V2
Z% = —sin Oy B + cos Oy W3
v = cos Oy B + sin Oy W3

w (W +iw?) (1.49)

where cosfyy is defined from the ratio of weak and electromagnetic coupling strengths

/

tanfy = g (1.50)
gw
The masses of the particles that arise are

1

mw = §ng
1

my = §U«/g2 +g/2 (151)

my =0

and lead to a crucial evidence for Higgs boson existence
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m

W — costy (1.52)
mz

as the ratio of the coupling strengths gy and ¢’ as long the masses of W and Z are experimentally

measurable and they had been found in agreement with the prediction of the above equation.

1.2.6 Fermion Masses

The observed form of the weak charged-current interaction couples only to left-handed chiral particle
states and right-handed chiral antiparticle states, so the gauge transformation has to affect only left-
handed (LH) particles and right-handed (RH) antiparticles. To achieve this, LH particle and RH
antiparticle chiral states are placed in weak isospin SU(2) doublets with I3, = —1/2 for the upper
component and I}, = 1/2 for the lower, while RH particle and LH antiparticle chiral states are placed
in singlets with I, = 0 and they are therefore unaffected by the SU(2) local gauge transformation.
For the first generation of particles (e, v, u, d) the doublets and singlets are

Ve _
L= (e‘) and R=ep
L

(1.53)
L—(u> and RZUR 3 R:dR
d L

As the two complex scalar fields of the Higgs mechanism are also placed in an SU(2) doublet a SU(2)
local gauge transformation has the same effect on them. Consequently, the combination L¢ is invariant
under the SU(2) gauge transformations. When it is combined with a right-handed singlet, LoR is
invariant under SU(2) and U(1) gauge transformations. Hence, a term in the Lagrangian of the form
(LoR+ RPL) satisfies the SU(2)xU(1) gauge symmetry of the Standard Model. For the leptons after
spontaneously symmetry breaking the corresponding Lagrangian terms are

L= —%U(e’L@R + egrer) — —%h(e’LeR + egrer) (1.54)

The first term is the mass of the leptons while the second one is the interaction with the Higgs boson.
This way only the upper component of the weak isospin doublet acquire mass. For the quarks the
same terms, but including the hermitian conjugate Higgs field have to be added, in order to give mass
to the lower doublet component. So all the fermions can acquire mass by including in the Lagrangian
the terms

L=—gs [LoR+ (L¢R)'] and L =gs [Lo.R+ (Lo.R)'] (1.55)

Nowadays it is known that the neutrinos have mass. As they are neutral they may be their own
antiparticles (Majorana particles) or not (Dirac particles). Hence one term needed to admit the
possibility that neutrino masses arise from the spontaneous symmetry breaking of the Higgs mechanism
as the rest of the fermions. Additionally, the gauge-invariant Majorana mass term is added by hand,
so the general Lagrangian term including both the Dirac and Majorana mass is

1 _ —
Lpy = 3 [mpvLvR +mprgvi + Mvgur] (1.56)

1.2.7 Unification

The complete Lagrangian of the Standard Model can be written shortly as [11]
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1 -
L= =1 FuF" + iy Dutp + $iyijthié + hoc. + |1 Dugl* = V(9) (1.57)

where F),, is the sum of all field strength tensors, D, stands for the interaction derivative and the
Yukawa matrix y;; represent the coupling parameters of the fermions to the Higgs field. This La-
grangian is invariant under the SU(3). x SU(2)rs x U(1)y symmetry. These three seemingly unrelated
symmetries may be contained in a Grand Unified Group G such as

GD SU(3)(~ X SU(Z)[S(L) X U(l)y (158)

In this case all the interactions would be described by a Grand Unified Theory (GUT) with a single
coupling to which all the couplings are related in a specific way. A unification scheme is shown in figure
1.5 The coupling of the three interactions depend on the characteristic momentum. The couplings
of QCD and Weak interaction are asymptotically free, whereas the coupling of QED increases with
increasing momentum Q, suggesting that for large-momentum (or short distance) scale the three
coupling are merged into a single grand unified coupling

0.1 —
o, SU{3)
%— Grand
a,, SU(2} unification
ay, Ul1) \%G
I I I i
0 +

: 10° 1010 10

! 1

(Gev) ;
My Q iy

Figure 1.5: The variation of coupling strengths a; with Q, showing the speculative grand unification of strong
[SU(3)c] and electroweak [SU(2) sy x U(1)y] interactions at very short distances, or high energies [/].

1.2.8 Beyond the SM Higgs Bosons

The possibility that the Higgs Boson is part of an extended Higgs sector or other extension of the
SM cannot be ruled out. Many of these models, motivated by hierarchy and naturalness arguments
[12, 13, 14], predict the existence of new heavy resonances decaying into dibosons. In models with an
extended Higgs sector, such as the two-Higgs-doublet models (2HDM) [15] and the electroweak-singlet
model [16], a heavy spin-0 neutral Higgs boson is predicted.

The Two-Higgs-Doublet model

The Two-Higgs-Doublet models is the simplest extension of the electroweak Higgs sector carried by
the addition of another scalar doublet. Their phenomenology is extremely rich, since it contains a
charged Higgs, a pseudoscalar and two neutral scalars, flavour-changing neutral currents, and more
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possibilities for CP violation and baryogenesis. There are many motivations for 2HDMs, the best
known motivation is supersymmetry [12]. In supersymmetric theories the scalars belong to chiral
multiplets and their complex conjugates belong to multiplets of the opposite chirality; since multiplets
of different chiralities cannot couple together in the Lagrangian, a single Higgs doublet is unable to
give mass simultaneously to the charge 2/3 and charge -1/3 quarks. Moreover, since scalars sit in
chiral multiplets together with chiral spin-1/2 fields, the cancellation of anomalies also requires that an
additional doublet be added. Thus, the Minimal Supersymmetric Standard Model (MSSM) contains
two Higgs doublets.Another motivation for 2HDMs comes from axion models [17] used in order to
cancel a possible CP-violating term in the QCD Lagrangian [18]. Still another motivation for 2HDMs
is the fact that the SM is unable to generate a baryon asymmetry of the Universe of sufficient size
whereas Two-Higgs-doublet models can do so [19].

The most general 2HDM scalar potential contains 14 parameters and can have CP conserving, CP
violating, and charge violating minima. In writing that potential one must be careful in defining the
various bases and in distinguishing parameters which can be rotated away from those which have
physical implications. However, most phenomenological studies of 2HDMs make several simplifying
assumptions. It is usually assumed that CP is conserved in the Higgs sector (only then can one
distinguish between scalars and pseudoscalars), that CP is not spontaneously broken, and that discrete
symmetries eliminate from the potential all quartic terms odd in either of the doublets; however,
usually one considers all possible real quadratic coefficients, including a term which softly breaks
these symmetries. Under those assumptions, the most general scalar potential for two doublets @,
and ®5 with hypercharge +1 is

A
V =m?, 0101 + m2, 050y — m2,(®1 0y + ®ldy) + 24

A
+ As®] 010102 + (@[ 01050; + 2 [(@]@2)? + (@] 01)?

With two complex scalar SU(2) doublets there are eight fields

. d o
b, = ((va o H%/ﬂ)) , =1,2 (1.60)

Three of those get eaten to give mass to the W= and Z° gauge bosons; the remaining five are physical
scalar (Higgs) fields. There are two charged scalar, two neutral scalars, and one pseudoscalar.

1.3 Higgs Boson

Evidence of the discovery of a new particle compatible with the Standard Model Higgs boson was
published by the ATLAS and CMS experiments in the Summer of 2012 [20, 21]. Both of these
experiments are installed on the Large Hadron Collider at CERN and they discovered Higgs boson
from the debris of proton-proton collisions. The new particle mass was found to be about 125 GeV.

1.3.1 Production

In hadron colliders Higgs bosons are mainly produced by four processes. The total cross section
for the Higgs (m=125GeV) boson production at LHC Run II operating center of mass energy of 13
TeV is about 55 pb. The most significant production process is the gluon-gluon fusion (ggF) with
cross section of about 48.6 pb. The vector boson fusion (VBF) is the second one with about 3.78
pb. Smaller contributions from the associated production with W/Z bosons (ZH / WH) and Higgs
production with heavy top or bottom quarks (ttH).

There are also several mechanisms for the pair production of the Higgs particles Higgs pair produc-
tion : pp - HH + X and the relevant sub—processes are the gg — H H mechanism, which proceeds
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(a) Main Feynman diagrams; ZH/WH, VBF, ggF, ttH (b) Production cross sections as a function of the cen-

ter of mass energy for pp collisions

Figure 1.6: Main Feynman diagrams (a) and cross section (b) of the main Higgs boson production processes

through heavy top and bottom quark loops, the associated double production with massive gauge
bosons, q¢ — HHYV , and the vector boson fusion mechanisms qq — V'V — H Hqq. However, because
of the suppression by the additional electroweak couplings, they have much smaller production cross
sections than the single Higgs production mechanisms listed above.

A mixture of perturbative and non perturbative aspects of QCD is needed to evaluate the cross
sections, leading to uncertainties in the predictions. Detailed information about the SM Higgs boson
properties and phenomenology, including uncertainties in the theoretical calculations due to missing
higher-order effects and experimental uncertainties on the determination of SM parameters involved in
the calculations, can be found in [22, 23, 24, 25]. The latest studies for the impact of PDF uncertain-
ties, QCD scale uncertainties and uncertainties due to different procedures for including higher-order
corrections matched to parton shower simulations, as well as uncertainties due to hadronisation and
parton-shower events are used. The State-of-the-art of the theoretical calculations in the main Higgs
boson production channels in the SM, and the major MC tools used in the simulations are shown in
Tables 1.1. The cross sections for the production of a SM Higgs boson as a function of the center
of mass energy, for pp collisions, including bands indicating the theoretical uncertainties, as well the
main Feynman diagrams of Higgs boson production are summarized in Figure 1.6.

1.3.2 Decay Modes

In the SM, once the Higgs boson mass is fixed, its profile is uniquely determined. The couplings to
gauge bosons and fermions are directly proportional to the masses of the particles and the Higgs boson
will have the tendency to decay into the heaviest ones allowed by phase space. Since the masses of the
gauge bosons and fermions are known all the Branching Ratios (BRs) for the Higgs decays into these
particles can be predicted. The main Feynman diagrams and BRs are shown in Figure 1.7(a). The
uncertainties in the branching ratios include the missing higher-order corrections in the theoretical
calculations as well as the errors in the SM input parameters, in particular fermion masses and the
QCD gauge coupling, involved in the decay. The state-of-the-art of the theoretical calculations are
shown in Figure 1.7(b) and Table 1.3. The branching ratios of the Higgs boson in the SM have been
determined using the programs HDECAY [26] and PROPHECY/F [27, 28]. In a first step, all partial
widths have been calculated as accurately as possible and then the branching ratios have been derived
from this full set of partial widths.
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ggF VBF VH ttH
Fixed Order: Fixed Order: Fixed Order: Fixed Order:
N3LO QCD + NLO EW NNLO QCD NLO QCD + EW  NLO QCD + EW
HIGLU, 1H1XS VBF@QNNLO V2HV, HAWK Powheg
, FeH1Pro, HNNLO MG5_aMC@NLO
Resummed: Fixed Order: Fixed Order:
NNLO + NLLL QCD NLO QCD + EW NLLO QCD
HRes HAWK VH@NNLO
Higgs pr:
NNLO+NNLL
HqT, HRes
Jet Veto:
N3LO+NNLL

Table 1.1: Major MC tools used in the simulations for Higgs boson production.

XS (pb) ggF VBF WH ZH ttH Total
V5 =13TeV 486755 3787228 137728% 88Til% 050708 551

Table 1.2: State-of-the-art of the theoretical cross section calculations in the main Higgs production channels
for mp = 125 GeV in pp collisions at /s = 13TeV
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(a) Feynman diagrams of the main decay channels; (b) The branching ratios for the main decays of the
vy, VV, ff SM Higgs boson near mpy = 125GeV. The theoretical

uncertainties are indicated as bands.

Figure 1.7: Feynman diagrams and branching ration for main Higgs boson decays

1.3.3 Decay Width

The total width of a 125 GeV SM Higgs boson has been calculated to be I' y=4.07 MeV, with a relative
uncertainty of +4.0% -3.9% using HDECAY and PROPHECY/F. HDECAY calculates the decay
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Decay Channel Branching Ratio Relative Uncertainty

H — bb 582101 it
H— WW- 2.14-1071 +1.5%
H—rtr™ 6.27-1072 +1.6%
H — ct 2.89-1072 ook
H—7ZZ 2.62- 1072 +1.5%
H — 7y 2.27-1073 +2.1%
H — Zv 1.53-1073 +5.8%
H— ptu_ 2.18-107* +1.7%

Table 1.3: The branching ratios and the relative uncertainty for a SM Higgs boson with mg = 125GeV.

widths and branching ratios of the Higgs boson(s) in the SM and the MSSM, while PROPHECY4F is
a Monte Carlo event generator for H — WW/ZZ — 4f (leptonic, semi-leptonic,and hadronic) final
states. The Higgs total width is obtained by

Ty =THP 1§D —T{E, + 777" (1.61)

where Ty is the total Higgs width, T#? the Higgs width obtained from HDECAY, T2P and THE,
stand for the partial widths to ZZ and WW calculated with HDECAY, while Fff °Ph- represents the
partial width of H — 4f calculated with PROPHECYF.

1.4 Higgs boson Experimental Profile

For a given mpy, the sensitivity of a channel depends on the production cross section of the Higgs
boson, its decay branching fraction, the reconstructed mass resolution, the selection efficiency and the
level of background in the final state [29]. For the SM Higgs boson for which the width is only a few
MeV, five decay channels play an important role at the LHC. In the H — vy and H — ZZ* — 4/
channels, all final state particles can be very precisely measured and the reconstructed mH resolution
is excellent (typically 1-2%). While the H — WTW ™ — [lvv channel has relatively large branching
fraction, however, due to the presence of neutrinos which are not reconstructed in the final state, the
my resolution, obtained through observables sensitive to the Higgs boson mass such as the transverse
mass, is poor (approximately 20%). The H — bb and the H — 717~ channels suffer from large
backgrounds and lead to an intermediate mass resolution of about 10% and 15% respectively. With
the increase in the size of datasets, measurements in the most sensitive channels are now carried out
differentially or in exclusive modes depending on specific production characteristics. The candidate
events in each Higgs boson decay channel are split into several mutually exclusive categories based
on the specific topological, kinematic or other features present in the event. The categorization of
events increases the sensitivity of the overall analysis and allows a separation of different Higgs boson
production processes. Most categories are dominated by signal from one Higgs boson decay mode but
contain an admixture of various Higgs boson production processes. Simulations are used to determine
the relative contributions of the various Higgs boson production modes in each specific categories.
During Run I The ATLAS and CMS Collaborations have independently measured the mass of
Higgs boson using the samples of proton-proton collision data collected in 2011 and 2012, during
LHC Run I. The analyzed samples correspond to approximately 5 fb~! of integrated luminosity at
Vs =7 and 20 fb~! at /s = 8 for each experiment. The mass of the Higgs boson was measured
to be 125.09 + 0.24 GeV [30] based on the combined Run 1 data samples of the ATLAS and CMS
Collaborations, who also reported individual mass measurements in Refs. [31, 32]. ATLAS latest
measurement based on H — vy and H — ZZ* — 4¢ decay channels with 36.1 fb~! at a centre-of-
mass energy of 13 TeV recorded by the ATLAS detector in 2015 and 2016. The measured value in the
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H — ZZ* — 440 channel is mzz+«g = 124.79 + 0.37 GeV, while the measured value in the H — ~v
channel is M.,z = 124.93 £ 0.40 GeV. Combining these results with the ATLAS measurement based
on 7 TeV and 8 TeV proton-proton collision data yields a Higgs boson mass of mpy = 124.97 £ 0.24
GeV as shown in Figure 1.8(a).
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(a) Summary of the Higgs boson mass measurements from
the individual and combined analyses performed here, com-
pared with the combined Run 1 measurement by ATLAS
and CMS. The statistical-only (horizontal yellow-shaded
bands) and total (black error bars) uncertainties are in-
dicated. The (red) vertical line and corresponding (grey)
shaded column indicate the central value and the total un-
certainty of the combined ATLAS Run 1 + 2 measurement,
respectively [33].

Figure 1.8: Results of Higgs boson mass and spin-parity measurements

Studies of the spin, parity and tensor couplings of the Higgs boson [34] in the H — ZZ* — 4/,
H — WW* — evuv and H — ~y+y decay processes at the LHC were also carried out. The investigations
are based on 25 fb~! of pp collision data collected by the ATLAS experiment at /s=7 and 8 TeV.
The Standard Model (SM) Higgs boson hypothesis, corresponding to the quantum numbers J? = 0,
was tested against several alternative spin scenarios, including non-SM spin-0 and spin-2 models with
universal and non-universal couplings to fermions and vector bosons. All tested alternative models
are excluded in favour of the SM Higgs boson hypothesis at more than 99.9% confidence level 1.8(b).
Using the H — ZZ* — 4¢ and H — WW"* — evuv decays, the tensor structure of the interaction
between the spin-0 boson and the SM vector bosons is also investigated. The observed distributions
of variables sensitive to the non-SM tensor couplings are compatible with the SM predictions and
constraints on the non-SM couplings are derived.

Combined measurements of Higgs boson production cross sections and branching fractions 1.9(a),
1.9(b) have been also carried out [35]. The combination is based on the analyses of the Higgs boson
decay modes H — ~v, ZZ*, WW*, 7T, bb, e, searches for decays into invisible final states and on
measurements of off-shell Higgs boson production. Up to 79.8 fb~! of proton-proton collision data
collected at /s = 13 TeV with the ATLAS detector were used. The global signal strength was deter-
mined to be p = 1.111‘8:82. The results are interpreted in terms of modifiers applied to the Standard
Model couplings 1.9(c), 1.9(d) of the Higgs boson to other particles, and are used to set exclusion limits
on parameters in two-Higgs-doublet models and in the simplified Minimal Supersymmetric Standard
Model. No significant deviations from Standard Model predictions are observed.
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as free parameters, the conditions kyy,z < 1 applied and the mea-
surement of the Higgs boson decay rate into invisible final states

included in the combination (red); or Bpsar = Bino =

Bundet in-

cluded as a free parameter, the measurement of off-shell Higgs bo-
son production included in the combination, and the assumptions
described in the text applied to the off-shell coupling-strength
scale factors (blue). The SM corresponds to Biny = Byndet = 0
and all kK parameters set to unity. All parameters except x+ are

assumed to be positive

Figure 1.9: Results of Higgs boson Cross Sections and Couplings measurements [95].
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Decay Width Measuremnt

Currently particle experiments do not have the needed resolution to measure the Higgs boson decay
width directly. However recent studies [36, 37, 38, 39] have shown that the high-mass off-peak regions
beyond 2my (V = Z, W), well above the measured resonance mass of 125 GeV, in the H — ZZ and
H — WW channels are sensitive to Higgs boson production through off-shell and interference effects
with the continuum background. This presents a novel way of characterising the properties of the
Higgs boson in terms of the off-shell event yields, normalised to the SM prediction (referred to as
signal strength 1), and the associated off-shell Higgs boson couplings. Such studies provide sensitivity
to new physics that alters the interactions between the Higgs boson and other fundamental particles in
the high-mass region [40, 41, 42, 43]. This approach was used by the ATLAS and CMS collaborations
[44, 45] to set an indirect limit on the total width with the data collected in pp collisions at the
centre-of-mass energy /s = 7 and 8 TeV.

The representative diagrams for pp — ZZ production are shown in Figure 1.10, involving resonant
Higgs boson production and non-resonant ZZ continuum originating from ¢q and gg initial states. In
the dominant gluon fusion production mode for the Higgs boson at the LHC, the off-shell production
cross section, away from the resonance peak, is known to be sizable, contributing O(15%) to the
total cross section. This is due to two threshold effects, one near 2M; from the enhancement of
the Higgs boson decay amplitude as the two Zs go on-shell and the other at 2m; from the gg — H
production [46]. The production cross-section for gg — H* — ZZ can be written as:

2 2
dUpp—>H—>ZZ - gHgggHZZ
dM7, (M3Z, —m%)? +myTy’
where grgq, grz2z are coupling constants for Higgs production and decay. For on-shell Higgs, we can
write:

(1.62)

daé’ﬁ.?hfl?zz N g%[ggg%{ZZ (163)
dM%, m2 % '
while for off-shell Higgs,
dgzﬁ:hglﬁzz -~ 912[1999%{22 (1 64)
dM3, (M3, —m3)? .
The total cross-section ogé_?hlglﬁzz for the off-shell Higgs boson production through gluon fusion

with subsequent decay into vector-boson pairs,? as illustrated by the Feynman diagram in Figure

1.10(a), is proportional to the product of the Higgs boson couplings squared for production and decay.

However, unlike the on-shell Higgs boson production, Jgff:hgﬁﬂzz is independent of the total Higgs
boson decay width ' [36, 37]. The off-shell signal strength in the high-mass region at an energy
scale 8, pofr-shen(8), can be expressed as:
nggfﬂhHI; —az (3) 2 2
Poft-shell (8) = % = “g,off-sheu(S) : HV,oﬂ-shell(S) ) (1.65)
O 6ff-shell, SM (8)

where £g ofi-sherl (8) and kv oft-shei () are the off-shell coupling scale factors associated with the gg — H*
production and the H* — ZZ decay. Due to the statistically limited sensitivity, the off-shell signal
strength and coupling scale factors are assumed in the following to be independent of § in the high-
mass region. The off-shell Higgs boson signal cannot be treated independently from the g9 — ZZ
background (Figure 1.10(b)), as sizable negative interference effects appear [30] for the gg initiated

2In the following the notation gg — (H* —)ZZ is used for the full signal+background process for ZZ production,
including the Higgs boson signal (S) gg — H* — ZZ process, the continuum background (B) gg — ZZ process and
their interference. For vector-boson fusion (VBF) production, the analogous notation VBF (H* —)ZZ is used for the
full signal plus background process, with VBF H* — ZZ representing the Higgs boson signal and VBF ZZ denoting
the background.
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processes as shown in Figure 1.10(a) and Figure 1.10(b). The interference term is proportional to

\/ Moff-shell = Kg off-shell * KV, off-shell -

() (b)

(©)

Figure 1.10: The leading-order Feynman diagrams for (a) the g9 — H* — ZZ signal, (b) the continuum

g9 — ZZ background and (c) the qq@ — ZZ background.

In contrast, the cross-section for on-shell Higgs production allows a measurement of the signal

strength:
99—H—ZZ /€2
I hell = on-shell __ "Vg,on-shell
on-she. —_— -
99—H—ZZ SM
on-shell, SM Uer /T

(1.66)

which depends on the total width I'y through the Higgs boson propagator. Assuming identical on-
shell and off-shell Higgs couplings, the ratio of foffshell 1O fon-shell Provides a measurement of the total
width of the Higgs boson. This assumption is particularly relevant to the running of the effective
coupling k4(8) for the loop-induced gg — H production process, as it is sensitive to new physics that
enters at higher mass scales and could be probed in the high-mass mzz signal region of this analysis.

More details are given in Refs. [40, 41, 42, 43].
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The ATLAS Experiment

The ATLAS (A Toroidal LHC ApparatuS) experiment is currently the biggest experiment in the
world, employing over 3000 scientists. ATLAS is a particle detector installed on the Large Hadron
Collider (LHC) in Conseil Européen pour la Recherche Nucléaire (CERN) near Geneva. The LHC is
also the biggest particle accelerator capable of accelerating protons at 14 TeV center of mass energy.
ATLAS design began in 1994 [47, 48] when a general purpose detector was proposed t o be installed
on the upcoming LHC [49, 50]. Construction was completed in 2008 and the experiment detected the
first high energy collisions in Spring 2010.

ATLAS is capable to investigate a wide range of physics, from the search for the Higgs boson to
extra dimensions and particles that could make up dark matter. Beams of particles from the LHC
collide at the centre of the ATLAS detector making collision debris in the form of new particles, which
fly out from the collision point in all directions. The different detecting subsystems, arranged in layers
around the collision point, record the paths, momentum, and energy of the particles, allowing them
to be individually identified. The interactions in the ATLAS detectors create an enormous flow of
data. To digest the data, ATLAS uses an advanced trigger system to choose which events to record
and which to ignore. Complex data-acquisition and computing systems are then used to analyse the
collision events recorded.
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2.1 The Large Hadron Collider

In 1994 a new proton accelerator was proposed to replace the existing Large Electron Positron Collider
(LEP) in CERN. The new accelerator, the LHC [51, 52, 53], was built between 1998 and 2008 in
collaboration with over 10,000 scientists and engineers from over 100 countries, as well as hundreds
of universities and laboratories. Now it is the biggest and most powerful particle accelerator in the
world, capable to accelerate protons up to 14TeV center of mass energy.

The LHC has circular shape (Figure 2.1), about 27 km perimeter, lied in a tunnel about 100 m
under the surface. The collider tunnel contains two adjacent parallel beam pipes, kept at ultra-high
vacuum, in which the particles travel in opposite directions around the ring. A cross section of the
pipes is shown in Figure 2.2. They intersect at four points where ATLAS and the other three major
detectors are installed. The particles are being accelerated due radio frequency cavities alongside
the pipes and 1232 dipole superconducting magnets producing magnetic field up to 7.7 T keeping
the beams on their circular path. In additional 392 quadrupole magnets are used to keep the beams
focused, in order to maximize the chances of interaction between the particles. Approximately 96
tonnes of superfluid helium-4 is needed to keep the magnets, made of copper-clad niobium-titanium,
at their operating temperature of 1.9 K.

The beam is accelerated gradually as injected in multiple smaller accelerators, until it reaches to
LHC. The first accelerator is the Radio Frequency Quadrupole (QRF) which speeds up the beam
to 750 keV. From the quadrupole, the particles are sent to the linear accelerator LINAC2 which
accelerates them to 50 MeV. The next is the circular accelerator Proton Synchrotron Booster (PSB)
with energy 1.4 GeV. The Proton Sychrotron (PS) is following with energy 25 GeV. The Super Proton
Synchrotron (SPS) is the last step before the LHC with an energy of 450 GeV.

The beams in the LHC are not continuous but separated in bunches.About 2808 bunches fit at the
total LHC perimeter, with about 1.5-10'! protons each, colliding every 25 ns. This corresponds to an
instantaneous Luminosity L = 103*ecm™2s~!. The number of interaction per second is proportional to
this luminosity and to the total cross section for proton-proton interaction, yielding about 600 million
proton interactions per second.

Seven detectors have been constructed at the LHC’s intersection points. Two of them, the ATLAS
experiment and the Compact Muon Solenoid (CMS), are large, general purpose particle detectors.
On the contrary ALICE and LHCb have more specific roles and the last three, TOTEM, MoEDAL
and LHCf, are much smaller and for specialized research. The LHC physics program is mainly based
on proton—proton collisions. However, shorter running periods, typically one month per year, with
heavy-ion collisions are included in the program. The main goals of these programs are

e Search and study of Higgs boson

e Search for Supersymmetric particles

e Search for other beyond the SM particles, heavy gauge bosons, exotic particles etc
e Investigation of various models based on string theory, implying extra dimensions
e Search for the nature of dark matter

e Investigation of Grand Unification Theories

e Study of Gravity and Hierarchy problem

e Study of sources of quark flavour mixing

e Study of violations of the symmetry between matter and antimatter (CP violation)

e Study of the nature and properties of quark—gluon plasma
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Figure 2.2: LHC cross section

2.2 The ATLAS Detector

ATLAS (Figure 2.3) is a cylindrical detector consisting of three different main detecting subsystems,
wrapped concentrically in layers around the collision point. Its dimension are 46 m long, 25 m in
diameter, and weights 7,000 tonnes. It is capable to record the trajectory, momentum, and energy
of particles, allowing them to be individually identified and measured. A huge magnet system bends
the paths of the charged particles so that their momenta can be measured as precisely as possible.
The four major components of the ATLAS detector are the Inner Detector, the Calorimeter, the
Muon Spectrometer and the Magnet System. Components also integrated with the detector are
the Trigger and Data Acquisition System, a specialized multi-level computing system, which selects
physics events with distinguishing characteristics, and the Computing System, which develops and
improves computing software used to store, process and analyse vast amounts of collision data at 130
computing centres worldwide.

2.2.1 Goals and Physics Requirements

A broad spectrum of detailed physics studies led to the overall detector concept presented in the
ATLAS Technical Proposal [54]. The basic design criteria of the detector include the following.

e Very good electromagnetic calorimetry for electron and photon identification and measurements,
complemented by full-coverage hadronic calorimetry for accurate jet and missing transverse
energy (ET miss) measurements

e High-precision muon momentum measurements, with the capability to guarantee accurate mea-
surements at the highest luminosity using the external muon spectrometer alone

e Efficient tracking at high luminosity for high-pr lepton-momentum measurements, electron and
photon identification, tau lepton and heavy-flavour identification, and full event reconstruction
capability at lower luminosity
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Figure 2.3: ATLAS Detector

e Large acceptance in pseudorapidity with almost full azimuthal angle coverage everywhere.

e Triggering and measurements of particles at low-py thresholds, providing high efficiencies for
most physics processes of interest at LHC.

The main performance goals of ATLAS detector [55, 56] are listed in table 2.1. The Layout of the
ATLAS detector as well as the traces of the particles go through it are shown in Figure 2.4. A
visualization of a typical event recorded by ATLAS is shown in Figure 2.5.

Detector component Required resolution 7] coverage
Measurement | Trigger
Tracking Opr /P = 0.05%pr & 1% +2.5
EM calorimetry op/E =10%/VE ® 0.7% +3.2 +25
Hadronic calorimetry (jets)

barrel and end-cap op/E =50%/VE @ 3% +3.2 +3.2
forward or/E =100%/VE & 10% 31—-49 |31-49

Muon spectrometer Opr/pr = 10% at pr=1TeV +2.7 +2.4

Table 2.1: General performance goals of the ATLAS detector.

2.2.2 The Coordinate System

The centre of ATLAS coordinate system is defined at the interaction point at the centre of the detector.
X-axis is defined towards LHC centre, Y upwards and Z tangentially to the beams. So the X-Y plane
is transverse to the beams. Angle coordinates also used (¢, n) where ¢ is the azimuthal angle around
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Figure 2.5: Graphical representation of one of a collision event, showing traces and energy deposits left by the
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the Z axis and 7 is the pseudorapidity which is defined as:
0

n= ln(tani)
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where 0 is the angle with the Z axis. The angles of tracks originating from the interaction point are
then described as coordinate pairs (¢,n) and the angular separation for higly relativistic particles,
expressed as (A¢, An) is a Lorentz invariant under boosts along the beam axis. The (dimensionless)
distance AR in the (¢, n) plane is defined as:

AR = +/(An)* 4+ (A¢)? (2.2)

2.2.3 The Inner Detector

The ATLAS Inner Detector (ID) [57, 58] (Figure 2.6) is designed to provide hermetic and robust
pattern recognition, excellent momentum resolution and both primary and secondary vertex measure-
ments for charged tracks above a given pr threshold and within the pseudorapidity range |n| < 2.5.
It also provides information for electron pion separation over |n| < 2.0 and a wide range of energies
requirements. The ID is contained within a solenoidal magnetic field of 2 T. It consists of three in-
dependent but complementary sub-detectors, the pixel detector, the semiconductor tracker and the
transition radiation tracker.

End-cap semiconductor tracker

Figure 2.6: The Inner Detector.

The Pixel Detector

The Pixel Detector [59] is designed to provide a very high-granularity, high-precision set of mea-
surements as close to the interaction point as possible. The system provides three of the precision
measurements over the full acceptance, and determines the impact parameter resolution and the ability
of the Inner Detector to find short-lived particles such as b-quarks and tau leptons.

The system consists of three barrels at average radii of about 4 cm, 11 cm, and 14 c¢m, and four
disks on each side, between radii of 11 and 20 ¢cm, which complete the angular coverage. It is designed
to be highly modular, containing approximately 1500 identical barrel modules and 1000 identical disk
modules, and uses only one type of support structure in the barrel and one type in the disks. The
pixel modules are very similar in design for the disks and barrels. Each barrel module is 62.4 mm
long and 22.4 mm wide, with 61440 pixel elements, read out by 16 chips each serving an array of 24
by 160 pixels. The output signals are routed on the sensor surface to a hybrid on top of the chips,
and from there to a separate clock and control integrated circuit. The modules are overlapped on the
support structure in order to give hermetic coverage.



2.2. The ATLAS Detector 47

The Semiconductor Tracker

The Semiconductor Tracker (SCT) system is designed to provide four precision measurements per track
in the intermediate radial range, contributing to the measurement of momentum, impact parameter
and vertex position, as well as providing good pattern recognition by the use of high granularity. The
barrel SCT uses four layers of silicon microstrip detectors to provide precision points in the R, ¢, and
z coordinates, using small angle stereo to obtain the z measurement.

Each silicon detector is6.36 x 6.40cm? with 768 readout strips each with 80 um pitch. Each module
consists of four detectors. On each side of the module, two detectors are wire-bonded together to form
12.8 cm long strips. Two such detector pairs are then glued together back-to-back at a 40 mrad angle,
separated by a heat transport plate, and the electronics is mounted above the detectors on a hybrid.
The readout chain consists of a front-end amplifier and discriminator, followed by a binary pipeline
which stores the hits above threshold until the first level trigger decision.

The Transition Radiation Tracker

The Transition Radiation Tracker (TRT) is based on the use of straw detectors, which can operate at
the very high rates needed by virtue of their small diameter and the isolation of the sense wires within
individual gas envelopes. The TRT contributes to the accuracy of the momentum measurement in the
Inner Detector by providing a set of typically 36 measurements roughly equivalent to a single point of
50 pm precision. It aids the pattern recognition by the addition of around 36 hits per track, and allows
a simple and fast level-2 track trigger to be implemented. It allows the Inner Detector to reconstruct
vertices which are especially interesting in CP-violating £ decays. In addition it provides additional
discrimination between electrons and hadrons, with a pion rejection varying with n between a factor
of 15 and 200 at 90% electron efficiency. Each straw is 4 mm in diameter, giving a fast response
and good mechanical properties for a maximum straw length of 150 cm. The barrel contains about
50000 straws, each divided in two at the centre in order to reduce the occupancy and read out at
each end. The end-caps contain 320000 radial straws, with the readout at the outer radius. The total
number of electronic channels is 420000. Each channel provides a drift-time measurement, giving a
spatial resolution of 170 pym per straw, and two independent thresholds. These allow the detector
to discriminate between tracking hits, which pass the lower threshold, and transition-radiation hits,
which pass the higher.

Insertable B-Layer

The ATLAS Insertable B-Layer (IBL) [60] was installed in May 2014 at a radius of 3.3 cm from
the beam axis, between the existing Pixel detector and a new smaller radius beam-pipe. It is the
additional innermost pixel layer that has been built around the new beryllium beam pipe and then
inserted inside the Pixel detector in the core of the ATLAS detector. It consists of 14 carbon fibre
staves each 2 cm wide and 64 cm long, and tilted by 14° in ¢ surrounding the beam-pipe at a mean
radius of 33 mm and covering a pseudo-rapidity of + 3. Each stave has an integrated COs cooling
pipe, and is equipped with 32 FE-I4 front-end chip bump bonded to silicon sensors. The FE-14 chip
is fabricated with 130 nm CMOS technology and consists of 26880 pixel cells organized in a matrix
of 80 columns (50 pm pitch) by 336 rows (250 pm pitch).

2.2.4 The Calorimeters

The main tasks of calorimetry at hadron colliders is an accurate measurement of the energy and
position of electrons and photons, a measurement of the energy and direction of jets and of the missing
transverse momentum. ATLAS calorimetry [61] (Figure 2.7) consists of electromagnetic and hadronic
calorimeters covering rapidity region up to |n| < 4.9. The electromagnetic (EM) calorimetry is only
based on liquid argon technology, while hadronic calorimetry also uses scintillating tiles technology
The calorimeters closest to the beam-line are housed in three cryostats, one barrel and two end-caps.
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Figure 2.7: ATLAS calorimeters.

The Electromagnetic Calorimeter

The Electromagnetic (EM) calorimeter is lead-liquid argon (LAr) detectors [62] with accordion shape
absorbers and electrodes. This geometry allows the calorimeters to have several active layers in
depth, three in the precision-measurement region (0 < |n| < 2.5) and two in the highern region
(2.5 < |n] < 3.2) and in the overlap region between the barrel and the EMEC. The total thickness
of the EM calorimeter is > 22 radiation lengths (Xo) in the barrel and > 24 X; in the end-caps In
the precision measurement region, an accurate position measurement is obtained by finely segmenting
the first layer in 1. The 7 direction of photons is determined by the position of the photon cluster in
the first and the second layers. The calorimeter system also has electromagnetic coverage at higher
n(3.1 < 1 < 4.9) provided by the Forward Calorimeter. Furthermore in the region (0 < n < 1.8) the
electromagnetic calorimeters are complemented by presamplers, an instrumented argon layer, which
provides a measurement of the energy lost in front of the electromagnetic calorimeters.

The Hadronic Calorimeter

The Hadronic barrel Calorimeter is a tile calorimeter (TileCal) [63] placed directly outside the EM
calorimeter envelope. It is a sampling calorimeter using steel as absorber and scintillating tiles as active
material. Its barrel covers the region |n| < 1.0, and its two extended barrels the range 0.8 < || < 1.7.
The barrel and extended barrels are divided azimuthally into 64 modules. It is segmented in depth in
three layers, approximately 1.5, 4.1 and 1.8 interaction lengths (\) thick for the barrel and 1.5, 2.6, and
3.3 A for the extended barrel. The total detector thickness at the outer edge of the tile-instrumented
region is 9.7 A at n = 0. Two sides of the scintillating tiles are read out by wavelength shifting fibres
into two separate photomultiplier tubes.

The Hadronic End-cap Calorimeter (LArHEC) is a liquid argon calorimeter consisting of two
independent wheels per end-cap, located directly behind the end-cap electromagnetic calorimeter and
sharing the same LAr cryostats. To reduce the drop in material density at the transition between the
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end-cap and the forward calorimeter (around |n| = 3.1), the HEC extends out to |n| = 3.2, thereby
overlapping with the forward calorimeter. Similarly, the HEC 7 range also slightly overlaps that of
the tile calorimeter (|n| = 1.7) by extending to || = 1.5. Each wheel is built from 32 identical
wedge-shaped modules, assembled with fixtures at the periphery and at the central bore. Each wheel
is divided into two segments in depth, for a total of four layers per end-cap. The wheels closest to the
interaction point are built from 25 mm parallel copper plates, while those further away use 50 mm
copper plates (for all wheels the first plate is half-thickness). The End-Cap Hadronic Calorimeter is
supplemented with two more modules of the forward calorimeter, made of tungsten.

2.2.5 The Muon Spectrometer

The Muon Spectrometer (MS) [64] (Figure 2.8) forms the outer part of the ATLAS detector. It is
designed to detect charged particles exiting the calorimeters by measuring their momentum in the
pseudorapidity range || < 2.7 and provide trigger on these particles in the region |n| < 2.4. The MS
also associates the particles with the bunch that they come from and lastly it matches them with their
tracks from the ID. It consists from four different technologies, Monitored Drift Tubes, Cathode Strip
Chambers, Resistive Plate Chambers and Thin Gap Chambers.

Thin-gap chambers (T&C)
b » Cathode strip chambers (CSC)

Barrel toroid

Resistive-plate
chambers (RPC)

End-cap tforoid
Monitored drift tubes (MDT)

Figure 2.8: ATLAS Muon Spectrometer.

The Monitored Drift Tubes

The Monitored Drift Tubes (MDT) are gas detectors, their basic element is a pressurised drift tube
with a diameter of 29.970 mm, operating with Ar/CO2 gas (93/7) at 3 bar. The chambers are
rectangular in the barrel and trapezoidal in the end-cap. Their shapes and dimensions were chosen to
optimise solid angle coverage, while respecting the envelopes of the magnet coils, support structures
and access ducts. The direction of the tubes in the barrel and end-caps is along ¢, i.e. the center points
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of the tubes are tangential to circles around the beam axis. While all tubes of a barrel chamber are of
identical length (with the exception of some chambers with cut-outs), the tube lengths in the end-cap
chambers vary along R in steps of 24 tubes. All regular MDT chambers consist of two groups of
tube layers, called multi-layers, separated by a mechanical spacer. In the innermost layer of the muon
detector, each multi-layer consists of four tube layers to enhance the pattern-recognition performance;
in the middle and outer layer of the muon detector, each multi-layer consists of three tube layers only.
In ATLAS there are totally 380,000 MDTs grouped in 1194 chambers.

The Cathode Strip Chambers

The limit for safe operation of the MDT’s is at counting rates of about 150 Hz/cm?, which will be
exceeded in the region |n| > 2 in the first layer of the end-cap. In this 7 region of the first layer, the
MDT’s are replaced by Cathode Strip Chambers (CSC), which combine high spatial, time and double
track resolution with high-rate capability and low neutron sensitivity. Operation is considered safe
up to counting rates of about 1000 Hz/cm?, which is sufficient up to the forward boundary of the
muon system at |n| = 2.7. The CSC’s are multiwire proportional chambers with the wires oriented in
the radial direction.They are segmented into large and small chambers in ¢. The whole CSC system
consists of two disks with eight chambers each (eight small and eight large). Each chamber contains
four CSC planes resulting in four independent measurements in 77 and ¢ along each track.

The Resistive Plate Chambers

The Resistive Plate Chambers (RPC) is a gaseous parallel electrode-plate detector. Two resistive
plates, made of phenolic-melaminic plastic laminate, are kept parallel to each other at a distance of 2
mm by insulating spacers. The signal is read out via capacitive coupling to metallic strips, which are
mounted on the outer faces of the resistive plates. They are used mainly for triggering. The large lever
arm between inner and outer RPC’s permits the trigger to select high momentum tracks in the range
9-35 GeV (high pr trigger), while the two inner chambers provide the low-pr trigger in the range
6-9 GeV. Each station consists of two independent detector layers, each measuring n and ¢. A track
going through all three stations thus delivers six measurements in 77 and ¢. A RPC trigger chamber
is made of two rectangular detectors, contiguous to each other, called units. Each unit consists of two
independent detector layers, called gas volumes, which are each read out by two orthogonal sets of
pick-up strips.

The Thin Gap Chambers

The Thin Gap Chambers (TGC) are multi-wire proportional chambers with the characteristic that
the wire-to cathode distance of 1.4 mm is smaller than the wire-to-wire distance of 1.8 mm. Thin
Gap Chambers (TGC’s) provide two functions in the end-cap muon spectrometer: the muon trigger
capability and the determination of the second, azimuthal coordinate to complement the measurement
of the MDT’s in the bending (radial) direction. The middle layer of the MDT’s in the end-cap (EM-
wheel) is complemented by seven layers of TGC’s, while the inner (I) layer is complemented by only
two layers. The inner layer is segmented radially into two non-overlapping regions: end-cap (EI) and
forward (FI, also known as the small wheel). EI TGC’s are mounted on support structures of the
barrel toroid coils. The seven detector layers in the middle layers are arranged in one triplet and two
doublets. The triplet is to cope with false coincidences from background hits, which are more likely
in the end-cap region than in the barrel.

2.2.6 The Magnet System

ATLAS features a unique hybrid system of four large superconducting magnets (Figure 2.9). This
magnetic system is 22 m in diameter and 26 m in length, with a stored energy of 1.6 GJ. The ATLAS
magnet system [65] consists of a central solenoid, which is aligned on the beam axis and provides a 2
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T axial magnetic field for the inner detector, while minimising the radiative thickness in front of the
barrel electromagnetic calorimeter, and a barrel and two end-cap toroids which produce a toroidal
magnetic field of approximately 0.5 T and 1 T for the muon detectors in the central and end-cap
regions, respectively.

solenoid

Figure 2.9: ATLAS magnet system.

The central solenoid

The central solenoid [60] is designed to provide a 2 T axial field. To achieve the desired calorime-
ter performance, the layout was carefully optimised to keep the material thickness in front of the
calorimeter as low as possible, resulting in the solenoid assembly contributing a total of ~0.66 radi-
ation lengths at normal incidence. The single-layer coil is wound with a high-strength Al-stabilised
NbTi conductor, specially developed to achieve a high field while optimising thickness. The coil mass
is 5.4 tonnes and the stored energy is 40 MJ. The stored-energy-to-mass ratio of only 7.4 kJ/kg at
nominal field clearly demonstrates successful compliance with the design requirement of an extremely
light-weight structure.

The Toroids

The cylindrical volume surrounding the calorimeters and both end-cap toroids [67] is filled by the
magnetic field of the barrel toroid, which consists of eight coils encased in individual racetrack-shaped,
stainless-steel vacuum vessels. The coil assembly is supported by eight inner and eight outer rings of
struts. The conductor and coil-winding technology is essentially the same in the barrel and end-cap
toroids; it is based on winding a pure Al-stabilised Nb/Ti/Cu conductor into pancake-shaped coils,
followed by vacuum impregnation. These toroids generate the magnetic field required for optimising
the bending power in the end-cap regions of the muon spectrometer system. They are supported
off and can slide along the central rails, which facilitates the opening of the detector for access and
maintenance. Each end-cap toroid consists of a single cold mass built up from eight flat, square coil
units and eight keystone wedges, bolted and glued together into a rigid structure to withstand the
Lorentz forces.
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2.2.7 The Trigger and Data Acquisition System
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Figure 2.10: Block scheme of the Trigger and DAQ system [08].

The trigger

The trigger consists of three levels of event selection: Level-1 (L1), Level-2 (L2), and event filter.
The L2 and event filter together form the High-Level Trigger (HLT). The L1 trigger is implemented
using custom-made electronics, while the HLT is almost entirely based on commercially available
computers and networking hardware. The L1 trigger searches for signatures from high-pT muons,
electrons/photons, jets, and t-leptons decaying into hadrons. It also selects events with large missing
transverse energy (Emiss T) and large total transverse energy.

The L1 trigger [69] uses reduced-granularity information from a subset of detectors: the Resistive
Plate Chambers (RPC) and Thin-Gap Chambers (TGC) for high-pr muons, and all the calorimeter
sub-systems for electromagnetic clusters, jets, t-leptons, FEr.,iss, and large total transverse energy.
The maximum L1 accept rate which the detector readout systems can handle is 75 kHz (upgradeable
to 100 kHz), and the L1 decision must reach the front-end electronics within 2.5 ms after the bunch-
crossing with which it is associated.

The L2 trigger is seeded by Regions-of-Interest (Rol’s). These are regions of the detector where the
L1 trigger has identified possible trigger objects within the event. The L2 trigger uses Rol information
on coordinates, energy, and type of signatures to limit the amount of data which must be transferred
from the detector readout. The L2 trigger reduces the event rate to below 3.5 kHz, with an average
event processing time of approximately 40 ms.

The event filter uses offline analysis procedures on fully-built events to further select events down to
a rate which can be recorded for subsequent offline analysis. It reduces the event rate to approximately
200 Hz, with an average event processing time of order of four seconds.

The HLT [70] algorithms use the full granularity and precision of calorimeter and muon chamber
data, as well as the data from the inner detector, to refine the trigger selections. Better information
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on energy deposition improves the threshold cuts, while track reconstruction in the inner detector
significantly enhances the particle identification (for example distinguishing between electrons and
photons). The event selection at both L1 and L2 primarily uses inclusive criteria, for example high-
ET objects above defined thresholds. One exception is the L2 selection of events containing the decay
of a b-hadron, which requires the reconstruction of exclusive decays into particles with low momentum.

The data acquisition system

The data acquisition system (DAQ) (Figure 2.10) receives and buffers the event data from the detector
specific readout electronics at the L1 trigger rate. The data transmission is performed over point-
to-point Readout Links (ROL’s). It transmits to the L2 trigger any data requested by the trigger
(typically the data corresponding to RoI’s) and, for those events fulfilling the L2 selection criteria,
event-building is performed. The assembled events are then moved by the data acquisition system to
the event filter, and the selected events are moved to permanent event storage.

In addition to controlling movement of data down the trigger selection chain, the data acquisition
system also provides for the configuration, control and monitoring of the ATLAS detector during data-
taking. Supervision of the detector hardware (gas systems, power-supply voltages, etc.) is provided
by the Detector Control System (DCS).

2.2.8 The Computing System

The Software and Computing Project [71] is responsible for the provision of the software framework and
services, the data management system, user-support services, and the worldwide data access and job-
submission system. The development of detector-specific algorithmic code for simulation, calibration,
alignment, trigger and reconstruction is under the responsibility of the detector projects, but the
Software and Computing Project plans and coordinates these activities across detector boundaries. In
particular, a significant effort has been made to ensure that relevant parts of the “offline” framework
and event-reconstruction code can be used in the High Level Trigger. Similarly, close cooperation
with Physics Coordination and the Combined Performance groups ensures the smooth development
of global event-reconstruction code and of software tools for physics analysis.

The primary event processing occurs at CERN in a Tier-0 Facility. The RAW data (output from
the online software) is archived at CERN and copied (along with the primary processed data) to
the Tier-1 facilities. These facilities archive the raw data, provide the reprocessing capacity, provide
access to the various processed versions, and allow scheduled analysis of the processed data by physics
analysis groups. Derived datasets produced by the physics groups are copied to the Tier-2 facilities
for further analysis. The Tier-2 facilities also provide the simulation capacity for the experiment,
with the simulated data housed at Tier-1s. In addition, Tier-2 centres will provide analysis facilities,
and some will provide the capacity to produce calibrations based on processing raw data. Additional
computing resources will be available for data processing and analysis at Tier-3.

A complex set of tools and distributed services, enabling the automatic distribution and processing
of the large amounts of data, has been developed and deployed by ATLAS in cooperation with the
LHC Computing Grid (LCG) Project.

Athena

Athena is ATLAS software framework that manages almost all production workflows and it is a con-
crete implementation of an underlying architecture called Gaudi which was originally developed by
LHCb. All levels of processing of ATLAS data, from high-level trigger to event simulation, recon-
struction and analysis, take place within the Athena framework. Major design principles are the clear
separation of data and algorithms, and between transient (in-memory) and persistent (in-file) data.
This way it is easier for code developers and users to test and run algorithmic code, with the assur-
ance that all geometry and conditions data will be the same for all types of applications (simulation,
reconstruction, analysis, visualization).
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2.3 ATLAS upgrades

The scientific programme of the LHC spans over the next 20 years and includes an ambitious series
of upgrades that will ultimately result in an accumulated integrated luminosity for proton-proton
collisions of 3000 fb—!. This represents an order of magnitude more data than what would be collected
prior to the HL-LHC run. The improvements necessary to achieve this accelerator performance will
be mostly realised during two long shutdowns [72], each of two to three years duration:

e in 2015, Long Shutdown 1 (LS1) was completed to prepare the accelerator for operation at 13
TeV and its design luminosity

e in 2019/2020 Long Shutdown 2 (LS2) further improvements of the LHC are foreseen, accompa-
nied by significant detector upgrades (Phase-I)

e long Shutdown 3 (LS3) starting at the end of 2023 will include major performance upgrades of
the accelerator for the high-luminosity phase (HL-LHC) which requires replacement of several
major detector components (Phase-1I)

During LS1 ATLAS Phase-0 upgrade was the installation of a new, 4th barrel layer in the Pixel
detector (Insertable B-Layer). The second shutdown (LS2) is currently ongoing. The LCH is being
upgraded by integrating the Linac4 into the injector complex, to increase the energy of the PS Booster
to reduce the beam emittance, and upgrade the collider collimation system. When data taking resumes
in 2021, the peak luminosity is expected to reach 2—3-103*cm?s ™! corresponding to 55 - 80 interactions
per crossing (pile-up) with 25 ns bunch spacing, well beyond the initial design goals. ATLAS Phase-I
upgrades will enable the experiment to exploit the physics opportunities afforded by the upgrades to
the accelerator complex. At the end of Run III it will have collected an integrated luminosity of 300-
400 fb~!, extending the reach for discovery of new physics and the ability to study new phenomena
and states. Furthermore, these upgrades are designed to be fully compatible with the physics program
of the high luminosity HL LHC, where the instantaneous luminosity should reach 5 — 7 - 103*cm?s~1.
With a nominal (ultimate) luminosity of and an average = 140 (200) inelastic proton-proton collisions
per beam-crossing (pileup), the HL-LHC will present an extremely challenging environment to the
ATLAS experiment, well beyond that for which it was designed.
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2.3.1 Phasel

The main focus of the Phase-I ATLAS upgrade is on the Level-1 trigger. ATLAS capability to maintain
an optimal trigger system as the luminosity increases beyond its nominal design value requires a strong
reduction of the main source of backgrounds: jets mimicking electrons in the calorimeters and fake
muons in the forward spectrometer. Otherwise, increased threshold cuts would have to be deployed to
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control rates that would reduce significantly the signal efficiency. The success of the overall ATLAS
physics program during Phase-I data taking is therefore depended on the implementation of several
upgrades [73]. In the case of the muon spectrometer a new tracking and trigger device in the inner
layer of the forward spectrometer will be introduced. It will not only provide a sharper trigger
threshold, but also greatly improve the tracking performance under the higher backgrounds expected
with the LHC upgrades. Similarly, for the case of electrons, new trigger read-out boards will be
implemented in the electromagnetic and forward calorimeters to exploit the longitudinal sampling of
the calorimeter as well as including a higher trigger granularity comparable to that presently available
in the full calorimeter read-out, which will lead to an improvement in rejecting fake electron triggers.
A new topological processor will add significant flexibility to the Level-1 trigger system. Fast accurate
tracking at Level-2 trigger will permit the isolation of t and b events and therefore improve the
quality of the selected events without any substantial increase in rates. Finally, a new set of forward
detectors will permit ATLAS to retain its capabilities for forward physics at the highest possible LHC
luminosities. These upgrades are designed to be fully compatible with the physics program of the high
luminosity HL-LHC.

The New Small Wheels

The New Small Wheels (NSW) [74] is the most extended upgrade project during LS1. The Phase-I
upgrade of the ATLAS muon spectrometer focuses on the end-cap region where the inner wheels will
be replaced. The end-cap system covers the 1.0 < |n| < 2.7 for muon tracking and 1.0 < |n| < 2.4 for
Level-1 trigger. Currently, it consists of three stations each, measuring the muon momentum based
on the curvature in the ATLAS toroid magnets. At high luminosity the following two points are of
particular importance.

The performance of the muon tracking chambers (in particular in the end-cap region) degrades
with the expected increase of cavern background rate. The degradation will be substantial for tracking
performance, both in terms of efficiency and resolution in the inner end-cap station. Given that the
high resolution muon momentum measurement crucially depends on the presence of measured points
at the Small Wheel level, this degradation is detrimental for the performance of the ATLAS detector.

The Level-1 muon trigger in the end-cap region is based on track segments in the TGC chambers
of the middle muon station (End-cap Muon detector, EM) located after the end-cap toroid magnetl.
The transverse momentum, of the muon is determined by the angle of the segment with respect to the
direction pointing to the interaction point. A significant part of the muon trigger rate in the end-caps
is background. Low energy particles, mainly protons, generated in the material located between the
Small Wheel and the EM station, produce fake triggers by hitting the end-cap trigger chambers at an
angle similar to that of real high pr muons. An analysis of 2012 data demonstrates that approximately
90% of the muon triggers in the end-caps are fake. As a consequence the rate of the Level-1 muon
trigger in the end-cap is eight to nine times higher than that in the barrel region.

Both of these two issues represent a serious limitation on the ATLAS performance beyond design
luminosity, reduced acceptance of good muon tracking and an unacceptable rate of fake high pr Level-1
muon triggers coming from the forward direction. In order to solve the two problems together, ATLAS
proposes to replace the present muon Small Wheels with the New Small Wheels. The NSW is a set
of precision tracking and trigger detectors able to work at high rates with excellent real-time spatial
and time resolution. These detectors can provide the muon Level-1 trigger system with online track
segments of good angular resolution to confirm that muon tracks originate from the IP. In this way
the end-cap fake triggers will be considerably reduced. With the proposed NSW the ATLAS muon
system will maintain the full acceptance of its excellent muon tracking at the highest LHC luminosities
expected. At the same time the Level-1 low pr (typically pr > 20 GeV) single muon trigger rate will
be kept at an acceptable level.

The NSW counsists of 16 detector planes in two multilayers (Figure 2.12). Each multilayer comprises
four small-strip TGC (sSTGC) and four Micromegas (MM) detector planes. The sTGC are primarily
deployed for triggering given their single bunch crossing identification capability. The detectors are
arranged in such a way (sSTGC — MM — MM - sTGC) as to maximize the distance between the
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Figure 2.12: Components and layout of the New Small Wheel

sTGCs of the two multilayers. As online track hits are reconstructed with limited accuracy, increased
distance between detector multilayers leads to an improved online track segment angle reconstruction
resolution. Hence this detector configuration is optimal for the online track resolution. The MM
detectors have exceptional precision tracking capabilities due to their small gap (5 mm) and strip
pitch (0.45 mm), that exceed the needed requirements.

2.3.2 Phase 11

In most cases, the design and techniques used for the Phase-IT upgrades [75, 76] represent an evolution
from the new designs and technologies already introduced during the LS1 improvement program, which
included the installation of the IBL pixel detector, and the Phase-I upgrades now being prepared for
installation during LS2. Full performance and physics capability, at u = 200, has been considered as
the design goal for the Phase-II ATLAS upgrade.

At the end of the current LHC programme the silicon tracking systems will be approaching the
end of their lifetimes. Moreover, the higher luminosity will increase significantly the occupancies in
both the silicon detectors, and the occupancy in the straw tube transition radiation tracker severely
compromising the tracking performance. Therefore the need for good performance in vertex and
track reconstruction, lepton identification and heavy flavour tagging, even in the high occupancy and
radiation fluence environment of the HL-LHC, require a complete replacement of the current tracking
system. Based on the experience gained with the current tracker, a new all-silicon tracker design is
being developed.

The very high luminosities also present significant challenges to the operation and performance
of the rest of the detector systems as well as the trigger; the consequent high number of collisions
per crossing will degrade the performance of ATLAS unless the LAr and Tile calorimeters and the
Muon Spectrometer readout systems are upgraded. A new trigger architecture will be implemented
exploiting the upgrades of the detector readout systems that will maintain and improve the event
selection. The increased luminosity may also degrade the performance of the forward calorimetry.
Options for upgrading the hadronic endcap calorimeter readout electronics and the forward calorimeter
detector design have been suggested to address the performance degradation. Finally, the computing
and software must be upgraded to meet the challenges of the increased luminosity and changes in
computer architectures.

The New Inner Tracker

The new Inner Tracker (ITK) (Figure 2.13) is designed for 10 years of operation at instantaneous
luminosities of 7.5 - 103 cm~2s~!, 25 ns between bunch crossings and an total integrated luminosity
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Figure 2.13: The new Inner Tracker layout

of 3000 fb~!. Tt will combine precision central tracking with the ability to extend the coverage
to a pseudorapidity up to 4, with excellent tracking efficiency and performance. All performance
requirements must be met for average pile-up scenarios up to < u >= 200.

The ITk comprises two subsystems, a Strip Detector [77] surrounding a Pixel Detector [78] . The
Strip Detector has four barrel layers and six end-cap petal design disks, both having double modules
each with a small stereo angle to add z/R resolution in the barrel/endcaps, respectively. The Strip
Detector, covering |n| < 2.7, is complemented by a 5 layer Pixel Detector extending the coverage to
In| < 4. The Pixel and Strip Detector volumes are separated by a Pixel Support Tube (PST). In
addition, and because of the harsh radiation environment expected for the HL-LHC, the inner two
layers of the Pixel Detector are replaceable.

The inner two and outer three pixel layers are separated by an Inner Support Tube or IST. The
combined Strip plus Pixel Detectors provide a total of 13 hits for |n| <2.6, with the exception of the
barrel/end-cap transition of the Strip Detector, where the hit count is 11 hits. The pixel end-cap
system is designed to supply a minimum of at least 9 hits from the end of the strip coverage in
pseudorapidity close to 4.

The ITK is designed to measure the transverse momentum and direction of isolated particles (in
particular muons and electrons), to reconstruct the vertices of pile-up events and associate the vertex
with the hard interaction. It is also able to identify secondary vertices in b-jets with high efficiency
and purity, measure the tracks in the cores of high energy jets with high efficiency, provide good two
track resolution and ensure a low rate for reconstruction of fake tracks. It can identify the decay of tau
leptons, including impact parameter information, and is also able to reconstruct the tracks associated
with converted photons.

The current solenoid magnet will remain providing a magnetic field intensity of 2 T. However, in
the region |n| > 2.5 the strength of magnetic field is decreased and so does the ability of the ITk to
measure particle momenta.
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Forward Electron ldentification

In the ATLAS Experiment the detection of the electrons and photons takes place in the Electromag-
netic(EM) calorimeter. They deposit their energy in several cells forming clusters. The hadrons also
deposit a part of their energy in the EM Calorimeter, forming generally clusters with different shapes.
The identification of electrons is based on these cluster shapes and also on tracking variables from
the associated tracks from the Inner Detector. However the Inner Detector does not cover fully the
acceptance of the calorimeter, it covers pseudorapidity (1) up to 2.5, while the calorimeter covers up
to 4.9. So in the forward region |n| > 2.5 the clusters are not associated with tracks and the identifi-
cation is based only on cluster shapes. In addition there is no way to distinguish the electrons from
photons without tracking information. In the LS3 period during the years 2024-2026 a new Inner
Detector will be placed in ATLAS. The new Inner Tracker (ITk), will cover up to |n| = 4.0 expanding
the region in which the clusters can be matched with tracks and giving the opportunity to improve
identification and separate electrons from photons.

In this study an identification method for electrons in the 7 region 2.5-4.0 is suggested. The method
uses at first level some matching criteria for the angular distances (An and A¢) between the clusters
and the associated tracks. Next a multivariate analysis for cluster shapes and angular distances is
used. The validation of the method was done with a sample including events with a Z boson decaying
to 2 electrons (Z — eTe™). Also the capability to improve identification with some additional tracking
variables is checked. The additional tracking variables and the usage of Multivariate methods finally
improve the identification significantly.

3.1 Simulation

For this study 4 types of Monte Carlo samples were used; single electron without pile-up, single
electron with pile-up, dijet with pile-up and Z— > e*e™ also with pile-up. The samples are listed in
table (3.1).

The simulated ITk geometry is the HGTD+PS_I1.6 and the pile up scenario is < p >= 200 for all
the samples including pile-up. The beamspot is the nominal (50 mm). For the Single electron samples
the electrons are uniformly distributed in the region (2.5 < n < 4.0) and three different transverse
momentum values are simulated (20 GeV, 45 GeV and 100 GeV).

3.2 Matching and association

In order to use the tracking information from the ITk, every cluster in the forward region 2.5 < |n| <
4.0 is matched with the closest track (minimum AR). Loose preselection criteria are applied to the
clusters and the tracks, to reduce the number of possible matching combinations, in order to save
computation time. Only tracks with pr > 5 GeV and clusters with Ep > 10 GeV are taken into
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Type Name Tags
Single e ParticleGun_single_ele_Pt20_etaFlatp23_43
ParticleGun_single_ele_Pt45_etaFlatp23_43 €5604_s3069_s3058_r8955

ParticleGun_single_ele_Pt100_etaFlatp23
Single e ParticleGun_single_ele_Pt20_etaFlatp23_43

& pile-up ParticleGun_single_ele_Pt45_etaFlatp23_43 €5604_s3069_s3058_r9072
ParticleGun_single_ele_Pt100_etaFlatp23_43

di-jet Pythia8EvtGen_A14NNPDF23LO_jetjet_pt20-200GeV_minEta22 | e5800-s3069_s3058_r9072

Z — eTe” | PowhegPythia8_ AU2CT10_Zee e1564_s3069_s3058_r9072

Table 3.1: Simulated samples used for the forward electron identification study.

account. At first, the performance of the ITk was studied. Using the single electron sample, the total
number of electrons, the number of clusters and the number of clusters matched with a track are
counted. The efficiency of the ITk and the calorimeter as a function of 77 and pr can arise from Figure
(3.1). The calorimeter efficiency is near 100% in all 1 regions except the transition region between
the end-cap and the Forward Calorimeter, especially for low pr electrons. The ITk efficiency is more
than 90%, increasing as a function of the electron pr.
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Figure 3.1: With black color the total number of electrons, with red the electrons reconstructed in the calorime-
ter and with green the electrons reconstructed both in the calorimeter and ITk.

For high pr electrons exists a small possibility (~ 1%) two tracks to have been reconstructed. In
a later approach this effect should be taken into account. So if two tracks are very close to a cluster
the better (in terms of track quality, pr, etc) has to be matched with it. This could also reduce the
possibility of a pile-up track to have been matched with an electron cluster.

In the single electron sample the only one' cluster has come from the truth electron, so it is
associated with it. In the single electron with pile-up sample the cluster which is closer (minimum
AR) to the truth electron is associated with it. The rest of the clusters are considered to be from
pile-up. If AR between the cluster and the truth electron is more than 0.1, the truth electron probably
has not been reconstructed in the calorimeter, or reconstructed out of region of interest, so this event
is not taken into account. Figure (3.2) presents the angular distance between every cluster and the
truth electron. In the di-jet sample the clusters are split in two categories. Clusters from truth jets
and clusters from pile-up. As a cluster is associated with a truth jet with pr > 20GeV if it is close
enough (AR < 0.4 ) to it. Figure (3.2) presents the angular distance between every cluster and the
closest truth jet. The accuracy of the association method is presented in Fig. (3.3). The truth clusters

LA small probability for two reconstructed clusters exists. In this case the same procedure with single electron with
pile-up is followed.
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from the single e with pile-up sample behave very similarly to these of single e sample. The pile-up
clusters from the single electron with pile-up sample are very similar to the pile-up clusters from di-jet
sample.

The purpose of this study is the identification of the clusters which have come from electrons
(under pile-up) while rejecting these which have come from jets or pile-up.
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As it is shown in Fig. (3.3) the truth electron associated clusters (with or without pile-up) are
matched with a track with an angular accuracy better than 0.1. The majority of clusters from Jets
or pile-up are not so close to the tracks.
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Figure 3.3: Cluster-Track matching with and without truth association.

3.3 Track-Cluster Matching Criteria

The fact that, the angular distance between the clusters and the tracks is much less for the truth
electron associated clusters, can be used to separate electrons from background applying track-cluster
matching criteria. To improve the efficiency the criteria are not applied to AR but to An and A¢
independently. The End Cap and the Forward calorimeter have very different design [79]. This fact
indicates that the two regions have to be treated independently. Also as shown in Fig. (3.1(b)) the
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Figure 3.5: A¢ offset correction. It effects only Z — eTe™ electrons which are generated equally to positive
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intermediate region seems to have different behaviour?, so it will also be examined independently.

Therefore the values of the criteria are different for the three n regions; the region 2.5-3.2 which is
covered by the EC Calorimeter, the transition region 3.2-3.35 and the region 3.35-4.0 which is covered
by the Forward calorimeter.

Observing the An and A¢ distributions an offset is observed between the 1 and ¢ of the cluster
and track respectively. The peak of the distributions is not on 0. In the single electron samples all
the electrons are generated in positive . For the Z — eTe™ sample two peaks are observed. This
indicates that the offset is opposite in negative 1. The case that this effect is due to the charge has
been checked and rejected. To correct this offset the parity of An and A¢ distributions has been
inverted for negative 7 clusters. Examples of the raw and corrected distributions are shown in Fig.
(3.4) and (3.5) respectively.

After the correction of the distributions the criteria can be applied. They are chosen to be relatively
loose as the matching variables (An and A¢) will be used in a Multivariate method on a later stage.
However they reject a large amount of clusters from jets and pile-up, loosing only a small percentage
of truth electron clusters, mainly these without reconstructed tracks. Figures (3.6) and (3.7) presents
the distribution of An and A¢ variables for the different 7 regions. Table (3.2) summarizes the cut

2Can be also confirmed by the clusters shapes (Appendix A.1.2)
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| 25—-32 | 3.2—335 | 3.35—4.0
An | —0.10,0.08 | —0.04,0.08 | —0.06,0.11
A¢ | —0.03,0.05 | —0.03,0.05 | —0.08,0.08

Table 3.2: Matching Criteria Values.

The efficiency of the matching criteria is very high as it was expected. More than 90% in all three
71 regions. Especially if taken into account that the ITk has an inefficiency of about 5% so not all
clusters have their track reconstructed. Also the efficiency of single e (with or without pile-up) and
Z — ete™ is similar. The fake rate is quite high but it is obvious that with a very small loss in
efficiency more than the half of the fakes can be rejected.

The efficiency has a weak dependency on pr, in the 100 GeV electrons is about 6% higher than in
20 GeV. The exact dependency can be found in Appendix A.1.1.



64

Chapter 3. Forward Electron Identification

I 2.5-3.2 3.2-3.35 3.35-4.0
Single e 94.814£0.05 | 94.0+0.2 | 94.59+0.06
Single e with pile-up 93.84+0.4 91+1 93.2+0.4
di-jet — Truth Jets 33.4+0.5 43+1 43.0+0.6
di-jet — pile-up 17.1£0.1 | 2744041 | 85%0.1
Z —ete” 94.1£0.2 91.7+£0.8 92.740.03

Table 3.3: Matching criteria efficiency-fake rate(%). Only statistical errors included.

3.4 Electromagnetic Cluster Shape Criteria

Currently the Identification in the forward region is based only on the cluster shape variables [30] as
the Inner Detector covers up to |n| = 2.5. Electromagnetic showers generally start earlier, are more
compact and exhibit a larger energy density than hadronic showers. The photon and electron clusters
are similar and they can not be distinguished without tracking information. The 6 variables which
are used to define the shape of a cluster are listed below :

® )\cnter: the distance of the shower center from the calorimeter front face measured along the

shower axis

hd fmaz :

< A? >: mean square of longitudinal extension

< r? >: mean square of lateral extension

lateral : normalized second lateral moment

energy fraction in the most energetic cell

longitudinal: normalized second longitudinal moment
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Figure 3.8: A cluster and some of the shape variables [4].

An example of a cluster and some of the shape variables are shown in Fig.

(3.8). Currently

the identification is carried out with some criteria at the above variables. The criteria are split in 8
categories according the n of the cluster (2.5-2.3 and 3.2-4.0) and the total reconstructed vertices of
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the event (1-3, 4-6, 7-10, and >10). These criteria, shown in table (3.4), are applied to the Monte
Carlo samples to be checked and compared with the matching criteria. Of course they are optimized
for the current pile-up conditions (< p >= 60) and they are not expected to have very good efficiency.
The two 7 categories were used for the corresponding regions. Only the last category of the number
of vertices was used, assuming that all the events have more than 10 vertices. The criteria in this
category are looser and more compatible with the < p >= 200 pile-up expected in Run4.

Working point loose medium tight
In| | 2.5-3.2 | 3.2-4.0 | 2.5-3.2 | 3.2-4.0 | 2.5-3.2 | 3.2-4.0
Acenter (mm) 255 252 255 250 250 250

<A > (mm?) | 4500 | 10000 | 4500 | 9700 | 2800 | 7500
<r?> (mm?) | 3900 1900 3300 1200 3000 1100

longitudinal 0.55 0.73 0.29 0.52 0.24 0.41
lateral 0.69 0.63 0.64 0.45 0.64 0.42
fmaz 0.22 0.23 0.23 0.26 0.39 0.28

Table 3.4: Cluster shape cut values for more than 10 vertices.

The results are shown in the table (3.5). An interesting remark is that the efficiency and the
fake rate of the cluster shape criteria exhibits asymmetry between the two 7 regions. This probably
indicates that in the 3.35-4.0 region the pile-up is much more than the 10 reconstructed vertices which
are assumed so far.

wp loose medium tight

In| | 2.5-3.2 | 3.2-4.0 | 2.5-3.2 | 3.2-4.0 | 2.5-3.2 | 3.2-4.0
Single e 93 88 88 83 80 78
Single e with pile-up 90 7 85 71 77 63
di-jet — Truth Jets 17 15 11 6.4 6.4 4
di-jet — Pile-up Jets 14 13 9.4 3.9 4.9 2.5
Z —ete” 89 72 83 65 75 57

Table 3.5: Cluster shape criteria efficiency-fake rate(%).

wp loose medium tight

In| | 2.5-3.2 | 3.2-4.0 | 2.5-3.2 | 3.2-4.0 | 2.5-3.2 | 3.2-4.0
Single e 88 82 84 78 76 73
Single e with pile-up 84 73 79 66 73 59
di-jet — Truth Jets 5.2 5.4 3.4 2.4 2.1 1.6
di-jet — Pile-up Jets 2.7 2.2 1.8 0.9 1.0 0.5
Z —ete 84 68 79 60 71 53

Table 3.6: Matching & cluster shape criteria efficiency-fake rate(%).

At the next step the matching criteria were combined with the cluster shape criteria. The results
are shown in table (3.6). The efficiency drops about 5% but the fake rate drops about 3 times. An
interesting point is that after the application of the cluster shape criteria the rejection of matching
criteria improves, indicating that they are not correlated and that a multivariate approach will improve
the identification significantly.
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3.5 Multivariate Analysis

As it was concluded in the previous section the addition of simple track-cluster matching criteria can
improve the identification significantly. However a better approach is to use a multivariate method
[81] using both the cluster shapes and the track-cluster matching variables. A good idea is to apply
the matching criteria before the multivariate analysis as they are very efficient. As input variables
for the training, the 6 cluster shapes and the 2 cluster-track matching variables are used. As signal,
the truth electron associated clusters from the single e with pile-up sample are used as they are more
realistic than clusters from single e sample. And as background, the truth jets associated clusters from
the dijet sample. The input variables have not strong dependency on cluster pr (Appendix A.1.3),
so all the clusters will be treated together. Two different trainings are done for the two different
calorimeters. For the End Cap calorimeter the training includes the clusters in region 2.5 < |n| < 3.2
and for the Forward the clusters in region 3.35 < |n| < 4.0. The intermediate region 3.2-3.35 is
excluded, due to the different behaviour of cluster shapes.

The shapes of the input variables for the two 7 regions are shown in Fig. (3.9). Also the correlation
matrices are shown in Fig. (3.10). As it is expected < A\? > and < r? > variables are strongly
correlated with longitudinal and lateral respectively. Also the matching variables are not correlated
with the cluster shape variables.
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Figure 3.10: Input variables correlation matrices

Three different methods were trained, Fisher, Boosted Decision Tree (BDT) and Artificial Neural
Network (ANN). The settings of the methods are shown in table (3.7).The available events after the
application of matching requirements are about 3000 for both signal and background. Therefore about
1500 events have been used for the training and the rest 1500 for the testing of the methods. The
classifier discriminants for the three methods in the two 7 regions are shown in Fig. (3.11), (3.12) and
(3.13) respectively. Although the small number of events used the training and testing distributions
are in reasonable agreement.

Fisher TMVA:: Types::kFisher, ”Fisher”,

"H:1V:Fisher: VarTransform=None:Create M VA Pdfs:

PDFInterpolM VA Pdf=Spline2: NbinsM VA Pdf=50:NsmoothM VA Pdf=10"
Boosted TMVA::Types::kBDT,”BDT”,

Decision | "!H:!V:NTrees=850:MinNodeSize=2.5%:MazxDepth=3:Boost Type=AdaBoost:
Tree AdaBoostBeta=0.5:UseBaggedBoost:BaggedSampleFraction=0.5:
SeparationType=Ginilndex:nC=20"

Artificial | TMVA::Types::kMLP, "MLPBNN”,

Neural "H:1V:NeuronType=tanh: Var Transform=N:NCycles=1000:

Network | HiddenLayers=N+10:TestRate=5:TrainingMethod=BFGS:UseRegulator”

Table 3.7: Multivariate methods settings.

As it is expected the BDT and the ANN which are machine learning algorithms have better
performance than the Fisher which is a simple linear discriminant. The comparison of the methods
performance is shown in Fig. (3.14).

After the application of the methods a cut is applied at the discriminants in order to achieve the
loose (90%), medium (80%) and tight (70%) working points. The signle e under pile up efficiency is
taken as reference for these working points. This way the tighter working points are subsets of looser.
The complete results from the BDT and the ANN are shown in the tables (3.8) and (3.9) respectively.
The Fisher method has much lower performance so it has not been included in the results.

The ANN has slightly better performance. The intermediate region (3.2-3.35) has been excluded
from the final results as the multivariate methods have not been trained to identify clusters in this
region. However, if the ANN weights from the 3.35-4.0 region are applied, it will lead to a truth jet
fake rate of about 15%, 5% and 3% for the loose, medium and tight working points respectively. The
weights from 2.5-3.2 region give worse results. So, if there is not capability of further study for the
intermediate region, is suggested to be merged with the 3.35-4.0 region.
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Figure 3.14: Classifiers comparison
wp loose medium tight
7] 2.5-3.2 3.35-4.0 2.5-3.2 3.35-4.0 2.5-3.2 3.35-4.0
cut value -0.045 -0.365 0.095 0.125 0.165 0.195
Single e 92.26+0.06 | 92.80+0.06 | 84.97+0.09 | 87.80+0.08 | 72.3£0.1 79.540.1
Single e pile-up 89.6£0.5 90.0£0.5 79.7£0.7 79.7+0.7 69.6+0.7 68.91+0.8
di-jet — Truth Jets 3.840.2 4.540.2 1.1£0.1 1.14£0.1 0.584+0.07 | 0.50+0.08
di-jet — pile-up 2.0940.04 1.56+0.04 0.7610.02 0.40+0.02 | 0.35+0.01 | 0.17+0.01
Z —ete 87.7£0.3 88.24+0.4 77.0£0.4 77.1£0.5 64.6+£0.4 66.5+0.6

Table 3.8: Matching criteria € Decision Tree efficiency-fake rate(%). Only statistical errors included.

wp loose medium tight
Wl 2.5-3.2 3.35-4.0 2.5-3.2 3.35-4.0 2.5-3.2 3.35-4.0
cut value 0.375 0.365 0.795 0.855 0.915 0.932

Single e 93.65+0.05 | 92.754+0.06 | 88.45+0.08 | 88.17+0.08 | 78.7+0.1 79.240.1
Single e pile-up 90.0£0.5 89.940.5 79.7+0.7 79.24+0.7 69.5+0.8 68.91+0.8
di-jet — Truth Jets 3.6+0.2 3.940.2 1.1+0.1 1.0+0.1 0.53+0.07 | 0.59+£0.09
di-jet — pile-up 2.014+0.04 1.28+0.03 0.7240.02 0.33+0.02 | 0.384+0.02 | 0.16+0.01
Z —ete 88.5+£0.3 88.24+0.4 77.0£0.4 77.1£0.5 64.61+0.4 66.51+0.6

Table 3.9: Matching criteria & Neural Network efficiency-fake rate(%). Only statistical errors included.
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3.6 Additional tracking variables

The separation of electrons and clusters can be further increased if additional tracking variables are
used. Two suitable variables are the d0 and the track isolation. As the isolation variables are not
stored for forward electrons, 4 such variables were made for this study. For the cone two options were
studied, either AR < 0.2 or AR < 0.3. Only tracks with py > 1 GeV are included in the cone. Also
only tracks coming from the same direction with the reference track are included. To achieve this a cut
to zq difference of the tracks with the reference track is applied. For the Azg two options are studied
to, bmm and 10mm. Combining the two cone options and the two Azy options four isolation variables
are formed. The isolation variables are constructed by summing the transverse momenta of the tracks
found within the cone of radius AR aligned with the electron track (excluding the candidate’s own
contribution) divided by the candidate’s transverse momentum. The distributions of all four isolation
variables are similar.The distribution of d0 and one of isolation variables are shown in Fig. (3.15).
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Figure 3.15: Additional tracking variables distributions.

It is obvious that the isolation can be used in order to achieve better background rejection. Of
course it has to be studied in detail in order to be optimized. The d0 variable appears not to improve
the rejection. The separation ability of the variables is shown in Fig. (3.16) via the background
rejection vs signal efficiency plots. On these plots both signal and background consist of clusters
which have passed the ANN selection as it was described in previous section.

The isolation with the 0.3 cone and the maximum Azy of 5 mm is the best option. The d0 variable
cannot contribute to better rejection. As shown in table (3.10) if an isolation cut on 0.25 is applied
the efficiency drops about 5% but the fake-rate drops at least 40%.

wp loose medium tight

[n] 2.5-3.2 3.35-4.0 2.5-3.2 3.35-4.0 2.5-3.2 3.35-4.0
Z —ete 88.54+0.3 88.24+0.4 77.0£0.4 77.1£0.5 64.6+0.4 66.5+0.6
+is0 < 0.25 82.940.3 82.0+0.5 72.44+0.4 71.940.5 60.1+0.4 62.240.6
di-jet — Truth Jets 3.6+0.2 3.9+0.2 1.1£0.1 1.0£0.1 0.53+0.07 | 0.59+0.09
+iso < 0.25 2.01£0.04 | 1.2840.04 | 0.71+0.02 | 0.334+0.02 | 0.06+£0.01 | 0.17+0.01

Table 3.10: Isolation potential contribution on efficiency-fake rate(%). Only statistical errors included.
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Figure 3.16: Background rejection vs signal efficiency for the four isolation and d0 variables.

3.7 Results-Summary

After the confirmation of the potential of the multivariate methods in identification, it is important to
examine their performance as a function of some interesting quantities. The ANN results have been
used for the next set of figures. The efficiency and fake rate are drawn as a function of p, number of
reconstructed vertices, pr and n, Fig. 3.17, 3.18, 3.19 and 3.20 respectively. The p quantity is the
average pile-up density and is defined as:

2
Zhy

1 —
p=——=0p < p>-e (3.1)

Ver

where b is the nominal beamspot (50mm) and z,, is the z of the primary vertex.

The dependency of the performance as a function of pr is very important for the studies which
are carried out with smearing functions, so it has been parametrized. The parametrizing functions
and the parameter values are shown in table (3.11).

The average pile-up seems that does not effect the efficiency and the fake rate. On the contrary as
the number of vertices increases both the efficiency and the fake rate decrease. The efficiency increases
as a function of pr until 40-50 GeV and remains steady for bigger values. The fake rate also increases
as a function of pp. Lastly the efficiency and fake rate seem not to depend strongly on the 1. The
same set of plots for using the BDT can be found in Appendix A.1.4. Also the in Appendix A.1.5 the
same plots can be found with a isolation requirement <0.25.
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Figure 8.17: Neural Network performance as a function of average pile-up density.

IS
2 08—+ Loose
g 08 Medium
S —»Tight 4
07 +++

o
Y

o
[y

o
o

o

< I\H‘HH‘HH‘\IH%HH?HH‘HH‘HH‘HH‘HH
+

: i3

-

L
40 50 60 70 80

=)
N
or
w
S

(a) Z — ete efficiency

Vertices

Ll
90 100

Dijet Fake Rate

F —+ Loose
r Medium
F e Tight
107 e
E —
C ++++
~ +f
3 +-
: ey
B Y VT EUTRR EETTRE P W RN N R Wi e
0 10 20 30 40 50 60 70 8 80 100

Vertices

(b) Truth jets fake rate

Figure 3.18: Neural Network performance as a function of reconstructed vertices.
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Figure 3.19: Neural Network performance as a function of truth pr.
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This study showed that the electron identification in forward region can be improved significantly
using tracking information from the new Inner Tracker.
the ITk is very high and it can be exploited for the identification of electrons and the rejection of jets
and pile-up. the matching criteria reject more than 60% of fakes loosing less than 7% of electrons.

The ability of cluster-track matching

with
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Efficiency Fake rate
Function ef(pr) =a- (1 —e¥PT) fr(pr) =a-e’PT
wp loose medium tight loose medium tight
a 0.93 0.87 0.78 0.025 0.007 0.004
b —1.1-100" | —=6.5-10° [ —=53-10° | 1.2-107° | 1.3-10°° | 8-10°°

Table 3.11: Efficiency-fake rate parametrization details.
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Figure 3.20: Neural Network performance as a function of truth n.

In addition the matching variables are not correlated with the cluster shapes variables so if they
are combined in a multivariate method the identification improves further. From these methods the
Artificial Neural Network seems to be the best one. For the loose, medium, tight working point the
fake rate from jets is about 4%, 1%, 0.6% respectively. The fake rate from pile-up is on average half
of the corresponding one from jets. The addition of a track isolation requirement leads to further 40%
rejection, decreasing the efficiency about 5%. Finally, the identification using multivariate methods
has a dependency on the transverse momentum and the number of vertices, but it seems independent
of pseudorapidity and pile-up density.



74



H — 4l Event Selection and
Background Estimation

4.1 Introduction

This chapter presents the event selection and background estimation used in the different analyses
done in the H — ZZ — {70~ ¢*{~ channel. They include the measurements of the mass, off-shell
signal strength, fiducial and differential cross-sections, couplings and EFT measurements of the Higgs
boson, as well as the differential my; analysis, and the search for additional heavy Higgs-like bosons.
The analyses were performed using pp collision data corresponding to an integrated luminosity of
about 139 fb~! collected at /s = 13 TeV from 2015-2018. Measurement and search for Higgs bosons
through the decay H — ZZ* — 44, where /, ¢ =eor 1, provides good sensitivity over a wide mass
range. Events are split into four final states:eTe~ete™ (4e), ptpu~puTu~ (4p), eTe T p~ (2e2u), and
ptu~ete™ (2u2e); the difference between the last two channels is that the first two leptons quoted
are the ones with a di-lepton invariant mass closest to the Z boson mass. The main background
contribution to this decay channel comes from continuum (Z®*) /y*)(Z(*) /4*) production, referred to
as ZZ*) hereafter. For mpy < 180 Gev, there is also non-negligible background contribution from
Z + jets, tt and W Z production, where the leptons can mostly arise either from decays of hadrons
with b- or c-quark content or from misidentification of jets. Finally, there is a small contribution from
triboson events.

4.2 Data and simulation samples.

4.2.1 Data samples

For this analysis, the full Run-2 dataset, consisting of all proton-proton collision data collected from
2015-2018 at /s = 13 TeV with a 25 ns bunch spacing configuration, is used®.

For 2015, 3.86 fb~! of luminosity with a peak instantaneous luminosity of 5.0 x 1033 cm 257!,
an average pile-up of (u) = 13.6 and a peak pile-up of 40.5 was recorded. For 2016, the recorded
integrated luminosity is 35.6 fb~!, with a peak instantaneous luminosity of 13.7 x 1033 cm~2s7!, an
average pile-up of () = 24.9 and a peak pile-up of 51.1. For 2017, the recorded integrated luminosity
is 46.9 fb~!, with a peak instantaneous luminosity of 20.9 x 1033 cm™2s~!, an average pile-up of
{u) = 37.8 and a peak pile-up of 80. For 2018, the recorded integrated luminosity is 62.2 fb~!, with a
peak instantaneous luminosity of 21.4 x 1033 cm=2s™!, an average pile-up of (i) = 37.0, and a peak
pile-up of 90. The data taking efficiency is 92.0% in 2015, 92.4% in 2016, 93.6% in 2017, and 95.7%
in 2018. The pile-up distributions for these datasets are shown in Fig. 4.1.

The data are subjected to quality requirements. Events recorded during periods when the relevant

detector components were not operating normally are rejected. This analysis uses the standard “All

1This excludes 0.13 fb~1 of data collected in 2015 using the 50 ns bunch spacing configuration.

(0]
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Figure 4.1: The luminosity-weighted distribution of the mean number of interactions per crossing is shown for
Run-2 pp collision data.

Good” Good Run List. The resulting integrated luminosity is 139 fb~! and data quality efficiency is
91.5%.

Over the course of Run-2, data taking conditions evolved. Specifically, the pile-up profile, as shown
in Figure 4.1, is different and the gas mixture in the TRT has been changed. Section 4.2.2 describes
how this is simulated.

This analysis uses di-lepton filter samples (DAOD_HIGG2D1). This filter requires at least two leptons
(electrons and muons) with the di-lepton mass of > 5 GeV with at least one fired HLT_e, HLT_mu, HLT 2e,
HLT 2mu, HLT 3e, or HLT 3mu trigger. This analysis uses samples reconstructed using release 21.0.
Derivations of MC samples were produced with the tags p3872 and p3972 which use AthDerivation
21.2.64 and AthDerivation 21.2.75 respectively. Derivations of data samples were made the tag
p3917 using AthDerivation 21.2.69. Final processing and minitree production is performed using
AnalysisBase 21.2.91.

4.2.2 Monte Carlo samples

Generated events are fully simulated using the ATLAS detector simulation [32] within the GEANT4
framework [33]. The simulation of the additional pp interactions (pile-up) is done in a separate step in
the simulation chain, during digitization. Here minimum bias events, which were previously simulated,
are superimposed on the simulated signal events. The distribution of the number of pile-up events
reproduces the bunch structure and the average number of interactions of the run periods. The
complete list of the MC samples and their configuration can be found in Appendix A.3.

For simulating both the 2015 and 2016 data-taking conditions, only one MC set, mcl6a, is used.
The pile-up profile is reweighed to a luminosity weighted combination of the 2015 and 2016 data. Sep-
arate MC campaigns are used to simulate the 2017 (mc16d) and 2018 (mcl6e) data-taking conditions.

Higgs signal samples

The primary Monte Carlo (MC) event generators that are used to simulate gluon fusion (ggF), vector
boson fusion (VBF), associated Higgs boson production (VH, V = W, Z), as well as Higgs boson
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production in association with a heavy quark pair (t¢H, bbH) are listed in Table 4.1. The accuracy
of the calculations and the used PDF sets are also given. NLO is the abbreviation for next-to-leading
order, NNLO for next-to-next-to-leading order, and NNLL for next-to-next-to-leading logarithm. For
ggF and ttH production, samples are also produced using Madgraph5_aMC@NLO for cross-checks.
Production cross-sections per production mode are summarized in appendix A.2.

For ggF, VBF, VH, ttH and bbH, Pythia8 [34, 35] is used for decay, parton shower, hadronisa-
tion and multiple parton interactions. This in turn is interfaced to EviGen v1.2.0 program [30] for
the simulation of B-hadron decays. The Madgraph5_aMC@NLO signal samples are showered with
Herwig++ [87, 88].

Process  Generator Accuracy in QCD PDF set
ggF Powheg-Box v2 (NNLOPS) [29, 90, 91, 92] NNLO in yf [93], PDF4LHC [94]
pif consistent with HqT
(NNLO+NNLL) [95, 96]
VBF Powheg-Box v2 [39, 90, 91, 97] NLO PDF4LHC [94]
VH Powheg-Box v2 (MiNLO) [39, 90, 91, 98] NLO PDF4LHC [94]
tH Powheg-Pythia8 NLO PDF4LHC [94]
ttH Powheg-Bozx v2 [39, 90, 91, 97] NLO PDF4LHC [94]
bbH Madgraph5_aMC@NLO (v.2.3.3) [99, 100]  NLO NNPDF23 [101]

Table 4.1: Description of MC samples used to simulate Higgs boson production, including the generators,
accuracy of calculations in QCD, and PDF sets.

The Higgs boson decay branching ratio to the four-lepton final state (£ = e, ) for mpy =125 Gev is
predicted to be 0.0124% [102] in the SM using PROPHECY4 [103, 104], which includes the complete
NLO QCD and EW corrections, and the interference effects between identical final-state fermions.
Due to the latter, the expected branching ratios of the 4e and 4y final states are about 10% higher
than the branching ratios to 2e2u and 2u2e final states.

Table A.2 gives the production cross sections and branching ratios for H — ZZ* — 4/ which are
used to normalize the signal MC samples. These production cross sections and branching ratios were
calculated by LHC Higgs Cross Section Working Group for Yellow Report 4 [105].

my o(99g — H) o(qq — Hqq') o(qq — WH) o(pp — ZH)
[GeV] [pb] [pb] [pb] [pb]

+4.6% +3.2% 10.4% +2.1% +0.5% +1.9% +3.8% +1.6%
125.0  48.58 T57g T35 3.782 Togy 5hn 1873 Dony i 08839 T Tien
mi o(99 — ZH) o (qq/g99 — ttH) a(qq’/gg—>bl;H) B (H — ZZ* — 40)
[GeV] [pb] [pb] [pb] [1072]

+25.1% +2.4% +5.8% +3.6% +20.2%
1250 0.1227 P35 1% $24% g 57y $58% 43.6% g 4gg0 +20.2% 0.1240 +2.18%

Table 4.2: Calculated SM Higgs boson production cross sections (o) for gluon fusion, vector-boson fusion and
associated production with a W or Z boson or with a bb or tt pair in pp collisions at \/s = 13 TeV. The first
and second quoted uncertainties correspond to the theoretical systematic uncertainties calculated by adding in
quadrature the QCD scale and PDF+as uncertainties, respectively. The decay branching ratio (B) for H — 4¢
with £ = e, u, is reported in the last column.

Background samples

The ZZ™) continuum background from quark-antiquark annihilation is simulated with Sherpa 2.2.2 [
], using the NNPDF3.0 NNLO PDF set. NLO accuracy is achieved in the matrix element

)
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calculation for zero- and one-jet final states and LO accuracy for two- and three-jet final states. The
merging is performed with the Sherpa parton shower [109] using the MePs@QNLO prescription [110].
NLO EW corrections are applied as a function of the invariant mass of the ZZ* system m ) [111,

]. The gg — ZZ™) process is modeled similarly (PDF, matrix element accuracy, and merging) by
Sherpa 2.2.2.

The ¢§ — ZZ™) continuum background is also simulated with POWHEG-BOX v2 interfaced to
PYTHIA 8 for parton shower and hadronization, and to FuvtGen for the simulation of B- and C-
hadron decays. The CT10nlo PDF set is used for the hard process and the CTEQL1 PDF set for the
parton shower, while non-perturbative effects are modeled using the AZNLO tune [113]. NNLO QCD
and NLO EW corrections are considered for the quark-initiated ZZ™*) as a function of myz- [114,

, , ]. The mass-dependent PDF and «; scale uncertainties are parametrised as recommended
in Ref. [116]. Cross-sections for all background samples are given in the tables in appendix A.3

The Z + jets background is modelled using Sherpa at NLO for 0 to 2 jets and at LO for 3 and
4 jets using Comiz [107] and OpenLoop [108] for matrix elements, and merged using the Sherpa
ME+PSQNLO prescription. Z + jets events are filtered into three categories, Z + b-jets (by B-hadron
filter), Z + c-jets (by B-hadron veto and C-hadron filter) and Z+light jets (by B-hadron veto and
C-hadron veto). Also, 4¢- and 3¢-filtered Z + jets Sherpa samples are made. Alternative samples
of the Z + jets background are made with POWHEG-BOX v2 and MadGraph [117]. Both of them
are interfaced to Pythia8 for parton shower and hadronization and to FvtGen for the simulation of
B-hadron decays. The POWHEG samples also use Photos++ [118] for the QED emissions from
electroweak vertices and charged leptons.

The tt background is modelled using POWHEG-BOX v2 with the NNPDF30 NLO matrix element
and the hdamp parameter set equal to 1.5 times the top mass, interfaced to PYTHIA 8 [34] with the
A14 NNPDF23LO tune for parton shower and hadronization, and to FuvtGen for the simulation of
B-hadron decays.

The W Z background is modelled using POWHEG-BOX v2 interfaced to Pythia8 for parton shower
and hadronization and to EvtGen for the simulation of B-hadron decays. The tribosons backgrounds
27272, WZZ, WWZ are modelled using Sherpa. For all-leptonic tt + V, MadGraph_aMC@NLO
interfaced with Pythia8 is used.

4.3 Event selection

4.3.1 Trigger configuration

The trigger signatures for the online selection for this analysis are single lepton, di-lepton and tri-lepton
triggers. Dilepton and trilepton triggers include electron(s)-muon(s) triggers. Tri-lepton triggers were
introduced in 2015 into the H — ZZ* — 4fanalysis in Run 2 [119].

4.3.2 Physics objects selection

Electron candidates are reconstructed using the supercluster algorithm [120] which has the main ability
to recover low energy photons radiated due to bremsstrahlung interactions in the ID. It uses topological
clusters from deposits in the EM calorimeter and subsequently matched to a well constructed ID track.
A Gaussian-sum filter algorithm [121] is used to compensate for radiative energy losses in the ID.
Electron identification is based on a likelihood discriminant combining the measured track properties,
electromagnetic shower shapes and quality of the track—cluster matching. The “loose” likelihood
criteria applied in combination with track hit requirements provide an electron reconstruction and

identification efficiency of about 95% [122]. Electrons are required to have Er > 7 GeV and |n| < 2.47,
with their energy calibrated as described in Ref. [123].
Muon candidate reconstruction [124] is performed within || < 2.7. In the range of the ID coverage,

muon reconstruction is primarily performed by a global fit of fully reconstructed tracks in the ID and
the MS (combined muons). In the central region (|n| < 0.1) of the detector where the MS lacks
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in coverage, muons can also be identified by matching a fully reconstructed ID track to either an
MS track segment (segment-tagged muons) or a calorimetric energy deposit consistent with that of a
minimum-ionizing particle (calorimeter-tagged muons). For these two cases, the muon momentum is
determined by the ID track alone. In the forward MS region (2.5 < |n| < 2.7) outside the ID coverage,
MS tracks with hits in the three MS layers are accepted (stand-alone muons) and combined with
forward ID tracklets, if they exist (silicon-associated forward muons). Calorimeter-tagged muons are
required to have pr > 15 GeV. For all other muon candidates, the minimum transverse momentum is
5 GeV instead of the 6 GeV threshold in the Run-1 publication [125], increasing the signal acceptance
in the 4y final state by about 7%. At most one calorimeter-tagged or stand-alone or silicon-associated
forward muon is allowed per event.

Jets are reconstructed from the output of the particle-flow algorithm [126] using the anti-k; algo-
rithm with a radius parameter R = 0.4. The jet four-momentum is corrected for the calorimeter’s non-
compensating response, signal losses due to noise threshold effects, energy lost in non-instrumented
regions, and contributions from pile-up [127]. Jets are required to have pr > 30 GeV and |n| < 4.5.

Finally, the MV2c10 b-tagging algorithm [128, , 130] is used to assign a b-tagging weight to jets
with |n] < 2.5, with a pseudo-continuous calibration applied.

Ambiguities are resolved if electron, muon or jet candidates are reconstructed from the same
detector information. If a reconstructed electron and muon share the same ID track, the muon is
rejected if it is calorimeter-tagged; otherwise the electron is rejected. Reconstructed jets geometrically
overlapping in a cone of radius R = 0.2 with electrons or muons are also removed.

4.3.3 Vertex requirements

Collision vertices are reconstructed from ID tracks with transverse momentum pp > 500 MeV. Events
are required to have at least one collision vertex with at least two associated tracks. The primary
vertex used in the analysis is selected to be the vertex with the largest pr sum in the event after
refitting with a beam-spot constraint. As the four leptons should emerge from the primary vertex, the
lepton tracks must have distances |zo-sin(6)| < 0.5 mm from the primary vertex along the proton beam
pipe. To reduce the cosmic background, an additional cut on the muon transverse impact parameter
is applied (]dg| < 1 mm).

4.3.4 Quadruplet formation and selection

Candidate quadruplets in each channel (4u, 2e2u, 2u2e, 4e) are formed by selecting two opposite sign,
same flavour di-lepton pairs in an event. In each quadruplet, the py thresholds for the three leading
leptons are 20, 15 and 10 GeV.

In each quadruplet, the di-lepton with mass mio closest to the nominal Z boson mass is called the
leading di-lepton, while the second di-lepton of the quadruplet with mass mg4 is the sub-leading one.
Based on the lepton flavour, each quadruplet is classified into one of the following decay channels: 4,
2e2u, 2p2e and 4e, with the first two leptons always representing the leading lepton pair.

The leading lepton pair must satisfy 50 GeV < mi2 < 106 GeV and the subleading lepton pair is
required to have a mass Myhreshold < M34 < 115 GeV, where minreshold 18 12 GeV for the four-lepton
invariant mass myy below 140 GeV, rising linearly to 50 GeV at myy = 190 GeV and then remaining
at 50 GeV for all higher my, values.In the 4e and 4p channels, the two alternative opposite-charge
lepton pairings within a quadruplet must have a dilepton mass above 5 GeV to eliminate contributions
from J/v — €€ decays. The two lepton pairs within the quadruplet must have an angular separation
of AR = /(Ay)? + (A¢)?2> 0.1. Each electron (muon) must have a transverse impact parameter
significance |do|/04, below 5 (3) to suppress the background from heavy-flavour hadrons.

Reducible background from the Z-+jets and ¢t processes is further suppressed by imposing track-
based and calorimeter-based isolation criteria on each lepton: this is discussed in more detail below.
Finally, to further suppress the reducible background, mainly Z+jets and ¢, on top of the suppression
achieved by the lepton dj and isolation cuts, an additional cut based on the vertexing of 4¢ events is
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applied. Leptons of the quadruplet are required to originate from a common vertex - this is ensured
by performing a vertex fit using the ID tracks of the leptons and placing a requirement to the x? value
that is expected to maintain a signal efficiency of 99.5% in all decay channels while rejecting 20%-30%
of Z+jets and tt background events. The cut value is different for 4y (x2/Ngof < 6) and the other
decay channels (x2/Ngor < 9) to account for the worse resolution of the electron track reconstruction
affecting the quality of the vertex fit.

Multiple quadruplets may pass these selections, but only one per event is selected as the candidate.
The final choice of quadruplet is affected by the possibility that VH-Lep or ttH production may lead
to the presence of prompt leptons in the event from the decay of the V or top quark in addition to
those from the Higgs boson decay. A first choice is made based on the decay channel and the mass
of the leading lepton pair. If there are multiple quadruplets found in a channel, the quadruplet with
the mass of the leading pair closest to the Z boson mass is chosen: if there is more than one such,
the one with the mass of the subleading lepton pair closest to the Z boson mass is selected. If there
is more than one decay channel per event with a quadruplet satisfying the above selection criteria,
the quadruplet from the channel with highest efficiency is chosen as the Higgs boson candidate. The
signal selection efficiencies are 31%, 21%, 17% and 16%, in the 4u, 2e2u, 2u2e and 4e channels,
respectively. If, following this choice of quadruplet, the event is found to contain a fifth lepton with
pr > 12 GeV and which satisfies the same identification and isolation criteria as the four quadruplet
leptons, then the quadruplet choice is repeated, this time employing a matrix-element based method.
For all possible quadruplet combinations which pass the selections, regardless of decay channel and
myz1, a matrix element for the Higgs boson decay (so independent of the production mode to first
order) is computed at LO using the MadGraph5_aMC@NLO [99] generator. The quadruplet with the
largest matrix element value is selected as the final Higgs boson candidate. Studies performed prior
to the 2016 analysis [131] showed this method led to an improvement in the probability for finding
the correct quadruplet.

In order to improve the four-lepton mass reconstruction, the reconstructed final-state radiation
(FSR) photons in Z boson decays are accounted for. Collinear FSR photons are added to muons from
the leading Z boson in the case that it has mass mz; < 89 GeV, and non-collinear (far) FSR photons
to both electrons and muons from both Z bosons. The collinear FSR search includes electrons as
well as photons: the non-collinear search uses only photons. Only one FSR photon can be added to
the quad: preference is given to collinear FSR. After the FSR correction, the lepton four-momenta
of the leading lepton pair are recomputed by means of a Z-mass-constrained kinematic fit. The fit
uses a Breit—Wigner Z line shape, and a single Gaussian function per lepton to model the momentum
response function for the expected resolution of each lepton. The Z boson mass constraint improves
the resolution of the four-lepton invariant mass mye by about 15%. The expected mass resolution for
the Higgs boson with a mass my = 125.09 GeV is 1.6 GeV, 1.7 GeV, 2.1 GeV and 2.4 GeV in the 44,
2e2p, 2p2e and 4e channels, respectively.

Finally, Higgs boson candidates in the my, range [115, 130] GeV are used for the analyses. A
comprehensive summary of all the cuts and requirements used in the event selection is given in
Table4.3.
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Physics Objects

ELECTRONS
Loose Likelihood quality electrons with hit in innermost layer, Er > 7 GeV and |n| < 2.47
Interaction point constraint: |zo - sin @] < 0.5 mm (if ID track is available)

MuoNs
Loose identification with pr > 5 GeV and |n| < 2.7
Calo-tagged muons with pr > 15 GeV and |n| < 0.1, segment-tagged muons with |n| < 0.1
Stand-alone and silicon-associated forward restricted to the 2.5 < |n| < 2.7 region
Combined, stand-alone (with ID hits if available) and segment-tagged muons with pr > 5 GeV
Interaction point constraint: |do| < 1 mm and |zo - sin 8| < 0.5 mm (if ID track is available)

JETS
anti-kr jets with bad-loose identification, pr > 30 GeV and |n| < 4.5
Jets with pr < 60 GeV and |n| < 2.4 are required to pass the pile-up jet rejection
at the 92% working point (JVT score j 0.59).
Jets with pr < 50 GeV and |n| > 2.5 are required to pass the forward pile-up jet rejection
at the 90% working point.

b-TAGGING
Previously selected jets with |n| < 2.5 are assigned a b-tagging weight by the MV2_c10 algorithm

OVERLAP REMOVAL
Jets within AR < 0.2 of an electron or AR < 0.1 of a muon are removed

Event Selection

QUADRUPLET - Require at least one quadruplet of leptons consisting of two pairs of same-flavour
SELECTION opposite-charge leptons fulfilling the following requirements:

- pr thresholds for three leading leptons in the quadruplet: 20,15 and 10 GeV

- At most 1 calo-tagged, stand-alone or silicon-associated muon per quadruplet

- Leading di-lepton mass requirement: 50 < mi2 < 106 GeV

- Sub-leading di-lepton mass requirement: Mmihreshold < Mm3a < 115 GeV

- AR(¢,£") > 0.10 for all lepton pairs in the quadruplet

- Remove quadruplet if alternative same-flavour opposite-charge

di-lepton gives mye < 5 GeV

- Keep all quadruplets passing the above selection

IsoLATION - Contribution from the other leptons of the quadruplet is subtracted
max(ptcone20_Tight TTVA_pt500, ptvarcone30_Tight TTVA_pt500) + 0.4 - neflowisol20/pr < 0.16
(Variables defined in the text below)

IMPACT - Apply impact parameter significance cut to all leptons of the quadruplet
PARAMETER - For electrons: do/oq, <5

SIGNIFICANCE - For muons: do/oq4, < 3

BEesT - If more than one quadruplet has been selected, choose the quadruplet
QUADRUPLET  with highest Higgs decay ME according to channel: 4u, 2e2u, 2u2e and 4e
VERTEX - Require a common vertex for the leptons:

SELECTION - x?/ndof < 6 for 4y and < 9 for others decay channels

Table 4.3: Summary of the event selection requirements. The two lepton pairs are denoted as mi2 and msa.
(The choice of the threshold value Mipreshold for msa can be found in the text.)
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4.3.5 Isolation

Past versions of the isolation selection relied on two variables, ptvarcone (or track isolation), the sum
of the pr of the tracks surrounding the lepton from the same vertex in a cone whose size depended on
the pr of the particles (if the cone size is not allowed to vary, then the quantity is called ptcone), and
topoetcone (or calorimeter isolation), the sum of the Er of the topoclusters within a cone surrounding
the lepton, both of which are then scaled by the inverse of the lepton pr [132]. (In both cases,
the radius of the cone — or the underlying radius, in the case of ptvarcone — could be adjusted as
desired.) However, both variables are vulnerable to pileup. In the case of ptvarcone (or ptcone),
this is because of the additional tracks in the event. The definition of this variable used in previous
analyses attempted to limit the tracks used in the calculation to those from the vertex via a loose
requirement of |zgsin(f)| < 3: in the new pileup regimes of 2017 and 2018 data-taking, this cut
proved to be too loose. By adding a requirement that the track be used in determining the vertex,
or that, if not, it both pass the cut on |zgsin(f)| and not be used in determining any other vertex,
the track isolation can be made largely isolation-robust in the regime that we are dealing with here.
The resulting variable is referred to as pt(var)cone[cone] Tight TTVA pt[pr cut], where cone is the
conesize and pr cut is the cutoff for including tracks in the calculation: here, we use a cutoff of 500
MeV.

Removing isolation dependence from calorimeter isolation is more difficult. In previous analyses,
the calculation of the topoetcone associated to a given particle attempted to account for the effect
of pileup by subtracting an average pileup contribution, calculated over the entire detector. But the
increasing energy density of events with pileup leads to an increase in the RMS of the topoetcone,
increasing the likelihood the pileup fluctuations will not be accounted for by the pileup correction and
thus that leptons will be incorrectly rejected. One possible method of improving pileup-robustness in
this case is to use the particle-flow method of reconstructing particles to calculate calorimeter isolation
as well. The main advantage this brings is a more coherent method of assigning clusters to tracks,
which occurs as part of the particle-flow reconstruction process. Improved track-cluster association
allows for better determination of the raw value of the Er in the cone, and using particle-flow jets to
calculate the pileup correction provides a further improvement: the resulting variable is referred to
neflowisol[cone], where cone is the cone sized used.

Note that the standard isolation calculation includes a correction to remove other leptons from
consideration, so that if two otherwise isolated leptons are close together they do not cause each other
to fail the selection. As the method of applying this correction is not available for selections during
the tests described below, a requirement of AR > 0.3 between leptons was imposed to ensure that no
lepton fell within the cone of any other lepton. For the final results, of course, this is not necessary.

In an attempt to determine the best isolation working point for the analysis, balancing signal
efficiency, background rejection, and pileup robustness, a number of possible selections were consid-
ered, as shown in Table 4.4. There are three general types of selections. The simplest ones are the
TrackOnly versions: these are based on the fact that the track isolation is much more pileup-robust
than the calorimeter isolation is. Two versions are included to allow the balance between efficiency
and significance to be checked.

Next come the more familiar mixed working points. FixedCutLoose is the working point used in
previous analyses; FixedCutHighMuLoose updates this working point to loose the more pileup-robust
version of ptvarcone; FixedCutPflowLoose uses a triangular cut to combine the new ptvarcone and
the pflow calorimeter isolation variable, neflowisol, into a single selection. One approach to optimizing
these cuts is to do a scan for the highest significance (as isolation selections are not expected to help
remove the irreducible ZZ* background, it is not considered here.) The scan was performed only on
track isolation, as it has a much stronger effect than calorimeter isolation, on simulated signal samples
for each of the main signal types.

The final choice of isolation selection, however, can only be made after carrying out the full data-
driven reducible background calculation (see Section 4.4 for details): optimizations based on simulation
point us in the right direction, and scans using the full calculation would not be feasible, but the final
impact of the selections can only be gauged by comparison to the real background calculation. For the
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Name Requirement
. electron: topoetcone20 < 0.2 && ptvarcone20 < 0.15
FixedCutLoose muon: topoetcone20 < 0.3 && ptvarcone30 < 0.15
FixedCutLooseOp1 FixedCutLoose with the ptvarcone cuts reduced to 0.1
FixedCutHighMuLoose topoetcone20 < 0.30 && ptvarcone30_Tight TTVA_pt1000 < 0.15
TrackOnlyOp15 ptvarcone30_Tight TTVA pt1000 < 0.15
TrackOnlyOp20 ptvarcone30_Tight TTVA pt1000 < 0.2
FixedCutPflowLoose ptvarcone30_Tight TTVA _pt500 + 0.4 - neflowisol20 < 0.16
FixedCutPflowLooseOpl ptvarcone30_Tight TTVA_pt500 + 0.4 - neflowisol20 < 0.1
FixedCutPflowLooseOp3 ptvarcone30_Tight TTVA _pt500 + 0.4 - neflowisol20 < 0.3

Tri_HighMuLoose500
Tri_HighMuLoose
Tri_PflowLoose

Tri_PflowLoose1000

bump: topoetcone20 / 0.45 + ptvarcone30_Tight TTVA _pt500 / 0.13 < 1

bar: topoetcone20 < 0.5

bump: topoetcone20 / 0.38 + ptvarcone30_Tight TTVA _pt1000 / 0.15 < 1
bar: topoetcone20 < 0.5

bump: newflowisol20 / 0.42 + ptvarcone30_Tight TTVA _pt500 / 0.14 < 1

bar: newflowisol20 < 0.3

bump: newflowisol20 / 0.45 + ptvarcone30_Tight TTVA pt1000 / 0.13 < 1

bar: newflowisol20 < 0.3

Table 4.4: Summary of the possible isolation cuts considered.

definition of background categories used in data-driven calculation see Section 4.4.5 and Section 4.4.2.
Due to the fact that these are experimental working points, they do not have the overlap removal
that ensures that one lepton in a quadruplet is not counted as part of the isolation of other members
of the quadruplet implemented: therefore, a slightly larger AR cut of 0.3 is imposed here to avoid
this possibility. This should result in an overall decrease in efficiency in these studies, but the goal is
to compare potential working points, and they should all be effected to the same extent. Table 4.5
shows the yield of the reducible background and the associated significance, in the llee channels for the
most promising isolation selections, and Table 4.6 the same for lluu, both for 115 < my < 130 GeV.
As a further check, Table 4.7 shows the significance obtained in each of the categories used in the
previous couplings analysis in the llee final state over the full m4, mass range: as the isolation will
have a different impact in categories that are more or less busy, it’s important to confirm that isolation
selections which work well in the dominant 0O-jet category are also successful in other categories.

As a result of all these studies, the FixedCutPflowLoose working point was chosen, as having the
best or close to the best performance in all the tests.

Isolation selection Signal | Fakes | Gammas | Heavy Flavor
FixedCutLoose 20.43 1.10 0.26 0.27
FixedCutPflowLoose 21.13 | 0.76 0.17 0.17
FixedCutPflowLooseOp3 | 24.07 1.52 0.30 0.44
TrackOnlyOp15 22.65 | 1.37 0.24 0.26
TrackOnly0p20 23.66 | 1.58 0.26 0.32
Tri_HighMuLoose 22.58 1.17 0.23 0.22
Tri_PflowLoose1000 20.98 | 0.77 0.19 0.22

Table 4.5: Yields and significances for various isolation selections using the llee reducible background calcu-
lation (signal taken from MC simulation,).
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Isolation selection Signal tt Z+jets
FixedCutLoose 34.027 | 0.260 | 1.230
FixedCutPflowLoose 35.811 | 0.329 | 1.841
FixedCutPflowLooseOp3 | 40.499 | 0.890 | 3.328
Tri_PflowLoose1000 35.488 | 0.258 | 1.588
Tri_HighMuLoose 35.995 | 0.219 | 1.731
TrackOnlyOp20 39.653 | 0.778 | 2.925

Table 4.6: Yields and significances for various isolation selections using the £lup reducible background calcu-

lation (signal taken from MC simulation).

Cate FixedCut | FixedCut FixedCut TrackOnly | TrackOnly | Tri_High | Tri_Pflow
ategory Loose PflowLoose | PflowLoosep3 Oplb5 0p20 MuLoose | Loosel1000
0-jet p¥ < 100 GeV 3.05 3.87 2.96 34 3.04 3.45 3.84
0-jet pr¥ > 100 GeV 0.06 0.06 0.06 0.06 0.05 0.06 0.06
1-jet p¥ < 60 GeV 1.91 2.38 1.88 2.09 1.91 2.12 2.35
1-jet
60 < pi < 120 GeV 1.52 1.87 1.54 1.67 1.57 1.7 1.83
I-jet p¥ > 120 GeV 0.74 0.86 0.77 0.79 0.74 0.8 0.85
2-jet VH-enriched 1.21 1.47 1.19 1.28 1.18 1.29 1.41
2-jet VBF-enriched
; 1. 2 1.57 1.71 1. 1. 1.
pjTl < 200 GeV 56 5 58 73 96
2-jet VBF-enriched
; 0.09 0.09 0.08 0.08 0.08 0.08 0.08
Py > 200 GeV
VH-leptonic 1.07 1.05 1.15 1.11 1.14 1.1 1.04
ttH-enriched 0.59 0.7 0.56 0.59 0.52 0.62 0.69
hadronic
ttH—enrlc.hed 0 0 0 0 0 0 0
leptonic

Table 4.7: Significances for various isolation selections using the llee reducible background calculation in each
category from the 2017 couplings analysis. The best significance in each category is marked in bold (with the

exception of the ttH-enriched leptonic category, where the reducible background is negligible).
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4.4 Background estimation

The backgrounds to be considered in the H — ZZ* — 4/ analysis are the pp — ZZ* production
(which has exactly the same topology as the signal and has been historically referred to as the “ir-
reducible background”), the reducible ones from Z+jets (comprised of both heavy- and light-flavour
jets) and top-quark pair and WZ production, and finally minor backgrounds with four or more cor-
rectly identified isolated leptons such as tribosons and all-leptonic tt+Z. The methods by which these

components are estimated are described below.

4.4.1 Background Processes

These processes, of which ZZ* production via gq annihilation is the main one, constitute the largest
background for this analysis. In past iterations of the analysis, their contribution to the background
was estimated from MC simulation, taking advantage of the fact that the final state consists solely of
isolated leptons of good quality. However, with increasing data comes the possibility of obtaining the
normalization for some or all of these processes, in particular the dominant ¢q¢ — ZZ* component,
using a data-driven approach. The method involves adding a normalization factor for the qqZZ
estimation to the fit, using constraints from the mass sideband in the signal region. This has the
advantage of removing the theoretical systematic uncertainties on the g¢ZZ normalization, as well as
the luminosity systematic uncertainty. The contribution to the ZZ* background from gluon fusion can
also be estimated using this method, or taken from simulation. The contribution of other four-lepton
backgrounds can estimated in this fashion as well in the couplings analysis, as there are categories in
which they are significant enough to make it worthwhile: this applies mainly to ¢tV in ttH categories.
Otherwise, these backgrounds — in addition to those mentioned above, the other relevant ones are
triboson processes (ZZZ, WZZ, and WW Z) — are taken directly from MC simulation.

For the reducible background processes which contain fake and non-isolated leptons, the simulation
is not as robust in the determination of selection efficiencies and is also subject to sizable theoretical
uncertainties (e.g. from fragmentation). Thus to estimate their contribution different approaches
are followed using input from data where possible. The following sections describe the data-driven
reducible background estimation techniques and checks performed in different final states. The general
procedure is as follows:

e The background composition and shapes are studied in special control regions (CR) constructed
by relaxing or inverting selections and/or lepton identification requirements. The higher statis-
tics in the control regions permit several distributions to be compared between data and simu-
lation.

e The expected background in the signal region (SR) is computed by extrapolating from the control
region using transfer (also referred to as extrapolation) factors. These factors are normally
determined based on the efficiency of the relaxed or inverted selection criteria in the given
control regions, but they can also be calculated by the ratio of the expected yields between the
control and signal regions.

Since the dominant background components vary according to the flavour of the leptons of the
subleading pair, the background analysis is performed separately for the Z+puu and Z+ee final states,
estimating the “muon” and “electron” backgrounds, respectively. The muon background comes mostly
from heavy-flavour jets produced in association with a Z boson or in t¢ decays. The electron back-
ground also has a large contribution from light-flavour jets produced in association with a Z boson
that are misidentified as electrons.

In the following, the methods for background estimation in the Z + ¢¢ channels are discussed
in detail and the corresponding results are quoted. Additionally, after the normalization for the
reducible background components is obtained for the inclusive selection, the methodology for splitting
the estimates in each analysis category and extracting the shapes for various observables is discussed.
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4.4.2 Data Driven estimation of Z-+uu background

In the Z+pup final state, there are several sources of background. The dominant contribution is from
7 production accompanied by leptons from semi-leptonic decays of heavy flavour hadrons. There is
a smaller contribution from Z production accompanied by leptons from in-flight decays of 7/K from
light-flavour jets. The sum of these two components is denoted as Z+jets. Another contribution is
coming from top quark pair production ¢f and diboson production W Z.

Methodology

To estimate the muon backgrounds, the baseline “global fit” method, in which multiple control regions
enhanced in each of the different sources of background are built and fitted to estimate the contribution
of each background component, is employed.

Below is a brief description of each control region used in the fits.

1. Inverted dg CR (enhanced in heavy-flavour jets)
The standard four-lepton analysis selection is applied to the leading dilepton and the vertex
cut is not applied on the quadruplet. The subleading dilepton pair has the dy significance se-
lection inverted for at least one lepton in the pair and the isolation selection is not applied.
This control region is enhanced in Z+HF and tt since leptons from heavy-flavour hadrons are
characterised by large dj significance.

2. ep+pp CR (enhanced in tt)
In this control region an opposite-charge different-flavour leading dilepton is required, and it
must pass the standard four-lepton analysis selections. In this way the leading lepton pair can-
not originate from a Z boson decay, guaranteeing a clean t¢ CR. The vertex cut is not applied
on the quadruplet. The subleading dilepton has neither the impact parameter significance nor
the isolation selection applied, while both same and opposite charge leptons are accepted. This
control region is dominated by the ¢t component.

3. Inverted isolation CR (enhanced in light-flavour jets)
The standard four-lepton analysis selection is applied to the leading dilepton. The sublead-
ing dilepton pair is required to pass the dy significance selection but have at least one lepton
failing the standard isolation selection. The vertex cut is applied. This control region aims to
enhance the Z+LF over the Z+HF component by imposing the dy significance selection.

4. Same-sign (SS) CR
The standard four-lepton analysis selection is applied on the leading dilepton. The sublead-
ing dilepton has neither the dy significance nor the isolation selection applied while the leptons
are required to have same charge. This same-sign control region is not dominated by a specific
background; all the reducible backgrounds have a significant contribution.

Note that each CR is orthogonal to the SR. In each CR, the standard quadruplet selections (with
the possible exception of the vertex cut, as noted) are then applied to the quadruplets that are formed,
and a single quadruplet is chosen for each event if multiple ones are possible. However, in the control
regions the ME selection is not used regardless of the presence of additional leptons.

Additionally, a further CR, the Relaxed CR, is used in the estimation, though not in the fits.
This is a higher-statistics CR obtained by applying the standard four-lepton analysis selection to the
quadruplet, except that dy and isolation selections are not applied to the subleading lepton pair: the
vertexing cut is also not applied. This CR is not orthogonal to the others and to the SR, therefore it
is not included in the fit. Instead, since it has high statistics of all types of the reducible background,
it is used to validate the normalisation of the background components after the fit.

The main principle of the method is that by fitting data to shapes obtained from MC in the CRs,
we can obtain the normalization of each background component in the data. By expressing the result
of the fit in the relaxed CR, we validate not only the result of the fit but also that the systematics
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that are profiled in this fit are under control. The yields of the background components in the relaxed
CR are then extrapolated to the signal region by the application of transfer factors to account for
selection efficiencies and other selection effects. The derivation of the transfer factors is performed
either directly from the signal to relaxed region ratio denoted as TFgg, or by using a control sample
including Z + p events denoted as TFz,,.

A simultaneous unbinned maximum likelihood fit is performed in the CRs on the distribution of
the leading dilepton mass mqo, which allows a good separation of the Z-+jets and t¢ components as
the ms distribution of the first forms a Z peak while the latter is non-resonant. The CRs used for the
fit are chosen to be orthogonal both to each other and to the SR with no or minimal contamination
from ZZ* (and practically none from the Higgs signal). The eu+puu CR is quite pure in £, while the
inverted-dy CR provides a good discrimination of Z+HF and tt components. By including the other
two CRs in the fit, we get a handle on the Z+LF component and constrain further the statistical
uncertainties of all components.

The mq2 distribution of events in the CRs for data and MC simulation of the various backgrounds
is shown in Figure 4.2. This figure demonstrates how the chosen CRs can be used to discriminate
the various background components and also the need for a data-driven procedure to correct for the
observed mismatches.

Each background type in each CR is described by an analytical function obtained from a fit to MC
distributions. The tf background shape is modelled by a 2" order Chebyshev polynomial (parameters
¢o, ¢1) and has the same shape in all CRs. In the inv-dp, inv-Iso and same-sign CRs, a Breit-Wigner
(BW) function convolved with a Crystal Ball (CB) [133, | function (parameters p, a, ncp, ocB
and myz) is used to describe the Z+HF and Z+LF jets resonant shape. In the eu+pup CR, the
Z+jets component cannot share the same pdf as the leading dilepton cannot originate from a Z decay
but is instead formed from random opposite-flavour leptons in the event, so the non-resonant 115
distribution for Z+jets in this CR is modelled with a first order polynomial. The analytic expressions
of the functions used for the various models are shown in Table 4.8.

Function Expression
Ist Pol. f(z) = Az

2nd Cheb. Pol. f(z) = A2* + B

Gauss flx) = U\}gefé(w;“)z
Breit-Wigner f(z) = (ILMQ)%
exp(—(‘r_ff) for =L > —q
Crystal Ball flz)=N- 202 o
A(B-55)" friEica

Table 4.8: Model functions analytic expression.

Contributions from WZ and ZZ* events that fail the nominal selections and end up in the back-
ground control regions are small and are included in the Diboson component. It also incorporates
signal from Higgs and the minor ttV and VVV contributions. Its shape is similar to the Z+jets
shape in every CR (since it mainly originate from Z boson decay), but there is also a tail, one that is
increasingly visible with the lower value of the mg4 cut introduced for this analysis. To account for
the tail, the diboson contribution is modeled as
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Figure 4.2: Ezpected MC and data observed distributions of mi2 in the (a) inverted-d0, (b) inverted isolation,
(c) same-sign, (d) ep+pp and (e) Relazed isolation & d0 CR. The total number of MC expected and data
observed events in each CR are shown in (f).
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where G is a Gaussian and CBBW is a CB-BW convolution and the fraction f is taken as the ratio of
events with mis < 75 GeV and mis > 75 GeV (the tail and the peak, essentially). The Gaussian and
CB-BW parameters are obtained by fitting the diboson component individually in the Relaxed CR and
they are kept fixed during the main fit procedure. Table 4.9 shows the model of each component in each
region and Table 4.10 shows the description of the shape and normalization parameters included in the
the fit. The shape parameters may be free, fixed or constrained. Eventually, the yield (normalization)
of the diboson events is taken from MC simulation. Minor contributions from ttV and VVV are also
incorporated into what’s referred to as the diboson sample, also using the MC prediction. The Higgs
boson signal is also incorporated using its MC prediction: it has a marginal contribution in the CRs
where the fit is done, but should be considered in the relaxed region validation plots.

Relaxed Iso & dy Inverted Isolation Inverted dy  Same-sign eyt

Z + LF jets BW % CB; BW * CB; BW x CB; BW x CB; 1st Poly
Z + HF jets BW x CB; BW x CB; BW x CB; BW x CB;  1st Poly
tt 2nd Cheb 2nd Cheb 2nd Cheb 2nd Cheb  2nd Cheb
Diboson BW x CB; + G BWxxCB, + G BWx CBs; BW x CBy 1st Poly

Table 4.9: Models of each component in each Control Region.

Each pdf is a function of the shape parameters (p). The total pdf in each Control Region is the
sum of the individual components pdfs (M;;). The Values of mz=91.1876 GeV and cgw=2.4952 GeV
are given by theory and they are constant for all fits. The Z+HF, Z+LF and ¢t normalisation in each
fitted CR is expressed in terms of the number of the total Relaxed CR events IV; for the i component
using the fraction Fj; which bonds the Relaxed CR events with the events of the CR j. So for each
fit CR the normalization of each component n;; in each control region is given by

nij = N; - Fi; (4.2)

N; and Fj; are the parameters of interest in the fit, but note that the expression in the relaxed CR
is used only as a cross-check of the fit result: the relaxed region is not actually used to constrain
them. The fractions Fj; are initially obtained from the MC simulation and they are shown in Table
4.16. During the data fit they are constrained as they are not included as parameters but as gaussian
functions with the MC expected value as mean and MC statistical error as sigma. This prevents large
changes in their values. The 4 CR regions are simultaneously fitted by maximizing the likelihood of
the product of the 4 CR models for the given datasets x;

CR comp
LS - gi(Fyoom,) - Mis@)|2s) | — Maz (4.3)

J

The results of the relaxed region are extrapolated to the signal region using appropriate Transfer
Factors. These are obtained from MC but due to lack of statistics in the Z+LF jets samples, and
significant data-MC differences observed in the Z+pu control sample, the Transfer factor for Z+LF is
taken from data using the Z + p sample. Systematic uncertainties are assigned on the extrapolated
yields in the SR due to the transfer factors. Apart from systematic uncertainties originating from the
statistics of the MC samples (TF statistical error), additional (systematic) uncertainties are considered
for the selection efficiencies. For Z4+HF, uncertainties are assigned based on the differences observed
in the Z4pu control sample between data and MC simulation. The same systematic is used for the
ttbar TF. For Z+LF jets, uncertainties are assigned by varying the parameters used in the estimation
of the TF. The way that the transfer factors are estimated is discussed in detail in Section 4.4.3.
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Nuisance Parameter Description Fit status
co First Chebyshev coefficient free

c1 Second Chebyshev coefficient free
UCB Crystal Ball mean for Z + jets free
acB Crystal Ball cutoff parameter for Z + jets free
NCB Crystal Ball exponent for Z + jets free
ocB Crystal Ball width for Z + jets free

b Polynomial inclination free
my Z mass used in the BW constant
OBW Width of BW constant
UCB Crystal Ball mean for Diboson fixed
acB Crystal Ball cutoff parameter for Diboson fixed
7NCB Crystal Ball exponent for Diboson fixed
oCB Crystal Ball width for Diboson fixed
UDB Diboson gaussian mean fixed
OBD Diboson gaussian o fixed

fi Diboson fraction for mis < 75 GeV in CR i fixed (MC)
Parameter of Interest Description Fit status
F;; Fraction of i fitted component to j CR constrained
N; Normalization of i fitted component free

Table 4.10: Shape and normalization parameters for the various models and their status in the main fit
procedure.

MC simulation of the Z+jets background requires huge statistics due to low probability for the
jets to fake two leptons simultaneously, and such a statistics is simply not available due to limited
computing resources. The problem was solved by applying 3- and 4-lepton filters at the generator level,
which allow the rejection of a large fraction of the events which will not be selected even before passing
them through the the whole simulation chain. This filter does not cut any interesting events from the
heavy-flavour component (denoted Z+HF') since the heavy flavour hadron decay is treated inside the
generator: thus all "fake” leptons are present already at the filter level. However, the light-flavour
component (denoted Z+LF) is highly suppressed by the filter because 7/K decay is treated within
GEANT4 at the level of detector simulation, and so the "fake” leptons do not exist at the filter level.
Due to this difficulty in simulating the Z+LF background, two additional, slightly different fit methods
are used to validate the results. The first simply combines the Z4+LF and Z+HF categories into a
single Z+jets category, with the shape taken from Z+HF and a total Z+jets transfer factor used. This
allows us to confirm that the results of estimating the individual Z+jets components are consistent
with their total. This obtains a completely independent estimation of the Z+LF contribution and so
provides a nice further confirmation of our main method. The description of the 3 methods is given
below.

1. Standard Method
In this method a 4 control region simultaneous fit is used. In order to improve the Z+LF
estimation from the fit, the relative contribution of the Z+LF with respect to the dominant
Z+HF jets background component is further enhanced in the inverted isolation and same-sign
CRs, by exploiting the difference between HF and LF in the muon pr balance, i.e. the balance
between the pr measurements in the inner detector and the muon spectrometer. Namely, at
least one of the muons forming the secondary pair is required to satisfy (pi — quS) /PP > 0.2.
For the Z+HF jets and ¢t the TFgpr are used. For the Z+LF jets component the transfer
factor is TFsr[vta)] TF zu[iso+do). The TFgpuia is just the vertex cut efficiency after applying




4.4. Background estimation 91

the isolation and dy cuts, it is to 86.39%. The statistical uncertainties for all the components
come from the fit. The systematic uncertainty for Z+HF jets and ¢t is the squared sum of
the MC statistical error and the transfer factor uncertainty dTF z,[is0). For the Z+LF jets the
systematic uncertainty comes from varying the TF z,;s04.40] estimation parameters.

2. Merged Z + jets
In the second method the Z LF and HF jets components are merged. The merging enables
to reduce the contribution of low statistics LF samples. The fit is performed again in all 4
control regions simultaneously, but without setting a pr imbalance cut in Inverted Isolation
and Same-Sign. For both Z jets and tt the TFgg is used. The statistical uncertainties come
from the fit and he systematic is the squared sum of the MC statistical error and the transfer
factor uncertainty 6TF z,,[;s0)-

3. 2CR+1

Lastly in this case the fit is performed in 2 stages. First the Inverted dy and the eu + up
CRs are fitted and then the Inverted Isolation. In the Inverted Isolation the vertex cut is also
applied to enable the direct extrapolation of Z + LF jets to signal region (without using the
relaxed). The Same-Sign CR does not participate in the estimation. After the first stage of the
fit, the ¢t component is normalized to the Data Driven estimation and it is kept fixed to this
value for the second stage. The shape parameters of the models are also fixed, letting only the
normalization parameters of Z jets to be fitted. In the first stage of the fit the Z + HF jets
and ttare estimated via the fit in the Inverted dy and ey + e correspondingly. The difference
in Z 4+ jets normalization in Inverted Isolation between the first and the second stage yields the
Z + LF jets contribution. For the Z+HF jets and tt the TFgr are used. For the Z+LF jets
component the transfer factor is given by TFy,1nvrso] = TFzu1s0]/ (1 — TFz,[150]) accounting
the extrapolation from Inverted Isolation to Relaxed CR and further from Relaxed to Signal
Region. The statistical uncertainties for all the components come from the fit. The systematic
uncertainty for Z+HF jets and tt is the squared sum of the MC statistical error and the transfer
factor uncertainty 0TF z,(;50). For the Z+LF jets the systematic uncertainty comes from varying
the TF 2,150 estimation parameters.

Main Method

Prior to the main fit, the diboson shape is fitted individually in the Relaxed region 4.3 in order to
obtain its shape parameters. Afterwards the values of the shape parameters 4.11 are kept fixed for all
the fits in all 3 methods.

Shape Parameter Description Value

LCB Crystal Ball mean for Diboson 0.432 GeV

acB Crystal Ball cutoff parameter 0.958

NCB Crystal Ball exponent 18.9

ocB Crystal Ball width 0.798 GeV

DB Diboson gaussian mean 58.1 GeV

OBD Diboson gaussian o 10.7 GeV

fi Diboson Fraction for mis < 75 GeV in CRi  MC expectation

Table 4.11: Diboson shape parameters obtained by fitting the Relazed CR.

In Table 4.16 and Table 4.13 the MC expected fractions Fj; and events n;; for the main method are
shown correspondingly.
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Figure 4.3: MC ezxpected (red) and fitted (blue) Diboson distribution in Relazed Isolation and do CR.

MC expectation
F; Z+HF Z+LF tt
inv.dg /relaxed 0.760 £ 0.004 0.32+0.55 0.851 £ 0.001
inv.iso/relaxed  0.040 £ 0.036 0.54+0.18 0.023 £0.016
ep/relaxed 0.057 £ 0.053 0.34+0.41 1.703 £ 0.003
ss/relaxed 0.095 £ 0.050 0.50 +0.23 0.098 £ 0.012

Table 4.12: Fractions F; from each CR to the relazed CR, expected from MC simulation, quoted with their
statistical errors.

Events Z+HF Z+LF tt Diboson Data

Relaxed 3287+24 140+22 2605.3+6.4 3235.3+4.7 9612498
inv.dg 2497 £ 19 45+ 17 22183 +5.8 216.3+1.3 5064+71
inv.iso 132.0£9.9 76 +13 59.6 1.4 40.81 £0.72 333+18
eu 312 £ 15 70 +£11 255.74+2.9 39.344+0.71 832+29
Ss 186.9 £9.7 48 £ 18  4437.6 = 8.5 150.9+1.2 5642+ 75

Table 4.13: MC expected and data observed events, quoted with their statistical errors.

MC closure test

The closure of each method is tested by applying the simultaneous fit procedure to MC produced
(pseudo) data including all the relevant processes. The after-fit mis distributions in each CR are
shown in Figure 4.4 compared to the MC data in the four CRs, after the fit has been performed
(top panels) along with the fit pulls (bottom panels). The number of events obtained from the fit
for each fitted background component in each CR are shown in Table 4.14. Compared to the MC
expected events from Table 4.13 they show good compatibility. Therefore the selected model describes
efficiently the MC expected shapes. The MC Closure test parameter values are used as initial values
for the data fit.
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Events Z+HF Z+LF tt
Relaxed 3294 £97 132+35 2607 + 41
inv.dy 2503 + 74 42+ 11 2220 + 35
inv.iso 132.34+39 724+19 59.77 £0.94
ss 3129+9.3 6617 256.0 + 4.0
el 1874455 45+12 4442 + 69

Table 4.14: MC Closure test events, quoted with their statistical errors.

Data fit result

Figure 4.5 shows the distribution of mio for the contributing background components after fit on real
Data. Figure 4.7(e) shows the comparison between the data and the background estimation of the
fitting procedure expressed in the Relaxed region (reference region - validation plots). The comparison
of the Data driven estimated events to the real observed data is also shown 4.7(f)

In Table 4.15 the values of the shape parameters obtained from fit on pseudo and real data are
compared. Good compatibility is shown. In Table 4.16 the comparison of fraction Fj; obtained from
fit on pseudo and real data is shown. There is also good compatibility among all three cases MC
expectation, MC data, data as it is expected for the constrained parameters of the fit.

Nuisance Parameter MC Closure test Data Fit

Co
C1
HcB
QaCB
Ulej:}
OCB

b

-1.27e-01 £ 3.9e-02
-2.20e-01 £ 2.4e-02
-2.04e-01 £ 9.8e-02
1.44e+00 + 2.3e-01
2.5e+00 £ 1.1e+4-00
1.92e+00 + 1.2¢-01
-6.6e-03 £ 4.3e-03

-1.56e-01 £ 3.3e-02
-2.17e-01 + 2.2e-02
-7e-02 £ 1.2e-01
1.20e+00 £ 2.3e-01
5.0e4-00 +£ 3.4e+00
1.98e+4-00 +£ 1.4e-01
-4.2e-03 £ 7.8e-03

Table 4.15: Shape parameters for various models: the Chebyshev (co, c1) and Crystal Ball convoluted with a
Breit-Wigner (uep, acs, ncs, ocg, mz and opw) shapes. The values estimated from the fit to MC-simulated
events are used as initial values for the data fit.

F; Z+HF Z+LF tt

MC Closure Data Fit MC Closure Data Fit MC Closure Data Fit
inv.dg/relaxed 0.76 0.76 0.32 0.32 0.85 0.85
inv.iso/relaxed 0.040 0.040 0.54 0.45 0.023 0.023
ss/relaxed 0.095 0.097 0.50 0.64 0.098 0.098
ep/relaxed 0.057 0.057 0.34 0.34 1.7 1.7

Table 4.16: Comparison of fractions F; from each fitted CR to the relaxed CR, estimated from the MC' closure
test and from data fit..

At last the number of events obtained from the fit on the real data is shown in Table 4.17.

The fit results together with the transfer factors and final SR estimates are summarized in Table 4.18.
In Table 4.18, the fit results are summarized. In the relaxed CR they are shown with their

statistical uncertainty from the data. The transfer factors are shown with their statistical uncertainty,

from the size of MC-simulated samples, and their systematic uncertainty (quadratically added), from

the efficiency studies in the Z+p control sample. In the Signal region both uncertainties are shown.

The W Z contribution is taken from MC.
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Events Z+HF Z+LF tt
Relaxed 28604110 277+£63 3074 +45
inv.dy 2174+ 84 86 £ 19 2617 + 38
inv.iso 114.14+44 1164+26 704+1.0
Ss 278 £ 11 1724+£39 302.7+44
eu 162.6 6.3 93+21 5236 + 77

Table 4.17: Data fit events, quoted with their statistical errors.

Standard Method

type data fit extrapolation factor [%)] SR yield
tt 3074 + 45 0.24 +0.02 7.38+£0.11 £0.71
Z+jets (HF) 2860 + 110 0.43 +0.04 12.39 +0.48 £ 1.11
Z+jets (LF) 277 + 63 1.08 £0.11 2.98 +0.68 4+ 0.30

4.53 £0.52
27.28+£0.84+1.44

Wz MC-based estimation

Total

Table 4.18: Final 4 + pp background estimates in the relaxed region for each of the contributing background
components, corresponding to the full my; range. The second column shows the extrapolation factors to the SR
along with the corresponding uncertainties. The last column shows the estimates for the SR yields with both
statistical and systematic uncertainties.

2e2p - 4p

The background yields are also derived in the 4p and 2e2u channels by performing the fits and
calculating the transfer factors separately for each channel. The separate estimation provides a good
cross check of the method validity. Most of the analyses handle the 2e2u - 41 separately so the results
for the individual channels are also provided. As their sum must be equal to the combined estimation
the results are appropriately scaled. The fit is performed using the standard method again. All the
m1o distributions are provided in Figure 4.6.

The fit results in the signal region before and after scaling, as well the individual sums are pro-
vided in Table 4.19. There is good agreement between the combined and the separate 2e2p and 4u
estimations.

Z+HF

Z+LF

tt

Total

ap
2e2p

6.87+£0.32 £ 0.64
5.48 £0.26 £ 0.52

1.64+0.46 £0.16
1.15+0.30 £0.11

2.03£0.03 +0.24
5.40 £ 0.08 + 0.54

10.54 £ 0.56 £0.70
12.02 £0.40 £0.76

Sum

12.35+£0.41 £1.01

2.79+£0.54+0.28

7.42+£0.09 £0.71

22.56 £0.69 £ 1.34

4p Scaled
2e2p Scaled

6.90 £ 0.32 £ 0.64
5.50 £ 0.26 £ 0.52

1.76 £ 0.49 £ 0.18
1.23 £0.32£0.12

2.01 £0.03 +0.24
5.37 £0.08 + 0.54

10.67 £ 0.58 = 0.70
12.09 £0.42 +£0.76

Sum Scaled

12.39 £0.41 £ 1.06

2.98 £0.58 £0.30

7.38 £0.09 £0.71

2276 £0.72£1.35

Combined [ 12.39 £0.48 £1.11

2.98 £0.68 £ 0.30

| 738 £0.114+0.71 [ 22.76 £0.84 £1.35

Table 4.19: Final estimates in the signal region — corresponding to the full ma; range — for the tt, Z+HF and

Z +LF background components in each channel with both statistical and systematic uncertainties shown.
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Merged Z + jets

The myo distributions from the Merged Z + jets method are shown in Figure 4.7. The summary of
the results from this method is in Table 4.20.

Merged Z + jets Method

type data fit  extrapolation factor [%)] SR yield
tt 3077 £+ 39 0.24 4+ 0.02 7.39 +£0.09 £0.71
Z+jets 3287 £ 72 0.43 +0.04 14.23 +0.31 +1.27

Table 4.20: Final €€ + pp background estimates in the relaxed region for each of the contributing background
components, corresponding to the full ma range. The second column shows the extrapolation factors to the SR
along with the corresponding statistical uncertainties. The last column shows the estimates for the SR yields
with both statistical and systematic uncertainties.

2CR+1

Lastly the mqo distributions from the 2CR+1 method are provided shown in Figure 4.8. In this method
the same-sign CR does not participate. Also the relaxed region cannot den used for validation as the
LF component is extrapolated directly from the Inverted Isolation. The summary of the results from
this method is in Table 4.21.

2CR~+1 Method

type data fit extrapolation factor [%)] SR yield
tt 3111 +41 0.24 +0.02 7.474+0.10+£0.72
Z+jets (HF) 2923 + 87 0.43 +0.04 12.66 +0.38 = 1.13
Z+jets (LF) 188+ 42 (Aznorso) 0.0145 % 0.0015 2.71 + 0.59 £ 0.27

Table 4.21: Final 00 + pp background estimates in the relaxed region for each of the contributing background
components, corresponding to the full ma; range. The second column shows the extrapolation factors to the SR
along with the corresponding statistical uncertainties. The last column shows the estimates for the SR yields
with both statistical and systematic uncertainties.

Comparison & Conclusion

The different methods are compared in Table 4.22, all of them agree quite well. The Merged Z + jets
method is expected to have a lower yield, as all the Z+jets events are extrapolated from the relaxed
to the signal region using the HF Transfer factor, which is fairly smaller than this of LF. In any case
the differences are within the errors which are provided. The standard method is preferred as it splits
the LF and HF jets and uses more CRs to make the fit more accurate.

Method Z+HF Z+LF tt Total

Standard 1239+£048+1.11 | 298 +£0.68£0.30 | 7.38 £0.11 £0.71 | 22.76 £0.84 £ 1.35
Std. 2e2p + 4p | 12.35+0.41+£1.01 | 2.79£0.54 +0.28 | 7.42£0.09+£0.71 | 22.56 £ 0.69 £+ 1.34
Merged Z+jets 14.23 £0.31 £ 1.27 7.39+£0.09+0.71 | 21.62+0.33 £1.45

2CR+1 12.66 £0.38 £1.13 | 2.71 £0.59 £ 0.27 ‘ 747+0.10£0.72 | 22.86 £0.72 £ 1.37

Table 4.22: Comparison of the results in the signal region obtained from the various methods of estimating the
background.
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4.4.3 7+ control sample

The efficiency for muons initiated from background processes is studied with a sample of muons
accompanying an on-shell Z decay to either electrons or muons. Events are collected with single- and
dilepton triggers (Section 4.3.1); trilepton and e-p triggers used in the nominal selection are dropped to
avoid biasing the quality of the accompanying muon. The selection requires a reconstructed Z boson
candidate formed based on the following steps (largely following the standard analysis selection). Pairs
of oppositely-charged muons and electrons passing the nominal identification criteria are formed and
required to have pr > 20 GeV and 15 GeV for the leading and subleading lepton, respectively. If
multiple pairs are found, the one with invariant mass closest to the Z pole is kept as the Z candidate.
Z candidates in the invariant mass range 76 < my < 106 GeV are retained and standard isolation
and impact parameter (dy significance) cuts on the Z leptons are imposed. Lastly, the Z leptons are
required to be well separated, satisfying AR > 0.1. Only events with exactly one additional muon
with pr > 5 GeV are retained. The additional muon is required to be well separated with respect
to the Z leptons; a cut of AR > 0.1 is applied, while the muon is excluded if it gives an invariant
mass of less than 5 GeV when paired with another muon of the opposite sign. The invariant mass of
the Z candidate for selected events in data and MC-simulated samples is shown in Figure 4.9(a). As
expected, the sample is dominated by Z+jets production, with the accompanying muon originating
from the decay of a heavy-flavour hadron in two thirds of the sample. Although diboson production,
W Z in particular, contributes only 2.5% in total, it becomes more important the higher the pr of the
additional muon as shown in Figure 4.9(c). The muon type of the additional muon is also shown in
Figure 4.9(b) After the nominal isolation and dy significance selections on the additional muon the
contribution of W Z production goes up to 15%.

The fraction of events passing the isolation and impact parameter criteria over the total number of
events provides an estimation of the efficiency of those selections for background muons (not coming
from the decay of a W or Z boson). In this estimation the expected contamination of real isolated
leptons from dibosons are subtracted using the MC simulation. The resulting efficiency is shown
in Table 4.23. The efficiency of the dy significance cut is found to be in good agreement between
data and simulation. For the isolation efficiency a difference of the order of 10% is observed and is
studied separately for light- and heavy-flavour jets. For the purpose of calculating the systematic
uncertainty on t¢ transfer factor, the HF-jets efficiency is used. The m distributions after applying
these selections on the additional muon are shown in Figure 4.10.

Selection applied Data [%] MC [%)] AJevo
isolation 154 +£0.03 14.7 £0.07  -5%
dy significance 64.40 + 0.04 64.1 +£0.10 -0.4%
iso+dy sig. 10.1 + 0.03 9.1 + 0.06 -11%

Table 4.23: Efficiency of isolation and impact parameter selections for background muons selected in Z+pu
events. Data-MC efficiency differences divided by MC efficiency are also shown.

Z+u light-flavour control sample

In order to study the behavior of the light-flavour component, a control sample is built using the
momentum imbalance between the pr measurements in the inner detector and the muon spectrometer
(Apr/pr = (PP — pYS)/piP). Figure 4.11(a) shows this parameter for the muons accompanying the
Z boson candidate in the Z+4u sample before the application of the isolation and impact parameter
selection. The shoulder that appears at large values of the momentum balance variable is mainly
coming from in-flight decays of light-flavour mesons (i.e. muons from 7 and K decays). Requiring
Apr/pr > 0.1, a control sample enriched in light-flavour is obtained: the resulting mio distribution
is shown in Figure 4.11(b). We also restrict this region to only combined muons, as other types are
missing either ID or MS pr values and so cannot be sorted using this method. A separate study of
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104 Chapter 4. H — 4l Event Selection and Background Estimation

the efficiencies of these “other” muons has been made, and their contribution has been taken into

account, though minor.

According to simulation?, 67% of the sample is made of light-flavour jets (Z-+jets) and 32% of
heavy-flavour jets (Z+jets and tt). Contributions from W Z and ZZ* are below 1% and are subtracted
from the efficiency calculations using MC simulation. Owing to the relatively large heavy-flavour jet
contamination in the light-flavour control sample, the expected contribution from Z+4+HF and tt is
accounted for by simple subtraction of impurities as predicted by MC. To obtain the control region
fraction systematic uncertainties described previously, the isolation efficiencies are calculated twice,
once with respect to all muons in the light flavour enriched sample and once with respect to the
muons passing the dp-significance cut. The resulting isolation efficiencies, as well as the efficiency for
a light-flavour jet to pass the nominal isolation and dy-significance requirements are shown in Table
4.24. The myz distributions, for the LF enriched sample, after applying the selections on the additional

muon are shown in Figure 4.12.
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Figure 4.11: Fractional pr balance between the ID and MS measurements for additional muons in Z+u events
shown for data and MC simulation, and the mis distribution in the light-flavor enriched CR. Requiring the
fraction to be larger than 0.1, a sample enriched in light-flavour jets is obtained. The invariant mass of the Z
boson candidates after this selection is also shown.

Z+p heavy-flavour control sample

A heavy-flavour component can be crated by applying an inverted dp-significance selection, cut on the
additional muon, as it is shown in Figure 4.13(a). The invariant mass of Z boson candidates in the
heavy-flavour control sample is shown in Figure 4.13(b). 93% of the sample is made of heavy-flavour
jets and 6% of light-flavour jets. The expected contribution of leptons from dibosons is negligible and
is subtracted with MC simulation from the efficiency calculations. In the scale factor calculation, the
expected contribution from Z+LF jets and tt is also subtracted as predicted by the MC simulation.
The my distribution for the HF enriched sample, after applying the isolation cut is shown in Figure
4.14. The dj significance cut can not be applied in this case as it is orthogonal to the cut which is
used to define this sample. The resulting isolation efficiency for a heavy flavour jet are shown in Table
4.24

Table 4.24 also shows the differences between efficiencies form data and MC simulation. For the
HF sample an efficiency wrt dy significance cannot be defined as dj significance cut is orthogonal to
the cut which is used to define this sample. The isolation efficiency of the LF enriched sample is quite
different affecting also the Isolation + dg efficiency. On the contrary in the HF enriched sample, the

27+4HF is defined as everything which passes the 3- and 4-lepton filtered samples and Z+LF anything which passes
the BFilter, CFilterBVeto and CVetoBVeto samples after overlap removal with the filtered samples.
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the invariant mass of Z boson candidates after this selection is shown also.
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Figure 4.14: Invariant mass of Z boson candidates for a HF enriched sample after applying the Isolation
requirement.

Selection (sample) MC[%] Data[%] AJevo
Isolation (LF) 80+0.3 11.94+0.09 -48%
dy significance (LF) 925 +£03 91.6 £0.1 1.0%
Isolation + dy significance (LF) 7.5+ 0.3 11.2+£0.09 -55%
Isolation after dy sig. (LF) 81+03 122+0.09 -51%
Isolation (HF) 171 £ 0.07 16.4 £ 0.09 4.3%

Table 4.24: Isolation and impact-parameter efficiencies for background muons in the light-flavour enriched
and heavy-flavour enriched Z+u sample, calculated using simple subtraction to account for impurities in the
samples (for HF-enriched, only isolation efficiency is calculated, due to the way this sample is defined).
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agreement between the isolation efficiencies calculated in data and MC simulation is quite good. The
isolation variables for both LF and HF enriched samples are shown in Figure 4.15.
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Figure 4.15: Isolation variables for light (a,c,e) and heavy (b,d.f) flavour enriched samples
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The Transfer Factors which are used to extrapolate the LF component events from the Controls Region
to the Signal Region are calculated by Data efficiencies. They are the efficiency squared as the are used
to extrapolate 2 muons and their uncertainties are also used as systematic uncertainties for the signal
region event yields. For the LF sample the TF coming from the Isolation+dy significance efficiency is
used for the standard method. The inverted Isolation TF defined as T'Firnyrs0) = T Firso)/ (1 =T Fizs0))
is used for the 2CR+1 method. The TF as well as their uncertainties coming from the relative
difference between the data calculation and the MC expectation are shown in Figure 4.25. However for
the LF an alternative way is used for calculating the TF uncertainty. For LF TF{74,4q40) it is obtained
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by varying the parameters of the MC calculation. Contamination by Z+HF events is removed by
subtracting MC from the Z+LF-enriched data sample, so the amount of this contamination is varied
by a factor of 1.5. The pr imbalance cut used to define the enriched region is also varied up and
down by a factor of 2. Finally, WZ events also contribute to this region: an uncertainty based on this
contribution is obtained by doubling their quantity. The variations and the results on the LF TF are
shown in Table 4.26.Taking these results into account it was decided for both LF Transfer Factors
(T'Firs0+d0), TFirnurso)) the uncertainty to be set equal to 10%.

Selection (sample) TF  A/TFy/.
Inverted Isolation (LF) 0.0145 1.24
Isolation + dy significance (LF) 0.0124 1.22
Isolation (HF) 0.0268 -0.085

Table 4.25: Transfer Factors calculated from data efficiencies and their relative difference with the MC expected.

Variation Relative

Change in Transfer Factor
Imbalance cut value (0.05 and 0.2) —5% and +7%
Increase Z+HF, ttbar contributions (50% ) +4%
Increase WZ contribution (100% ) +3%

Table 4.26: Variables and their variance used for LF Transfer Factor uncertainty estimation. Relative change
in the Transfer Factor is also shown.



4.4. Background estimation 109

4.4.4 Differential Estimation of Z+ uu background

In several analyses differential distributions of the background are needed. Two such analyses are
these which are performed in order to measure Higgs boson cross sections and couplings. For both
analyses the estimation procedure is the following. The total reducible background normalization is
determined by the standard method. Next the differential estimation decides the differential shape
of each variable. Every differential category (bin) is fitted individually and the sum of the results is
scaled to the combined estimation, using a similar method as in 2e2u and 44 estimation. As some
categories have fairly poor statistics, the merged Z + jets method which handles the LF and HF
Z+jets together, is used for the individual estimations. However some fits still fail, especially in the
ee + ep CR. In order to avoid this, the shape parameters are fixed to the values of the combined
estimation. The individual T'F{gg) are used to extrapolate the results from the relaxed to the signal
region. For some categories the statistics is low, so the T'Figp) is calculated from 1 or 0 MC entries.
In this instance, the TF is calculated by extrapolation of the other categories. The method of the
extrapolation depends on the specific variable.

Fit Methodology validation

The method was firstly tried for the estimation of the pr differential distribution. Initially the fit was
performed in each differential bin independently. Afterwards the shape parameters were fixed to the
values obtained from the combined estimation and the fit was performed again. The comparison of
the results are shown in Table 4.27. Good agreement is noticed *.

Free Shape Parameters Fixed Shape Parameters
pr GeV Z+jets tt Z+jets tt
0-10 0.69 £+ 0.12 0.01 £0 0.64 + 0.1 0.01 £0
10-15 1.07 £ 0.15 0.04 £0 1.05 +£ 0.13 0.04 £ 0
15-20 0.81 £ 0.1 0.08 +£0.01 | 0.74 £ 0.09 0.09 £+ 0.01
20-30 144 +£0.13 0.16 £0.01 | 1.43 £0.11 0.16 4+ 0.01
30-45 1.15+£ 0.08 0.54+0.02 | 1.17 £0.07 0.5 + 0.02
45-60 0.49 + 0.04 0.48 £ 0.02 | 0.47 &+ 0.03 0.49 + 0.02
60-80 0.3 £0.03 0.95£0.04 | 0.29 £ 0.02 0.96 £+ 0.04
80-120 0.18 £ 0.02 0.51 £0.02 | 0.19 £0.01 0.5 & 0.02
120-200 0.09 +0.01 0.13 £0.01 | 0.09 &+ 0.01 0.13 + 0.01
200-350 0£0 0+0 0£0 0£+0
350-1000 0£0 0+0 0.02 + 0.01 0+0
Summary | 6.22 + 0.27 2.87 £+ 0.06 | 6.08 £ 0.23 2.88 £+ 0.05

Table 4.27

None event, or 100% error in the signal region indicate that the Transfer Factor has to be corrected
as it comes from 0 or 1 MC entry. In Figure 4.16 the TFs after the correction are shown. The results
after the correction are shown in Table 4.28.

Differential Cross sections

After the validation the method is used for all the variables used for the differential cross sections mea-
surements. Three different types of variables are considered, Higgs Boson kinematic-related variables,
variables related to the jets which are produced along with Higgs boson and lastly variables combining
information from both Higgs boson and jets. The kinematics of the Higgs boson production and decay
are of particular interest as deviations from the SM predictions could indicate non-SM properties of

3This check had been performed using 2017 data and the obsolete isolation wp
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Figure 4.16: The TF of Z+jets and tt. The last 2 have been extrapolated from the previous bins

pr GeV Z+jets tt

0-10 0.64 £ 0.1 0.011 £+ 0.002
10-15 1.07 £ 0.15 0.04 + 0.005
15-20 0.81 + 0.1 0.08 £+ 0.01
20-30 1.44 + 0.13 0.16 £ 0.01
30-45 1.15 4+ 0.08 0.5 £ 0.02
45-60 0.49 £ 0.04 0.48 £ 0.02
60-80 0.3 £ 0.03 0.95 £ 0.04
80-120 0.18 £+ 0.02 0.51 £+ 0.02
120-200 0.09 + 0.01 0.13 £ 0.01
200-350 0.02 £ 0.01 0.0085 £ 0.004
350-1000 | 0.003 + 0.0015 0.0012 % 0.0005
Summary 6.19 + 0.26 2.87 £ 0.06
Combined 6.38 £ 0.22 2.9 £ 0.06

Table 4.28: Results after TF correction

the Higgs itself or the presence of other particles being produced in association with the Higgs boson.
The H — 4l decay is particularly interesting because the full Higgs kinematic information is accessible
through the reconstruction of all of the Higgs decay products. The measurement of the jet multiplic-
ity and other jet properties probes both QCD radiation effects and contributions from the various
production modes of the Higgs boson. The fraction of events coming from non-ggF production modes
increases with jet multiplicity due to the presence of hadronic decays of the particles produced in
association with the Higgs boson. Measurements of the following variables prai;, maij, Praijj, Maij;,
created from both Higgs boson and jets are also provided. The variables are summarized in Table
4.29. The mq2 estimation is based only on MC as it is the fitting variable. The binning choice for each
variable of interest has been defined using simulation only and it is chosen based on several criteria.
The number of bins and their widths have been chosen to achieve an expected significance of at least
2 sigma and a statistical error of about 30% in each bin, and to keep as low as possible the event bin
migration The binning of the variables considered is described in detail in [135]. Figures ?? show the
MC expected (MCE) and the Data Driven estimated (DDE) distributions for both Z + jets and tt
background components for all the variables.
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Higgs Boson kinematic-related variables

PTay pr of the four-leptons system

mig invariant mass of the leading lepton pair

m3q invariant mass of the sub-leading lepton pair

|yar| rapidity of the four-leptons system

10} azimuthal angle between the decay plane of Z; and the plane of Zo

o1 azimuthal angle between the decay plane of the Z; and the plane formed between
the Z; four momentum and the z-axis

| cos 6% 0* is the production angle of Z;, defined in the four leptons rest frame

cos 6 0, is the production angle of the anti-lepton from the Z; decay defined in the four
leptons rest frame

cos B 05 is the production angle of the anti-lepton from the Z decay defined in the four

leptons rest frame

Jet-related variables

Njets Number of jets

pl;ad' Jet pr of the leading jet

p;llblead' % pr of the subleading jet

mjj invariant mass of the two jets

Anjj difference in pseudorapidity of the two jets

Agjj difference in the azimuthal angle of the two jets
Np_jets number of b-jets

Higs boson and jet-related variables

PTalj pr of the 4 leptons - leading jet system

mAlj invariant mass of the 4 leptons - leading jet system
PTaljj pr of the 4 leptons - two jets system

mMayjj invariant mass of the 4 leptons - two jets system

Table 4.29: Definitions of variables of interest.
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Figure 4.23: Differential distributions expected from MC and estimated from data for Z + jets and tt compo-
nents

j2] [2]
g 12 My g 14 Majj_
o or l — Z+jets MCE o — Z+jets MCE
i —e— Z+jets DDE 1 —o— Z+jets DDE
1o~ — tt MCE r — ti MCE
i -t DDE 10f o {t DDE
8— L
r 8-
6~ L
L 6
al- L
r 45 *
oL oL
L , 1 r
L “E L “E
§ 18— § 18—
O 16 O 16
% 1.4; ‘ ‘ % 14;
[a] 1.2; ° a 12;
e * """"" e % """"" - =
08— | 08—
1 2 3 4 5 6 N 1 2 3 4 5 .
Bins Bins
(a) malj (b) m4ljj

Figure 4.24: Differential distributions expected from MC and estimated from data for Z + jets and tt compo-
nents



116 Chapter 4. H — 4l Event Selection and Background Estimation

0 12}
S 12 p S 1aF P,
o 12 [}
@ r | 7+jets MCE g r 147 +iets MCE
E i —e— Z+jets DDE e —e—Z+jets DDE
tor- tt MCE r tt MCE
3 tt DDE 10 tt DDE
8 r
r 8-
6 r
L 6
- | C
i ] aE
2 2f
oy A AN RN B PR A " Foy T AR IR BRI o e = e e :
o “E S “E
® 18 T 18
(@] 1.5; (@] 16;
5 5 |
[a) o 12F 1
,,,,, !‘,”,,”,”””,”,.‘r,,,”,”,”,”,”:',”,,”””,”,”,,”,”,” ,”,,a\””,”,”,”,”,'..,””,”,””,””.”,,,”””,”,”,,”,”,”
I 08 |
06—
0‘5 ‘1 1‘5 ‘2 2‘5 9‘1 3.‘5 . 5 0‘5 ‘1 1‘5 é 2‘5 é 3‘5 .
Bins Bins
(a) praij (b) Praijj

Figure 4.25: Differential distributions expected from MC and estimated from data for Z + jets and tt compo-
nents



4.4. Background estimation 117

Production Particle level STXS Reduced Reconstructed event categories ' Reconstructed event categories
roduction bins Signal Region : Side-Band Region
Mode s Stage 1.1 9 9 : 9
P <10 GeV - - p*<10GeV
= 0det 992H-0j-p;"-Low 0p;*-Low Ny=0 : - N, =0
9g2H-0j-p;"-High 0j-p,*-Medium .
P, <60 GeV. Py <60 GeV
—————— 9gg2H-1j-p;"-Low 1j-p,“-Low R
p;<200 GeV |=1-jet 60 <p, <120 GeV 60 <p,* <120 GeV
9gF 992H-1j-p,"-Medium 1j-p;*-Medium —_—

> 120 GeV S — 120<p#<200GeV| p _4| - No=1
L ——————| gg2H-1jp,"High 1p,-High ‘ -— : -

> 24ets
—_———— 9g2H-2j
p,*>200 GeV P, >200 GeV
992H-p."-High 1j-p;"-BSM-like R EE—— .
60 < m, <120 GeV m, <120 GeV or p,* < 200 GeV
T GeV) and qqH2qq-VH-Like 2f N =2| : N =2
~ (60 < m, <120 GeV) an fors : Y fos
~ (m, > 350 GeV, p," > 200 GeV) — m,> 120 GeV, p,#> 200 Gevl_ : SB-2j ]
L qqH2qq-Rest 2j-BSM-like .
m, >350 GeV, p,"> 200 GeV
qqH2qg-BSM

99> 2(2) +H

B

IS A T ————

ag-V(z) +H

F

H

N, =0,p*>100GeV| :
0j-p,*-High : =5

Leptonic V decay . N,
qq/gg2HLep N, =5 * SB - VH-Lep-enriched |[«—————

VH-Lep-enriched

m, =[105, 115] U [130, 160] GeV

ttH Hadronic
ttH-Had-enriched . tXX-like

ttH-Lep-enriched

:

ATLAS Internal [m,= 1115, 130] Gev |- [ m.=1105, 1151 U 130, 350] Gev

13 TeV, 139 fb”!
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Couplings

In the simplified template cross sections framework [16], the exclusive regions of phase space defined
for measurements are specific to each production mechanism under study. These regions, referred to
as bins, are motivated by:

e Minimizing the dependence on theoretical uncertainties which are directly folded into the mea-
surements;

e Maximizing experimental sensitivity;
e Isolation of possible BSM effects; and
e Minimizing the number of bins without loss of experimental sensitivity.

With this design principle, several stages, each with an increasing number of bins, are defined. The
categories which are used for this analysis are shown in scheme 4.26. They are described in detail
in [136]. The MCE and DDE number of events for both background components in each of the 10
Reconstructed event categories in Signal Region is shown in Figure 4.27(a). In Figure 4.27(b) the
corresponding events for the 5 Reconstructed event categories in Side-Band Region are shown.
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4.4.5 7 + ee background

The estimate of the electron background, which is mainly composed of jets misidentified as electrons, is
extracted from a control region denoted as 3/+ X, where the selection and identification criteria for the
lower pr electron in the subleading pair (denoted with “X”) are relaxed while the remaining leptons
in the quadruplet are required to pass the full analysis selection. Additionally, the subleading pair
must have the same sign, thus ensuring orthogonality to the signal region. The standard quadruplet
selections are then applied to the quadruplets that are formed. As for the Z 4+ ppu background
estimate, the ME quadruplet selection is not used, regardless of the presence of extra leptons. Unlike
the Z+ up background estimate, however, all possible 3/+X quadruplets sharing the same Z are kept.
This approach simplifies significantly the decomposition of the different background contributions as
it can be done by looking only at the X lepton.

The electron background is classified according to the process involved. The main contributions
come from light jets with depositions in the calorimeter faking an electron (f) and electrons from
semileptonic decays of heavy quarks (¢q). Also important are electrons coming from photon conver-
sions or FSR (7). Each background has different properties and efficiency, therefore the background
estimation method is targeted to disentangle the various components using suitable discriminating
variables. In MC simulation, the actual origin is known and is extracted using truth information
(MCTruthClassifier). Electrons are sorted into the following categories:

1. Isolated electrons Electrons from W or Z bosons, or from bremsstrahlung originating from a W
or Z boson.

2. Light flavour Electrons that are really misidentified hadrons, as well as those whose truth origin
is unknown.

3. Heavy flavour Non-isolated electrons that do not come from conversions (unless from bremsstrahlung
originating in a charm or bottom hadron).

4. Photons Electrons that are actually FSR photons, photons whose origin is another photon,
photons from light meson decay, or photons from other conversions.

For data, the various components are unfolded directly using a template fit on the nl"ne*PXhservable.
This variable counts the number of IBL hits, unless no such hits are expected due to a dead area of
the IBL: in such cases, the number of hits on the next-to-innermost pixel layer is counted instead. It
provides discrimination for v over f and ¢, as photons populate n"**P*( in the distribution.

A complementary control region denoted as Z+X is used to estimate the efficiency needed to
extrapolate from the relaxed electron requirements on the “X” for each of the background components
to the full electron identification and isolation cuts used in the signal region. Table 4.30 shows the
final results for the Z+ee background.

Full Run-2
type 4e 2u2e
f 7.064+0.38+1.10 7.73+0.40+1.23
¥ 2.01+0.50£0.40 2.17£0.53+0.44
h 4.33 £1.30 7.77 +2.33

Table 4.30: Electron reducible background estimates broken down by channel. Since these numbers are obtained
by fitting each channel separately they do not add up exactly to the total result, but the difference is easily covered
by the statistical uncertainties.
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4.4.6 Background shape modelling

The my; shape of the reducible background in the signal region is obtained using the shapes of
Z+HF and tt from MC simulation; Z+LF and W Z are not considered due to their small contribution
(< 10%) and the tiny number of MC events surviving the signal selection. The shape of Z+jets
and tt is obtained after applying the full analysis selection and combining 4y and 2e2pu final states
to obtain sufficient statistics (variation between the two channels is negligible): each component is
then smoothed separately using kernel estimation (RooKeysPDF) [137]. Shape uncertainty arises from
varying the fraction of each component by 20%. The electron my, background shape is obtained
by combining shapes for each of the HF, LF, and conversion components: the first is obtained from
MC and the last two (which are assumed to be the same and so combined into a single shape for
this purpose) from data in the 3L+X control region. As with the muon background shapes, each
component is normalized to unit area, smoothed, and then added according to their fractions as
measured in the data, with a systematic uncertainty obtained by varying that fraction. The total MC
expected and the observed data my; distributions for the four individual channels (4e, 4u, 2e2u, 2u2e)
as well as the combined are show in Figure 4.28 and Figure 4.29 correspondingly.

Summary tables

The numbers of expected and observed events for various background and signal processes are sum-
marized in tables 4.31, 4.32, 4.33.

Final state signal qqzZ ggZ7, redBkg ttV Total Observed
4 78+5 36.8+20 12408 220+0.16 0.58+0.07 11945 115
2e2u 53.0£3.1 253+13 0.7x£05 250+0.18 0.44+0.04 82.0£34 96
2u2e 40.14+£29 16.7x1.2 056£035 3.1+05 0.33+0.04 60.9=+3.2 57
de 35.3+£26 1454+15 056+0.35 2.37+0.33 0.36+0.04 53.0+3.1 42
Total 206 + 13 93+5 3.1+2.0 10.2+0.9 1.72+0.17 315+ 14 310

Table 4.31: The number of events expected and observed for a mu = 125 GeV hypothesis for the four-lepton
final states in a window of 115 < myqe < 130 GeV, using the FSR-corrected ma;. The columns show the number
of expected signal events, the number of expected background events (ZZ(*) reducible background, and ttV) and
the number of observed events, for 139 fb! at \/s = 13 TeV.

Final state signal Totallired  TotalRed Total S/B  Observed

4p 78+5 380£21 279+0.18 119+5 1.9 115
2e2p 53.0£3.1 261+14 294+0.19 820+34 18 96
2u2e 40.1+£29 173+1.3 3505 609+32 19 o7

4e 35.3+26 15015 273+033 53.0£3.1 20 42
Total 206 £13 96 £6 11.9£0.9 315+ 14 1.9 310

Table 4.32: The number of events expected and observed for a muy = 125 GeV hypothesis for the four-lepton
final states in a window of 115 < mye < 130 GeV, using the FSR-corrected mae. The columns show the number
of expected signal events, the number of expected irreducible and reducible background events, the expected S/B
ratio for each final state, and the number of observed events, for 139 fb=' at \/s = 13 TeV.
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Figure 4.28: The 4 lepton invariant mass distribution for the 4 channels[135].
Final state Signal A Z +jets, tt Expected  Observed
WZ, ttV, VVV

) 81.1£5.0 1454 + 120 35.4+2.8 1571 £ 120 1620

2e2y 55.9+3.3 1027 + 80 29.14+2.0 1112 £ 80 1239

2u2e 42.3+3.0 1022 £ 100 35.34+4.0 1099 £ 100 1266

4e 38.2+2.8 803 £+ 90 31.3+2.9 873 £ 90 973

Total 219.0 £13.0 4306 % 400 131.1£9.0 4659 £ 400 5098

Table 4.33: The number of events expected and observed for a muy = 125 GeV hypothesis for the four-lepton
final states in the full mar mass range. The columns show the number of expected signal events, the number

of expected ZZ™ and reducible background events, together with the number of observed events, for
at /s =13 TeV.

139 b=



122 Chapter 4. H — 4l Event Selection and Background Estimation

% 1 80 :L T TT | T TTT | TTTT | T TTT TTTT | T I‘I T | TTTT | TTTT | T TT J:
- ATLAS Data :

O 160F H - 22" > 4l e
Ql - Vs=13TeV, 139 v’ ok W ]
B 140 - % B Zijets, tt ]
= B 7 7 Uncertainty .
S 120F ]
LL - ]
100~ -
80 =
60 =
40 =
20 ]

%0 90 100 110 120 130 140 150 160 170

m,, [GeV]

(a)

Figure 4.29: The 4 lepton invariant mass distribution, combining all 4 channels[158].



Search for heavy ZZ resonances

In 2012, the ATLAS and CMS Collaborations at the LHC discovered a new particle [139, ], an
important milestone in the understanding of the mechanism of electroweak (EW) symmetry breaking.
Subsequent studies [111, , , 144] have shown that the properties of the new particle are consistent
with those of the Standard Model (SM) Higgs boson. Nevertheless, the possibility that the particle is
part of an extended Higgs sector or other extension of the SM cannot be ruled out. Many theoretical
models predict heavy spin-0 neutral Higgs boson (H) decaying into a pair of Z bosons (Section 1.2.8).
Also in models with warped extra dimensions [145, ], spin-2 Kaluza—Klein (KK) excitations of the
graviton (Gkxk) are expected to decay into ZZ.

This chapter presents the search for heavy resonances decaying into a pair of Z bosons leading to
the ¢+¢=¢+¢~ final state, where ¢ stands for either an electron or a muon. The search uses proton-
proton collision data at a centre-of-mass energy of 13 TeV collected with the ATLAS detector between
2015 and 2018 at the Large Hadron Collider. The study is based on a search for an excess in the
distribution of the four-lepton invariant mass, mye, in the range 200 < myy < 2000 GeV. In the
absence of such an excess, limits on the production rate of the signal hypothesis is obtained from a fit
to the mass distribution. The signal hypothesis tested here is the gluon-gluon fusion (ggF) and vector-
boson fusion (VBF) production of a heavy Higgs boson (spin-0 resonance) under the narrow-width
approximation (NWA).

5.1 Samples and Event Selection

Many models beyond the Standard Model of particle physics predict heavy particles that could decay
into diboson final states. Below some models predicting a heavy ZZ resonance are described.

5.1.1 Heavy Higgs-like Scalar

One model considered here is that of a heavy Higgs decay, including both the Narrow Width Approx-
imation (NWA) and the Large Width Approximation (LWA). The Higgs boson events are simulated
using the POWHEG event generator [147, 97], which calculates separately the gluon fusion and
vector-boson fusion production mechanisms with matrix elements up to next-to-leading order(NLO).
POWHEG is interfaced to PYTHIA [34] for decaying the Higgs boson into the ZZ —¢T¢~¢*{~ final
state, the showering and hadronization.

To have a better description of the jet multiplicity, MGMC@NLO is also used to generate events
for the process of pp — H+ > 2jets at NLO QCD accuracy with the FxFx merging scheme [1418] in
the Effective Field Theory approach (my — oo). The fraction of the ggF events that enter into the
VBF-enriched category is estimated from the MGMCatNLO simulation.

Large width samples are produced only for ggF production. As seen in the samples with NWA
the mass spectrum is the same between the ggF productions and VBF ones.

123



124 Chapter 5. Search for heavy ZZ resonances

The Higgs effective field theory is modified to allow special handling of the width of the Higgs and
implemented in the AMC@QNLO framework [117, ], which produces at next-to-leading-order the
process of pp — ZZ, where the Z decay is handled by MADSPIN [150], preserving all spin correlations.
The generated particles at matrix-element level are showered by PYTHIAS8 with the A14 setting for
the tunable parameters of the underlying event. The NNPDF23LO parton distribution function (PDF)
set is used and the factorisation and renormalisation scale factors are set to up = pr = myg, where
mpy is the invariant mass of the new scalar.

The NWA signal is simulated at mass points between 200 and 2000 GeV for both the ggF and VBF
production modes. The mass points between 200 and 1000 GeV are simulated in steps of 100 GeV, and
those between 1000 and 2000 GeV are simulated in steps of 200 GeV. The 2400 and 3000 GeV mass
points are also simulated to validate the extrapolation of the signal model above 2000 GeV. These
samples are mainly produced using the full detector simulation. Two of these samples were produced
using a fast detector simulation [151] that uses a parameterisation of the response of electromagnetic
and hadronic calorimeters [152], while the response of the ID and MS detectors is fully simulated.
These two “FastSim” samples were for the VBF 300 and 700 GeV mass points in the mcl6e campaign
only.

5.1.2 Event Selection

First, a generic, model-independent, four-lepton event selection is applied following the common 4/
selection (Chapter 4). After the common event selection, the events are split into different categories,
in order to probe different production modes of BSM signals, such as VBF production and ggF pro-
duction. To enhance the search sensitivity to NWA signals, multivariate classifiers are used for event
categorization. Such multivariate classifiers are usually trained based on a specific signal model and
thus would lead to some model dependence. For this consideration, a cut-based event categorization
is also considered.

5.1.3 Event Categorization

As it is noted in the introduction, the VBF-enriched category is used to search for resonances produced
via VBF production mode. Firstly a simple cut-based VBF categorization is used. Events that have
two or more jets with prgreater than 30 GeV, with the two leading jets being well separated in 7,
Amnj; > 3.3, and having an invariant mass my; > 400 GeV, are classified in the VBF-enriched category.
The choice of the cuts was revisited for this full Run-2 analysis, and it was found that these same cuts
are satisfactory for the purposes of this analysis.

In order to improve the search sensitivity to heavy Higgs signals, multivariate (MVA) classifiers
have been studied. To target heavy Higgs signals with different production modes, a VBF classifier
and a ggF classifier are used produced by Deep Neural Networks (DNN). After the common event
selection, a cut on the VBF classifier is applied and events passing the VBF classifier form the VBF
category. Events failing the VBF classifier but passing the ggF classifier form the ggF category. All
remaining events, failing both the VBF classifier and the ggF classifier, form the so-called “rest”
category. The ggF category is further split into three regions of different lepton final states: 2e2u, 4u
and 4e. Given the relatively small fraction of events in the VBF and rest categories, inclusive lepton
final states are used. Therefore, in total 5 regions are used in the analysis: VBF inclusive, ggF 2e2p,
ggF 4u, ggF 4e and rest. Figure 5.1 show the classifier output for the SM background samples as
well as the 700-GeV VBF and ggF signal samples. The classifiers have similar response for any Higgs
mass.

The optimal classification cut is chosen on the basis of good overall performance across the entire
mass range, while retaining a high signal selection efficiency and background rejection. For the VBF
category, a cut on the VBF DNN score of 0.8 for events with at least two jets is found to produce
the best overall performance improvement. For the ggF category, a combination of cuts (a VBF DNN
score of less than 0.8 and a ggF DNN score of greater than 0.5 for events with at least two jets, and
simply a ggF score greater than 0.5 for events with less than two jets), produces the best overall
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Figure 5.1: VBF DNN and ggF DNN classifier response for the background samples (filled) and the 700 GeV
VBF signal sample (black), for events with at least two jets.

improvement over the cut-based categorisation. The selection was tested for my, sculpting and it
was found that it sculpts neither signal nor background shape. Using the DNN-based VBF and ggF
classifiers, the event categorization is the following:

o VBF-incl: Njets > 2 && DN Nypr > 0.8;

o ggF-(2e2p, 4, 4€): (Njets > 2&& DN Nypr < 0.8&& DN Nggr > 0.5)||(Njets < 2&& DN Nggp >
0.5);

e Rest: all remaining events.

The classifiers are tested also in the Control Region my; : [80—170]. Good agreement between data
and MC is observed as shown in Figure 5.2. Only statistical uncertainties and experimental systematic
uncertainties are included in these plots,since in general systematic uncertainties are subdominant
given the data statistics in the control regions

5.1.4 Signal Acceptance

For the NWA case, in the cut-based analysis, four analysis regions are used: VBF incl, ggF 2e2u, ggF
4p, and ggF 4e. For MVA-based analysis, five analysis regions are used: VBF incl, ggF 2e2u, ggF 4,
ggF 4e and rest. Figure 5.3 shows the acceptance plot as a function of signal mass of different ggF
and VBF production mode samples by merging all three MC campaigns (mcl6a, mcl6d and mcl6e)
for the cut-based categorization. Given the excellent signal mass resolution in 4/ final states, it is
possible to search for resonances with fine granularity of signal mass grids. In order to interpolate
signal acceptance for any signal mass point, a third-order polynomial fit is applied from the mass point
of 200 GeV to 2000 GeV. Signal acceptance decreases a bit in the high mass region, due to degraded
lepton reconstruction and identification efficiencies for close-by leptons, which originate from boosted
Z bosons. The acceptance plot for the DNN-based categorization is shown in Fig. 5.4. The acceptance
is fitted with a polynomial function.

For the cut-based analysis a third degree polynomial is used to parametrize the acceptance, while
for the MVA-based a fifth degree polynomial is used. The values of the parameters for both ggF and
VBF are shown in tables 5.1,5.2,5.3,5.4 correspondingly.

Figure 5.5 shows the acceptance plot as a function of the signal mass for different channels for
both the LWA and NWA case for comparison. For the LWA case, three categories can be used (2e2pu,
4p, 4e), without splitting into ggF and VBF categories, as only ggF LW signal samples are available.



126 Chapter 5. Search for heavy ZZ resonances

) ota @
£ 120 - e St iges E 20
4 FH® ZZ*® 4 —-— 4 H® 7Z*® 4l
i - 13 Tev, 139 fb” — 77* EW W 18 [—13Tev, 139"
- 80<m, <170Gev — ;::’e‘;’\:i\/ ' 80<m, <170 GeV
100 [~ s Uncertainty e 16
L + ] 14
80 — —
[ P 4 !
60 — AL —
C + 4(+ ]
o ;
20 - *% }éﬁ =
L 1000 ... ]
g ? 2
B as| + ‘ VIO lr S 3
© oy | (® 4 o0 . ©
[a) L Zyh 3 0090 100 L n o
BN S /%/% ] , 4 /
0'50 01 02 03 04 05 06 07 08 09 1 05 01 02 03 04 05 06 07 08 09 1
ggF_DNN score VBF DNN score
(a) ggf Classifier (b) VBF Classifier

Figure 5.2: DNN ggF and VBF classifiers

ggF 2e2u  ggF 4de ggF 4 VBF incl
a0  1.71le-01  5.74e-02  1.05e-01  8.28e-05
al 2.53e-04  1.42e-04 1.31e-04  7.27e-05
a2 -1.66e-07 -8.77e-08 -9.59e-08 -3.02e-08
a3  3.49-11 1.78e-11  2.18e-11  4.71e-12

Table 5.1: Parameter values for the cut-based ggF' acceptance.

ggF 2e2p  ggF 4de geF 41 VBF incl
a0 1.33e-01  4.74e-02  8.60e-02  1.31e-01
al  6.56e-05 5.30e-05 1.25e-05  3.55e-04
a2 -1.57e-08 -2.43e-08 4.50e-09  -2.58¢-07
ad -3.76e-13  4.87e-12 -2.75e-12  5.61le-11

Table 5.2: Parameter values for the cut-based VBF acceptance.

ggF 2e2u  ggF 4de ggF 4u rest VBF incl
a0 -3.42e-03 3.40e-03 3.17e-03  3.77e-01  -4.30e-03
al 8.93e-04 29904 5.15e-04 -1.40e-03 6.91e-05
a2 -1.39e-06 -3.40e-07 -8.82e-07 2.76e-06 -4.69e-08
a3 1.11e-09 1.91e-10 7.73e-10 -2.49e-09 -2.36e-11
ad -4.52e-13 -5.78e-14 -3.44e-13 1.09e-12  2.89e-14
ab  7.16e-17  7.06e-18  5.95e-17 -1.82e-16 -6.67e-18

Table 5.3: Parameter values for the MVA-based ggF' acceptance.
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Figure 5.83: NWA acceptance as a function of mpu for the cut-based categorization, estimated by merging the
three signal MC' campaigns, mcl6a, mc16d and mcl6e, for the sample of (a) ggF production mode; (b) VBF
production mode.

ggF 2e2n  ggF 4e ggF 4p rest VBEF incl
a0 1.6le-01  6.60e-02  1.15e-01  5.61e-02  3.60e-02
al -2.25e-04 -1.31e-04 -2.54e-04 1.92e¢-04  6.06e-04
a2  6.17e-07  4.28e-07  5.90e-07 -5.01e-07 -6.47e-07
a3  -6.00e-10 -4.76e-10 -5.60e-10  5.88e-10  2.35e-10
ad  247e-13  2.2be-13  2.34e-13 -2.72e-13 -1.32e-15
ab  -3.75e-17 -3.94e-17 -3.62e-17 4.59e-17  -1.15e-17

Table 5.4: Parameter values for the MVA-based VBE acceptance.

5.2 Signal and Background Modelling

The main background component in the H — ZZ —{T¢~¢T¢~ final state, accounting for 97% of the
total expected background events, is non-resonant ZZ production. This arises from quark-antiquark
annihilation (86%), gluon-initiated production (10%) and a small contribution from EW vector-boson
scattering (1%). The last is more important in the VBF-enriched category, where it accounts for 16%
of the total expected background. The non-resonant ZZ background is modelled by fitting the MC
expected myy distributions. The normalization is profiled to data in the likelihood fit.

Additional background comes from the Z + jets, t¢ and W Z processes, denoted as reducible
background, which contribute at the percent level and decrease more rapidly than the non-resonant
Z 7 production as a function of mg,. The normalization of these backgrounds are estimated using
data where possible and since the dominant background components vary according to the flavour of
the leptons of the subleading pair. Their shapes are obtained by smoothing the MC distributions.
Lastly there are some other minor backgrounds, like VV'V and t£V whose normalization is obtained
from MC and their shapes by smoothing the MC distributions.

The signal is modelled by the sum of a Crystal Ball (C) function and a Gaussian (G) function.
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Figure 5.4: NWA acceptance as a function of mu for the double-DNN based categorization, estimated by
merging the three signal MC campaigns, mcl6a, mc16d and mcl6e, for the sample of (a) ggF production
mode; (b) VBF production mode. Here, “bkg” refers to the “rest” category.

5.2.1 Reducible background

The reducible background analysis is performed separately for the ¢¢ 4+ pu and €/ + ee final states,
following slightly different approaches that estimate the "muon” and ”electron” backgrounds, respec-
tively (Section 4.4). The muon background comes mostly from heavy-flavour (HF) jets produced in
association with a Z boson or in decays of top quarks. In the case of the electron background, the
larger contribution comes from light-flavour (LF) jets produced in association with a Z boson that
are misidentified as electrons. The corresponding fraction of yields for my, > 200 GeV are estimated
using MC simulation. For the VVV and ttV backgrounds the event yields come purely from MC. The
normalization factors are shown in Tables 5.5 and 5.6.

ggF 2e2u  ggF 4e  ggF 4 VBF incl
Z + jets, WZ, tt 6.59 3.04 2.08 0.28
VVV, ttV 26.8 11.7 16.3 3.03

Table 5.5: Normalization values for “reducible” background components for the cut-based selection.

ggF 2e2p  ggF 4e  ggF 4 rest  VBF incl
Z + jets, WZ, tt 1.73 0.77 0.61 8.79 0.08
VVV, ttV 17.5 7.74 9.8 21.9 0.96

Table 5.6: Normalization values for “reducible” background components for the MVA-based selection.

The reducible background my, shapes for Z + jets and VVV in the signal region is obtained
using the shapes of Z + jets, WZ, tt and VVV, ttV correspondingly from the MC simulation. The
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Figure 5.5: LWA acceptance as a function of mu, estimated by merging the three signal MC campaigns, mc16a,
mc16d and mcl6e. The corresponding NWA acceptance is also provided for comparison.

total background my, distributions are smoothed separately in each channel using kernel estimation
(RooKeysPDF). It implements an one-dimensional kernel estimation p.d.f which model the distri-
bution of an arbitrary input dataset as a superposition of Gaussian kernels, one for each histogram
entry, each contributing 1/N to the total integral of the p.d.f. The value of smoothing strength (p) is
chosen arbitrarily trying to compromise two effects, making the distribution smooth enough without
changing the original shape too much. The smoothed distributions are normalized to the data driven
estimated yields. By varying the value of p by 0.5 two more distribution are made. They are merged
in one using the largest relative difference and symmetrizing it. The symmetrized distributions are
taken into account as a shape systematic uncertainty. The raw MC, the smoothed distributions as
well as the shape systematic uncertainties coming from the smoothing procedure are shown in Figures
5.6, 5.7, 5.8, 5.9.

5.2.2 Irreducible background

The myy distribution for the ZZ continuum background is taken from MC simulation and parame-
terised by an empirical function for each of the quark-initiated processes, q¢ — ZZ, gluon-initiated
processes, gg — ZZ, and electroweak vector boson scattering, q¢g — ZZ (EW):

f(mae) = CoH (mo — mag) f1(mae) + H(mar —mo) f2(mae), (5.1)

where,
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The function’s first part, f1, covers the low-mass part of the spectrum where one of the Z bosons is
off-shell, while f> models the ZZ threshold around 2-my and f3 describes the high-mass tail. The
transition between low- and high-mass parts is performed by the Heaviside step function H(z) around
mo = 240 GeV. The continuity of the function around mg is ensured by the normalisation factor Cy
that is applied to the low-mass part. Finally, a;, b; and ¢; are shape parameters which are obtained
by fitting the my, distribution in simulation for each category. The uncertainties in the values of these
parameters from the fit are found to be negligible. The MC statistical uncertainties in the high-mass
tail are taken into account by assigning a 1% uncertainty to cy.

5.2.3 Signal

In the case of a narrow resonance, the width in my, is determined by the detector resolution, which
is modelled by the sum of a Crystal Ball (C) and a Gaussian (G) function, hereafter referred to as the
C+@ distribution:

Py(muae) = fe - C(muags pyoc, ac,ne) + (1 = fe) - Glmag; p, 0g). (5.2)

The Crystal Ball and the Gaussian functions share the same peak value of my, (1), but have different
resolution parameters, o¢ and og. The a¢ and n¢ parameters control the shape and position of
the non-Gaussian tail' and the parameter f¢ ensures the relative normalisation of the two probability
density functions. The ggF and VBF production modes are found to have similar my4, spectra, therefore
only the distributions from ggF production are presented here. The C+ G function parameters are
determined separately for each final state by fitting to signal simulation, and are then fitted with a
polynomial in scalar mass my to interpolate between the generated mass points. The order of the
polynomial is determined by first fitting a third-order polynomial and decreasing its order until the the
magnitude of the highest-order term is greater than its associated error (to avoid over-fitting). The
use of this parameterization for the function parameters introduces an additional bias in the signal
yield and my.

5.3 Statistical Treatment and results

The goal of this analysis is the search for a new BSM Higgs-like particle in the 200-2000 GeV mass
range. Fits are performed for several mass points in order to check for any excess in the data and
exclusion limits for a new particle are set. The statistical treatment uses workspaces within RooFit
[153] and RooStats [154] frameworks .

5.3.1 Search for new particles

A H; hypothesis, which includes both signal and background, has to be tested against the Hj hy-
pothesis including only background, for every possible mass. A likelihood fit is used to extract a
test statistic variable to discriminate the 2 alternative hypotheses. Depending on the experiment
discrimination ability (sensitivity) an upper limit on new particle production cross section can be set.
The expected upper limit at 95% Confidence Level is calculated for every mass and compared to the
observed values from data. Lastly the look elsewhere affect has to be taken into account, as when the
search is performed in a wide mass range, a random background fluctuation in a random mass may
be misinterpreted as signal.

Lac is a measure of how far from the peak the distribution becomes non-Gaussian, while nc is related to the slope
of the tail.
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The Likelihhod Function

The likelihood function is the function that returns the value of a probability density function (pdf)
evaluated at the observed data sample. Assuming a pdf f(z), depending on the parameters 61, ..., 0,,,
then for a given dataset xq, ..., x, the L is

L(x1,..0;01, ..., 0) = Hf(a:l, 01,y 0m) (5.3)

If the numbers of the events in the dataset is also a random variable an extended likelihood function
can defined. In case that the number of these events is a Poisson distribution (like in most particle
experiments) whose average p may also depends on the m unknown parameters, then

Lis6) = MO T fa0) (5.4)

B n!

The total pdf f can be written as superposition of two components, one pdf for the signal f; and
another for the background f;, weighted by the expected signal and background fractions, respectively.
The signal normalization is usually written in terms of the signal strength u

o) = s : b :
F(@:0) = 2 £ @:0) + = fi(a:0) (55)
Substituting in the likelihood function
e—Hs(0)+b(8) T
Loplws0,0) = T (s - fo(a:0) + b ;) (5.6)

i

where p can be identified as the parameter of interest while 8 as nuisance parameters. The profile
likelihood ratio is defined as

~

_ Lz, 0(1))
M) = L(z; 1, 0) 57

Here 6 in the numerator denotes the values of @ that maximize L for the specified . So it is the
conditional maximum-likelihood (ML) estimator of € (and thus is a function of p). The denominator
is the maximized (full) likelihood function as /i and @ are the ML estimators. Technically the fit is
performed by minimizing the logarithm of the profile likelihood ratio

—2-In(A(u)) — Min (5.8)

By definition the minimum value is equal to 0, occurring for g = ji which is the observed signal
strength as shown in Figure 5.10.

The test statistic

When the search of a new signal is performed any upwards fluctuation of the data can lead to a
positive signal strength. A test has to be defined to show if indeed this comes from a fluctuation of
the background data or from a new signal. Two possibilities have to be taken into account. Firstly
the possibility of the Hy hypothesis giving a larger signal strength than the observed. Secondly the
possibility of H; hypothesis giving a smaller signal strength than the observed. For this reason a test
statistic ¢,,, which reflects the level of agreement between the data and the hypothesized value of p,
is defined
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Figure 5.10: Example of likelihood function, -2Iln\ as a function of p. The minimum value is 0 occurring for
= = pops. The error contour of the observed u, corresponding to No , is defined by the —2InApmin + N2
and it may lead to asymmetric errors.

t, = InA(p) (5.9)

In order to assess the presence of a new signal, the hypothesis of a positive signal strength has to be
tested against the background only hypothesis. This is done using the test statistic ¢,, evaluated at 0,
which is called qq

= =
A WV
o O

(5.10)

. { =215 (\0)

Actually, g is the intersection point of the likelihood function and Y axis ? as it is shown in Figure

5.10. The observed value of gg, or any other g, depends on the specific dataset. Doing the same
experiment multiple times, different values of ¢, will be observed. Its distribution depend also on the
hypothetised signal strength p' used for generating the multiple experiment datasets. So the statistic
¢u will have a sampling distribution f(g,|p’). When a large number of measurements is available,
Wilks’ theorem allows finding an approximate asymptotic expression for a test statistic based on a
likelihood ratio inspired by the Neyman—Pearson lemma, [155]. According this theorem the distribution
of g, can be approximated by a x? distribution with one degree of freedom. In case that the p that is
used for generating the experiments is the same as the p used for the test statistic the chi? distribution
is centred on 0. Otherwise it is centered on larger g, as it is shown in Figure 5.11. As the difference
beteween the p and the p/ becomes larger the center of the distribution moves to larger values. The
sampling distribution can also be estimated using a large number of pseudoexperiments. The degree
of agreement between the two methods was studied in detail in [155] and it was found sufficiently
good.

2Generally g is the intersection point of the likelihood function and the line x =
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Figure 5.11: Illustration of q, distribution made under the assumptions of u and '

The expected and observed limits

For defining the CLs [156], using the gg as test statistic, the probability that a signal + background
hypothesis gives a larger value of ¢y than the observed is divided by the probability that the background
only hypothesis gives a smaller gy than the observed. Usually the value 95% is used for the CL. This
condition is summarized in equation 5.11

CLs = 250 — 95% (5.11)
1—pp
where
Pets = / f(gol)dgo (5.12)
q0,0bs
and
Py = / f(q0/0)dqo (5.13)
qo,obs

In order to find the p which satisfies the equation 5.11 an iteration on different y is performed. For
larger values of p the distribution f(go|u) is shifted to larger gg. The first p for which the equation
5.11 is satisfied is the smallest p that can be excluded at 95% CL and this is the upper limit for
exclusion at this CL.

The sensitivity of an experiment to exclude a new particle is the median upper limit. So the
expected sensitivity of an experiment is determined not from a random observed value of gy but
from its median value. The median value of any distribution f(g,|n’) can be obtained using the
Asimov Dataset. This dataset is defined such as when one uses it to evaluate the estimators for all
parameters, one obtains the true parameter values. Thus when the Likelihood fit is performed on a
Asimov dataset the observed g, takes its median value, offering a pragmatic and CPU efficient solution
to obtain the median experimental sensitivity of a search or measurement as well as fluctuations about
this expectation. The procedure to find the expected smallest value of the p that can be excluded at
a CL 95% is the same as the observed but using the median value of qg, instead the observed.

It is also useful to know by how much the sensitivity is expected to vary, given the expected
fluctuations in the data. As the observed value of u is Gaussian distributed around the p’/, these error
bands are simply the quantiles that map onto the variation of ji of +No about u’. The standard
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deviation o of i can be obtained from the Asimov value of the test statistic ¢op. The profile ratio
likelihood function can be approximated by a 2nd order polynomial

N
As the Asimov data set corresponding to a strength p’ gives p’ = ji
~\2
p—fi
subtituing for gop 4 = —2logA4(0) it yields
12
oy =2 (5.16)

qo,A

The expected and observed limits from the SM Higgs boson discovery are shown as an example in
Figure 5.12.
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Figure 5.12: The upper limit on the Standard Model Higgs boson production cross section divided by the
Standard Model expectation as a function of mp is indicated by the solid line. This is a 95% CL limit using
the CLs method. The dotted line shows the median expected limit and the green and yellow bands reflect the
corresponding 1 and 2 o error bands [20].

The systematic uncertainties

The dependence of the expected number of signal and background events and the shape of the PDFs on
the systematic uncertainties is described by a set of nuisance parameters (NP). Gaussian constraints
are used to constrain the NPs to their nominal values within their estimated uncertainties. The
constraints are implemented via additional ‘penalty’ terms added to the likelihood which will increase
the negative log likelihood when any nuisance parameter is shifted from its nominal value. The
terms are constructed with template morphing techniques on the expected and +1c¢ distributions.
The best fit values for the gaussian mean and sigma of each parameter may be different than these
which were initially inserted in the model. The presence of the nuisance parameters @ broadens the
profile likelihood ratio as a function of p relative to what one would have if their values were fixed.
This reflects a decrease of the expected sensitivity. In order to check the effect of each systematic
uncertainty on the parameter of interested the fit is redone fixing the specific nuisance parameter at
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+1 pre-fit and post-fit sigmas (Af# and Af = uncertainty on é) Impact is extracted as difference in
central value of p.

The effect on the parameter of interest before and after the fit for both £1o, as well the value
of the parameter after the fit and its error are typically plotted in the "ranking plot” (Figure 5.13)
which sorts the systematic uncertainties according to their effect. The pull of the mean value, as well
the the after fit sigma is shown. The decreased impact on p after the fit reflects the possibility that
this nuisance parameter is correlated to others. Also a smaller error bar on the pull shows that the
uncertainty of the specific parameter is further constrained from the data.
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Figure 5.18: Example of nuisance parameters ranking plot [157]

The look elsewhere effect

In a search for a new particle, whose mass is not predicted by theory a wide ranges of masses has to be
checked. If an excess in data, compared with the background expectation, is found at any mass value,
the excess could be interpreted as a possible signal of a new resonance at the observed mass. The
peak could be produced either by the presence of a real new signal or by a background fluctuation.
The significance of an observation of an excess in the specific mass is called local significance. The
significance of an observation of an excess in any mass is called global significance. One way to
compute the local significance of the new signal is to use the p-value corresponding to the measured
test statistic q assuming a fixed value mg of the resonance mass m. In this case

Pt = /q°° f(g"™|0)dg (5.17)

m
0,0bs
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so p(mg) gives the probability that a background fluctuation at a fixed value of the mass mg results
in a value of ¢ greater or equal to the observed value ggops (o).

The probability of a background fluctuation at any mass value in the range of interest is called
global p-value and is in general larger than the local p-value. So, the local significance is an underesti-
mate, if interpreted as global significance. In general, the effect of the reduction of significance, when
evaluated from local to global, in case one or more parameters of interest are determined from data,
is called look elsewhere effect [158]. The global significance can be calculated using the test statistic
qo which comes from he largest value of the estimator over the entire parameter range

00
pglob _ / f(q910b|0)dq910b (518)

glob
qO,obs

In this case the distribution of f (qgl0b|0) cannot be approximated by a x? as Wilks’ theorem cannot
be applied. An approximate way to determine the global significance taking into account the look
elsewhere effect is described in Ref. [159].

5.3.2 Systematic uncertainties

The uncertainties are divided into three categories: experimental uncertainties, uncertainties on the
modeling of background processes, and theoretical uncertainties on the signal processes. In the statis-
tical analysis each systematic uncertainty is treated as a nuisance parameter. The calculation of the
experimental systematic uncertainties is done as follows. First, the four-lepton invariant mass (ma4e)
distribution is considered using the standard weights and a nominal configuration of the NPs—the
nominal distribution. Then, for each NP, the my, distribution is made using a one sigma (o) variation
of the NP in question—the modified distribution. The variation is considered for the "up” and "down”
configuration of the NP (+1c¢). For NPs that only affect the normalisation of the distribution, the
relative change of the total event yield from the modified distribution is compared to that of the
nominal distribution. For NPs that also affect the shape of the my, distribution, the relative change
to the mean and RMS of the modified distribution with respect to the nominal distribution is also
calculated. These shape variations are used to construct an analytical variation to the distribution.

The signal and background predictions used in this study are affected by a variety of sources of
experimental systematic uncertainty. The dominant experimental systematic uncertainties arise from
the energy/momentum scales and reconstruction and identification efficiencies of the leptons and
jets. Several sub-dominant systematic uncertainties are considered. The systematic uncertainties are
calculated using the recommendations from the Combined Performance (CP) groups. The standard
set of systematics is made of 96 nuisance parameters.

For simulated signal and backgrounds, theoretical modelling uncertainties associated with the
PDFs, missing QCD higher-order corrections (via variations of factorisation and renormalisation
scales), parton showering and electroweak higher-order correction are considered.

For the irreducible ZZ background, PDF and QCD scale uncertainties affect the overall normali-
sation, the shape of the my, distribution and the acceptance originating from the event selection. For
QCD scale uncertainties, these effects are studied with generated truth events by comparing weights
corresponding to variations of the renormalization and factorization scale factors, up and down by a
factor of two, envelop of different variations are used. PDF uncertainties include the standard devia-
tion of 100 PDF replicas of NNPDF3.0 NNLO, and as well comparison to MMHT2014 NNLO, CT14
NNLO.

For signal hypotheses, the theoretical modelling uncertainties of missing QCD higher-order correc-
tions and different PDF and parton shower variations are considered by using the method described
above for backgrounds. The missing QCD higher-order corrections are accounted for by varying the
scales in MGMCatNLO and are the largest uncertainties that affect the signal acceptance.
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5.3.3 Results for the cut-based analysis

The results of cut-based analysis are presented in this section. Firstly the fit procedure is validated
using Asimov data and then it is applied on the observed data. The expected and observed limits for
both ggF and VBF production are calculated at 95% CL. Table 5.7 shows the expected and observed
numbers of events for 139! of pp collision data in the four cut-based channels (ggFhe2u, ggFuu,
ggFye, VBFE;ncl) .

Category qq — 27 @@ — ZZEW g9— 272 7+ jets,tt, WZ ttV,VVV Expected Observed

2u2e 1352.6 £ 3.0 12.1 £ 0.1 169.9 + 0.5 9.1 £ 0.8 26.8 £ 0.3 1570.5 £ 3.1 1656
de 467.0 &£ 2.0 44 +£0.1 65.7 £ 0.3 3.5£04 11.8 £ 0.2 5524 £ 2.1 612
4p 779.9 £ 2.6 6.9 £0.2 103.1 £ 0.4 3.0£0.2 16.3 £ 0.2 909.2 £ 2.7 932

VBF 43.5 £ 0.6 10.9 £ 0.2 11.6 £ 0.1 0.6 £0.0 3.0+£0.1 69.6 £+ 0.6 75

Total 2643.0 = 4.5 34.3 £ 0.3 350.3 £ 0.7 16.2 £ 0.9 579 £ 04 3101.7 £ 4.7 3275

Table 5.7: Expected and observed numbers of events for mae > 200 GeV in the cut-based channels.

Fit Configuration

Limits on additional Higgs bosons are obtained using unbinned profile likelihood fits, using my, as
the discriminant. The likelihood function is a product of a Poisson term representing the probability
for observing n events and a weighted sum of both signal and background probability distribution
functions (PDFs) evaluated at all observed events.

n

L(21..7n|0ggr, 0vEr) = Pois(n|Sger + Sypr + B) |[ |
1=1

SggF fegr (i) + Sy fvsr(z:) + BfB(;)
Sggr + Sver + B

(5.19)

The terms fqqr, fvBr, and fp are the PDFs describing the signal and background models. Implicit
in this likelihood is the dependence of the pdfs (fx) and normalizations (Sx and B) within the product
on the analysis category of each event. Also implicit is that the factors B and fg(z;) represent all
different background contributions combined, each having different PDFs and yields.

The parameters of interest (POI) in the fit are o4gr (XS_ggF)and oy pr (XS_VBF). In setting a
limit on one, the other is either fixed at 0, or profiled along with other nuisance parameters (except left
unconstrained) during the minimization. These POI enter the likelihood inside the expected signal
yields S¢qr and Sy pr as follows:

SggF(VBF) = OggF(VBF) X BR(S — 27 — 4() X AxC x /Edt (520)

where A x C is the signal acceptance and [ £ =139~ is the integrated luminosity of the dataset.

The normalization of the major ZZ background is a free parameter in the fit (uzz) and it is
profiled when fitting to the data. The advantage of floatting ZZ normalization in the fit is to reduce
the dependence on theory prediction and associated uncertainties, especially given that the increased
data luminosity would provide precise determination of the background rate. Thanks to the excellent
discrimination power of my, distribution between the SM background and the resonant signal, the
floatting ZZ normalization in the fit would not affect the expected signal sensitivity. Two floating
variables are used, one common for the ggF channels (muZZ_ggF) and one for the VBF channel
(muZZ_VBF).

The dependence of the expected number of signal and background events and the shape of the
PDFs on the systematic uncertainties is described by a set of nuisance parameters (NP) 6;. Gaussian
constraints are used to constrain the NPs to their nominal values within their estimated uncertainties.
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The constraints are implemented via additional ‘penalty’ terms added to the likelihood which will
increase the negative log-likelihood when any nuisance parameter is shifted from its nominal value.
The final likelihood function L£(o44r,0vBr, mu,0;), is therefore a function of oggp,ovpr, mu, and
0;. The fit includes all the theory and experimental systematic uncertainties as described in 5.3.2. It
also includes uncertainties coming from the parametrization of the signal and ZZ backgrounds and
from the DDE and smoothing of the Z+jets background. In addition to these uncertainties, there also
exist systematic uncertainties related to the total integrated luminosity and trigger inefficiencies. The
uncertainty in the combined 2015-2018 integrated luminosity is 1.7% [160]. A systematic uncertainty
of 0.5% is considered for the p trigger efficiency differences in the data and the simulation. These
two normalization uncertainties are only applied to background or signal processes that are estimated
by MC simulation. For the ZZ backgrounds these two normalization uncertainties are not applied as
there are floating.

The upper limit for the cross-section oy,p(vpr) at a given theorised Higgs-mass is obtained by
setting the mpy parameter constant at the desired value and maximising the likelihood function with
respect to nuisance parameters. The test statistics g, is used to set upper limits following [161]. In
order to measure the compatibility of the data with the background-only hypothesis (049r = ovpr =
0), the test statistic go is used. The CLg [162] method is used to obtain exclusion limits.

Fit on Asimov data

To check the fit validity a signal+background scenario is simulated with Asimov data. The scenario is
made with my = 700 GeV, XS_ggF=0.1, fb~!', muZZ_VBF=1.0 and muZZ_ggF=1.1. The systematic
uncertainties have been excluded for the Asimov data fits. The prefit background and signal models
as well the Asimov data are drawn as shown if Figure 5.14. The excess of Asimov data coming from
the signal (around 700 GeV) as well this coming from the normalization of ZZ_ggF (across full mass
range) are obvious.

Firstly a test is performed to check if the correct background normalization can be achieved.
Therefore it is performed by setting both the signal cross sections equal to 0. The background in the
ggF channels fits the Asimov data yielding a MC/data ratio about 1 as shown in Figure 5.15. The
narrow width of the signal allows the successful fit in such a case.

Then the complete fit is performed. All the four variables XS_ggF, XS_VBF, muZZ_VBF and
muZZ_ggF are fitted simultaneously but the XS_ggF is assumed to be the parameter of interest. The
signal model fits the excess of data around 700 GeV yielding XS_ggF=0.1 fb and XS_VBF=0. The
excess of events in the VBF channel is correctly attributed to ggF migrated events. The ggF back-
ground normalization is again changes to fit excess of data in ggF channels. The after fit distributions
are shown in Figure 5.16.

The likelihood function for the XS_ggF is shown in Figure 5.17(c). The minimum occurs for
XS_ggF=0.1 fb as it is expected. Performing the fit by setting a different my the minimum occurs in
smaller values as shown in Figures 5.17(a),5.17(b), 5.17(d) and 5.17(e). The expected and observed
upper limits on the cross section times branching ratio around 700 GeV are shown in Figure 5.17(f).
The discrepancy between the expected and observed limits indicates a signal- like excess in the data.
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Figure 5.14: Prefit distributions of mal and number of events in each analysis channel. Asimov data repre-
senting a signal + background scenario with mg = 700 GeV, XS_ggF=0.1 fo, XS_VBF=0 fb, muZZ_VBF=1.0
and muZZ_ggF=1.1 are shown. A signal distribution of arbitrary cross section is also shown. The lower panel

shows the ratio between data and background only hypothesis.
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Figure 5.15: Distributions of mal and number of events in each analysis channel after fitting the background
only hypothesis. Asimov data representing a signal + background scenario with mpg = 700 GeV, XS_ggF'=0.1 fb,
XS_VBF=0 fb, muZZ_VBF=1.0 and muZZ_ggF=1.1 are also shown. Fit was performed by setting XS_ggF=0
add XS_VBF=0. Good agreement between the background model and the data is observed.The lower panel
shows the ratio between data and background only hypothesis.
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Figure 5.16: Distributions of mal and number of events in each analysis channel after fitting the signal
+ background hypothesis. Asimov data representing a signal + background scenario with mg = 700 GeV,
XS_ggF=0.1 fb, XS_-VBF=0 fb, muZZ_VBF=1.0 and muZZ_ggF=1.1 are also shown. Filt was performed by

setting my = 700 GeV. Good agreement between the signal + background model and the data is observed. The
lower panel shows the ratio between data and background only hypothesis.
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Figure 5.17: Likelihood functions for different mass points (a-e) and expected and observed limits (f). Fit was
performed in Asimov data representing a signal + background scenario with my = 700 GeV, XS_ggF=0.1 fb,
XS_VBF=0 fb, muZZ_VBF=1.0 and muZZ_ggF=1.1. For the hypothesised mass (mug = 700 GeV) the expected
XS_ggF=0.1 minimizes the likelihood function. The observed CL for this mass clearly exceeds the expected.
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Fit on observed data and results

Lastly the fit is performed on the observed data. The normalization of the ZZ background is taken
from data using two different normalization factors (muZZ) in ggF and VBF categories. Table 5.8
lists the value of ZZ normalization factors under a background only fit to observed data. The case for
my = 700 is shown in Figure 5.18.
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Figure 5.18: Distributions of mal and number of events in each analysis channel after fitting the signal +
background hypothesis on the observed data. Fit was performed by setting mu = 700 GeV. No one significant
ezxcess of data is observed. The lower panel shows the ratio between data and background only hypothesis.

Upper limits on the cross section times branching ratio for a heavy resonance are obtained as a
function of my with the C Ly procedure in the asymptotic approximation for the NWA scenarios.
Figure 5.19 shows the expected and observed limit at 95% CL on o x BR(S — ZZ — 4¢) of a narrow
scalar resonance for both the ggF and VBF production mode, with the integrated luminosity of the
2015-18 dataset, 13971,

To inspect the likelihood model, pulls and constraints of nuisance parameters (NP), as well as the
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Value Error

muZZ_gegF  1.1031e+00 2.30e-02
muZZ_VBF 1.0950e+00 1.80e-01

Table 5.8: Values and errors of ZZ background normalization factors in different categories.
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Figure 5.19: The expected and observed upper limits at 95% confidence level on o X BR(S — ZZ — 4L) using
the cut-based analysis for ggF (left) and VBF (right) production. The green and yellow bands represent the
+10 and +20 uncertainties in the expected limits.

correlation matrix, are studied using both Asimov data and observed data. Figure 5.20 shows the NP
pulls and constraints after a background only fit to Asimov data (top) and observed data (bottom).
The correlation matrix is shown in Figure 5.21, only for the nuisances parameters with correlation
larger than 0.1.

To check the impact of systematic uncertainties on expected signal sensitivity, a NP ranking study
is performed using signal injected Asimov data, with injected signal cross-section close to the expected
upper limit. The results are shown in Figure 5.22.
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Figure 5.20: Pulls and constraints of nuisance parameters after a background only fit to (a) Asimov data and
(b) observed data in the £Y¢ 070~ channel. The Asimov data is generated with background data only, while

the observed data includes datasets from 2015 to 2018.
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Off-Shell Signal Strength

Measurement

The observation of a new particle in the search for the Standard Model (SM) Higgs boson at the
LHC, reported by the ATLAS [163] and CMS [164] collaborations, is a milestone in the quest to
understand electroweak symmetry breaking. Precision measurements of the properties of the new
boson are of critical importance. Efforts to measure the properties of the Higgs boson are primarily
focused on on-shell production. However, above 125GeV off-shell production of the Higgs boson has
a substantial cross section at the LHC, due to the increased phase space as the vector bosons (V=W,
Z) and top quark decay products become on-shell with the increasing energy scale. This provides an
opportunity to study the Higgs boson properties at higher energy scales. Off-shell production can
provide sensitivity to new physics that alters the interactions between the Higgs boson and other
fundamental particles in the high-mass region. The measurement of the decay width of Higgs boson
is a major outcome of the off-shell study as shown in Section 1.4.

New physics can also enter in the decay of the Higgs boson, resulting in this case in a modification
of the li%/,on_shcn couplings. The study of the off-shell Higgs boson production will then also add
information about the coupling structure of the Higgs boson particle. With the current sensitivity
of the analysis, only an upper limit on the total width I'y can be determined, for which the weaker
assumption

2 2 2 2
Kg,on-shell * f#V,on-shell < Kg,off-shell * BV, off-shell » (61)

that the on-shell couplings are no larger than the off-shell couplings, is sufficient. It is also assumed
that any new physics which modifies the off-shell signal strength pogshen and the off-shell couplings
Kiofi-shell does not modify the predictions for the backgrounds. It is further assumed that there are no
sizable kinematic modifications to the off-shell signal nor any new sizable signal in the search region
of this analysis which is unrelated to an enhanced off-shell signal strength [165, 166].

Higher-order quantum chromodynamics (QCD) and electroweak (EW) corrections are known for
the off-shell signal process gg — H* — ZZ [167]. Recently higher-order QCD corrections have became
available also for the gg — ZZ background process [168, ]. QCD corrections for the off-shell signal
processes have only been calculated inclusively in the jet multiplicity or non-zero pr(ZZ) values that are
induced by the higher order QCD corrections, and may no longer be accurate if event selections which
bias the jet multiplicity or transverse momentum pp(ZZ) are applied. Consequently, the impact of any
direct or indirect selections in jet multiplicity or pr(ZZ), must be assessed by simulating the additional
QCD activity with a parton shower MC to approximate the missing higher order matrix element
contributions. This will lead to correspondingly larger acceptance uncertainties. The experimental
analyses are therefore performed inclusively in jet observables and the event selections are designed
to minimise the dependence on the boost of the ZZ system, which is sensitive to the jet multiplicity.

The above methodology should also apply to the Higgs boson production via vector-boson-fusion
(VBF), except that the gluon-Higgs (ggH) coupling should be replaced with Higgs and vector-
boson (HVV) coupling. Though the VBF Higgs production cross section is much smaller than the ggF
process, the production and decay of the Higgs boson in VBF occurs at tree level, so that this process

151
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is sensitive to different theoretical systematics relative to the gluon fusion process. In particular it is
not susceptible to loop effects that decouple in the off-shell region [10]. As pointed out in Ref. [170],
the tail (mzz > 1 TeV) of the Higgs-mediated diagrams is relatively more important for VBF than
for ggF, compared to their respective peak cross sections. The differing fall off of the purely Higgs-
mediated curves is due to the growth proportional to E? (E) of the underlying VBF (ggF) amplitudes.
In this analysis, the off-shell Higgs boson via VBF is also considered. Given that we decide to do an
inclusive analysis in jet observables, no specific VBF selection (like well separated forward tag jets) is
used.

6.1 MC Simulation

The dominant processes contributing to the high-mass signal region in the ZZ — 4/ final states are:
the gg — H* — ZZ off-shell signal, the gg — ZZ background, the interference between them, ZZ
production through VBF and V H-like production modes pp — ZZ + 2j (s-, t- and u-channel) and
finally the dominant qqg — ZZ background. In the following a Higgs boson mass of my = 125 GeV is
assumed for the signal processes. However, the expected value for the off-shell production rate is only
very weakly dependent on the Higgs boson mass value.

Figure 6.1(a) shows the my distribution for the g9 — (H* —)ZZ — 2e2u processes ', after
applying the event selection to the ZZ — 4¢ channel [172] on generator level quantities. The pre-
dictions with different off-shell Higgs couplings (uoft.shenn = 1,5,10) are also shown for comparison.
For low masses mzz < 2my the off-shell signal is negligible, while it becomes comparable to the
continuum gg — ZZ background for masses above the 2m; threshold. The interference between the
g9 — H* — ZZ signal and the gg — ZZ background is always negative, as shown in Figure 6.1(b).
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Figure 6.1: (a) Differential cross-sections for the gg — (H* —)ZZ — 2e2u channel at the parton level, for the
99 — H* — ZZ signal (red solid line), g9 — ZZ continuum background (black line), g9 — (H* —)ZZ with
SM Higgs coupling (green line) and gg — (H* —)ZZ with pog-sher = 5 (blue line). (b) gg — H* — ZZ — 2e2u
signal interference with the gg — ZZ — 2e2u continuum background for the SM Higgs coupling (black) and
With Wog-shet = 5 (Ted line).

IThis illustration is valid for all four lepton final states (2e2u, 4e and 4u), as final state interference effects from
same lepton flavours are negligible in the high-mass region above 200 GeV, Fig. 4 of [171].
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6.1.1 Samples and Theoretical Corrections

Monte Carlo (MC) samples of gg — (H* —)ZZ events, which include the SM Higgs boson signal,
g9 — H* — ZZ, the continuum background, gg — ZZ, and the signal-background interference
contribution, were generated with the MC generator SHERPA-v2.2.2 + OpenLoops [173], [106], [108].
Matrix elements were calculated for zero jets and one jet at LO and merged with the Sherpa parton
shower [109]. The NNPDF30NNLO [174] PDF set was used, and the QCD renormalisation and
factorisation scales were set to myzz /2.

The K-factor for the g9 — H* — ZZprocess is known up to NNLO in QCD as a function of
[46], [167] More recently, a NLO QCD calculation which includes the gg — ZZcontinuum process
has become available [168], [169] allowing differential K-factors to be calculated with an expansion in
the inverse top mass (1/m;) below 2m; , and assuming a massless-quark approximation above this
threshold. This NLO QCD calculation was used to correct all three components with separate K-
factors computed for the signal gg — (H* —)ZZ(K®(mzz)), the background gg — ZZ(KB(mzz))
and the interference (K’ (mzz)). Since the NNLO QCD correction is only known differentially in
myz for the g9 — H* — ZZprocess and not for all three components in the off-shell region, an
overall correction is applied by scaling the differential NLO QCD reweighted cross section by an
additional factor of 1.2, which is assumed to be the same for the signal, background and interference.
This additional constant scale factor is justified by the constant NNLO to NLO ratio of the QCD
predictions over the data region considered in the analysis.

The electroweak pp — V'V + 2j processes containing both the VBF-like events and events from
associated Higgs production with vector bosons (VH), which includes on-shell Higgs boson production,
were simulated using MadGraph5_.aMC@NLO [99] with matrix elements calculated at LO. The QCD
renormalisation and factorisation scales were set to my, following the recommendation in Ref. [171]
and the NNPDF23LO PDF set [175] was used. PYTHIA 8.186 [35] was used for parton showering and
hadronisation, with the A14 set of tuned parameters for the underlying event. Due to the different
dependence, the on-shell and off-shell Higgs boson production processes are separated when weighting
MC events by requiring that the generated Higgs boson mass satisfy [m% ™ — 125] < 1 GeV. This
requirement is fully efficient in selecting the on-shell V H process.

The q@ — ZZ background was simulated with SHERPA v2.2.2, using the NNPDF30NNLO PDF
set for the hard-scattering process. NLO QCD accuracy is achieved in the matrix-element calculation
for 0- and 1-jet final states and LO accuracy for 2- and 3-jet final states. The merging with the
SHERPA parton shower was performed using the MEPS@NLO prescription. NLO EW corrections
are applied as a function of the particle-level mzz [111], [176].

The W Z background was simulated at NLO in QCD using the POWHEG-BOX v2 event generator
[177] with the CT10NLO PDF set [178] and PYTHIA 8.186 for parton showering and hadronisation.
The non-perturbative effects were modelled with the AZNLO set of tuned parameters [179].

Events containing a single Z boson with associated jets (Z + jets) were simulated using the
SHERPA v2.2.1 event generator. Matrix elements were calculated for up to two partons at NLO
and four partons at LO using the COMIX [107] and OPENLOOPS [108] matrix-element genera-
tors and merged with the SHERPA parton shower [109] using the MEPS@NLO prescription. The
NNPDF30NNLO PDF set was used in conjunction with dedicated parton-shower tuning developed
by the SHERPA authors. The Z + jets events are normalised using the NNLO cross sections [180].

The triboson backgrounds ZZZ, WZZ, and WWZ with fully leptonic decays and at least four
prompt charged leptons were modelled using SHERPA v2.2.1. The contribution from triboson back-
grounds with one W or Z boson decaying hadronically is not included in the simulation, but the impact
on the analysis is found to be negligible. For the fully leptonic background, with four prompt charged
leptons originating from the decays of the top quarks and Z boson, MADGRAPH5_aMC@NLO was
used. The background, as well as the single-top and Wt production, were modelled using POWHEG-
BOX v2 interfaced to PYTHIA 6.428 [181] with the Perugia 2012 [182] set of tuned parameters for
parton showering, hadronisation and the underlying event, and to EVTGEN v1.2.0 [183] for properties
of the bottom and charm hadron decays.

The particle-level events produced by each MC event generator were processed through the ATLAS
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detector simulation within the GEANT 4 framework [33, 184]. or the fast detector simulation package
Atlfast-IT [1841]. Additional pp interactions in the same and nearby bunch crossings (pile-up) are
included in the simulation. The pile-up events were generated using PYTHIA 8 with the A2 set of
tuned parameters and the MSTW2008LO PDF set [185]. The simulation samples were weighted to
reproduce the observed distribution of the mean number of interactions per bunch crossing in the
data.

In table 6.1 the gluon-gluon fusion MCFM samples used in the analysis are reported, while the
Sherpa gg samples are summarized in table 6.2. In table 6.3 the vector-boson-fusion samples are
reported.

[ MCFM samples

[ Process [ DSID | Events | Filter efficiency cross-section |

ggH-ZZ_2e2mu-m41130 344828 475000 1 0.107810 fb

g9 — H* = 22 egH_77_4e_m4l130 344830 | 449000 1 0.053890 fb

ggH_Z7Z _4mu_m41130 344832 453000 1 0.053884 fb
gg-ZZ_2e2mu_m41100 344833 494000 1 2.524 fb
99 — ZZ gg-ZZ_4e_m41100 344834 497000 1 1.254 fb
gg-Z7Z-4mu_-m41100 344835 494000 1 1.254 fb
2eH_gg 77 262mu_m4l130 344233 | 495000 T 2.288 1b
g9 —» (H* )22 eeH_gg 27 _de_mAl130 344821 | 500000 1 1.139 fb
geH_gg_Z7_4mu_m4l130 344823 50000 1 1.139 fb
ggH_gg-ZZ_5SMW _2e2mu-m41130 344824 496000 1 2.457 fb
99 — (H* =) ZZ(poftshell = 5) eeH_gg 77 _5SMW _4e_mal130 344825 | 498000 1 1.224 fb
ggH_gg-ZZ_55MW _4mu-m41130 344826 498000 1 1.224 fb
ggH_gg ZZ_10SMW _2e2mu._m41130 344229 500000 1 2.802 fb
99 = (H* 5)ZZ(hof-shell = 10) sgH_gg_Z7_10SMW _de_m4l130 344230 | 500000 1 1.396 fb
ggH_gg_ZZ_10SMW _4mu_m41130 344231 500000 1 1.396 fb

Table 6.1: List of MCFM samples used in the 4¢ analysis. For all the sample the events are generated with
the ATLAS fast simulation but for Ty = L2 and T = 10 x TFM | for which only truth events are available.
Only events with mae 4 130(100) GeV are generated for g9 — (H* =)Z2Z — 4 (99 — ZZ) sample.

[ Sherpa samples

[ Process | DSID | Events | Filter efficiency | cross-section |
99 > H* — 22 ggllllOnlyHiggs_130M41 | 345712 49000 1 0.60 fb
99 — 22 gelllINoHiggs_130MA4l 345709 | 499000 1 10.6 fb
99 > (HX )ZZ ggllll_130MA4l 345706 | 991400 1 10.0 fb

Table 6.2: List of Sherpa gg samples. Events are simulated with the ATLAS fast simulation.

MadGraph qq — ZZ — 4/ + jj samples
Process \ DSID \ Events | Filter efficiency \ cross-section
VBFH125_77_41 . m41130 | 345070 | 300000 1 0.125 fb
VBFH125_bkg 41 m41100 | 345276 | 299000 1 0.672 fb
VBFH125_sbi_41. m41130 | 345071 | 289000 1 0.636 fb
VBFH125_sbi5_41.m41130 | 345072 | 300000 1 0.775 fb
VBFH125_sbhil0_41.m41130 | 345277 | 300000 1 1.002 fb

Table 6.3: List of qq — ZZ MadGraph samples used in the 4¢ analysis. Events are simulated with the ATLAS
fast simulation. Note that the cross section numbers are for one neutrino flavor and one needs to scale them
up by a factor of three for proper normalisation.

6.1.2 Dependency of the off-shell signal and background interference on
the signal strength

The known dependency of the off-shell Higgs boson signal process, the background process and the
interference term on the off-shell signal strength piogshen can be used to construct MC samples for
arbitrary values of pofshen from three basic samples generated at different fixed values of pofshen. An
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event sample (049 (m+—)vv (Hoff-shen) ) for the gg — (H* —)VV process with an arbitrary value of
the off-shell Higgs boson signal strength piofshenr, labelled as SBIr, can be constructed from the MC
sample for the SM Higgs boson signal gg — H* — VV (05", ;1. ), labelled as S, the gg — V'V
continuum background MC sample (0gg—vv,cont), labelled as B, and a full SM Higgs boson signal
plus background gg — (H* —)VV MC sample (O—E;v[—%H*—HVV)’ labelled as SBI.

At LO in QCD, the parametrization of SBI can be written as the following simple weighting
function

Ugg—>(H*—>)VV(Noff—shcll) = Hoff-shell * US;V;H*HVV (6.2)
+ V Moff-shell * U;};\/IAVV, Interference
+ O0gg—VV,cont »
O'g_zl;v[aVV, Interference 02_11]\/[—>(H*—>)VV - US}]\/[%H*%VV — 0gg—VV, cont » (63)

This parametrisation is validated using the generated gg — (H* —) ZZ samples with piofshen = 5;
the comparison with the reconstructed samples is shown in Figure 6.2. Truth events generated with
MCFM and gg2VV with off-shell events are used. The generated SBI5 sample and the parameterized
one are consistent within statistical uncertainty.

When the high order QCD corrections are applied, the SBIr sample can be constructed using the
following weighting function:

Tgg—s(H*—)VV (Hofi-shell) =  Hof-shell - Ks(mvv) 'UES/LH*_,VV (6.4)
I SM
+ V Hoff-shell * K (mVV) " 09— V'V, Interference

KB(mVV) * Ogg—VV,cont »

_|_

where the K-factors are calculated inclusively without any selections, and the interference sample is
: sM SM
taken as the difference between O g (H* V'V and Ogg—sH*—VV T Tgg—VV,cont -

As a direct simulation of an interference MC sample is not possible, Eq. (6.3) is used to obtain:

Ogg—(H*—)VV (Hoff-shell) = Hoff-shell - K (myv) 'USéVLH*—)vv — VHoftsnell - K (myy) - US"};QH*(@VQ)

+  \/HMoft-shell * Kl(mvv) 'USQA—)(H*A)VV
+ KB (mVV) * Ogg—VV,cont — \/ Moff-shell * KI(mVV) *Ogg—VV,cont -

In the above equation, the SBIr sample is constructed from five individual samples:

s
o K%(myvy)- US};\/L)H*HV
applied;

v the signal sample with the high order corrections for the signal process

o K'(myy)- Usg/[ ~ g+« yvy: the signal sample with the high order corrections for the interference
applied;

o KP (myv) - Ogg—VV,cont : the background sample with the high order corrections for the back-
ground process applied;

o K! (Myv) - 0gg—VvV,cont : the background sample with the high order corrections for the inter-
ference applied;

o K (in\(/iv) . U;;/[ﬁ(H*H)VVZ the SBI sample with the high order corrections for the interference
applied.

In the final analysis, the NLO corrected Sherpa samples are used for the parametrization.
Similarly, a MC event sample for the EW pp — (H* + 2§ —)ZZ + 2j process with an arbitrary value
of the off-shell Higgs boson signal strength pofshen can be constructed from a pure pp — ZZ + 2j
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Figure 6.2: Comparison of the mag distribution in €70~ 14~ final state between the generated gg — (H* —) ZZ
sample with off—shet = 5 and the sample reconstructed with the scaling procedure described in this section,
using the generated sample of g9 — H* — ZZ g9 — ZZ and g9 — (H* —)ZZ. The distributions are
normalized to the same luminosity.

continuum background MC sample, a full SM Higgs boson signal plus background pp — (H* +2j —
)Z Z +2j MC sample and a third Higgs boson signal plus background pp — (H* +2j —)ZZ +2j MC
sample with poftshen = /i‘%, =TIy /F%M = 5. Using I'y /FISLIM = 5 for the last sample ensures that the

on-shell VH events are generated with SM-like signal strength. Within the context of this analysis

Hoff-shell = Kir - K = Ky, is assumed for the sub-dominant VBF-like component.

The following weighting function is used:

SM
MCypps(m=42j—) 22425 (Hofishell) = floftshell - MCpuZ, (e y0j ) 2249, (6.6)
Interference
+  Vioftshen - MCp, 5770005
cont
+ MCpp—>ZZ+2j ’

where the signal and interference samples are implicitly defined through the SM
pp — (H* 4+ 2j =)ZZ + 25 MC sample

SM SM Interference cont
MGy (o t2j 22425 = MOy metojzz40; + MCL 77005 + MCLE 2405 (6.7)

and a poftshell = D MC sample:

4
Ky =5 _ . SM . Interference cont
MCpp%(H*+2j~>)ZZ+2j =5 MCpp—)H*+2j—>ZZ+2j + \/5 MCpp—>ZZ+2j + MCpp—>ZZ+2j . (6'8)
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Solving for the generated MC samples yields:

Hoft-shell — 4/ Hoff-shell Ky =5
MCppos (= +2j) 2242 (Hoft-shen) = 5—5 MCP;;(H*+2JA)ZZ+2J’ (6.9)
9y/Hoft-shell — \/g,uoﬁ—shellMCSM
+ 55 pp—(H*+2j—)Z2Z+2j
(\/Tofi-shenl — 1)+ (/Hoft-shell — V/5) M Ceont
+ \/5 pp—ZZ+25"

Figure 6.3 shows the comparison of mzz distribution for the generated pp — (H* + 2j —)ZZ + 2j
sample with fiof¢—shey = 5 and for the sample reconstructed with the procedure described above.
Truth events generated with MadGraph for both 4¢ and ¢fvy are used.
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Figure 6.3: Comparison of the mzz distribution between the generated pp — (H* +2j —)ZZ + 25 sample with
Uoff—shet = 5 (black line) and the sample reconstructed with the scaling procedure described in this section
(red curve).

6.1.3 Other MC samples

Other MC samples are used to model sub-leading backgrounds, mainly WZ, WW, Z/v* + jets,
top-pairs production. A list of the additional samples used can be found in [186].

6.2 Analysis strategy in the ZZ — 4/ channel

The analysis in the ZZ — 44 channel follows closely the Higgs boson measurements in the same final
states in Ref. [186], with the same event selections in the off-peak region of 220 GeV < mye < 2000
GeV. To avoid the dependence of the gg — ZZ kinematics on higher-order QCD effects, the analysis
is performed inclusively, ignoring the number of jets in the events. The analysis is split into the same
4 lepton final states (2u2e, 2e2u, 4e, 411) as in Ref. [186]. The same background estimation procedures
are applied for the q¢ — ZZ — 4/¢ and reducible backgrounds.
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To enhance the sensitivity, a matrix element based kinematic discriminant (ME-based discrimi-
nant) is used, exploiting the full kinematics in the centre-of-mass frame of the 4¢ system. For the nom-
inal result, a binned maximum likelihood fit to the ME-based discriminant distribution is performed
to benefit from the fully reconstructed final states. The additional use of initial state kinematics in a
BDT discriminant provides only limited additional sensitivity at the cost of a non-inclusive analysis
and is therefore not used as the baseline analysis.

6.2.1 Expected events and my, distribution

Table 6.4 shows the expected number of events for the signal and background processes in the inclusive
off-peak region and events with 220 < myy < 2000 GeV are used to extract the results on pogshell-
Figure 6.4 shows the my, distributions of the expected signal and background processes. The dominant
background comes from the q§ — ZZ process. The contribution of reducible backgrounds, such
as Z-+jets and top-quark production, is only about 0.5% of the total background in the full off-
peak region and in the signal-enriched region. The contribution to the sensitivity on pofshen is
dominated by events in the high mass region (mye > 400 GeV) with higher signal-to-background
ratio, as shown in Table 6.5.Events with my4, > 2000 GeV are discarded, as no data event observed
above this region. Such cutoff also avoids a phase space far away from the on-shell region, which
might invalid the assumption of identical on-shell and off-shell Higgs couplings, and avoid possible
unitarity violation [40]. In Table 6.4, the NLO K-factors are applied to the gg — ZZ processes, with
an additional flat NNLO/NLO K-factor of 1.2 applied.

220 < myy < 2000 GeV.
Process de 4p 2e2p Total
99 — H* - z2Z 2.10 + 0.05 + 0.32 2.74 + 0.06 + 0.43 4.96 + 0.07 £ 0.77 9.79 +£ 0.11 £+ 1.52
99 = Z2Z 20.33 £ 0.22 + 3.28 30.29 +£ 0.26 + 4.76 50.71 + 0.35 + 8.39 101.33 + 0.49 + 16.43
99 — (H* =)zz 18.72 + 0.37 £ 3.01 29.28 + 0.44 + 4.61 48.11 £ 0.58 £ 7.51 96.11 £+ 0.82 £+ 15.13
99 = (H* =)ZZ(uofrshel] = 5) 22.54 + 0.73 + 3.62 35.63 + 0.89 + 5.60 58.60 + 1.14 + 9.14 116.76 + 1.62 + 18.37
VBF H¥ - ZZ 0.36 + 0.01 + 0.02 0.47 + 0.02 + 0.02 0.84 + 0.02 + 0. 1.68 £ 0.03 £ 0.06
VBF ZZ 2.02 +0.01 £ 0.11 2.90 + 0.02 + 0.13 4.96 + 0.02 £+ 0. 9.88 + 0.03 £ 0.41
VBF (H* —»)zZZ 1.69 £ 0.01 £ 0.09 2.43 £ 0.02 £ 0.11 4.17 £ 0.02 £ 0.14 8.29 + 0.03 £ 0.27
VBF (H* =)ZZ(pof-shell = 5) 2.27 4+ 0.02 +0.12 3.16 + 0.02 +0.14 5.53 + 0.03 + 0. 10.96 + 0.04 £ 0.38
qq = ZZ 100.83 £+ 0.92 + 9.02 158.44 £ 1.19 + 13.26 260.24 £+ 1.69 + 20.91 519.68 £ 2.26 £ 41.53
Reducible backgrounds 1.14 £0.18 0.42 + 0.04 1.49 £ 0.19 3.05 + 0.41
Other backgrounds 2.60 + 0.08 + 0.20 3.30 + 0.09 + 0.21 5.64 + 0.12 + 0.33 11.54 + 0.17 + 0.54
Total Expected (SM) 124.98 + 1.00 £ 12.50 193.87 + 1.27 £+ 18.23 319.65 £ 1.79 + 29.08 638.50 + 2.41 + 59.81
Observed 157 220 327 704

Table 6.4: Expected and observed number of events in the ZZ — 4€ channel. The reducible background includes
contributions from the Z+jets and top quark processes. The “other background” includes contributions form
ttV,VV'V processes. The expected events for the g9 — (H* —)ZZ and VBF (H* —)ZZ processes, including
the Higgs boson signal, background and interference, are reported for both the SM predictions and pog-sheit = 5.
The NLO K-factors are applied to the g9 — ZZ processes, with an additional flat NNLO/NLO K -factor of
1.2 applied. In the total expected event yields, for the g9 — ZZ and VBFVV — ZZ processes, only the
highlighted process are included. The uncertainties in the number of expected events include only the statistical
uncertainties from MC samples and systematic uncertainties.

400 < myy < 2000 GeV
Process 4e Em 2e2p Total
99 - H* - ZZ 1.32 4 0.04 4 0.22 1.61 4 0.05 4 0.26 2.96 + 0.06 + 0.48 5.89 + 0.08 + 0.96
99 = ZZ 2.46 + 0.07 + 0.47 3.38 + 0.08 + 0.64 5.93 £ 0.11 + 1.10 11.77 £ 0.15 + 2.21
g9 — (H* =)ZZ 2.17 + 0.12 4+ 0.42 3.10 4+ 0.14 4+ 0.59 5.38 + 0.18 + 1.00 10.64 + 0.26 + 2.00
99 = (H* 5)ZZ(pog-shell = 5) 5.47 + 0.29 + 1.06 7.19 +£0.32 + 1.36 12.88 + 0.42 4 2.39 25.54 + 0.60 + 4.80
VBF H* — ZZ 0.25 + 0.01 £ 0.01 0.31 £ 0.01 £ 0.01 0.58 £ 0.01 £ 0.02 1.14 + 0.02 &+ 0.04
VBF ZZ 0.87 £ 0.01 + 0.04 1.21 4+ 0.01 4 0.05 2.09 + 0.01 + 0.08 4.16 £ 0.02 £ 0.18
VBF (H* 5)ZZ(jgg-shell = 5) 1.02 £ 0.01 £ 0.06 1.38 £ 0.01 £ 0.07 2.45 £ 0.02 £ 0.09 4.85 £ 0.02 £ 0.19
VBF (H* —»)ZZ 0.63 + 0.01 + 0.03 0.90 + 0.01 + 0.04 1.54 4+ 0.01 4 0.06 3.06 £ 0.02 £ 0.11
qq —~ ZZ 15.00 &£ 0.16 £ 1.56 23.30 £ 0.21 £ 2.30 38.30 £ 0.27 £ 3.65 76.70 £0.37 £ 7.28
Other backgrounds 0.49 £ 0.03 £ 0.04 0.60 £ 0.03 £ 0.05 1.06 £ 0.05 £ 0.04 2.14 £ 0.07 £ 0.10
Total Expected (SM) 18.29 £ 0.20 &+ 2.05 27.90 £ 0.26 £ 2.98 46.28 £ 0.33 £ 4.75 92.46 £ 0.46 £ 9.77
Observed 19 36 59 114

Table 6.5: Expected and observed number of events in the ZZ — 4¢ channel, with 400 < mg4e < 2000 GeV.
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Figure 6.4: Observed distributions in the range 220 GeV < my < 2000 GeV for the four-lepton invariant
mass ma; combining all lepton final states, compared to the expected contributions from the SM including the
Higgs boson (stacked). Events with ma > 1200 GeV are included in the last bin of the mj distribution. The
hatched area shows the combined statistical and systematic uncertainties. The dashed line corresponds to the
total expected event yield, including all backgrounds and the Higgs boson with fioff—shen = 5. The ratio plot
shows the observed data yield divided by the SM prediction (black points) as well as the total expected event
yield with posf—sheu = 5 divided by the SM prediction (dashed line) in each bin [187].
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6.2.2 Matrix Element discriminant

As observed in table 6.4, the number of expected H — 4¢ events in the off-shell region is very small
compared to the number of events expected for the irreducible q¢ — ZZ and gg — ZZ backgrounds.
To enhance the sensitivity to the gg — H* — ZZ signal a matrix element based discriminant is then
constructed. It fully exploits the event kinematics in the centre-of-mass frame of the 4¢ system, based
on eight observables: {myp, mz,,mz,,cos 01, cos by, @, cos0*, ¢1}.

In a ZZ* — 4] system the production and decay angles, shown in Figure 6.5, are defined in the
following way

e 01,05 are the angles between negative final state leptons and the direction of flight of their respec-
tive Z-bosons. The 4-vectors of the leptons are calculated in the rest frame of the corresponding
Z-bosons.

e ¢ is the angle between the decay planes of the four final state leptons expressed in the rest frame
of the four-leptons system

e ¢, is the angle defined between the decay plane of the first lepton pair and a plane defined by
the vector of Z1 in the rest frame of the four-leptons system and the positive direction of the
collision axis.

e 0* is the production angle of Z1 defined in the rest frame of the four-lepton system.

Figure 6.5: Production and decay angles in a ZZ* — 41 system.

These observables are used to create the four-momenta of the leptons and incoming partons, which are
then used to calculate matrix elements for different processes, provided by the MCFM program [38].
The following matrix elements are calculated for each event:

e P, matrix element for the ¢q¢ — ZZ — 4¢ process,

o P, : matrix element for the gg — (H* —)ZZ — 44 process including the Higgs boson (mpg =
125.5 GeV) with SM couplings, continuum background and their interference,

e Py matrix element for for the g9 — H* — ZZ — 44 process (mpy = 125.5 GeV).

The kinematic discriminant is defined as in Ref. [38]:

Py
ME =1 e ——— 1
0810 <ng Te- qu) s (6 0)
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where ¢ is an empirical constant, chosen to be 0.1, to approximately balance the overall cross-sections
of the ¢q¢ — ZZ and gg — (H* —)ZZ processes. The value of ¢ has a very small effect on the overall
sensitivity (Appendix ?7).

Figure 6.6 shows the shape comparisons of the input variables to the ME-based discriminant at
reconstruction level for the full off-peak region (220 GeV < my, < 2000 GeV). Figure 6.7 shows the
shape comparisons of the ME-based discriminant for the g¢g — H* — ZZ signal, q¢ — ZZ background,
99 = (H* =)ZZ with SM pofrshen and gg — (H* —)ZZ with pofishenn = 5, for the full off-peak region
(220 GeV < myp < 2000 GeV) at reconstruction level. The gg — H* — ZZ signal events have on
average larger ME-based discriminant values, compared to the q¢ — ZZ background and the gg — ZZ
background dominated gg — (H* —)ZZ events. The gg — (H* —)ZZ events with piogshen = 5 have
a double-peak structure. The peak around -3 corresponds to the gg — ZZ background component,
while the peak around -1 corresponds mainly to the gg - H* — ZZ component. Events with ME-
based discriminant values between -4.5 and 0.5 are used in the final analysis. The ME discriminant is
also used as the input for the likelihood fit.

BDT

In addition, an alternative multivariate discriminant based on a boosted decision tree (BDT) algorithm
was studied to further separate the g9 - H* — ZZ signal and the main ¢q¢ — ZZ background, by
exploiting additional kinematic information (pr and 1) of the ZZ system. The BDT is trained using
all the events with my4, > 220 GeV and using four discriminating variables: ma¢, pr 4¢, na¢ and the ME
discriminant. The signal and background shape comparison of these variables is given in figure 6.8.
The resulting BDT distribution for signal and background is instead reported in figure 6.9, where a
good separation is observed.

However, by training the BDT only against the ¢q¢ — ZZ background the analysis sensitivity
improves very little (Appendix A.4) compared to the ME-based discriminant alone. Due to the
dependence on the pr of the ZZ system, the BDT-based discriminant introduces additional systematic
uncertainties from the higher-order QCD corrections. For these reasons, the BDT-based discriminant
is not used for the final result.
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Figure 6.6: Distributions of the input variables to the ME-based discriminant, for all lepton final states com-
bined, normalised to unit area for shape comparisons, for the full peak region (220 < mae < 2000 GeV). The
yellow line represents the qq — ZZ background, the black line the gg — ZZ background. The red line repre-
sents the gg — H* — ZZ signal with SM couplings, the light green the gg — (H™) — ZZ with poff—sheu =1
and the blue line is the gg — (H*) — ZZ with poff—shet =95.
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Figure 6.7: Observed distributions in the range 220 GeV < may < 2000 GeV for the ME-based discriminant
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boson (stacked). The hatched area shows the combined statistical and systematic uncertainties. The dashed line
corresponds to the total expected event yield, including all backgrounds and the Higgs boson with pioff—shetr = 5.
The ratio plot shows the observed data yield divided by the SM prediction (black points) as well as the total

expected event yield with poff—shent = 5 divided by the SM prediction (dashed line) in each bin [187].
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6.2.3 Reducible background estimation

Apart from the main irreducible background pp — ZZ* production, additional sources of reducible
background stem from Z+jets (comprised of both heavy- and light-flavour jets), the top-quark pair
and WZ production. The data driven inclusive estimation of the contribution from each of these
background components is described in [188]. Since they vary according to the flavour of the leptons
of the subleading pair, the background analysis is performed separately for the Z+4puu and Z+ee final
states. Four categories of these background contributions are constructed. Two of them correspond
to a subleading pair of muons and account for the contributions of Z+jets and #t productions. As it
is explained in [188] the normalisation for these background sources is estimated with a simultaneous
fit on specific control regions which are orthogonal to the signal region.

For this analysis, only events with the invariant mass of the four lepton system (mg4,) above 220
GeV are considered. In order to estimate the amount of events satisfying this requirement without
depending significantly on particular Monte Carlo events with large weights, the my, distributions are
described by smoothed shapes obtained using the KEYS algorithm [137]. Figure 6.10 shows the raw
and smoothed my, distributions for the four background categories. Excellent consistency is observed
in all categories. This is also reflected in the estimation of the number of events which pass the my,
requirement that presents marginal differences between raw and smoothed distributions, as shown
in table 6.6. The KEYS algorithm is also used to smooth the ME-based discriminant distributions
for the different background estimation categories. Figure 6.11 shows the corresponding raw and the
smoothed distributions, along with their normalisation uncertainties.
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Figure 6.10: Distributions of mae invariant mass in the four reducible background categories. The raw distri-
butions are presented in red, while the smoothed ones in green. (a) and (b) subleading pair of electrons from
heavy flavour jets and fake electrons respectively. (c) and (d) subleading pair of muons from Z+jets and tt
production respectively.
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Background component | Total events | Events with my4, >220 GeV | Events with my4, >220 GeV

raw distribution smoothed distribution
Fake+7y (electron) 7.02 £ 1.32 1.73 1.71 £ 0.32
heavy flavour (electron) | 6.34 £+ 1.93 0.56 0.58 £+ 0.18
Z+jets, WZ (muon) 810 + 1.11 0.34 0.37 £ 0.05
tt (muon) 2.29 £+ 0.27 0.40 0.39 £+ 0.05

Table 6.6: The number of expected events in each background category using the selection of the analysis, using
either the raw or the smoothed mye distribution. The error presented in the last column corresponds to the
total statistical and systematic normalisation uncertainty.

Finally, the estimations of the four reducible background categories are divided into the three
analysis channels according to the number of background events that contribute from each category
to each final state. The estimation is performed using the flavour of the leading dilepton pair as in
[188]. The resulting distributions are shown in figure 6.12 and the corresponding number of events
in table 6.7. In total three events are expected in all the analysis channels, corresponding to about
0.5% of the main irreducible background. Moreover, the ME-based discriminant for these events is
mainly distributed far from the area of interest, making their contribution to the final results even
less significant.

’ Analysis channel \ Estimated reducible background events ‘

de 1.14 + 0.18
2e24 1.49 + 0.19
du 0.42 + 0.04

Table 6.7: The number of expected events in each background category using the selection of the analysis, using
either the raw or the smoothed mye distribution. The error presented in the last column corresponds to the
total statistical and systematic normalisation uncertainty.
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Figure 6.11: Distributions of the ME-based discriminant in the four reducible background estimation categories.
The raw distributions are presented in red, while the smoothed ones in green. The hatched area represents the
normalisation uncertainty. (a) and (b) subleading pair of electrons from heavy flavour jets and fake electrons
respectively. (c) and (d) subleading pair of muons from Z +jets and tt production respectively.



6.2. Analysis strategy in the ZZ — 4 channel

169

Events

Figure 6.12: Distributions of the ME-based discriminant in the four analysis channels.
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6.3 Statistical Treatment and Results

In this section the results for the ZZ — 4¢ and 2¢2r channel analyses are combined and translated into
limits on the off-shell signal strength piofshen for the individual analyses and for its the combination.

6.3.1 Systematic Uncertainties

Systematic uncertainty sources impacting the analysis can be divided into two categories, uncertainties
in the theoretical description of the signal and background processes and experimental uncertainties
related to the detector or to the reconstruction algorithms. The largest systematic uncertainties
arise from the theoretical uncertainties in the gg-initiated ZZ processes and the background process.
The uncertainties from experimental measurements are generally small compared to the theoretical
uncertainties in this analysis.

The theoretical uncertainties originate from the PDF choice, the missing higher-order corrections,
and the parton-shower modelling. The PDF uncertainty corresponds to the 68% CL variations of
the nominal PDF set NNPDF30NNLO for both ¢¢ — ZZ and g9 — (H* —)ZZ as well as the
difference from alternative PDF sets. The alternative PDF sets used are CTI0NNLO [189] and
MMHT2014NNLO [190]. The uncertainty due to PDF is found to be about 3% in the high-mass
region considered. The uncertainty due to higher-order QCD corrections (QCD scale uncertainty) is
estimated by varying the renormalisation and factorisation scales independently, ranging from a factor
of one-half to two. The uncertainty in the K-factors due to the NLO QCD scale uncertainty is 10-20%
as a function of myz for the gg-initiated ZZ processes in the probed high-mass region, and ranges
from 5% to 10% as a function of mzz for the q¢ — ZZ background. The QCD scale uncertainties
are treated as correlated among the gg-initiated ZZ processes, and uncorrelated with the gg-initiated
77 process. In the region below 2m; , the higher-order corrections are computed with a maximum jet
transverse momentum of 150 GeV to ensure a good description by the 1/m; expansion. The default
scale uncertainty is therefore doubled for events which have a jet with pp > 150 GeV, corresponding
to about 8% of the events in this region. The scale uncertainty is also increased by 50% around the
m; threshold, with a Gaussian-smoothed transition decreasing to the default uncertainty within 50
GeV of the threshold. This is intended to allow for possible effects on the K-factor which have not
been estimated as the top quark moves on-shell. It is assumed that the 10-20% NLO QCD scale
uncertainty for the gg-initiated ZZ processes covers the assumption of massless loops above the 2my
threshold, and as well the uncertainties in the 1.2 scale factor estimated only for the NNLO/NLO
signal correction but also applied to the background and interference components. These NLO QCD
scale uncertainties are larger than those associated with the NNLO QCD signal uncertainties. The EW
correction uncertainty for g¢ — ZZ is evaluated using the same method as in Ref. [44] and its impact
is estimated to be about 1%. The parton-shower uncertainty is evaluated by varying parameters in
the parton-shower tunes according to Refs. [179] and found to be 2-3% in normalisation.

The theoretical uncertainties due to the missing higher-order corrections and PDF variations are
small for VH-like and VBF-like processes pp — ZZ + 2j ; therefore, they are not included in the
analysis.

The leading experimental systematic uncertainties are due to the electron and muon reconstruction
and selection efficiency uncertainties, which are smaller than the uncertainties associated with the
theoretical predictions. The same sources of experimental uncertainty as in Ref. [191] are evaluated.

The uncertainty in the combined 2015 and 2016 integrated luminosity is 2.1%, derived following
a methodology similar to that detailed in Ref. [192], from a preliminary calibration of the luminosity
scale using z—y beam-separation scans. This uncertainty is applied to the normalisation of the signal
and also to background contributions whose normalisations are derived from MC simulations. A
variation in the pile-up reweighting of MC events is included to cover the uncertainty in the ratio of
the predicted and measured inelastic cross sections in Ref. [193].
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6.3.2 Interpretations

It is useful to summarize the definitions of signal strength used in the on-shell and off-shell analyses.
For on-shell analysis, the signal strength for the ggF and VBF ? production can be written as:

g9—~H—ZZ HZ . Kz
gg9F — T on-shell __ "Yg,on-shell V,on-shell (6 11)
Fon-shen = g9—H—ZZ ~— T /FSM ’ .
O on-shell, SM H/LH
O_VBFHH Z7Z KJ4
VBF — on-shell _ "YV,on-shell (6 12)
Hon-shell = VBFH—SZZ T /FSM .
on-shell, SM H/YH

For off-shell analysis, the signal strength for the ggF and VBF production can be written as:

O_gg—>H —ZZ
ggF — off-shell _ 2 2
Hoff-shell = ~—ggsH—ZZ — 'Vg,off-shell " BV off-shells (6.13)
Ooft-shell, SM
VBF g foBifﬂ_’ZZ 4
— Ooll-she. p—
Hoft-shell = ~—VBFHSZZ — NV,off-shell (6.14)
O of-shell, SM
And the coupling ratios are defined as
_ .2 2
Ryg = ”g,oﬁ-shen/"ﬂg,on-shena (6.15)
_ .2 2
Rvv = KV oft shell/ BV, on-shell (6.16)

Thus the on-shell signal strengths and off-shell signal strengths have the following relationship:

F F SM
uggff—shell = Rgy-Rvy - Ngﬁ-sheu L /T (6.17)
:u(‘)/ffjiiell = R%/V ’ Mxl]-gs{eu Tu/ F?{M (6.18)

Since the off-shell analysis is performed inclusively, without categorization for the ggF and VBF
production modes, it does not have sensitivity to individually constrain the off-shell signal strength
for the ggF and VBF production modes. Thus, the signal strength pogshen is determined by fixing

99 F
the ratio of the signal strength in gg — H* and VBF to the SM prediction, namely Zefizshell — 1. The
off-shell
combination with the on-shell analyses is performed under some assumptions.

Since there are few free parameters in equation 6.18 and 6.18, the following interpretation is
considered. The assumptions are summarized in Table 6.8.

e The I'yy/T$M is determined when profiling a common coupling scale factor x = Kg = Ky asso-
ciated with the on- and off-shell gg — H*) and VBF production and the H® — VV decay,
assUMINg Ky on-shell = Kg,off-shell a1d KV, on-shell = KV,off-shell. Lhus for on-shell measurement there
is only one overall signal strenght.

POI Profiling Assumptions

SM KRg,on-shell = Kg off-shell = KV,on-shell = KV,off-shell,
P /Ty Hon-shell s Ro1. Rooel y99F  _ VBEF
thus 99 VV =L, Hon-shell = Mon-shell

Table 6.8: On-shell and Off-shell combined fit configurations for the various interpretations.

2113 all results the signal strength for V H associated production is assumed to scale with VBF production while
the bbH and ttH processes scale with the gg — H process. These additional production modes are expected to give
negligible contributions to the off-shell measurements, but have small contributions to the on-shell signal yields.
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6.3.3 Statistical analysis

In the ZZ — 44 channel, a binned maximum-likelihood fit to the ME-based discriminant distribution
is performed to extract the limits on the off-shell Higgs boson signal strength. The fit model accounts
for signal and background processes, including g9 — (H* —)ZZ, VBF(H* —)ZZ and qq — ZZ.
The probability density functions (pdf) of the signal-related processes gg — (H* —)ZZ and VBF
(H* —)ZZ are parametrised as a function of both the off-shell Higgs boson signal strength fiof-shen
as given in Egs. (6.5) and (6.9). Normalisation and shape systematic uncertainties on the signal and
background processes are taken into account as described in Sect. 6.3.1, with correlations between
different components and processes as indicated therein.

In the ZZ — 2(2v channel, a similar maximum-likelihood fit to the transverse mass (m#?) is
performed, comparing the event yield in the signal-enriched region in data with the predictions. The
fit model accounts for the signal and all background processes mentioned in Table 6.4. The modelling
of the dominant signal and background processes is the same as in the ZZ — 44 channel.

The likelihood is a function of a parameter of interest p and nuisance parameters g. Hypothesis
testing and confidence intervals are based on the profile likelihood ratio [194]. The parameters of
interest are different in the various tests, while the remaining parameters are profiled. Hypothesised
values for a parameter of interest p are tested with a statistic

; (6.19)
L(,0)

where the single circumflex denotes the unconditional maximum-likelihood estimate of a parameter

and the double circumflex (e.g. 6(x)) denotes the conditional maximum-likelihood estimate (e.g. of
5) for given fixed values of p. This test statistic extracts the information on the parameters of interest
from the full likelihood function.

Apart from the simple likelihood scan method, all 95% confidence level (CL) upper limits are also
derived using the CLs method [156], based on the following ratio of one-sided p-values: CLs(u) =
pu/(1 —p1) where p,, is the p-value for testing a given ft = foftshen Or ft = Ty /M (the non-SM
hypothesis) and p; is the p-value derived from the same test statistic under the SM hypothesis of
Hoft-shell = 1 in the first case and FH/F%M = Jlon-shell = 1 in the second case.?> The 95% CLs upper
limit is found by solving for CLs(u?%) = 5%. Values p > 1% are regarded as excluded at 95% CL.
A detailed description of the implementation of the CLs procedure can be found in Ref. [195].

The results presented rely on the asymptotic approximation [194] for the test statistic A(x). This
approximation was cross-checked with Monte Carlo ensemble tests that confirm its validity in the
range of the parameters for which the 95% CL limits are derived. Deviations appear close to the
boundary of pofishen > 0 imposed by Eq. (6.4) and hence the 1o uncertainties can only be seen as
approximate.

The combination results are obtained with the NLO K-factors for the gg — ZZ processes in the
off-shell analyses, with an additional flat NNLO/NLO K-factor of 1.2 applied.

6.3.4 Off-shell signal strength

The 4l and 2[2v analyses are combined to obtain a limit on pofshen- In combining the off-shell
results the main systematic uncertainties related to the theory uncertainties on the g9 — (H* —)ZZ
(including signal and interference contributions) and ¢q — ZZ processes are treated as correlated
between the different channels. Where appropriate, the experimental systematic uncertainties are
also treated as correlated. However, they are found to have a very small impact on the final combined
limit.

31In the context of this analysis the alternative hypothesis is given by the SM value(s) for all relevant parameters of
the fit model.
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The scan of the negative log-likelihood, —21In A, as a function of uogshen for data and the expected
curve obtained when fitting an Asimov dataset for a SM Higgs boson and data are shown in Fig. 6.13,
with the signal strength parameters in both gg — H* and VBF fixed to the SM prediction.
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Figure 6.18: Scan of the negative log-likelihood, -2InA, for the off-shell signal strength, for data (black) and
simulation (blue) with the ZZ — 40 and ZZ — 202v off-shell analyses combined. The mzz dependent NLO
K-factors and an additional flat NNLO/NLO K-factor of 1.2 are applied each individual gg — ZZ process

[157].

6.3.5 Higgs total width

To extract the final result on Higgs total width constraint, the off-shell analyses of both ZZ — 4/ and
77 — (Y0~ vv are combined with the on-shell ZZ — 4/ analysis. In combining the on-shell results, the
experimental uncertainties and the theory uncertainties are properly considered in the combination.
Especially the QCD scale uncertainties for the gg processes are treated as uncorrelated between
the on-shell and off-shell analyes, given the different high-order QCD corrections. The QCD scale
uncertainties for the gqg — ZZ process are treated as correlated. Where appropriate, the experimental
systematic uncertainties are also treated as correlated. However, they are found to have a very small
impact on the final combined limit.

The negative log-likelihood scan on I'zr/T'3M is shown in figure 6.14 with data and Asimov data,
assuming the off-shell signal strength parameters in both gg — H* and VBF fixed to the SM predic-
tion. The best fit signal strength for the on-shell Higgs (fton-shen) is found to be 1.24, slightly different
than the measurement in the coupling analysis [196], which is 1.29. The difference is caused by the
correlation of the nuisance parameters in the combined fit. The observed upper limit on 'y / I‘%M is
slightly smaller than the expected, due to the fact that the observed pon-shen is larger than 1.
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Figure 6.14: Scan of the negative log-likelihood, -2InA, for data (black) and simulation (blue) for the Tg /TFM
ratio, with the on-shell and the ZZ — 40, ZZ — 20 2v off-shell analyses combined. The mzz dependent NLO
K -factors and an additional flat NNLO/NLO K-factor of 1.2 are applied to the gg — ZZ process for the
off-shell analysis [157].
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6.3.6 Summary

The fit results on pof.shenn and Iy / F%M are summarized in Table 6.9. Results from both the likelihood
scan and the CLg method are presented. For the CLs method, the SM prediction (pofrshen = 1 and
Ty /I‘%[M = 1) is used as the alternative hypothesis. Table 6.10 shows the impact the systematic
uncertainties on the fit results of pofsnen and T/ F%M using the likelihood scan method. The results
are obtained with the NLO K-factors and an additional flat NNLO/NLO K-factor of 1.2.

. N . CLs NLL
Fit configuration ‘ POl ‘ Median expected | Obs. | [-lo,4+1c] | [-20,+20] | Expected | Observed
OFf-Shell 4¢ Froff-sholl 1.25 149 | 3.34-5.43 | 2.74 - 7.06 1.36 1.65
Off-Shell ¢t 0~vo Hoff-shell 4.37 5.31 | 3.43-5.51 | 2.81-7.01 4.47 5.68
Off-Shell 4¢ + ete—vw uoi_f’s]éi\l/} 3.41 3.81 2.73 - 4.21 2.29 - 5.26 3.48 4.02
Off-Shell 42 + ete—vp + On-Shell FH/FH 3.68 3.50 2.94 - 4.79 2.44 - 6.50 3.78 3.46

Table 6.9: Summary of the fit results on pog-shett and FH/F%M . Results obtained from both the likelihood
scan and the CLs method are shown for comparison. The results are obtained with the NLO K-factors and an
additional flat NNLO/NLO K-factor of 1.2. The ratio of the ggF and VBF processes is assumed to be as in
the SM.

Fit configuration POI Stat. onngLAll syst.
Off—Shell 4@ Moff-shell 4.40 4.65
Off-Shell ¢t ¢~ v Hoft-shell 4.80 5.68
Off-Shell 4¢ =+ €+£_I/l7 Moff-shell 3.61 4.02
Off-Shell 4¢ + (¢~ vp + On-Shell 4¢ | Ty /T3 3.11 3.46

Table 6.10: Impact of systematic uncertainties on [log-sher and FH/F}QIM . Observed results are obtained with
the likelihood scan method.
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Summary

During Run IT (2015-2018) the ATLAS experiment collected data corresponding to about 140 fb~1.
Its capability to maintain the excellent performance depends on a series of upgrades.

During Upgrade Phase II a new Inner Tracker will be installed allowing for a great improvement of
the electron identification in the forward region, as it was shown in Chapter 3. By combining cluster-
track matching criteria, machine learning methods and isolation variables an about 83% efficiency can
be achieved yielding to a fake rate of about 2%. This study was included in publication [197].

The ATLAS experiment contributes significantly on Higgs boson studies. One of the best channels
for these studies is the decay of Higgs boson to ZZ* and afterwards to 4 leptons. The estimation of the
reducible background in this channel is driven by the real data, as presented in Chapter 4. The results
are used for several Higgs studies. Two of them, need a differential estimation of the background are
already published ([198] and [199]).

Some BSM models predict more Higgs-like bosons. The study described in Chapter 5 is a search
for a new heavy ZZ resonance. It was performed with the full data of Run II. The existence of a
new resonance is excluded using the CLs method. The expected upper limit on cross section times
branching ratio for the ggF production is a function of the mass, decreasing from 150 fb at 200 GeV
to about 6 fb at 2 TeV. The VBF production limits have similar behaviour, decreasing from 50 fb
at 200 GeV to 6 pb at 2 TeV. The statistical analysis yielded to some small excesses (roughly 20)
for 3 mass points in the CLs. The sensitivity of the experiment using the Neural Network based
categorization and the combination with the ¢fvv is expected to be improved. The study including
these improvements will be published soon . Also the collection of more data during Run IIT will allow
the exclusion limits to become even deeper and possible excesses will be revealed. In the previous
study of this search, made using integrated luminosity of 36 fb=! [200], the ggF production limits,
using only the 4¢ channel, had been calculated decreasing from 300 fb at 200 GeV to about 30 fb at
2 TeV and for the VBF production decreasing from 150 fb at 200 GeV to about 30 fb at 2 TeV.

Lastly, the off-shell Higgs boson cross section was measured in Chapter 6 allowing to set limits
on the decay width. Combining the results with the llvv channels, the extracted limit on 'y /F%M
at 95% CL is 3.46 times the SM prediction. This measurement was performed using only 2015-1016
data, corresponding to about 70 fb 1, and it was published in 2018 [157]. The analysis of the full Run
IT dataset as well as the improvement of the analysis methodology will probably allow for a precise
measurement of the width for the first time. The previous study of this subject [201] was made using
data of 20 fb~! integrated luminosity collected at /s = 8 TeV. In this case the data yielded an
observed (expected) 95% CL upper limit on the width in the range 4.5-7.5 (6.5-11.2).
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Appendices

A.1 Forward Electron Identification

A.1.1 Track-cluster matching criteria p; dependency

[ | 2532 3.2-3.35 | 3.35-4.0

Single e 20GeV 92.3+0.1 89.94+0.4 90.7+0.1
Single e 45GeV 96.46+0.07 | 95.6£0.2 | 95.414+0.08
Single e 100GeV 98.38+0.09 | 97.8+£0.3 97.3+0.1

Single e with pile-up 20GeV 91.54+0.7 84+3 90.31+0.8
Single e with pile-up 45GeV 94.6+0.6 93+2 94.440.6
Single e with pile-up 100GeV 97.94+0.6 94+2 96.8+0.7

Table A.1: Matching criteria efficiency-fake rate(%). Only statistical errors included.
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A.1.2 Intermediate region cluster shapes
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Figure A.1: Cluster shape variables in different n regions
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A.1.3

Events Normalized to Unit Area Events Normalized to Unit Area

Events Normalized to Unit Area

0.2
018
E Single e 20GeV & pile-up
0.16— Ll Single e 45GeV & pile-up
014 Single e 100GeV & pile-up
012
01—
0.08F- f {
0.06]— “
0.04
0.02— =0
E . I P I | | |
(IRl L el oaa i boce Lo
0 "5 200 250 300 850 400 450 500 600

550
Cluster 4_,,,_. (mm)

(a)

0.

-
-

Single e 20GeV & pile-up

Single e 45GieV & pile-up
Single e 100GeV & pile-up

0.05—
E e

| FE T P e B s I

i 02 03 05 06 07 08 _ 09 1

Cluster <A*> Normalized

(©)

o4,
0.09

Single e 20GeV & pile-up

0.08 Single & 45GeV & pile-up

0.07] Single e 100GeV & pile-up
0.06
005
0.04
003
002
001

T
oPE e v b b e L L e L
0 01 02 03 04 05 06 07 08 09 1

Cluster <r*> Normalized

(e)

Cluster shapes p;r dependency

Events Normalized to Unit Area

Events Normalized to Unit Area

Single @ 20GeV & pile-up
—— Single & 45GeV & pile-up
Single e 100GeV & pile-up

T o o o b

. D NIV PP IR N
2000 4000 6000 8000 10000 12000 14000 16000 18000 20000
Cluster <i%> (mm?)

(b)

0.08]

Events Normalized to Unit Area

Lh

—— Single & 20GeV & pile-up
—— Single e 45GeV & pile-up
Single e 100GeV & pile-up

0 coaad el o bia b
1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Cluster <r%> (mrm#)
o
007 —— Single e 20GeV & pile-up
L — Single e 45GeV & pile-up
006 Single & 100GeV & pile-up ’_|
0.05F

ERE RN === i T N FE S TN W
01 02 03 04 05 06 07 08

i
T

|

Cluster,

(f)

Figure A.2: Cluster shapes variables for different momenta



182

Appendix A. Appendices

A.1.4 BDT performance
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Figure A.3: BDT method efficiency and fake rate



A.1. Forward Electron Identification 183

A.1.5 Isolation

§ 08! +++ %++++++++++ :i ' i : I’:Azodsizm
0 + + R P S Y 4y 5 10° g o Tignt
06! ++ _+_ —+—+ _+_—+—_+_‘f—+—+‘#—¢—+ §
05 o2

0.

S

UL

—+—Loose
+— Medium

Tt
TR o

cev e b b b b Loy e Lo Ly FTy AN E i I IR I O I S
02 04 06 08 1 12 14 16 18 02 04 06 08 1 12 14 16 18

0.

@

—e—Tight

3

0;

.

HH_+_,‘#‘

0.

P P

(a) (b)

°
©

—+—Loose
—+— Medium
—e—Tight

Zee Efficiency
°
&

t
;
+

°
3

4
t
t
it

o
>

0.

o

T

0.

FY

0.

@

—+— Loose
+— Medium
—e—Tight

0.

.

+

T

0.

e b e e e e e e Ly 0P ol \ L \ - L . | a0’
20 40 60 80 100 120 80
Truth p, (MeV) Truth p, (MeV)

(c) (d)

0.

©

—+— Loose

bt T
4+ ++++
T +++ ++ +++

+ + 102

—+—Loose
—+— Medium
—e—Tight

Zee Efficiency
Dijet Fake Rate

0.

@

[

+

0.

>

0.

o

0.

kY

0;

@

poa
4
4,_+_
_+_$
‘—+—~‘++
—

0.

9

A I A I L

0.

P S S A R A SRR B SN IS U I RTINS EF A
25 3 35 4 25 3 35 4
Truth | Truth fnl

(e) (f)

T

0

©

—+—Loose
+— Medium
1oL ——Tight

Zee Efficiency
Dijet Fake Rate

—+— Loose _L 44— + +
+ Medium i +
—— Tight

0.

3

0.

3

0.

>

0.

o

0.

by

T
+

0;

@

0;

Y

0.

A L L L L I L
3 U
+

||r\\\\\\\\\\\\\\\\\l“lllr\\\\\\\\\\\\\\\ [T ) N EEEES N EER (RS FEETE NS PR N
10 20 30 40 50 60 80 90 100 10 20 30 40 50 60 70 80 90 100
Vertices Vertices

(2) (h)

Figure A.4: Efficiency and fake rate after isolation cut application
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A.2 Calculated SM Higgs boson production cross sections (o)

my o (99 — H) o(qq’ — Hqq') o(qq = WH) o(pp — ZH)
GeV [pb] [pb] [pb] [pb]

124.0  49.27 Yo TS0 3812 105 To0d 1408 TO0F Trod  0.9051 Y5 T
1205 4892 UL NI aqos 0AL L 100 TO0L SLOL 0isoas TE 1
125.0 4858 To00 Tion 37827050 on 1873 TOSE Tiow 08830 TR I
125.00 4852 Teoh T550 8779 Tosg Ty 1369 TOT ion 08824 TEGE Y
1255 48.23 Yo7 SO0 36T Togg Tong 1355 T054 Tron  0.8TA LN iy
1260 47.80 ¥570 500 3752 T0ay Thag 1337 T0RG Tron  0-8649 R Tion
my o(99g— ZH) o (qq/99 — ttH) o (qq/99 — bbH) B (H — ZZ* — 4()
GeV [pb] [pb] [pb] [1077]

124.0  0.1242 T35-4% +24% 5193 TOO% +36%  (.4999 T20-1% 0.1131 £2.24%
124.5  0.1235 7250 T24% 5132 TH5% TRO% (.4930 T20-0% 0.1185 £2.21%
125.0  0.1227 T30 295 05071 TO 8% B0% 0.4880 T202% 0.1240 +2.18%
125.00 0.1227 T25-0% +24% (5065 5T TR0 0.4863 T20- 0% 0.1251 £2.16%
125.5  0.1221 7250 T24% 0.5023 T5T TRO% 0.4809 T2 0.1297 £2.14%
126.0  0.1218 T25-1% +24% (4964 T5T TRE% 04760 T20-2% 0.1355 £2.12%

Table A.2: Calculated SM Higgs boson production cross sections (o) for gluon fusion, vector-boson fusion and
associated production with a W or Z boson or with a bb or tt pair in pp collisions at \/s = 13 TeV. The first
and second quoted uncertainties correspond to the theoretical systematic uncertainties calculated by adding in
quadrature the QCD scale and PDF+as uncertainties, respectively. The decay branching ratio (B) for H — 4£
with £ = e, u, is reported in the last column.
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A.3. List of Monte Carlo simulation samples
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192 Appendix A. Appendices

A.4 Sensitivity comparison by using BDT discriminant and
ME discriminant

In £*¢~¢*¢~ analysis, two shape based discriminants are studied, ME discriminant (6.2.2) and BDT
discriminant (6.2.2). The sensitivity on piofshen from these two discriminants is compared by using
the likelihood scan. The result is shown in Figure A.5. For this comparison, no systematic uncertainty
is considered. The 95% CL upper limits from the likelihood scan are summarized in Table A.22. One
can see that the improvement of using BDT is about 2%.

T R Ny A

FATEAS Ttemal M BDT,'i%Gsyst

T Poff-shell E

-2In/A

8 L
| 13 TeV, 36.50 fb™* —u MEM_{no syst

off-shell

------------------------------------------------------------- —20

off-shell

Figure A.5: Distributions of the likelihood scan on pog-shen for using two different discriminant shapes: BDT
(black) and matriz element discriminant (blue).

Discriminant | Limit on poff-shell
BDT 5.5
ME 5.6

Table A.22: 95% CL upper limits on pog-sheu from the likelihood scan.
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