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“Podrán cortar todas las flores, pero no podrán detener la primavera”

Pablo Neruda
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PerÐlhyh

Eisagwg 

To 2012 h anak�luyh tou mpozonÐou Higgs epal jeuse thn prìbleyh twn Englert, Brout, Higgs kai
epibebaÐwse to Kajierwmèno Prìtupo (KP), thn jewrÐa h opoÐa pergr�fei ta stoiqei¸dh swm�tia kai
tic allhlepidr�seic touc. H anak�luyh epeteÔqjh apì ta dÔo meg�la peir�mata, ATLAS kai CMS,
analÔontac dedomèna apo sugkroÔseic prwtonÐwn ston LHC sto CERN. Kaj¸c me to mpozìnio Higgs
oloklhr¸jhke h anaz thsh twn swmatidÐwn ta opoÐa problèpontai apì to KP, h èreuna esti�zetai
pleìn sthn mèleth twn idiot twn tou, kaj¸c kai sthn anaz thsh swmatidÐwn ta opoÐa problèpontai
apo jewrÐec Pèran tou KP (PKP).

Kat� thn 2h perÐodo leitourgÐac tou LHC, ta èth 2015-2018, se enèrgeia kèntrou m�zac 13 TeV,
sullèqjhsan dedomèna ta opoÐa antistoiqoÔn se oloklhrwmènh fwteinìthta perÐpou 140 fb−1. H
paroÔsa diatrib  sunèbale sthn analÔsh autwn twn dedìmenwn gia thn diexagwg  3 melet¸n sqetik�
me to mpozìnio Higgs . Sto plaÐsio thc diatrib c mia �koma melèth diex qjh, all� me prosomoiwmèna
dedomèna. Se aut n, exet�sthke h prooptik  beltÐwshc thc anagn¸rishc hlektronÐwn apì ton aniqneut 
met� thn anab�jmis  tou, kat� thn di�rkeia thc 2hc f�shc anab�jmishc. H diatrib  diarjr¸netai wc
ex c, sto 1o kai 2o kef�laio perigr�fontai en suntomÐa h jewrÐa tou KP kai o aniqneut c ATLAS .
Sto 3o kef�laio parousi�zetai h melèth gia thn anagn¸rish hlektronÐwn. Kai akoloujoÔn oi 3 melètec
sqetik� me to mpozìnio Higgs , h ektÐmhsh tou upob�jrou sto 4o kef�laio, h anaz thsh nèwn mpozonÐwn
sto 5o kai h mètrhsh tou pl�touc di�spashc sto 6o.

To Kajierwmèno Prìtupo

To KP eÐnai h jewrÐa h opoÐa perigr�fei ta stoiqei¸dh swmatÐdia kai tic allhlepidr�seic touc. Ta
stoiqei¸dh swmatÐdia qwrÐzontai se 3 kathgorÐec sÔmfwna me to spin touc. Ta fermiìnia, ta opoÐa
eÐnai ta swmatÐdia pou apartÐzoun thn Ôlh, èqoun hmiakèraio spin 1/2, en¸ ta mpozìnia ta opoÐa eÐnai ta
swmatÐdia foreÐc twn allhlepidr�sewn èqoun akèraio spin 1. Tèloc to swmatÐdio Higgs, to opoÐo eÐnai
ki autì mpozìnio, èqontac spin 0, eÐnai upeÔjuno gia ton mhqanismì o opoÐoc prosdÐdei m�za se ìla ta
swmatÐdia.

Sto plaÐsio thc Kbantik c JewrÐac PedÐou (KJP) ta swmatÐdia perigr�fontai san diegermènec
katast�seic twn antÐstoiqwn pedÐwn. Ta pedÐa aut� mporoÔn na prokÔyoun mèsw tou LagkrantzianoÔ
formalismoÔ. Gia ta eleÔjera pedÐa oi Lagkrantzi�nec apotelloÔntai apì ènan ìro m�zac kai ènan
kinhtikì ìro, se analogÐa me thn klassik  mhqanik . Oi all lepidr�seic twn swmatidÐwn eis�gontai
mèsw epiplèon ìrwn stic Lagkrantzianèc. Se mia jewrÐa bajmÐdac, ìpwc to KP, oi epiplèon autoÐ ìroi
prokÔptoun apì thn apaÐthsh h Lagkrantzian  na eÐnai analloÐwth upì ton metasqhmatismì summetrÐac
pou upakoÔei h sugkekrimènh allhlepÐdrash. Kat' autìn ton trìpo anadÔetai h Kbantik  Hlektro-
dunamik  (KHD) kai h Kbantik  Qrwmodunamik  (KQD), oi opoÐec perigr�foun thn hlektomagnhtik 
kai thn isqur  purhnik  allhlepÐdrash antÐstoiqa. O parap�nw mhqanismìc eÐnai efiktìc mìno ìso ta
mpìzonia foreÐc thc allhlepÐdrashc eÐnai �maza.

Sthn perÐptwsh thc asjenoÔc purhnik c allhlepÐdrashc autì den isqÔei k�jwc ta W kai Z èqoun
m�za. Gia na diathrhjeÐ h analloiìthta thc Lagkratzian c, parousÐa mpozonÐwn me m�za, apaiteÐtai h
eisagwg  enìc epiplèon bajm¸tou pedÐou to opoÐo suzeugnÔetai me ta mpozìnia. Sto plaÐsio tou mhqa-
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nismoÔ Higgs, to pedÐo autì apaiteÐtai na eÐnai migadikì, èqontac èna kÔklo apì ekfulismèna el�qista
(qarakthristikì sq ma mexik�nikou kapèlou). To pèdio anaptÔsetai gÔrw apì èna apì ta el�qista, se
mia diadik�sia pou lègetai aujìrmhth r xhc thc summetrÐac. Oi epiplèon bajmoÐ eleujerÐac, gnwstoÐ
wc mpozìnia Goldstone, mporoÔn na apalloifoÔn me thn kat�llhlh epilog  bajmÐdac. Gia thn peri-
graf  thc enopoihmènhc hlektrasjenoÔc allhlepÐdrashc apaiteÐtai èna 2 diast�sewn mig�diko pèdio.
Sthn sunèqeia o mhqanismìc Higgs mporeÐ na genikeuteÐ ¸ste na prosd¸sei m�za kai sta fermiìnia.
Tèloc k�poiec je¸riec pèran tou KP, h pio gnwst  ek twn opoÐwn eÐnai to montèlo 2HDM, problepoun
epiplèon mpozìnia Higgs mèsw thc eisagwg c pio genikeumènwn dunamik¸n.

Ston LHC to mpozìnio Higgs mporeÐ na dhmiourghjeÐ apì tic sugkroÔseic prwtonÐwn me 4 basikèc
diadikasÐec. H shmantikìterh apì autèc tic diadikasÐec eÐnai h sÔnthxh gklouonÐwn (ggF) kai h sunolik 
energìc diatom  einai perÐpou 55 fb. Sthn sÔneqeia mporeÐ na diaspasteÐ epÐshc me 4 basikoÔc trìpouc.
H perÐptwsh di�spashc se 2 mpìzonia Z, èna ek twn opoÐwn eÐnai dunhtikì, ta ìpoia me thn seir� touc
diaspìntai se zeÔgh hlektonÐwn   mionÐwn èqei axioshmeÐwto endiafèron, k�jwc mporeÐ na aniqneuteÐ kai
melethjeÐ polÔ apodotik�.

Ta prohgoÔmena qrìnia pl joc melètwn sqetik� me tic idiìthtec tou mpozonÐou Higgs dhmosieÔthke.
Oi melètec autèc aforoÔsan thn mètrhsh thc m�zac, tou spin, thc omotimÐac, twn energ¸n diatom¸n, twn
stajer¸n sÔzeuxhc kajwc kai tou pl�touc di�spashc. Den parathr jhke k�poia shmantik  apìklish
apì tic problèyeic tou KP. To pl�toc di�spashc metr jhke me mia kainotìmo èmmesh mèjodo, k�jwc
apejeÐac mètrhs  tou den eÐnai efikt , afoÔ h problepìmenh apì to KP tim  eÐnai 3 t�xeic megèjouc
mikrìterh apì thn diakritik  ikanìthta tou aniqneut . H èmmesh aut  mèjodoc ousiastik� basÐzetai
sthn mètrhsh tou lìgou twn on kai off-shell energ¸n diatom¸n.

To peÐrama ATLAS

To peÐrama ATLAS (A Toroidal LHC ApparatuS) eÐnai egkatasthmèno ston meg�lo epitaqunt  adro-
nÐwn LHC (Large Hadron Collider) sto CERN (Conseil Européen pour la Recherche Nucléaire). O
LHC apoteleÐtai apì dÔo kuklikoÔc daktulÐouc mèsa stouc opoÐouc epitaqÔnontai dèsmec prwtonÐwn. Oi
dèsmec sugkroÔontai sto kèntro tou ATLAS dhmiourg¸ntac pl joc swmatidÐwn, ta opoÐa katagr�fei
o aniqneut c.

O ATLAS apoteleÐtai apì 3 basik� sust mata aniqneut¸n, twn eswterikì aniqneut  troqi¸n ID
(Inner Detector) , ta kalorÐmetra kai to fasmatìmetro mionÐwn MS (Muon Spectrometer). Basikìc
skopìc tou ID eÐnai h anakataskeu  troqi¸n fortismènwn swmatidÐwn kont� sto shmeÐo sÔgkroushc
twn desm¸n. To kalorÐmetra metroÔn thn enèrgeia twn swmatidÐwn pou allhlepidroÔn me to ulikì touc.
Tèloc to MS anakataskeu�zei tic troqÐec twn mionÐwn. Par�llhla leitourgeÐ kai èna sÔsthma skanda-
lismoÔ pou epilègei ta endiafèronta gegonìta, en¸ h anakataskeu  twn swmatidÐwn epitugq�netai me
to logismikì Athena.

O eswterikìc aniqneut c eÐnai sqediasmènoc na parèqei ermhtik  k�luyh gia anagn¸rish troqi¸n
kont� sto shmeÐo sÔgkroushc twn desm¸n. 'Eqei exairetik  diakritik  ikanìthta sthn egk�rsia orm ,
kai mporeÐ na anakataskeu�sei tìso tic prwteÔousec ìso kai tic deutereÔousec korufèc p�nw apì èna
kat¸fli egk�rsiac orm c, se perioq  yeudowkÔthtac < 2.5. ApoteleÐtai apì 3 uposust mata ton Pixel
Detector, ton Semiconductor Tracker kai ton Transition Radiation Tracker . To 2014 egkatast�jhke
èna 4o uposÔsthma, to Insertable B-Layer, to opoÐo parèqei plhroforÐa akìma pio kont� stic dèsmec.
O ID brÐsketai sto eswterikì enìc swlhnoeidoÔc magn th pedÐou 2 T.

O kÔrioc skopìc twn kalorimètrwn se ènan epitaqunt  adronÐwn eÐnai h akrib c mètrhsh thc enèr-
geiac kai thc jèshc fwtonÐwn kai hlektronÐwn   mètrhsh thc enèrgeiac kai thc kateÔjunshc twn pid�kwn
(jets) kaj¸c kai thc elleÐpousac egk�rsiac orm c. O ATLAS èqei 2 kalorÐmetra, to hlektromagnhtikì
kai to adronikì, ta opoÐa kaluptoun yeudowkÔthta mèqri kai 4.9. To hlektromagnhtikì eÐnai basi-
smèno sthn teqnologÐa ugroÔ argoÔ, en¸ to adronikì qrhsimopoieÐ kai thn teqnologÐa spinjirizìntwn
plakidÐwn.

Tèloc to fasmatìmetro mionÐwn brÐsketai sto ex¸tero mèroc tou aniqneut . EÐnai sqediasmèno
na aniqneÔei fortismèna swmatÐdia, ta opoÐa diapernoÔn ta kalorÐmetra, metr¸ntac thn orm  touc se
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perioq  yeudowkÔthtac meqri 2.7, en¸ par�llhla prosfèrei kai skandalismì. To fasmatìmetro epÐshc
antistoiqÐzei tic troqièc pou aniqneÔei me autèc apì ton eswterikì aniqneut . ApoteleÐtai apì 4 te-
qnologÐec, Monitored Drift Tubes, Cathode Strip Chambers, Resistive Plate Chambers kai Thin Gap
Chambers kai perib�lletai apì èna sÔsthma toroeid¸n magnht¸n.

Kat� thn pr¸th f�sh anabajmis c tou aniqneut  ATLAS ja antikatastajeÐ o eswterikìc troqìc
tou MS me to New Small Wheel, en¸ kat� thn dèuterh ja antikatastajeÐ o eswterikìc aniqneut c apì
ton New Inner Tracker (ITk) . Mèqri to tèloc thc leitourgÐac tou o ATLAS anamènetai na sullèxei
oloklhrwmènh fwteinìthta toul�qiston 3000 fb−1.

Anagn¸rish hlektronÐwn sthn emprìsjia perioq 

Ta hlektrìnia pern¸ntac mèsa apì to hlektromagnhtikì kalorÐmetro enapojètoun enèrgeia sta keli-
� tou, dhmiourg¸ntac susswmat¸mata apì geitonik� keli� me enapojethmènh enèrgeia (clusters). Ta
adrìnia enapojètoun epÐshc enèrgeia sto hlektromagnhtikì kalorÐmetro, sqhmatÐzontac clusters dia-
foretik c dom c en gènei. H anag¸rish twn hlektronÐwn epitugq�netai lamb�nontac up' ìyin to sq ma
twn clusters kaj¸c kai plhroforÐa troqi�c apì ton ID. O par¸n ID kalÔptei perioq  yeudowkutht�c
èwc 2.5, en¸ to kalorÐmetro mèqri 4.9. Pèran thc perioq c k�luyhc tou ID h anagn¸rish basÐzetai
mìno sta clusters. O kainoÔrgioc ITk ja kalÔptei yeudowkuthta mèqri 4.0 kai ja eÐnai ètsi gia pr¸th
for� efikt  h anakataskeu  troqi¸n sthn perioq  2.5�4.0. Autì anamènetai na belti¸sei shmantik�
thn anagn¸rish twn hlektronÐwn sthn sugkekrimènh perioq .

Gia thn melèth qrhsimopoi jhkan prosomoiwmèna gegonìta MC (Monte Carlo) . Ta gegonìta
aut� eÐnai 4 eid¸n. Gegonìta me memonwmèna hlektrìnia, gegonìta me memonwmèna hlektronÐa parousÐa
pile-up , gegonìta me pollapl� jets parousÐa pile-up kai tèloc gegonìta me èna mpozìnio Z to opoÐo
diasp�tai se 2 hlektrìnia.

Arqik� antistoiqÐzetai k�je cluster sto hlektromagnhtikì kalorÐmetro me thn plhsièsterh gwniak�
troqi� apì ton ITk. Apì thn melèth thc apìstashc cluster-troqi�c, gia ìla ta MC gegonìta, eÐnai
fanerì ìti ta proerqìmena apì hlektrìnia clusters èqoun eggÔtera troqièc apì ìti aut� ta opoÐa pro-
èrqontai apì upìbajro (jets   pile-up). Axiopoi¸ntac aut n thn parat rhsh mporoÔn na efarmostoÔn
krit ria sthn gwniak  apìstash metaxÔ troqi�c kai cluster . Ta krit ria efarmìzontai gia k�je gw-
niak  suntetagmènh (h,f) xeqwrist�. H efarmog  touc mporeÐ na aporrÐyei toul�qiston 60% apì to
upìbajro me ap¸leia apìdoshc perÐpou 7%.

Sthn sunèqeia axiopoioÔntai k�poiec metablhtèc oi opoÐec perigr�foun to sq ma twn clusters. 8
tètoiec metablhtèc sundu�sthkan se 3 poluparagontikèc mejìdouc, mèjodo Fischer, Dèntro Apof�sewn
(BDT) kai Neurwnikì DÐktuo (NN). Oi 3 mèjodoi sugkrÐjhkan me b�sh thn apìdosh san sun�rhtsh thc
apìrriyhc upob�jrou. Oi dÔo mèjodoi mhqanik c ekm�jhshc, NN kai BDT, eÐqan parapl sia apìdosh,
polÔ kalÔterh apì aut n thc mejìdou Fischer. Telik� epilèqjhke to NN gia thn sunèqeia thc melèthc.
Me b�sh thn diakrÐnousa thn opoÐa epistrèfei to NN kai ta krit ria gwniak c apìstashc cluster-
troqi�c orÐzontai 3 working points gia ta hlektrìnia me apìdosh 70, 80 kai 90% (tight, medium, loose
antÐstoiqa). Gia to endi�meso wp h apìrriyh upob�jrou ft�nei to 99%.

Tèloc melet jhkan 2 akìma metablhtèc oi opoÐec ja mporoÔsan na belti¸soun peraitèrw thn ana-
gn¸rish. H metablht  thc apomìnwshc troqi�c faÐnetai na èqei meg�lh prooptik , en¸ h metabl th
paramètrou kroÔshc ston z �xona den mporeÐ na sumb�lei. 'Ena epipleìn krit rio sthn apomìnwsh
mporeÐ na aporrÐyei akìma 40% apì to upìbajro me ap¸leia apìdoshc 5%.

H apìdosh kai h apìrriyh upob�jrou upologÐsthkan en tèlei san sun�rthsh k�poiwn shmantik¸n
metablht¸n, ìpwc h egk�rsia orm , h yeudowkÔthta kai o arijmìc anakataskeuasmènwn koruf¸n.

H → 4l epilog  gegonìtwn kai ektÐmhsh upob�jrou

H telik  kat�stash 4 leptonÐwn èqei arkèta upìbajra. Ta pio shmantik� apì auta mporoÔn na apor-
rifjoÔn se polÔ meg�lo bajmì mèsw thc epilog c gegonìtwn. Autì to mei¸simo upìbajro apoteleÐtai
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apì Z + jets, tt̄ kai fake hlektrìnia kuri¸c. Up�rqoun epÐshc k�poia mh mei¸sima upìbajra ta opoÐa
prokÔptoun apì thn paragwg  ZZ(∗).

Gia na apofeuqjoÔn oi abebaiìthtec thc jewrÐac kai thc prosomoÐwshc to mei¸simo upìbajro u-
pologÐzetai apì ta pragmatik� dedomèna (Data Driven Estimation). DÔo diaforetikèc mèjodoi qrhsi-
mopoioÔntai gia ta llµµ kai llee kan�lia, kaj¸c oi diadikasÐec upob�jrou èqoun diaforetik  sqetik 
suneÐsfora se autèc tic katast�seic. To llµµ kan�li apartÐzetai kurÐwc apì Z + Heavy Flavor (HF)
jets kai tt̄. Antijètwc to llee apartÐzetai kurÐwc apì Z + Light Flavor (LF) jets kai fakes .

Gia to llµµ kan�li h ektÐmhsh basÐzetai se 4 perioqèc elègqou. Oi periìqec autèc kataskeu�zontai
antistrèfontac k�poia apì ta krit ria epilog c gegonìtwn, ¸ste na emploutistoÔn se upìbajro. Oi 4
perioqèc elègqou eÐnai :

• Inverted d0 : ApaiteÐtai èna toul�qiston apì ta leptìnia tou deutereuìntoc zeÔgouc na apotug-
q�nei na per�sei to krit rio paramètrou kroÔshc. H perioq  h opoÐa dhmiourgeÐtai eÐnai emplou-
tismènh se HF jets paragìmena eÐte apì Z + jets eÐte apì tt̄.

• Inverted Isolation : ApaiteÐtai èna toul�qiston apì ta leptìnia tou deutereuìntoc zeÔgouc na
apotugq�nei na per�sei to krit rio apomìnwshc. 'Ena epiplèon krit rio sthn anisorropÐa orm c
(sqetik  diafor� thc orm c ìpwc aut  metriètai apì ton ID kai to MS) eunoeÐ ta LF jets.

• eµ+ µµ : ApaiteÐtai to prwteÔon zeÔgoc na eÐnai diaforetik c geÔshc. Sunep¸c aporrÐpontai ta
Z + jets kai h perioq  eÐnai emploutismènh se tt̄.

• Same Sign : ApaiteÐtai to deutereÔon zèugoc na eÐnai omìshmo. Se aut n thn perioq  ìlec oi
diadikasÐec èqoun shmantik  suneisfor�, all� qrhsimopoieÐtai kai p�li to krit rio anisorropÐac
orm c gia na eunohjeÐ to LF jets.

Oi perioqèc elègqou sundèontai metaxÔ touc mèsw miac pèmpthc perioq c. H perioqh aut  eÐnai

• Relaxed Isolation and d0 : Den ef�rmìzontai ta krit ria apomìnwshc kai paramètrou kroÔshc
sta leptìnia tou deutereÔontoc zeÔgouc, ìpwc kai to krit rio koruf c gia to gegonìc sunolik�.

O trìpoc sÔndeshc basÐzetai ston lìgo twn gegonìtwn metaxÔ twn perioq¸n elègqou kai thc
Relaxed. Oi lìgoi autoÐ desmèuontai apo to MC. Ta apotelèsmata ekfr�zontai arqik� sthn Relaxed
kai apì ekeÐ qrhsimopoioÔntai kat�llhloi par�gontec (Transfer Factors) ¸ste na metaferjoÔn sthn
perioq  s matoc (Signal Region), ìpou ta pl rh krit ria efarmìzontai.

Se k�je mÐa apì tic parap�nw perioqèc, qrehsimopoieÐtai h katanom  thc analloÐwthc m�zac tou
prwteÔontoc zeÔgouc gia na kataskeu�stei èna montèlo to opoÐo ja prosarmosteÐ sta pragmatik�
dedomèna. Gia k�je mÐa apo tic diadikasÐec Z + HF jets, Z + LF jets kai tt̄ èna diaforetikì montèlo
qrhsimopoieÐtai. To �jroisma twn montèlwn eÐnai autì to opoÐo prosarmìzetai, megistopoi¸ntac thn
sun�rthsh pijanof�neiac. H prosarmog  gÐnetai tautìqrona kai stic 4 perioqèc. H sunèpeia tou
montèlou, k�jwc kai thc diadik�siac elègqetai progenèstera me yeudodedomèna dhmiourghmèna apì to
MC. Ektìc apì thn kÔria mèjodo prosarmog c up�rqoun akìma duo me mikrèc parallagèc. Sthn pr¸th
apì autèc, to Z LF kai HF jets sugqwneÔontai, en¸ sthn deÔterh h prosarmog  gÐnetai se dÔo st�dia,
me 2 + 1 perioqèc elègqou. Oi 3 mèjodoi dÐnoun sugkrÐsima apotelèsmata enisqÔontac thn empistosÔnh
mac sthn diadikasÐa ektÐmhshc.

Oi par�gontec metafor�c elègqontai epÐshc apì ta pragmatik� dedomèna qrhsimopoi¸ntac èna MC
deÐgma to opoÐo perièqei gegonìta me èna Z kai èna epiplèon miìnio. Oi par�gontec eÐnai aploðk� h
apìdosh twn dÔo krithrÐwn (apomìnwshc kai paramètrou kroÔshc) gia to epiplèon miìnio sto tetr�gwno.
Dedomènou ìti qrei�zontai 2 TFs, ènac gia LF kai ènac gia HF jets dÔo upo-deÐgmata emploutismèna se
LF kai HF jets antÐstoiqa qrhsimopoioÔntai. To LF deÐgma kataskeu�zetai jètontac èna krit rio sthn
anisorropÐa orm c. To HF deÐgma kataskeu�zetai antistrèfontac to krit rio paramètrou kroÔshc. H
apìdosh twn krithrÐwn apomìnwshc kai paramètrou kroÔshc upìlogizetai apì aut� ta upo-deÐgmata eÐte
kateujeÐan apì to MC, eÐte apì ta dedomèna. Gia to LF up�rqei mia shmantik  diafor� sthn apìdosh
thc apomìnwshc metaxÔ twn dÔo trìpwn upologismoÔ. Opìte qrhsimopoieÐtai h tim  h opoÐa prokÔptei
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apì ta pragmatik� dedomèna, en¸ h sqetik  abebaiìthta logÐzetai san susthmatik  abebaiìthta ston
telikì arijmì gegonìtwn sthn perioqh s matoc.

Pollèc mèletec den qrei�zontai mìno ton sunolikì arijmì gegonìtwn tou meiwsÐmou upob�jrou,
all� kai k�poia diaforik  katanom  tou. Se aut n thn perÐptwsh, ta gegonìta thc k�je diaforik c
kathgorÐac prosarmìzontai xeqwrist�. Epeid  to Z + LF jets èqei mikr  statistik  genik�, qrhsimo-
poieÐtai h mèjodoc sthn opoÐa ta LF kai HF eÐnai sugqwneumèna. Wstìso, to �jroisma twn kathgori¸n
kanonikopoieÐtai sto apotèlesma thc sunduasmènhc prosarmog c ìpwc proèkuye apì thn kÔria mèjodo.
Gia k�je mÐa apì tic kathgorÐec upologÐzetai ènac xeqwristìc Transfer Factor, o opoÐoc diorj¸netai
sthn perÐptwsh mikr c statistik c. Oi diaforikèc katanomèc oi opoÐec prokÔptoun apì ton upologi-
smì apì ta dedomèna sugkrÐnontai me tic anamenìmenec apì to MC . Den parathr jhkan shmantikèc
diaforèc.

Anaz thsh gia bareÐc ZZ suntonismoÔc

Pollèc PKP jewrÐec problèpoun thn Ôparxh epiplèon barÔterwn mpozonÐwn Higgs. Sthn perÐptwsh
anaz thshc nèwn swmatÐdiwn h upìjesh H0, h opoÐa perilamb�nei mìno upìbajro, prèpei na elegqje-
Ð kìntra sthn upìjesh H1, h opoÐa perilamb�nei s ma kai upìbajro. H Ôparxh s matoc sthn H1
parametropoeÐtai mèsw thc isqÔoc s matoc µ. Arqik� pragmatopoieÐtai mÐa prosarmog  mègisthc pija-
nof�neiac. Wstìso qrhsimopoieÐtai mia par�llagh thc sun�rthshc pijanof�neiac, h opoÐa orÐzetai ètsi
¸ste na eÐnai sun�rthsh mìno tou µ kai ìqi kai twn paramètrwn ìqlhshc (λ(µ)). H prosarmog  me aut 
th sun�rthsh apodÐdei thn tim  tou µ h opoÐa perigr�fei kalÔtera ta pragmatik� dedomèna. Kaj¸c
ìmwc ta pragmatik� dedomèna èqoun diakum�nseic h prosarmog  den ja apod¸sei thn tim  tou µ thn
opoÐa problèpei to KP. Opìte apaiteÐtai ènac trìpoc gia na diapustwjeÐ an h asumfwnÐa proèrqetai
ìntwc apì diakum�nseic twn dedomènwn   apì k�poio nèo fainìmeno fusik c. Apì thn sun�rthsh λ
prokÔptei epÐshc h test statistic metablht  q0. Aut  h metabl th èqei thn dunatìthta na diakrÐnei tic
dÔo upojèseic H1 kai H0. Apì thn kat�nomh thc gia tic 2 upojeseic H1 kai H0 prokÔptei h pijanìthta
èna sugkekrimèno q0 na èqei proèlejei eÐte apì thn H1 eÐte H0. Apì autèc tic pijanìthtec, mèsw thc
mejìdou CLs, upologÐzetai to an¸tero ìrio sto µ se epipèdo empistosÔnhc 95%. Ektìc apì ta ìria
pou parathroÔntai apì ta pragmatik� dedomèna, endiaferìmaste kai gia ta anamenìmena ìria (diamèso
tim .) Aut� mporoÔn na upologistoÔn polÔ apodotik� mèsw enìc eidikoÔ set dedomènwn, tou Assimov
Dataset. Oi susthm�tikec abebaiìthtec perilamb�nontai sthn prosarmìgh san gkaousianoÐ ìroi kai
melet¸ntai xeqwrist�.

Sthn paroÔsa melèth h diakrÐnousa metabl th pou qrhsimopoieÐtai sthn prosarmog  eÐnai h anallo-
Ðwth m�za twn tess�rwn leptonÐwn, kaj¸c anazhteÐtai ènac suntonismìc. H katanom  thc analloÐwthc
m�zac gia to s ma kai to mh mei¸simo upob�jro parametropoieÐtai me analutikèc sunart seic pro-
sarmìzontac tic MC katanomèc, en¸ gia to mei¸simo upìbajro kataskeu�zetai leiaÐnontac tic MC
katanomèc. O arijmìc gegonìtwn gia to mei¸simo upìbajro apokt�tatai apì thn ektÐmhsh apì ta prag-
matik� dedomèna, ìpwc perigr�fthke sto prohgoÔmeno kef�laio. EpÐshc upologÐzetai kai h gewmetrik 
apodoq  s matoc san sun�rthsh thc m�zac tou upojetikoÔ nèou swmatidÐou.

Sthn telik  prosarmog  oi par�metroi endiafèrontoc eÐnai oi energoÐ diatomèc gia ggF kai VBF
paragwg . 'Etsi qrhsimopoioÔntai 4 kan�lia, 3 euaÐsjhta se paragwg  mèsw ggF kai èna mèsw VBF.
EpÐshc up�rqoun dÔo eleÔjeroi par�metroi, oi opoÐec perigr�foun thn kanonikopoÐhsh tou mh mei¸simou
upob�jrou sta ggF kai VBF kan�lia. 'Olec oi susthmatikèc abebaiìthtec proerqìmenec apì thn jewrÐa,
to peÐrama, thn ektÐmhsh apì ta pragmatik� dedomèna kai thn parametropoÐhsh, kaj¸c kai k�poiec
sunolikèc abebaiìthtec perilamb�nontai sthn prosarmog . H diadik�sia prosarmog c elègqetai me
Assimov Data , ta opoÐa qrhsimopoioÔntai kai gia thn exagwg  twn anamenìmenwn orÐwn.

Genik�, den parathr jhke kapoi� shmantik  asumfwnÐa metaxÔ twn anamenìmenwn kai parathrh-
jèntwn katanom¸n. Ta telik� ìria sthn paragwg  eÐte mèsw ggF eÐte mèsw VBF se epÐpedo empisto-
sÔnhc 95% upologismèna apì ta dedomèna xepernoÔn el�qista ta 2s twn anamenìmenwn se 2-3 shmeÐa.
Nèa apotèlesmata me beltiwmènec teqnikèc an�lushc k�jwc kai me sunduasmì me thn an�lush telik c
kat�stashc 2l2ν anamènontai sÔntoma.
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Mètrhsh thc off-shell isqÔoc s matoc
To teleutaÐo kef�laio pragmateÔetai thn mètrhsh tou pl�touc di�spashc tou mpozonÐou Higgs. Gia
na pragmatopoihjeÐ h mètrhsh aut  apaiteÐtai mètrhsh thc off-shell energoÔ diatom c   thc antÐstoiqhc
isqÔoc s matoc (µoff−shell). 'Ena fainìmeno to opoÐo prèpei na lhfjeÐ up ìyin se aut  th melèth
eÐnai h sumbol  s matoc-upob�jrou. To s ma proerqìmeno apì ggF (gg → H∗ → ZZ) sumb�lei me
to antÐstoiqo upìbajro (gg → ZZ), kaj¸c èqoun Ðdia arqik  kai telik  kat�stash. H melèth thc
sumbol c eÐnai arkèta shmantik , afoÔ qrhsimopoieÐtai gia na parametropoihjeÐ h energìc diatom  san
sun�rthsh thc isqÔoc s matoc. H parametropoÐhsh sugkrÐnetai me MC to opoÐo dhmiourgeÐtai apeujeÐac
me diaforetik  isqÔ s matoc.

Sthn melèth aut  h analloÐwth m�za twn 4 leptonÐwn den prosfèrei arket� kal  diakritik  ika-
nìthta. Gia autì qrhsimopoieÐtai h mèjodoc tou stoiqeÐou pÐnaka. Aut  h mèjodoc ekmetalleÔetai 8
kinhmatikèc metablhtèc, oi opoÐec orÐzontai sto sÔsthma hremÐac twn 4 leptonÐwn, epistrèfontac mÐa
diakrÐnousa. Aut  h diakrÐnousa emperièqei tic pijanìthtec èna sugkekrimèno gegonìc na èqei pro-
èljei apì off-shell Higgs   apì upìbajro. Me thn qr sh thc belti¸netai shmantik� h euaisjhsÐa.
Epiplèon ekpaideÔthke èna BDT me thn prosdokÐa peraitèrw beltÐwshc. 3 kinhmatikèc metablhtèc tou
sust matoc twn 4 leptonÐwn kai h diakrÐnousa thc mejìdou stoiqeÐou pÐnaka qrhsimopoi jhkan gia thn
ekpaÐdeush tou. Wstìso, den up rxe axioshmeÐwth diafor� qrhsimopoi¸ntac thn diakrÐnousa apì to
BDT, opìte epelègh aut  tou stoiqeÐou pÐnaka gia thn telik  prosarmog .

Oi MC katanomèc s matoc kai upob�jrou diorj¸nontai me thn bo jeia twn k-factors oi opoÐoi
lamb�noun up' ìyin tic diorj¸seic an¸terhc t�xhc pou eÐnai diajèsimec. To mei¸simo upìbajro kai se
aut n thn melèth upologÐzetai me parìmoio trìpo, paÐrnontac thn kanonikopoi sh apì ta pr�gmatik�
dedomèna kai leiaÐnontac tic katanomèc thc diakrÐnousac tou stoiqeÐou pÐnaka.

Gia thn exagwg  twn telik¸n apotelesm�twn, h prosarmog  apì ta kan�lia 4l sundu�zètai me
aut  apì ta kan�lia 2l2ν. Me ta dedomèna, ta opoÐa sullèqjhkan to 2015-2016 kai antistoiqoÔn se
oloklhrwmènh fwteinìthta 36 fb−1, katèsth dunatìn na mpeÐ mìno èna an¸tero ìrio sto pl�toc tou
mpozonÐou Higgs. Sugkekrimèna, to ìrio autì  tan 4.2 forèc h tim  h opoÐa problèpetai apì to KP. H
an�lush kai twn upìloipwn dedomènwn thc 2hc periìdou, kaj¸c kai h beltÐwsh twn teqnik¸n an�lushc
an�menetai na mei¸soun shm�ntika to ìrio.
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Abstract

The discovery of Higgs boson in 2012 by the ATLAS and CMS experiments marked a key milestone in
the history of particle physics. It confirmed a long-standing prediction of the Standard Model (SM),
the theory that describes our present understanding of elementary particles and their interactions. The
Higgs boson was the last particle of the SM which was observed. After its observation the research
in in the ATLAS experiment focused on the measurement of its properties and also on the effort to
observe particles beyond the SM. During Run II (2015-2018) it collected data corresponding to about
140 fb−1, having a key role in these studies. This thesis presents a study for search of new high mass
Higgs-like bosons as well a study for the measurement of Higgs boson decay width. It presents also
the data driven estimation of the reducible background for these studies.

The first chapter (1) is a short theoretical introduction to the SM. The particles and the way that
their interactions emerge are described. The Higgs mechanism is introduced as a way to retain the
invariance of a Lagrangian with massive bosons. The mechanism can be extended to give mass to
the fermions too. Afterwards the Higgs boson production and decay modes are described. Except
the SM Higgs boson, additional Higgs-like bosons are predicted by beyond the SM models. Lastly an
innovative way to measure Higgs boson decay width is presented.

In the second chapter (2) the ATLAS experiment is described, after a short introduction about
about CERN and LHC. The ATLAS experiment consists of 3 main sub-detector systems, the Inner
Detector (ID), the Calorimeters and the Muon Spectrometer (MS). The ID goal is to reconstruct
charge particle tracks close to the interaction point. The Calorimeters measure the energy which is
deposit in them by electrons/photons and hadrons. Lastly the MS reconstructs muon tracks. A trigger
and a data acquisition system are used in order to choose and store the interesting event collisions.
The ATLAS detector will be undergone two major upgrades. Soon the inner wheel of the end-cap MS
will be replaced by the New Small Wheel. Also during Upgrade phase II the inner detector will be
replaced by the New Inner Tracker (ITk).

In the third chapter (3) a study for electron identification in the forward region is described. The
new ITk will extend pseudorapidity coverage up to |η| = 4. An identification method for the electrons
in the region 2.5 < |η| < 4.0 was developed. It uses track-cluster matching criteria and a Artificial
Neural Network to separate the true electrons from the fakes, which come either from pile-up or jets.
Lastly the potential of improving identification by using an Isolation variable is studied.

In the forth chapter (4) the event selection and the background estimation in the 4-lepton channel
are described. The description focuses on the Data Driven Estimation of the llµµ reducible back-
ground. The estimation is performed in 4 Control Regions (CRs). Each of them is enriched in a
specific background component. The 4 CRs are linked via a fifth region, called Relaxed Region (RR).
A simultaneous likelihood fit is performed in the 4 CRs and the results are extrapolated to the RR via
Fractions. The results from the RR are subsequently extrapolated to the Signal Region via Transfer
Factors (TFs). The TFs are estimated and controlled using a sample containing Z+µ events.

In the fifth chapter (5) the search for a high mass ZZ resonance is described. In this analysis a
cut based or a Neural Network based selection is used to categorized the events. The signal and the
ZZ backgrounds are modeled with analytic functions, while the reducible background is data Driven
estimated. The methodology of the Likelihood fit and the extraction of 95% Confidence Level limits
is described in detail. Lastly the final limits for the cut-based selection are presented.

In the sixth chapter (6) the measurement of the Higgs boson decay width is described. For this
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measurement, a measurement of the Higgs boson off-shell cross section is required. For this study
the MC samples are corrected with the latest k-factors. Then in additional to the nominal event
selection a Matrix Element based discriminant is used to suppress the ZZ background. The reducible
background is estimated in a Data Driven way. Finally the results are combined with these of the
llνν channel to set limits on the decay width.
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1 The Standard Model

At the beginning of the twentieth century the only known particle was the electron. A few years
later, the photon, the quantum of the electromagnetic field, was proposed in order to explain the
photoelectric effect. In 1919 and 1932 proton and neutron were discovered respectively. In 1932
also the positron was discovered, the first particle of antimatter. The development of the detectors
and accelerators the following decades enabled the discovery of many more particles. Some of these
particles are elementary, hence they are not made up from other particles. They interact through
four fundamental forces. The theory which describes the elementary particles and their interactions
is called Standard Model (SM) [1]. The last particle of the SM was discovered in 2012, the famous
Higgs boson.

1.1 Standard Model Particles
The Standard Model includes 12 elementary particles of spin 1/2 known as fermions. Each fermion
has a corresponding antiparticle. The SM also includes 12 bosons of spin 1, which mediate the three
forces that the SM describes, electromagnetic, weak, and strong (SM does not describe gravity). The
electromagnetic interaction acts on electrically charged particles. The charge of weak interaction is
called weak isospin and the charge of strong interaction is called color. The last part of the SM is the
Higgs boson (spin 0) which is necessary to give mass to the massive particles.

1.1.1 Fermions
The fermions are the particles which compose the matter and they have spin 1/2. They are classified
in two type , quarks and leptons. The quarks carry colour charge, and hence, they interact via the
strong interaction. They also carry electric charge and weak isospin and so they interact with other
fermions both electromagnetically and via the weak interaction. On the contrary leptons do not have
colour. So the electron, muon, and tau interact electromagnetically and weakly and neutrinos which
do not have either color or electric charge interact only weakly. The leptons are also classified in three
generations. Each member of a generation has greater mass than the corresponding particles of lower
generations. The first generation particles on the contrary to two others are stable and do not decay;
hence all ordinary matter is made up of such particles.

1.1.2 Bosons
The three fundamental forces, which are described by the SM, are carried by the gauge bosons. The
bosons are the quanta of the corresponding fields. The photon is the quantum of electromagnetic field
and it mediates the electromagnetic interaction. The three bosons Z, W+ and W− mediate the weak
interaction. Finally there are 8 gluons which carry the strong interaction.

21
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1.1.3 Higgs Boson
The Higgs boson (Brout–Englert–Higgs mechanism) was proposed in 1960s to solve the problem with
the masses of Z, W+ and W− bosons. The internal symmetries of the SM do not allow these bosons
to have mass. The Higgs mechanism is a way for these particles to obtain mass without violation of
the symmetries. The same mechanism can be generalized to give mass to every particle.

Figure 1.1: Standard Model particles

1.2 Mathematical Formulation of the SM

The Standard Model of particle physics [2, 3, 4] is a gauge quantum field theory. In a quantum field
theory the particles are described as excitations of 3 types of fields according their spin. The SM also
contains the internal gauge symmetries of the unitary product group SU(3) × SU(2) × U(1). The
demand for a Lagrangian which is invariant under these internal symmetries is enough to produce all
the dynamics of the three interactions which the SM describes. Invariance under U(1) hypercharge
combined with SU(2) weak isospin produces the unified electroweak interaction and invariance under
SU(3) color transformations produces quantum chromodynamics (QCD).

1.2.1 Noether’s Theorem
As it is known from classical mechanics the Lagrangian formalism is based on the demand of action
extremization, δS = 0 . In quantum field theory the Lagrangian density L is a function of fields and
their time-space derivatives L = L(ψi, ∂µψi). The action is defined as
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S =
∫
Ld4x (1.1)

and the demand for its extremization leads to Euler-Langange equation for the fields ψi

∂L
∂ψi

= ∂µ

(
∂L

∂(∂µψi)

)
(1.2)

The great advantage of this formalism is that every symmetry in the Lagrangian leads to a conserva-
tion law. Noether offered this theorem in her 1918 work [5, 6]

If the action S is invariant under a finite dimensional continuous group of transformations de-
pending smoothly on ρ independent parameters ωα then the current

jµα = −
∑
i

∂L
∂(∂µψi)

∂δψi
∂(∆ωα) (1.3)

is conserved

∂µj
µ
α = 0 (1.4)

1.2.2 Free Fields
The free particles in SM are described by 3 different equations according their spin.
Spinless particles are described by the Lagrangian density (or Lagrangian for short)

L = 1
2(∂µφ∂µφ)− 1

2m
2φ2 (1.5)

and the Euler-Lagrange equation leads to

(∂µ∂µ +m2)ϕ = 0 (1.6)

which is known as Klein-Gordon equation. Its solution is the wavefunction

φ ∼ eipµx
µ

(1.7)

So spinless particle, like Higgs Boson, are described as scalar fields.

Fermions are described by the Lagrangian

L = iψ̄γµ∂µψ −mψ̄ψ (1.8)

from which the Dirac equation is derived

(iγµ∂µ −m)ψ = 0 (1.9)
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where γµ are the Dirac matrices. The solution of this equation is

ψ ∼ e−ix
µpµui (1.10)

So fermions are described as spinors. The four different Dirac spinors ui describe the four combina-
tions of particles or antiparticles with spin 1/2 in up or down direction.

Bosons lastly are described by

L = −1
4F

µνFµν + 1
2m

2AµA
µ (1.11)

where the field strength tensor Fµν is a shorthand for, Fµν ≡ ∂µAν − ∂νAµ. It leads to

∂µF
µν +m2Aν = 0 (1.12)

for which the solution is

Aµ ∼ εµepνx
ν

(1.13)

where εµ stands for the 3 possible field polarizations.

1.2.3 Interactions
The above three equations describe only free particles. In order to describe interactions some addi-
tional terms have to be added in the Lagrangian. For a charged particle inside a electromagnetic field,
for example, the momentum has an extra term coming from the interaction with the field

pµ → pµ − qAµ (1.14)

Substituting with the equivalent quantum operator for the momentum in equation 1.8

∂µ → ∂µ + iqAµ (1.15)

an extra term, which can be identified as the interaction term, emerges

Lint = qψ̄γµAµψ (1.16)

describing the interaction shown in Figure 1.2

Figure 1.2: Interaction term as Feynman diagram
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This extra interaction term can be obtained purely by constructing a Lagrangian which is invariant
under local gauge transformations, invariance under inserting a different phase in the wavefunction
for every time-space point namely. Dirac Lagrangian 1.8 is obviously invariant under a global gauge
transformation (inserting the same phase for all the time-space points) of the field ψ, so if

ψ → ψ′ = ψ · eiθ (1.17)

then

L → L′ = L (1.18)

This symmetry, according Noether’s theorem 1.3, leads to the conservation of the probability current

jµ = ψ̄γµψ (1.19)

But under a local gauge transformation

ψ → ψ′ = ψ · eiqθ(x) (1.20)

the Lagrangian 1.8 1 is not invariant as

L → L′ = L − qψ̄γµψ∂µθ(x) (1.21)

In order to make an invariant Lagrangian a new term has to be added to cancel the contribution of
qψ̄γµψ∂µθ(x). An appropriate choice is

qψ̄γµψAµ (1.22)

with the additional demand for the field Aµ to be transformable as

Aµ → Aµ + ∂µθ (1.23)

So the new Lagrangian

L = iψ̄γµ∂µψ −mψ̄ψ − qψ̄γµψAµ (1.24)

is invariant under the local phase transformations. The field Aµ can be identified as the electromag-
netic vector potential (or photon) which, as it is known from the classical electrodynamics, it can
be transformed as 1.23 without changing the physically observable fields E and B. This way the
interaction term 1.16 arises naturally. Also an additional terms has to be added for representing the
free field Aµ. As the photon is a massless vector field the term has to be the first term (which is
locally invariant) of the Lagrangian 1.11. The complete Lagrangian is

L = iψ̄γµ∂µψ −mψ̄ψ − qψ̄γµψAµ −
1
4F

µνFµν (1.25)

and describes one massive spinor field interacting with a massless vector field. The Euler-Lagrange
equation for the above Lagrangian yields

1as the function θ(x) is arbitrary a constant q can be added
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∂µF
µν = jν (1.26)

with jν = qψ̄γµψAµ being the four-vector electromagnetic current, which is conserved

∂µj
µ = 0 (1.27)

Hence the whole of electromagnetism can be derived by requiring a local gauge symmetry of the La-
grangian for a particle satisfying the Dirac equation.

The phase transformation factor can be seen as an unitary 1× 1 matrix

U = eiθ (1.28)

This is a U(1) transformation depending on the real parameter θ. In the Standard Model all the funda-
mental interactions are generated by constructing a locally invariant Lagrangian to the corresponding
phase transformation of each interaction. The term which is added, in order to make it invariant, is the
interaction term between a fermion and the interaction bosons. For the strong interaction the QCD
can be produced from a SU(3) color invariant Lagrangian. In this case the transformation matrix is

U = eiλ·θ (1.29)

acting on a wavefuction which has three components, one for each color

ψ =

ψrψg
ψb

 , ψ̄ = (ψ̄r, ψ̄g, ψ̄b) (1.30)

and hence the interaction derivative is also a 3× 3 matrix

∂µ → ∂µ + iαsλGµ (1.31)

where αs is the coupling strength between the field and the particle, λ are the 8 3 × 3 Gell-Mann
matrices, which are the generators of the SU(3) group, G are the 8 gluon fields and Gµν the color field
tensors. According Noether’s theorem 8 color currents are conserved. The complete QCD Lagrangian,
which is invariant under SU(3) color transformations, is

L = iψ̄γµ∂µψ −mψ̄ψ − gψ̄γµλψGµ −
1
4GµνG

µν (1.32)

This method works perfectly as long as the boson fields are massless. For the electrodynamics and
chromodynamics this is the case as both photons and gluons are massless. However the fields of the
weak interaction, the Z and W bosons namely, are massive. Adding a mass term in the Lagrangian
makes it no-invariant under the local gauge transformations and this leads the theory to be unrenor-
malizable. The problem solved by the Higgs mechanism, proposed by Robert Brout, François Englert
[7] and Peter Higgs [8] in 1964.
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1.2.4 The Higgs Mechanism
Assuming a complex scalar field

φ = 1√
2

(φ1 + iφ2) with V (φ) = µ2(φ∗φ) + λ(φ∗φ)2 (1.33)

the corresponding Lagrangian is

L = (∂µφ)∗(∂µφ)− µ2φ∗φ− λ(φ∗φ)2 (1.34)

For the case that λ > 0 and µ2 < 0 the term proportional to φφ∗ can not be identified as mass term
as it leads to a negative mass.
The potential V (φ) has a circle of minima in the φ1, φ2 plane such as

φ2
1 + φ2

2 = υ2 with υ2 = −µ
2

λ
(1.35)

Choosing one of these points φ1 = υ, φ2 = 0 and expanding the field φ(x) about it in terms of
η(x) = φ1(x)− υ and ξ(x) = φ2(x), so

Figure 1.3: The potential V (φ) for a complex scalar field for the case µ2 < 0 and λ > 0 [4].

φ(x) = 1√
(2)

[υ + η(x) + iξ(x)] (1.36)

the initial Lagrangian can be rewritten in terms of excitation about this minimum

L =
[

1
2(∂µη)(∂µη)−m2

ηη
2
]

+
[

1
2(∂µξ)(∂µξ)

]
+ Lint(η, ξ) (1.37)

The arbitrary choice of the point (υ, 0) as minimum is an example of a spontaneously broken symmetry.
In the new Lagrangian the field η has mass mη =

√
2λυ2. The massless scalar field ξ that emerged is

known as Goldstone boson. The term Lint includes all the interaction terms between the fields η and
ξ as shown in figure

Lint = λυη3 + 1
4λη

4 + 1
4λξ

4 + λυηξ2 + 1
2λη

2ξ2 (1.38)
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Figure 1.4: η - ξ interaction vertices representing Lagrangian 1.38 terms.

Including an interaction term with a vector field in the initial Lagrangian 1.34, using the usual sub-
stitution ∂µ → ∂µ + iqAµ, it becomes

L = (∂µ − iqAµφ)∗(∂µ + iqAµφ)− µ2φ∗φ− λ(φ∗φ)2 − 1
4F

a
µνF

µν
a (1.39)

Rewriting again the φ in terms of η and ξ the Lagrangian becomes

L =
[

1
2(∂µη)(∂µη)− µ2η2

]
+
[

1
2(∂µξ)(∂µξ)

]
+
[

1
4FµνF

µν + 1
2g

2υ2AµA
µ

]
+[guBµ(∂µξ)]−Lint (1.40)

The Goldstone boson can be eliminated by choosing an appropriate gauge for the field Aµ

Aµ → Aµ + 1
gυ
∂µξ(x) (1.41)

This gauge is equivalent to writing φ in the Unitary gauge, namely

φ(x) = 1√
2

(υ + η(x)) (1.42)

This choice yields

L =
[

1
2(∂µη)(∂µη)− µ2η2

]
+
[

1
4FµνF

µν + 1
2g

2υ2AµA
µ

]
+
[
g2υAµA

µη + 1
2g

2AµA
µη2
]
− λυη3 − 1

4λη
4

(1.43)

Finally the above Lagrangian can be embedded in the Dirac Lagrangian

L =
[
iψ̄γµ∂µψ −mψ̄ψ

]
−
[
qψ̄γµψAµ

]
+
[

1
4FµνF

µν + 1
2g

2υ2AµA
µ

]
+
[

1
2(∂µη)(∂µη)− µ2η2

]
+
[
g2υAµA

µh+ 1
2g

2AµA
µη2
]
− λυη3 − 1

4λη
4

(1.44)

This Lagrangian in now invariant under local U(1) transformations. Hence, in order to retain the
invariance of a Lagrangian, which includes a massive interaction field, a new scalar field has to be
introduced.
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1.2.5 The SM Higgs Boson
In the SM the Higgs mechanism is used to create massive vector bosons for the unified electroweak
interaction, which was proposed in 1960s by Sheldon Glashow, Abdus Salam and Steven Weinberg [9,
10]. For this purpose a doublet of Higgs fields is required

φ =
(
φ†

φ0

)
= 1√

2

(
φ1 + iφ2
φ3 + iφ4

)
(1.45)

The corresponding potential is

V (φ) = µ2φ†φ+ λ(φ†φ)2 (1.46)

Firstly, the field has to be written again in the Unitary gauge to eliminate the Goldstone bosons

φ(x) = 1√
2

(
0

υ + h(x)

)
(1.47)

Then it is embedded in a Lagrangian with a SU(2)×SU(1) interaction term which includes both the
electromagnetic and weak interactions. The interaction with the Higgs field is[

∂µ + igwT ·Wµ + ig
Y

2 Bµ
](

0
υ + h(x)

)
(1.48)

where T = σ/2 and σ are the three generators of the SU(2) symmetry, known as Pauli matrices.
Y is the weak hypercharge defined form the electromagnetic charge and the 3rd component of weak
isospin, Y = 2(q − I3

w). The partial derivative of the interaction is now a 2 × 2 matrix which mixes
the fields W 1,W 1,W 2, B producing the physically observable fields W+,W−, Z0, γ

W+ = 1√
2

(W 1 − iW 2)

W− = 1√
2

(W 1 + iW 2)

Z0 = − sin θWB + cos θWW 3

γ = cos θWB + sin θWW 3

(1.49)

where cosθW is defined from the ratio of weak and electromagnetic coupling strengths

tanθW = g′

gW
(1.50)

The masses of the particles that arise are

mW = 1
2gwυ

mZ = 1
2υ
√
g2 + g′2

mγ = 0

(1.51)

and lead to a crucial evidence for Higgs boson existence



30 Chapter 1. The Standard Model

mW

mZ
= cosθW (1.52)

as the ratio of the coupling strengths gW and g′ as long the masses of W and Z are experimentally
measurable and they had been found in agreement with the prediction of the above equation.

1.2.6 Fermion Masses
The observed form of the weak charged-current interaction couples only to left-handed chiral particle
states and right-handed chiral antiparticle states, so the gauge transformation has to affect only left-
handed (LH) particles and right-handed (RH) antiparticles. To achieve this, LH particle and RH
antiparticle chiral states are placed in weak isospin SU(2) doublets with I3

W = −1/2 for the upper
component and I3

W = 1/2 for the lower, while RH particle and LH antiparticle chiral states are placed
in singlets with Iw = 0 and they are therefore unaffected by the SU(2) local gauge transformation.
For the first generation of particles (e, νe, u, d) the doublets and singlets are

L =
(
νe
e−

)
L

and R = e−R

L =
(
u
d

)
L

and R = uR , R = dR

(1.53)

As the two complex scalar fields of the Higgs mechanism are also placed in an SU(2) doublet a SU(2)
local gauge transformation has the same effect on them. Consequently, the combination L̄φ is invariant
under the SU(2) gauge transformations. When it is combined with a right-handed singlet, L̄φR is
invariant under SU(2) and U(1) gauge transformations. Hence, a term in the Lagrangian of the form
(L̄φR+ R̄φL) satisfies the SU(2)×U(1) gauge symmetry of the Standard Model. For the leptons after
spontaneously symmetry breaking the corresponding Lagrangian terms are

L = − g√
2
υ(ēLeR + ēReL)−− g√

2
h(ēLeR + ēReL) (1.54)

The first term is the mass of the leptons while the second one is the interaction with the Higgs boson.
This way only the upper component of the weak isospin doublet acquire mass. For the quarks the
same terms, but including the hermitian conjugate Higgs field have to be added, in order to give mass
to the lower doublet component. So all the fermions can acquire mass by including in the Lagrangian
the terms

L = −gf
[
L̄φR+ (L̄φR)†

]
and L = gf

[
L̄φcR+ (L̄φcR)†

]
(1.55)

Nowadays it is known that the neutrinos have mass. As they are neutral they may be their own
antiparticles (Majorana particles) or not (Dirac particles). Hence one term needed to admit the
possibility that neutrino masses arise from the spontaneous symmetry breaking of the Higgs mechanism
as the rest of the fermions. Additionally, the gauge-invariant Majorana mass term is added by hand,
so the general Lagrangian term including both the Dirac and Majorana mass is

LDM = −1
2
[
mDν̄LνR +mDν̄cRν

c
L +Mν̄cRνR

]
(1.56)

1.2.7 Unification
The complete Lagrangian of the Standard Model can be written shortly as [11]
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L = −1
4FµνF

µν + iψ̄γµDµψ + ψiyijψjφ+ h.c.+ |γµDµφ|2 − V (φ) (1.57)

where Fµν is the sum of all field strength tensors, Dµ stands for the interaction derivative and the
Yukawa matrix yij represent the coupling parameters of the fermions to the Higgs field. This La-
grangian is invariant under the SU(3)c×SU(2)I3×U(1)Y symmetry. These three seemingly unrelated
symmetries may be contained in a Grand Unified Group G such as

G ⊃ SU(3)c × SU(2)I3(L) × U(1)Y (1.58)

In this case all the interactions would be described by a Grand Unified Theory (GUT) with a single
coupling to which all the couplings are related in a specific way. A unification scheme is shown in figure
1.5 The coupling of the three interactions depend on the characteristic momentum. The couplings
of QCD and Weak interaction are asymptotically free, whereas the coupling of QED increases with
increasing momentum Q, suggesting that for large-momentum (or short distance) scale the three
coupling are merged into a single grand unified coupling

Figure 1.5: The variation of coupling strengths αi with Q, showing the speculative grand unification of strong
[SU(3)c] and electroweak [SU(2)I3(L) × U(1)Y ] interactions at very short distances, or high energies [4].

1.2.8 Beyond the SM Higgs Bosons
The possibility that the Higgs Boson is part of an extended Higgs sector or other extension of the
SM cannot be ruled out. Many of these models, motivated by hierarchy and naturalness arguments
[12, 13, 14], predict the existence of new heavy resonances decaying into dibosons. In models with an
extended Higgs sector, such as the two-Higgs-doublet models (2HDM) [15] and the electroweak-singlet
model [16], a heavy spin-0 neutral Higgs boson is predicted.

The Two-Higgs-Doublet model

The Two-Higgs-Doublet models is the simplest extension of the electroweak Higgs sector carried by
the addition of another scalar doublet. Their phenomenology is extremely rich, since it contains a
charged Higgs, a pseudoscalar and two neutral scalars, flavour-changing neutral currents, and more
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possibilities for CP violation and baryogenesis. There are many motivations for 2HDMs, the best
known motivation is supersymmetry [12]. In supersymmetric theories the scalars belong to chiral
multiplets and their complex conjugates belong to multiplets of the opposite chirality; since multiplets
of different chiralities cannot couple together in the Lagrangian, a single Higgs doublet is unable to
give mass simultaneously to the charge 2/3 and charge -1/3 quarks. Moreover, since scalars sit in
chiral multiplets together with chiral spin-1/2 fields, the cancellation of anomalies also requires that an
additional doublet be added. Thus, the Minimal Supersymmetric Standard Model (MSSM) contains
two Higgs doublets.Another motivation for 2HDMs comes from axion models [17] used in order to
cancel a possible CP-violating term in the QCD Lagrangian [18]. Still another motivation for 2HDMs
is the fact that the SM is unable to generate a baryon asymmetry of the Universe of sufficient size
whereas Two-Higgs-doublet models can do so [19].
The most general 2HDM scalar potential contains 14 parameters and can have CP conserving, CP
violating, and charge violating minima. In writing that potential one must be careful in defining the
various bases and in distinguishing parameters which can be rotated away from those which have
physical implications. However, most phenomenological studies of 2HDMs make several simplifying
assumptions. It is usually assumed that CP is conserved in the Higgs sector (only then can one
distinguish between scalars and pseudoscalars), that CP is not spontaneously broken, and that discrete
symmetries eliminate from the potential all quartic terms odd in either of the doublets; however,
usually one considers all possible real quadratic coefficients, including a term which softly breaks
these symmetries. Under those assumptions, the most general scalar potential for two doublets Φ1
and Φ2 with hypercharge +1 is

V =m2
11Φ†1Φ1 +m2

22Φ†2Φ2 −m2
12(Φ†1Φ2 + Φ†2Φ1) + λ1

2 (Φ†1Φ1)2 + λ2

2 (Φ†2Φ2)2

+ λ3Φ†1Φ1Φ†2Φ2 + λ4Φ†1Φ1Φ†2Φ2 + λ5

2

[
(Φ†1Φ2)2 + (Φ†2Φ1)2

] (1.59)

With two complex scalar SU(2) doublets there are eight fields

Φα =
(

φ†α
(υα + ρα + iηα/

√
2)

)
, α = 1, 2 (1.60)

Three of those get eaten to give mass to the W± and Z0 gauge bosons; the remaining five are physical
scalar (Higgs) fields. There are two charged scalar, two neutral scalars, and one pseudoscalar.

1.3 Higgs Boson
Evidence of the discovery of a new particle compatible with the Standard Model Higgs boson was
published by the ATLAS and CMS experiments in the Summer of 2012 [20, 21]. Both of these
experiments are installed on the Large Hadron Collider at CERN and they discovered Higgs boson
from the debris of proton-proton collisions. The new particle mass was found to be about 125 GeV.

1.3.1 Production
In hadron colliders Higgs bosons are mainly produced by four processes. The total cross section
for the Higgs (m=125GeV) boson production at LHC Run II operating center of mass energy of 13
TeV is about 55 pb. The most significant production process is the gluon-gluon fusion (ggF) with
cross section of about 48.6 pb. The vector boson fusion (VBF) is the second one with about 3.78
pb. Smaller contributions from the associated production with W/Z bosons (ZH / WH) and Higgs
production with heavy top or bottom quarks (ttH).

There are also several mechanisms for the pair production of the Higgs particles Higgs pair produc-
tion : pp → HH + X and the relevant sub–processes are the gg → HH mechanism, which proceeds
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(a) Main Feynman diagrams; ZH/WH, VBF, ggF, ttH (b) Production cross sections as a function of the cen-
ter of mass energy for pp collisions

Figure 1.6: Main Feynman diagrams (a) and cross section (b) of the main Higgs boson production processes

through heavy top and bottom quark loops, the associated double production with massive gauge
bosons, qq → HHV , and the vector boson fusion mechanisms qq → V V → HHqq. However, because
of the suppression by the additional electroweak couplings, they have much smaller production cross
sections than the single Higgs production mechanisms listed above.

A mixture of perturbative and non perturbative aspects of QCD is needed to evaluate the cross
sections, leading to uncertainties in the predictions. Detailed information about the SM Higgs boson
properties and phenomenology, including uncertainties in the theoretical calculations due to missing
higher-order effects and experimental uncertainties on the determination of SM parameters involved in
the calculations, can be found in [22, 23, 24, 25]. The latest studies for the impact of PDF uncertain-
ties, QCD scale uncertainties and uncertainties due to different procedures for including higher-order
corrections matched to parton shower simulations, as well as uncertainties due to hadronisation and
parton-shower events are used. The State-of-the-art of the theoretical calculations in the main Higgs
boson production channels in the SM, and the major MC tools used in the simulations are shown in
Tables 1.1. The cross sections for the production of a SM Higgs boson as a function of the center
of mass energy, for pp collisions, including bands indicating the theoretical uncertainties, as well the
main Feynman diagrams of Higgs boson production are summarized in Figure 1.6.

1.3.2 Decay Modes

In the SM, once the Higgs boson mass is fixed, its profile is uniquely determined. The couplings to
gauge bosons and fermions are directly proportional to the masses of the particles and the Higgs boson
will have the tendency to decay into the heaviest ones allowed by phase space. Since the masses of the
gauge bosons and fermions are known all the Branching Ratios (BRs) for the Higgs decays into these
particles can be predicted. The main Feynman diagrams and BRs are shown in Figure 1.7(a). The
uncertainties in the branching ratios include the missing higher-order corrections in the theoretical
calculations as well as the errors in the SM input parameters, in particular fermion masses and the
QCD gauge coupling, involved in the decay. The state-of-the-art of the theoretical calculations are
shown in Figure 1.7(b) and Table 1.3. The branching ratios of the Higgs boson in the SM have been
determined using the programs HDECAY [26] and PROPHECY4F [27, 28]. In a first step, all partial
widths have been calculated as accurately as possible and then the branching ratios have been derived
from this full set of partial widths.
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ggF V BF V H tt̄H

Fixed Order: Fixed Order: Fixed Order: Fixed Order:
N3LO QCD + NLO EW NNLO QCD NLO QCD + EW NLO QCD + EW

HIGLU, 1H1XS VBF@NNLO V2HV, HAWK Powheg
, FeH1Pro, HNNLO MG5 aMC@NLO

Resummed: Fixed Order: Fixed Order:
NNLO + NLLL QCD NLO QCD + EW NLLO QCD

HRes HAWK VH@NNLO

Higgs pT :
NNLO+NNLL
HqT, HRes

Jet Veto:
N3LO+NNLL

Table 1.1: Major MC tools used in the simulations for Higgs boson production.

XS (pb) ggF V BF WH ZH tt̄H Total√
s = 13TeV 48.6+4.6%

−6.7% 3.78+2.2%
−2.2% 1.37+2.6%

−2.6% 0.88+4.1%
−3.5% 0.50+6.8%

−9.9% 55.1

Table 1.2: State-of-the-art of the theoretical cross section calculations in the main Higgs production channels
for mH = 125 GeV in pp collisions at

√
s = 13TeV

(a) Feynman diagrams of the main decay channels;
γγ, V V , ff̄

(b) The branching ratios for the main decays of the
SM Higgs boson near mH = 125GeV. The theoretical
uncertainties are indicated as bands.

Figure 1.7: Feynman diagrams and branching ration for main Higgs boson decays

1.3.3 Decay Width
The total width of a 125 GeV SM Higgs boson has been calculated to be ΓH=4.07 MeV, with a relative
uncertainty of +4.0% -3.9% using HDECAY and PROPHECY4F. HDECAY calculates the decay
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Decay Channel Branching Ratio Relative Uncertainty
H → bb̄ 5.82 · 10−1 +1.2%

−1.3%
H →W+W− 2.14 · 10−1 ±1.5%
H → τ+τ− 6.27 · 10−2 ±1.6%
H → cc̄ 2.89 · 10−2 +5.5%

−2.0%
H → ZZ 2.62 · 10−2 ±1.5%
H → γγ 2.27 · 10−3 ±2.1%
H → Zγ 1.53 · 10−3 ±5.8%
H → µ+µ− 2.18 · 10−4 ±1.7%

Table 1.3: The branching ratios and the relative uncertainty for a SM Higgs boson with mH = 125GeV.

widths and branching ratios of the Higgs boson(s) in the SM and the MSSM, while PROPHECY4F is
a Monte Carlo event generator for H → WW/ZZ → 4f (leptonic, semi-leptonic,and hadronic) final
states. The Higgs total width is obtained by

ΓH = ΓHD − ΓHDZZ − ΓHDWW + ΓProph4f . (1.61)

where ΓH is the total Higgs width, ΓHD the Higgs width obtained from HDECAY, ΓHDZZ and ΓHDWW

stand for the partial widths to ZZ and WW calculated with HDECAY, while ΓProph.4f represents the
partial width of H → 4f calculated with PROPHECY4F.

1.4 Higgs boson Experimental Profile
For a given mH , the sensitivity of a channel depends on the production cross section of the Higgs
boson, its decay branching fraction, the reconstructed mass resolution, the selection efficiency and the
level of background in the final state [29]. For the SM Higgs boson for which the width is only a few
MeV, five decay channels play an important role at the LHC. In the H → γγ and H → ZZ∗ → 4`
channels, all final state particles can be very precisely measured and the reconstructed mH resolution
is excellent (typically 1-2%). While the H → W+W− → llνν channel has relatively large branching
fraction, however, due to the presence of neutrinos which are not reconstructed in the final state, the
mH resolution, obtained through observables sensitive to the Higgs boson mass such as the transverse
mass, is poor (approximately 20%). The H → bb̄ and the H → τ+τ− channels suffer from large
backgrounds and lead to an intermediate mass resolution of about 10% and 15% respectively. With
the increase in the size of datasets, measurements in the most sensitive channels are now carried out
differentially or in exclusive modes depending on specific production characteristics. The candidate
events in each Higgs boson decay channel are split into several mutually exclusive categories based
on the specific topological, kinematic or other features present in the event. The categorization of
events increases the sensitivity of the overall analysis and allows a separation of different Higgs boson
production processes. Most categories are dominated by signal from one Higgs boson decay mode but
contain an admixture of various Higgs boson production processes. Simulations are used to determine
the relative contributions of the various Higgs boson production modes in each specific categories.

During Run I The ATLAS and CMS Collaborations have independently measured the mass of
Higgs boson using the samples of proton-proton collision data collected in 2011 and 2012, during
LHC Run I. The analyzed samples correspond to approximately 5 fb−1 of integrated luminosity at√
s = 7 and 20 fb−1 at

√
s = 8 for each experiment. The mass of the Higgs boson was measured

to be 125.09 ± 0.24 GeV [30] based on the combined Run 1 data samples of the ATLAS and CMS
Collaborations, who also reported individual mass measurements in Refs. [31, 32]. ATLAS latest
measurement based on H → γγ and H → ZZ∗ → 4` decay channels with 36.1 fb−1 at a centre-of-
mass energy of 13 TeV recorded by the ATLAS detector in 2015 and 2016. The measured value in the
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H → ZZ∗ → 4` channel is mZZ∗H = 124.79 ± 0.37 GeV, while the measured value in the H → γγ
channel is mγγH = 124.93± 0.40 GeV. Combining these results with the ATLAS measurement based
on 7 TeV and 8 TeV proton-proton collision data yields a Higgs boson mass of mH = 124.97 ± 0.24
GeV as shown in Figure 1.8(a).

(a) Summary of the Higgs boson mass measurements from
the individual and combined analyses performed here, com-
pared with the combined Run 1 measurement by ATLAS
and CMS. The statistical-only (horizontal yellow-shaded
bands) and total (black error bars) uncertainties are in-
dicated. The (red) vertical line and corresponding (grey)
shaded column indicate the central value and the total un-
certainty of the combined ATLAS Run 1 + 2 measurement,
respectively [33].

(b) Distributions of the test statistic q for the
SM Higgs boson and for the JP alternative hy-
potheses. They are obtained by combining the
H → ZZ∗ → 4` , H → WW ∗ → eνµν and
H → γγ decay channels. The expected median
(black dashed line) and the ±1, ±2 and ±3 σ re-
gions for the SM Higgs boson (blue) and for the
alternative JP hypotheses (red) are shown for
the signal strength fitted to data. The observed
q values are indicated by the black points[34].

Figure 1.8: Results of Higgs boson mass and spin-parity measurements

Studies of the spin, parity and tensor couplings of the Higgs boson [34] in the H → ZZ∗ → 4`,
H →WW ∗ → eνµν and H → γγ decay processes at the LHC were also carried out. The investigations
are based on 25 fb−1 of pp collision data collected by the ATLAS experiment at

√
s=7 and 8 TeV.

The Standard Model (SM) Higgs boson hypothesis, corresponding to the quantum numbers Jp = 0,
was tested against several alternative spin scenarios, including non-SM spin-0 and spin-2 models with
universal and non-universal couplings to fermions and vector bosons. All tested alternative models
are excluded in favour of the SM Higgs boson hypothesis at more than 99.9% confidence level 1.8(b).
Using the H → ZZ∗ → 4` and H → WW ∗ → eνµν decays, the tensor structure of the interaction
between the spin-0 boson and the SM vector bosons is also investigated. The observed distributions
of variables sensitive to the non-SM tensor couplings are compatible with the SM predictions and
constraints on the non-SM couplings are derived.

Combined measurements of Higgs boson production cross sections and branching fractions 1.9(a),
1.9(b) have been also carried out [35]. The combination is based on the analyses of the Higgs boson
decay modes H → γγ, ZZ∗,WW ∗, ττ, bb̄, µµ, searches for decays into invisible final states and on
measurements of off-shell Higgs boson production. Up to 79.8 fb−1 of proton-proton collision data
collected at

√
s = 13 TeV with the ATLAS detector were used. The global signal strength was deter-

mined to be µ = 1.11+0.09
−0.08. The results are interpreted in terms of modifiers applied to the Standard

Model couplings 1.9(c), 1.9(d) of the Higgs boson to other particles, and are used to set exclusion limits
on parameters in two-Higgs-doublet models and in the simplified Minimal Supersymmetric Standard
Model. No significant deviations from Standard Model predictions are observed.
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(a) Results of a simultaneous fit for σZZggF , σV BF /σggF ,
σWH/σggF , σZH/σggF , σtt̄H/σggF , Bγγ/BZZ ,
BWW /BZZ , Bττ/BZZ , and Bbb/BZZ . The fit results
are normalized to the SM predictions. The black
error bars, blue boxes and yellow boxes show the
total, systematic, and statistical uncertainties in the
measurements, respectively. The grey bands show the
theory uncertainties in the predictions

(b) Cross-sections for ggF , V BF , WH, ZH and tt̄H+tH
normalized to their SM predictions, measured with the as-
sumption of SM branching fractions. The black error bars,
blue boxes and yellow boxes show the total, systematic,
and statistical uncertainties in the measurements, respec-
tively. The grey bands indicate the theory uncertainties
in the cross-section predictions.

(c) Best-fit values and uncertainties for Higgs boson coupling mod-
ifiers per particle type with effective photon and gluon couplings
and either Binv = Bundet = 0 (black); Binv and Bundet included
as free parameters, the conditions κW,Z ≤ 1 applied and the mea-
surement of the Higgs boson decay rate into invisible final states
included in the combination (red); or BBSM = Binv = Bundet in-
cluded as a free parameter, the measurement of off-shell Higgs bo-
son production included in the combination, and the assumptions
described in the text applied to the off-shell coupling-strength
scale factors (blue). The SM corresponds to Binv = Bundet = 0
and all κ parameters set to unity. All parameters except κt are
assumed to be positive

(d) Measured ratios of coupling modifiers. The
dashed line indicates the SM value of unity for each
parameter.

Figure 1.9: Results of Higgs boson Cross Sections and Couplings measurements [35].
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Decay Width Measuremnt

Currently particle experiments do not have the needed resolution to measure the Higgs boson decay
width directly. However recent studies [36, 37, 38, 39] have shown that the high-mass off-peak regions
beyond 2mV (V = Z,W ), well above the measured resonance mass of 125 GeV, in the H → ZZ and
H →WW channels are sensitive to Higgs boson production through off-shell and interference effects
with the continuum background. This presents a novel way of characterising the properties of the
Higgs boson in terms of the off-shell event yields, normalised to the SM prediction (referred to as
signal strength µ), and the associated off-shell Higgs boson couplings. Such studies provide sensitivity
to new physics that alters the interactions between the Higgs boson and other fundamental particles in
the high-mass region [40, 41, 42, 43]. This approach was used by the ATLAS and CMS collaborations
[44, 45] to set an indirect limit on the total width with the data collected in pp collisions at the
centre-of-mass energy

√
s = 7 and 8 TeV.

The representative diagrams for pp→ ZZ production are shown in Figure 1.10, involving resonant
Higgs boson production and non-resonant ZZ continuum originating from qq̄ and gg initial states. In
the dominant gluon fusion production mode for the Higgs boson at the LHC, the off-shell production
cross section, away from the resonance peak, is known to be sizable, contributing O(15%) to the
total cross section. This is due to two threshold effects, one near 2MZ from the enhancement of
the Higgs boson decay amplitude as the two Zs go on-shell and the other at 2mt from the gg → H
production [46]. The production cross-section for gg → H∗ → ZZ can be written as:

dσpp→H→ZZ
dM2

ZZ

∼
g2
Hggg

2
HZZ

(M2
ZZ −m2

H)2 +m2
HΓ2

H

, (1.62)

where gHgg, gHZZ are coupling constants for Higgs production and decay. For on-shell Higgs, we can
write:

dσpp→H→ZZon-shell
dM2

ZZ

∼
g2
Hggg

2
HZZ

m2
HΓ2

H

, (1.63)

while for off-shell Higgs,

dσpp→H→ZZoff-shell
dM2

ZZ

∼
g2
Hggg

2
HZZ

(M2
ZZ −m2

H)2 , (1.64)

The total cross-section σgg→H
∗→ZZ

off-shell for the off-shell Higgs boson production through gluon fusion
with subsequent decay into vector-boson pairs,2 as illustrated by the Feynman diagram in Figure
1.10(a), is proportional to the product of the Higgs boson couplings squared for production and decay.
However, unlike the on-shell Higgs boson production, σgg→H

∗→ZZ
off-shell is independent of the total Higgs

boson decay width ΓH [36, 37]. The off-shell signal strength in the high-mass region at an energy
scale ŝ, µoff-shell(ŝ), can be expressed as:

µoff-shell(ŝ) ≡
σgg→H

∗→ZZ
off-shell (ŝ)
σgg→H

∗→ZZ
off-shell, SM (ŝ)

= κ2
g,off-shell(ŝ) · κ2

V,off-shell(ŝ) , (1.65)

where κg,off-shell(ŝ) and κV,off-shell(ŝ) are the off-shell coupling scale factors associated with the gg → H∗

production and the H∗ → ZZ decay. Due to the statistically limited sensitivity, the off-shell signal
strength and coupling scale factors are assumed in the following to be independent of ŝ in the high-
mass region. The off-shell Higgs boson signal cannot be treated independently from the gg → ZZ
background (Figure 1.10(b)), as sizable negative interference effects appear [36] for the gg initiated

2In the following the notation gg → (H∗ →)ZZ is used for the full signal+background process for ZZ production,
including the Higgs boson signal (S) gg → H∗ → ZZ process, the continuum background (B) gg → ZZ process and
their interference. For vector-boson fusion (VBF) production, the analogous notation VBF (H∗ →)ZZ is used for the
full signal plus background process, with VBF H∗ → ZZ representing the Higgs boson signal and VBF ZZ denoting
the background.
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processes as shown in Figure 1.10(a) and Figure 1.10(b). The interference term is proportional to√
µoff-shell = κg,off-shell · κV,off-shell.

g

g

H∗

V

V

t, b

(a)

V

V

g

g

q

(b)

q̄

q V

V

(c)

Figure 1.10: The leading-order Feynman diagrams for (a) the gg → H∗ → ZZ signal, (b) the continuum
gg → ZZ background and (c) the qq̄ → ZZ background.

In contrast, the cross-section for on-shell Higgs production allows a measurement of the signal
strength:

µon-shell ≡
σgg→H→ZZon-shell

σgg→H→ZZon-shell, SM
=
κ2
g,on-shell · κ2

V,on-shell

ΓH/ΓSM
H

, (1.66)

which depends on the total width ΓH through the Higgs boson propagator. Assuming identical on-
shell and off-shell Higgs couplings, the ratio of µoff-shell to µon-shell provides a measurement of the total
width of the Higgs boson. This assumption is particularly relevant to the running of the effective
coupling κg(ŝ) for the loop-induced gg → H production process, as it is sensitive to new physics that
enters at higher mass scales and could be probed in the high-mass mZZ signal region of this analysis.
More details are given in Refs. [40, 41, 42, 43].
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2 The ATLAS Experiment

The ATLAS (A Toroidal LHC ApparatuS) experiment is currently the biggest experiment in the
world, employing over 3000 scientists. ATLAS is a particle detector installed on the Large Hadron
Collider (LHC) in Conseil Européen pour la Recherche Nucléaire (CERN) near Geneva. The LHC is
also the biggest particle accelerator capable of accelerating protons at 14 TeV center of mass energy.
ATLAS design began in 1994 [47, 48] when a general purpose detector was proposed t o be installed
on the upcoming LHC [49, 50]. Construction was completed in 2008 and the experiment detected the
first high energy collisions in Spring 2010.

ATLAS is capable to investigate a wide range of physics, from the search for the Higgs boson to
extra dimensions and particles that could make up dark matter. Beams of particles from the LHC
collide at the centre of the ATLAS detector making collision debris in the form of new particles, which
fly out from the collision point in all directions. The different detecting subsystems, arranged in layers
around the collision point, record the paths, momentum, and energy of the particles, allowing them
to be individually identified. The interactions in the ATLAS detectors create an enormous flow of
data. To digest the data, ATLAS uses an advanced trigger system to choose which events to record
and which to ignore. Complex data-acquisition and computing systems are then used to analyse the
collision events recorded.

Figure 2.1: CERN’s accelerator complex.
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2.1 The Large Hadron Collider
In 1994 a new proton accelerator was proposed to replace the existing Large Electron Positron Collider
(LEP) in CERN. The new accelerator, the LHC [51, 52, 53], was built between 1998 and 2008 in
collaboration with over 10,000 scientists and engineers from over 100 countries, as well as hundreds
of universities and laboratories. Now it is the biggest and most powerful particle accelerator in the
world, capable to accelerate protons up to 14TeV center of mass energy.

The LHC has circular shape (Figure 2.1), about 27 km perimeter, lied in a tunnel about 100 m
under the surface. The collider tunnel contains two adjacent parallel beam pipes, kept at ultra-high
vacuum, in which the particles travel in opposite directions around the ring. A cross section of the
pipes is shown in Figure 2.2. They intersect at four points where ATLAS and the other three major
detectors are installed. The particles are being accelerated due radio frequency cavities alongside
the pipes and 1232 dipole superconducting magnets producing magnetic field up to 7.7 T keeping
the beams on their circular path. In additional 392 quadrupole magnets are used to keep the beams
focused, in order to maximize the chances of interaction between the particles. Approximately 96
tonnes of superfluid helium-4 is needed to keep the magnets, made of copper-clad niobium-titanium,
at their operating temperature of 1.9 K.

The beam is accelerated gradually as injected in multiple smaller accelerators, until it reaches to
LHC. The first accelerator is the Radio Frequency Quadrupole (QRF) which speeds up the beam
to 750 keV. From the quadrupole, the particles are sent to the linear accelerator LINAC2 which
accelerates them to 50 MeV. The next is the circular accelerator Proton Synchrotron Booster (PSB)
with energy 1.4 GeV. The Proton Sychrotron (PS) is following with energy 25 GeV. The Super Proton
Synchrotron (SPS) is the last step before the LHC with an energy of 450 GeV.

The beams in the LHC are not continuous but separated in bunches.About 2808 bunches fit at the
total LHC perimeter, with about 1.5 ·1011 protons each, colliding every 25 ns. This corresponds to an
instantaneous Luminosity L = 1034cm−2s−1. The number of interaction per second is proportional to
this luminosity and to the total cross section for proton-proton interaction, yielding about 600 million
proton interactions per second.

Seven detectors have been constructed at the LHC’s intersection points. Two of them, the ATLAS
experiment and the Compact Muon Solenoid (CMS), are large, general purpose particle detectors.
On the contrary ALICE and LHCb have more specific roles and the last three, TOTEM, MoEDAL
and LHCf, are much smaller and for specialized research. The LHC physics program is mainly based
on proton–proton collisions. However, shorter running periods, typically one month per year, with
heavy-ion collisions are included in the program. The main goals of these programs are

• Search and study of Higgs boson

• Search for Supersymmetric particles

• Search for other beyond the SM particles, heavy gauge bosons, exotic particles etc

• Investigation of various models based on string theory, implying extra dimensions

• Search for the nature of dark matter

• Investigation of Grand Unification Theories

• Study of Gravity and Hierarchy problem

• Study of sources of quark flavour mixing

• Study of violations of the symmetry between matter and antimatter (CP violation)

• Study of the nature and properties of quark–gluon plasma
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Figure 2.2: LHC cross section

2.2 The ATLAS Detector
ATLAS (Figure 2.3) is a cylindrical detector consisting of three different main detecting subsystems,
wrapped concentrically in layers around the collision point. Its dimension are 46 m long, 25 m in
diameter, and weights 7,000 tonnes. It is capable to record the trajectory, momentum, and energy
of particles, allowing them to be individually identified and measured. A huge magnet system bends
the paths of the charged particles so that their momenta can be measured as precisely as possible.
The four major components of the ATLAS detector are the Inner Detector, the Calorimeter, the
Muon Spectrometer and the Magnet System. Components also integrated with the detector are
the Trigger and Data Acquisition System, a specialized multi-level computing system, which selects
physics events with distinguishing characteristics, and the Computing System, which develops and
improves computing software used to store, process and analyse vast amounts of collision data at 130
computing centres worldwide.

2.2.1 Goals and Physics Requirements
A broad spectrum of detailed physics studies led to the overall detector concept presented in the
ATLAS Technical Proposal [54]. The basic design criteria of the detector include the following.

• Very good electromagnetic calorimetry for electron and photon identification and measurements,
complemented by full-coverage hadronic calorimetry for accurate jet and missing transverse
energy (ET miss) measurements

• High-precision muon momentum measurements, with the capability to guarantee accurate mea-
surements at the highest luminosity using the external muon spectrometer alone

• Efficient tracking at high luminosity for high-pT lepton-momentum measurements, electron and
photon identification, tau lepton and heavy-flavour identification, and full event reconstruction
capability at lower luminosity
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Figure 2.3: ATLAS Detector

• Large acceptance in pseudorapidity with almost full azimuthal angle coverage everywhere.

• Triggering and measurements of particles at low-pT thresholds, providing high efficiencies for
most physics processes of interest at LHC.

The main performance goals of ATLAS detector [55, 56] are listed in table 2.1. The Layout of the
ATLAS detector as well as the traces of the particles go through it are shown in Figure 2.4. A
visualization of a typical event recorded by ATLAS is shown in Figure 2.5.

Detector component Required resolution η coverage
Measurement Trigger

Tracking σpT /pT = 0.05%pT ⊕ 1% ±2.5
EM calorimetry σE/E = 10%/

√
E ⊕ 0.7% ±3.2 ± 2.5

Hadronic calorimetry (jets)
barrel and end-cap σE/E = 50%/

√
E ⊕ 3% ±3.2 ±3.2

forward σE/E = 100%/
√
E ⊕ 10% 3.1− 4.9 3.1− 4.9

Muon spectrometer σpT /pT = 10% at pT = 1TeV ±2.7 ±2.4

Table 2.1: General performance goals of the ATLAS detector.

2.2.2 The Coordinate System
The centre of ATLAS coordinate system is defined at the interaction point at the centre of the detector.
X-axis is defined towards LHC centre, Y upwards and Z tangentially to the beams. So the X-Y plane
is transverse to the beams. Angle coordinates also used (φ, η) where φ is the azimuthal angle around
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Figure 2.4: Particle signatures through ATLAS detector.

Figure 2.5: Graphical representation of one of a collision event, showing traces and energy deposits left by the
particles flying through the ATLAS detector.

the Z axis and η is the pseudorapidity which is defined as:

η = ln(tanθ2) (2.1)
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where θ is the angle with the Z axis. The angles of tracks originating from the interaction point are
then described as coordinate pairs (φ, η) and the angular separation for higly relativistic particles,
expressed as (∆φ,∆η) is a Lorentz invariant under boosts along the beam axis. The (dimensionless)
distance ∆R in the (φ, η) plane is defined as:

∆R =
√

(∆η)2 + (∆φ)2 (2.2)

2.2.3 The Inner Detector

The ATLAS Inner Detector (ID) [57, 58] (Figure 2.6) is designed to provide hermetic and robust
pattern recognition, excellent momentum resolution and both primary and secondary vertex measure-
ments for charged tracks above a given pT threshold and within the pseudorapidity range |η| < 2.5.
It also provides information for electron pion separation over |η| < 2.0 and a wide range of energies
requirements. The ID is contained within a solenoidal magnetic field of 2 T. It consists of three in-
dependent but complementary sub-detectors, the pixel detector, the semiconductor tracker and the
transition radiation tracker.

Figure 2.6: The Inner Detector.

The Pixel Detector

The Pixel Detector [59] is designed to provide a very high-granularity, high-precision set of mea-
surements as close to the interaction point as possible. The system provides three of the precision
measurements over the full acceptance, and determines the impact parameter resolution and the ability
of the Inner Detector to find short-lived particles such as b-quarks and tau leptons.

The system consists of three barrels at average radii of about 4 cm, 11 cm, and 14 cm, and four
disks on each side, between radii of 11 and 20 cm, which complete the angular coverage. It is designed
to be highly modular, containing approximately 1500 identical barrel modules and 1000 identical disk
modules, and uses only one type of support structure in the barrel and one type in the disks. The
pixel modules are very similar in design for the disks and barrels. Each barrel module is 62.4 mm
long and 22.4 mm wide, with 61440 pixel elements, read out by 16 chips each serving an array of 24
by 160 pixels. The output signals are routed on the sensor surface to a hybrid on top of the chips,
and from there to a separate clock and control integrated circuit. The modules are overlapped on the
support structure in order to give hermetic coverage.
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The Semiconductor Tracker

The Semiconductor Tracker (SCT) system is designed to provide four precision measurements per track
in the intermediate radial range, contributing to the measurement of momentum, impact parameter
and vertex position, as well as providing good pattern recognition by the use of high granularity. The
barrel SCT uses four layers of silicon microstrip detectors to provide precision points in the R, φ, and
z coordinates, using small angle stereo to obtain the z measurement.

Each silicon detector is6.36×6.40cm2 with 768 readout strips each with 80 µm pitch. Each module
consists of four detectors. On each side of the module, two detectors are wire-bonded together to form
12.8 cm long strips. Two such detector pairs are then glued together back-to-back at a 40 mrad angle,
separated by a heat transport plate, and the electronics is mounted above the detectors on a hybrid.
The readout chain consists of a front-end amplifier and discriminator, followed by a binary pipeline
which stores the hits above threshold until the first level trigger decision.

The Transition Radiation Tracker

The Transition Radiation Tracker (TRT) is based on the use of straw detectors, which can operate at
the very high rates needed by virtue of their small diameter and the isolation of the sense wires within
individual gas envelopes. The TRT contributes to the accuracy of the momentum measurement in the
Inner Detector by providing a set of typically 36 measurements roughly equivalent to a single point of
50 µm precision. It aids the pattern recognition by the addition of around 36 hits per track, and allows
a simple and fast level-2 track trigger to be implemented. It allows the Inner Detector to reconstruct
vertices which are especially interesting in CP-violating β decays. In addition it provides additional
discrimination between electrons and hadrons, with a pion rejection varying with η between a factor
of 15 and 200 at 90% electron efficiency. Each straw is 4 mm in diameter, giving a fast response
and good mechanical properties for a maximum straw length of 150 cm. The barrel contains about
50000 straws, each divided in two at the centre in order to reduce the occupancy and read out at
each end. The end-caps contain 320000 radial straws, with the readout at the outer radius. The total
number of electronic channels is 420000. Each channel provides a drift-time measurement, giving a
spatial resolution of 170 µm per straw, and two independent thresholds. These allow the detector
to discriminate between tracking hits, which pass the lower threshold, and transition-radiation hits,
which pass the higher.

Insertable B-Layer

The ATLAS Insertable B-Layer (IBL) [60] was installed in May 2014 at a radius of 3.3 cm from
the beam axis, between the existing Pixel detector and a new smaller radius beam-pipe. It is the
additional innermost pixel layer that has been built around the new beryllium beam pipe and then
inserted inside the Pixel detector in the core of the ATLAS detector. It consists of 14 carbon fibre
staves each 2 cm wide and 64 cm long, and tilted by 14o in φ surrounding the beam-pipe at a mean
radius of 33 mm and covering a pseudo-rapidity of ± 3. Each stave has an integrated CO2 cooling
pipe, and is equipped with 32 FE-I4 front-end chip bump bonded to silicon sensors. The FE-I4 chip
is fabricated with 130 nm CMOS technology and consists of 26880 pixel cells organized in a matrix
of 80 columns (50 µm pitch) by 336 rows (250 µm pitch).

2.2.4 The Calorimeters
The main tasks of calorimetry at hadron colliders is an accurate measurement of the energy and
position of electrons and photons, a measurement of the energy and direction of jets and of the missing
transverse momentum. ATLAS calorimetry [61] (Figure 2.7) consists of electromagnetic and hadronic
calorimeters covering rapidity region up to |η| < 4.9. The electromagnetic (EM) calorimetry is only
based on liquid argon technology, while hadronic calorimetry also uses scintillating tiles technology
The calorimeters closest to the beam-line are housed in three cryostats, one barrel and two end-caps.
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Figure 2.7: ATLAS calorimeters.

The Electromagnetic Calorimeter

The Electromagnetic (EM) calorimeter is lead-liquid argon (LAr) detectors [62] with accordion shape
absorbers and electrodes. This geometry allows the calorimeters to have several active layers in
depth, three in the precision-measurement region (0 < |η| < 2.5) and two in the higherη region
(2.5 < |η| < 3.2) and in the overlap region between the barrel and the EMEC. The total thickness
of the EM calorimeter is > 22 radiation lengths (X0) in the barrel and > 24 X0 in the end-caps In
the precision measurement region, an accurate position measurement is obtained by finely segmenting
the first layer in η. The η direction of photons is determined by the position of the photon cluster in
the first and the second layers. The calorimeter system also has electromagnetic coverage at higher
η(3.1 < η < 4.9) provided by the Forward Calorimeter. Furthermore in the region (0 < η < 1.8) the
electromagnetic calorimeters are complemented by presamplers, an instrumented argon layer, which
provides a measurement of the energy lost in front of the electromagnetic calorimeters.

The Hadronic Calorimeter

The Hadronic barrel Calorimeter is a tile calorimeter (TileCal) [63] placed directly outside the EM
calorimeter envelope. It is a sampling calorimeter using steel as absorber and scintillating tiles as active
material. Its barrel covers the region |η| < 1.0, and its two extended barrels the range 0.8 < |η| < 1.7.
The barrel and extended barrels are divided azimuthally into 64 modules. It is segmented in depth in
three layers, approximately 1.5, 4.1 and 1.8 interaction lengths (λ) thick for the barrel and 1.5, 2.6, and
3.3 λ for the extended barrel. The total detector thickness at the outer edge of the tile-instrumented
region is 9.7 λ at η = 0. Two sides of the scintillating tiles are read out by wavelength shifting fibres
into two separate photomultiplier tubes.

The Hadronic End-cap Calorimeter (LArHEC) is a liquid argon calorimeter consisting of two
independent wheels per end-cap, located directly behind the end-cap electromagnetic calorimeter and
sharing the same LAr cryostats. To reduce the drop in material density at the transition between the
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end-cap and the forward calorimeter (around |η| = 3.1), the HEC extends out to |η| = 3.2, thereby
overlapping with the forward calorimeter. Similarly, the HEC η range also slightly overlaps that of
the tile calorimeter (|η| = 1.7) by extending to |η| = 1.5. Each wheel is built from 32 identical
wedge-shaped modules, assembled with fixtures at the periphery and at the central bore. Each wheel
is divided into two segments in depth, for a total of four layers per end-cap. The wheels closest to the
interaction point are built from 25 mm parallel copper plates, while those further away use 50 mm
copper plates (for all wheels the first plate is half-thickness). The End-Cap Hadronic Calorimeter is
supplemented with two more modules of the forward calorimeter, made of tungsten.

2.2.5 The Muon Spectrometer
The Muon Spectrometer (MS) [64] (Figure 2.8) forms the outer part of the ATLAS detector. It is
designed to detect charged particles exiting the calorimeters by measuring their momentum in the
pseudorapidity range |η| < 2.7 and provide trigger on these particles in the region |η| < 2.4. The MS
also associates the particles with the bunch that they come from and lastly it matches them with their
tracks from the ID. It consists from four different technologies, Monitored Drift Tubes, Cathode Strip
Chambers, Resistive Plate Chambers and Thin Gap Chambers.

Figure 2.8: ATLAS Muon Spectrometer.

The Monitored Drift Tubes

The Monitored Drift Tubes (MDT) are gas detectors, their basic element is a pressurised drift tube
with a diameter of 29.970 mm, operating with Ar/CO2 gas (93/7) at 3 bar. The chambers are
rectangular in the barrel and trapezoidal in the end-cap. Their shapes and dimensions were chosen to
optimise solid angle coverage, while respecting the envelopes of the magnet coils, support structures
and access ducts. The direction of the tubes in the barrel and end-caps is along φ, i.e. the center points
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of the tubes are tangential to circles around the beam axis. While all tubes of a barrel chamber are of
identical length (with the exception of some chambers with cut-outs), the tube lengths in the end-cap
chambers vary along R in steps of 24 tubes. All regular MDT chambers consist of two groups of
tube layers, called multi-layers, separated by a mechanical spacer. In the innermost layer of the muon
detector, each multi-layer consists of four tube layers to enhance the pattern-recognition performance;
in the middle and outer layer of the muon detector, each multi-layer consists of three tube layers only.
In ATLAS there are totally 380,000 MDTs grouped in 1194 chambers.

The Cathode Strip Chambers

The limit for safe operation of the MDT’s is at counting rates of about 150 Hz/cm2, which will be
exceeded in the region |η| > 2 in the first layer of the end-cap. In this η region of the first layer, the
MDT’s are replaced by Cathode Strip Chambers (CSC), which combine high spatial, time and double
track resolution with high-rate capability and low neutron sensitivity. Operation is considered safe
up to counting rates of about 1000 Hz/cm2, which is sufficient up to the forward boundary of the
muon system at |η| = 2.7. The CSC’s are multiwire proportional chambers with the wires oriented in
the radial direction.They are segmented into large and small chambers in φ. The whole CSC system
consists of two disks with eight chambers each (eight small and eight large). Each chamber contains
four CSC planes resulting in four independent measurements in η and φ along each track.

The Resistive Plate Chambers

The Resistive Plate Chambers (RPC) is a gaseous parallel electrode-plate detector. Two resistive
plates, made of phenolic-melaminic plastic laminate, are kept parallel to each other at a distance of 2
mm by insulating spacers. The signal is read out via capacitive coupling to metallic strips, which are
mounted on the outer faces of the resistive plates. They are used mainly for triggering. The large lever
arm between inner and outer RPC’s permits the trigger to select high momentum tracks in the range
9–35 GeV (high pT trigger), while the two inner chambers provide the low-pT trigger in the range
6–9 GeV. Each station consists of two independent detector layers, each measuring η and φ. A track
going through all three stations thus delivers six measurements in η and φ. A RPC trigger chamber
is made of two rectangular detectors, contiguous to each other, called units. Each unit consists of two
independent detector layers, called gas volumes, which are each read out by two orthogonal sets of
pick-up strips.

The Thin Gap Chambers

The Thin Gap Chambers (TGC) are multi-wire proportional chambers with the characteristic that
the wire-to cathode distance of 1.4 mm is smaller than the wire-to-wire distance of 1.8 mm. Thin
Gap Chambers (TGC’s) provide two functions in the end-cap muon spectrometer: the muon trigger
capability and the determination of the second, azimuthal coordinate to complement the measurement
of the MDT’s in the bending (radial) direction. The middle layer of the MDT’s in the end-cap (EM-
wheel) is complemented by seven layers of TGC’s, while the inner (I) layer is complemented by only
two layers. The inner layer is segmented radially into two non-overlapping regions: end-cap (EI) and
forward (FI, also known as the small wheel). EI TGC’s are mounted on support structures of the
barrel toroid coils. The seven detector layers in the middle layers are arranged in one triplet and two
doublets. The triplet is to cope with false coincidences from background hits, which are more likely
in the end-cap region than in the barrel.

2.2.6 The Magnet System
ATLAS features a unique hybrid system of four large superconducting magnets (Figure 2.9). This
magnetic system is 22 m in diameter and 26 m in length, with a stored energy of 1.6 GJ. The ATLAS
magnet system [65] consists of a central solenoid, which is aligned on the beam axis and provides a 2



2.2. The ATLAS Detector 51

T axial magnetic field for the inner detector, while minimising the radiative thickness in front of the
barrel electromagnetic calorimeter, and a barrel and two end-cap toroids which produce a toroidal
magnetic field of approximately 0.5 T and 1 T for the muon detectors in the central and end-cap
regions, respectively.

Figure 2.9: ATLAS magnet system.

The central solenoid

The central solenoid [66] is designed to provide a 2 T axial field. To achieve the desired calorime-
ter performance, the layout was carefully optimised to keep the material thickness in front of the
calorimeter as low as possible, resulting in the solenoid assembly contributing a total of ∼0.66 radi-
ation lengths at normal incidence. The single-layer coil is wound with a high-strength Al-stabilised
NbTi conductor, specially developed to achieve a high field while optimising thickness. The coil mass
is 5.4 tonnes and the stored energy is 40 MJ. The stored-energy-to-mass ratio of only 7.4 kJ/kg at
nominal field clearly demonstrates successful compliance with the design requirement of an extremely
light-weight structure.

The Toroids

The cylindrical volume surrounding the calorimeters and both end-cap toroids [67] is filled by the
magnetic field of the barrel toroid, which consists of eight coils encased in individual racetrack-shaped,
stainless-steel vacuum vessels. The coil assembly is supported by eight inner and eight outer rings of
struts. The conductor and coil-winding technology is essentially the same in the barrel and end-cap
toroids; it is based on winding a pure Al-stabilised Nb/Ti/Cu conductor into pancake-shaped coils,
followed by vacuum impregnation. These toroids generate the magnetic field required for optimising
the bending power in the end-cap regions of the muon spectrometer system. They are supported
off and can slide along the central rails, which facilitates the opening of the detector for access and
maintenance. Each end-cap toroid consists of a single cold mass built up from eight flat, square coil
units and eight keystone wedges, bolted and glued together into a rigid structure to withstand the
Lorentz forces.
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2.2.7 The Trigger and Data Acquisition System

Figure 2.10: Block scheme of the Trigger and DAQ system [68].

The trigger

The trigger consists of three levels of event selection: Level-1 (L1), Level-2 (L2), and event filter.
The L2 and event filter together form the High-Level Trigger (HLT). The L1 trigger is implemented
using custom-made electronics, while the HLT is almost entirely based on commercially available
computers and networking hardware. The L1 trigger searches for signatures from high-pT muons,
electrons/photons, jets, and t-leptons decaying into hadrons. It also selects events with large missing
transverse energy (Emiss T) and large total transverse energy.

The L1 trigger [69] uses reduced-granularity information from a subset of detectors: the Resistive
Plate Chambers (RPC) and Thin-Gap Chambers (TGC) for high-pT muons, and all the calorimeter
sub-systems for electromagnetic clusters, jets, t-leptons, ETmiss, and large total transverse energy.
The maximum L1 accept rate which the detector readout systems can handle is 75 kHz (upgradeable
to 100 kHz), and the L1 decision must reach the front-end electronics within 2.5 ms after the bunch-
crossing with which it is associated.

The L2 trigger is seeded by Regions-of-Interest (RoI’s). These are regions of the detector where the
L1 trigger has identified possible trigger objects within the event. The L2 trigger uses RoI information
on coordinates, energy, and type of signatures to limit the amount of data which must be transferred
from the detector readout. The L2 trigger reduces the event rate to below 3.5 kHz, with an average
event processing time of approximately 40 ms.

The event filter uses offline analysis procedures on fully-built events to further select events down to
a rate which can be recorded for subsequent offline analysis. It reduces the event rate to approximately
200 Hz, with an average event processing time of order of four seconds.

The HLT [70] algorithms use the full granularity and precision of calorimeter and muon chamber
data, as well as the data from the inner detector, to refine the trigger selections. Better information
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on energy deposition improves the threshold cuts, while track reconstruction in the inner detector
significantly enhances the particle identification (for example distinguishing between electrons and
photons). The event selection at both L1 and L2 primarily uses inclusive criteria, for example high-
ET objects above defined thresholds. One exception is the L2 selection of events containing the decay
of a b-hadron, which requires the reconstruction of exclusive decays into particles with low momentum.

The data acquisition system

The data acquisition system (DAQ) (Figure 2.10) receives and buffers the event data from the detector
specific readout electronics at the L1 trigger rate. The data transmission is performed over point-
to-point Readout Links (ROL’s). It transmits to the L2 trigger any data requested by the trigger
(typically the data corresponding to RoI’s) and, for those events fulfilling the L2 selection criteria,
event-building is performed. The assembled events are then moved by the data acquisition system to
the event filter, and the selected events are moved to permanent event storage.

In addition to controlling movement of data down the trigger selection chain, the data acquisition
system also provides for the configuration, control and monitoring of the ATLAS detector during data-
taking. Supervision of the detector hardware (gas systems, power-supply voltages, etc.) is provided
by the Detector Control System (DCS).

2.2.8 The Computing System
The Software and Computing Project [71] is responsible for the provision of the software framework and
services, the data management system, user-support services, and the worldwide data access and job-
submission system. The development of detector-specific algorithmic code for simulation, calibration,
alignment, trigger and reconstruction is under the responsibility of the detector projects, but the
Software and Computing Project plans and coordinates these activities across detector boundaries. In
particular, a significant effort has been made to ensure that relevant parts of the “offline” framework
and event-reconstruction code can be used in the High Level Trigger. Similarly, close cooperation
with Physics Coordination and the Combined Performance groups ensures the smooth development
of global event-reconstruction code and of software tools for physics analysis.

The primary event processing occurs at CERN in a Tier-0 Facility. The RAW data (output from
the online software) is archived at CERN and copied (along with the primary processed data) to
the Tier-1 facilities. These facilities archive the raw data, provide the reprocessing capacity, provide
access to the various processed versions, and allow scheduled analysis of the processed data by physics
analysis groups. Derived datasets produced by the physics groups are copied to the Tier-2 facilities
for further analysis. The Tier-2 facilities also provide the simulation capacity for the experiment,
with the simulated data housed at Tier-1s. In addition, Tier-2 centres will provide analysis facilities,
and some will provide the capacity to produce calibrations based on processing raw data. Additional
computing resources will be available for data processing and analysis at Tier-3.

A complex set of tools and distributed services, enabling the automatic distribution and processing
of the large amounts of data, has been developed and deployed by ATLAS in cooperation with the
LHC Computing Grid (LCG) Project.

Athena

Athena is ATLAS software framework that manages almost all production workflows and it is a con-
crete implementation of an underlying architecture called Gaudi which was originally developed by
LHCb. All levels of processing of ATLAS data, from high-level trigger to event simulation, recon-
struction and analysis, take place within the Athena framework. Major design principles are the clear
separation of data and algorithms, and between transient (in-memory) and persistent (in-file) data.
This way it is easier for code developers and users to test and run algorithmic code, with the assur-
ance that all geometry and conditions data will be the same for all types of applications (simulation,
reconstruction, analysis, visualization).



54 Chapter 2. The ATLAS Experiment

2.3 ATLAS upgrades
The scientific programme of the LHC spans over the next 20 years and includes an ambitious series
of upgrades that will ultimately result in an accumulated integrated luminosity for proton-proton
collisions of 3000 fb−1. This represents an order of magnitude more data than what would be collected
prior to the HL-LHC run. The improvements necessary to achieve this accelerator performance will
be mostly realised during two long shutdowns [72], each of two to three years duration:

• in 2015, Long Shutdown 1 (LS1) was completed to prepare the accelerator for operation at 13
TeV and its design luminosity

• in 2019/2020 Long Shutdown 2 (LS2) further improvements of the LHC are foreseen, accompa-
nied by significant detector upgrades (Phase-I)

• long Shutdown 3 (LS3) starting at the end of 2023 will include major performance upgrades of
the accelerator for the high-luminosity phase (HL-LHC) which requires replacement of several
major detector components (Phase-II)

During LS1 ATLAS Phase-0 upgrade was the installation of a new, 4th barrel layer in the Pixel
detector (Insertable B-Layer). The second shutdown (LS2) is currently ongoing. The LCH is being
upgraded by integrating the Linac4 into the injector complex, to increase the energy of the PS Booster
to reduce the beam emittance, and upgrade the collider collimation system. When data taking resumes
in 2021, the peak luminosity is expected to reach 2−3·1034cm2s−1 corresponding to 55 - 80 interactions
per crossing (pile-up) with 25 ns bunch spacing, well beyond the initial design goals. ATLAS Phase-I
upgrades will enable the experiment to exploit the physics opportunities afforded by the upgrades to
the accelerator complex. At the end of Run III it will have collected an integrated luminosity of 300-
400 fb−1, extending the reach for discovery of new physics and the ability to study new phenomena
and states. Furthermore, these upgrades are designed to be fully compatible with the physics program
of the high luminosity HL LHC, where the instantaneous luminosity should reach 5− 7 · 1034cm2s−1.
With a nominal (ultimate) luminosity of and an average = 140 (200) inelastic proton-proton collisions
per beam-crossing (pileup), the HL-LHC will present an extremely challenging environment to the
ATLAS experiment, well beyond that for which it was designed.

Figure 2.11: LHC long term schedule

2.3.1 Phase I
The main focus of the Phase-I ATLAS upgrade is on the Level-1 trigger. ATLAS capability to maintain
an optimal trigger system as the luminosity increases beyond its nominal design value requires a strong
reduction of the main source of backgrounds: jets mimicking electrons in the calorimeters and fake
muons in the forward spectrometer. Otherwise, increased threshold cuts would have to be deployed to
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control rates that would reduce significantly the signal efficiency. The success of the overall ATLAS
physics program during Phase-I data taking is therefore depended on the implementation of several
upgrades [73]. In the case of the muon spectrometer a new tracking and trigger device in the inner
layer of the forward spectrometer will be introduced. It will not only provide a sharper trigger
threshold, but also greatly improve the tracking performance under the higher backgrounds expected
with the LHC upgrades. Similarly, for the case of electrons, new trigger read-out boards will be
implemented in the electromagnetic and forward calorimeters to exploit the longitudinal sampling of
the calorimeter as well as including a higher trigger granularity comparable to that presently available
in the full calorimeter read-out, which will lead to an improvement in rejecting fake electron triggers.
A new topological processor will add significant flexibility to the Level-1 trigger system. Fast accurate
tracking at Level-2 trigger will permit the isolation of t and b events and therefore improve the
quality of the selected events without any substantial increase in rates. Finally, a new set of forward
detectors will permit ATLAS to retain its capabilities for forward physics at the highest possible LHC
luminosities. These upgrades are designed to be fully compatible with the physics program of the high
luminosity HL-LHC.

The New Small Wheels

The New Small Wheels (NSW) [74] is the most extended upgrade project during LS1. The Phase-I
upgrade of the ATLAS muon spectrometer focuses on the end-cap region where the inner wheels will
be replaced. The end-cap system covers the 1.0 < |η| < 2.7 for muon tracking and 1.0 < |η| < 2.4 for
Level-1 trigger. Currently, it consists of three stations each, measuring the muon momentum based
on the curvature in the ATLAS toroid magnets. At high luminosity the following two points are of
particular importance.

The performance of the muon tracking chambers (in particular in the end-cap region) degrades
with the expected increase of cavern background rate. The degradation will be substantial for tracking
performance, both in terms of efficiency and resolution in the inner end-cap station. Given that the
high resolution muon momentum measurement crucially depends on the presence of measured points
at the Small Wheel level, this degradation is detrimental for the performance of the ATLAS detector.

The Level-1 muon trigger in the end-cap region is based on track segments in the TGC chambers
of the middle muon station (End-cap Muon detector, EM) located after the end-cap toroid magnet1.
The transverse momentum, of the muon is determined by the angle of the segment with respect to the
direction pointing to the interaction point. A significant part of the muon trigger rate in the end-caps
is background. Low energy particles, mainly protons, generated in the material located between the
Small Wheel and the EM station, produce fake triggers by hitting the end-cap trigger chambers at an
angle similar to that of real high pT muons. An analysis of 2012 data demonstrates that approximately
90% of the muon triggers in the end-caps are fake. As a consequence the rate of the Level-1 muon
trigger in the end-cap is eight to nine times higher than that in the barrel region.

Both of these two issues represent a serious limitation on the ATLAS performance beyond design
luminosity, reduced acceptance of good muon tracking and an unacceptable rate of fake high pT Level-1
muon triggers coming from the forward direction. In order to solve the two problems together, ATLAS
proposes to replace the present muon Small Wheels with the New Small Wheels. The NSW is a set
of precision tracking and trigger detectors able to work at high rates with excellent real-time spatial
and time resolution. These detectors can provide the muon Level-1 trigger system with online track
segments of good angular resolution to confirm that muon tracks originate from the IP. In this way
the end-cap fake triggers will be considerably reduced. With the proposed NSW the ATLAS muon
system will maintain the full acceptance of its excellent muon tracking at the highest LHC luminosities
expected. At the same time the Level-1 low pT (typically pT > 20 GeV) single muon trigger rate will
be kept at an acceptable level.

The NSW consists of 16 detector planes in two multilayers (Figure 2.12). Each multilayer comprises
four small-strip TGC (sTGC) and four Micromegas (MM) detector planes. The sTGC are primarily
deployed for triggering given their single bunch crossing identification capability. The detectors are
arranged in such a way (sTGC – MM – MM – sTGC) as to maximize the distance between the
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Figure 2.12: Components and layout of the New Small Wheel

sTGCs of the two multilayers. As online track hits are reconstructed with limited accuracy, increased
distance between detector multilayers leads to an improved online track segment angle reconstruction
resolution. Hence this detector configuration is optimal for the online track resolution. The MM
detectors have exceptional precision tracking capabilities due to their small gap (5 mm) and strip
pitch (0.45 mm), that exceed the needed requirements.

2.3.2 Phase II
In most cases, the design and techniques used for the Phase-II upgrades [75, 76] represent an evolution
from the new designs and technologies already introduced during the LS1 improvement program, which
included the installation of the IBL pixel detector, and the Phase-I upgrades now being prepared for
installation during LS2. Full performance and physics capability, at µ = 200, has been considered as
the design goal for the Phase-II ATLAS upgrade.

At the end of the current LHC programme the silicon tracking systems will be approaching the
end of their lifetimes. Moreover, the higher luminosity will increase significantly the occupancies in
both the silicon detectors, and the occupancy in the straw tube transition radiation tracker severely
compromising the tracking performance. Therefore the need for good performance in vertex and
track reconstruction, lepton identification and heavy flavour tagging, even in the high occupancy and
radiation fluence environment of the HL-LHC, require a complete replacement of the current tracking
system. Based on the experience gained with the current tracker, a new all-silicon tracker design is
being developed.

The very high luminosities also present significant challenges to the operation and performance
of the rest of the detector systems as well as the trigger; the consequent high number of collisions
per crossing will degrade the performance of ATLAS unless the LAr and Tile calorimeters and the
Muon Spectrometer readout systems are upgraded. A new trigger architecture will be implemented
exploiting the upgrades of the detector readout systems that will maintain and improve the event
selection. The increased luminosity may also degrade the performance of the forward calorimetry.
Options for upgrading the hadronic endcap calorimeter readout electronics and the forward calorimeter
detector design have been suggested to address the performance degradation. Finally, the computing
and software must be upgraded to meet the challenges of the increased luminosity and changes in
computer architectures.

The New Inner Tracker

The new Inner Tracker (ITK) (Figure 2.13) is designed for 10 years of operation at instantaneous
luminosities of 7.5 · 1034 cm−2s−1, 25 ns between bunch crossings and an total integrated luminosity
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Figure 2.13: The new Inner Tracker layout

of 3000 fb−1. It will combine precision central tracking with the ability to extend the coverage
to a pseudorapidity up to 4, with excellent tracking efficiency and performance. All performance
requirements must be met for average pile-up scenarios up to < µ >= 200.

The ITk comprises two subsystems, a Strip Detector [77] surrounding a Pixel Detector [78] . The
Strip Detector has four barrel layers and six end-cap petal design disks, both having double modules
each with a small stereo angle to add z/R resolution in the barrel/endcaps, respectively. The Strip
Detector, covering |η| < 2.7, is complemented by a 5 layer Pixel Detector extending the coverage to
|η| < 4. The Pixel and Strip Detector volumes are separated by a Pixel Support Tube (PST). In
addition, and because of the harsh radiation environment expected for the HL-LHC, the inner two
layers of the Pixel Detector are replaceable.

The inner two and outer three pixel layers are separated by an Inner Support Tube or IST. The
combined Strip plus Pixel Detectors provide a total of 13 hits for |η| <2.6, with the exception of the
barrel/end-cap transition of the Strip Detector, where the hit count is 11 hits. The pixel end-cap
system is designed to supply a minimum of at least 9 hits from the end of the strip coverage in
pseudorapidity close to 4.

The ITK is designed to measure the transverse momentum and direction of isolated particles (in
particular muons and electrons), to reconstruct the vertices of pile-up events and associate the vertex
with the hard interaction. It is also able to identify secondary vertices in b-jets with high efficiency
and purity, measure the tracks in the cores of high energy jets with high efficiency, provide good two
track resolution and ensure a low rate for reconstruction of fake tracks. It can identify the decay of tau
leptons, including impact parameter information, and is also able to reconstruct the tracks associated
with converted photons.

The current solenoid magnet will remain providing a magnetic field intensity of 2 T. However, in
the region |η| > 2.5 the strength of magnetic field is decreased and so does the ability of the ITk to
measure particle momenta.
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3 Forward Electron Identification

In the ATLAS Experiment the detection of the electrons and photons takes place in the Electromag-
netic(EM) calorimeter. They deposit their energy in several cells forming clusters. The hadrons also
deposit a part of their energy in the EM Calorimeter, forming generally clusters with different shapes.
The identification of electrons is based on these cluster shapes and also on tracking variables from
the associated tracks from the Inner Detector. However the Inner Detector does not cover fully the
acceptance of the calorimeter, it covers pseudorapidity (η) up to 2.5, while the calorimeter covers up
to 4.9. So in the forward region |η| > 2.5 the clusters are not associated with tracks and the identifi-
cation is based only on cluster shapes. In addition there is no way to distinguish the electrons from
photons without tracking information. In the LS3 period during the years 2024–2026 a new Inner
Detector will be placed in ATLAS. The new Inner Tracker (ITk), will cover up to |η| = 4.0 expanding
the region in which the clusters can be matched with tracks and giving the opportunity to improve
identification and separate electrons from photons.

In this study an identification method for electrons in the η region 2.5–4.0 is suggested. The method
uses at first level some matching criteria for the angular distances (∆η and ∆φ) between the clusters
and the associated tracks. Next a multivariate analysis for cluster shapes and angular distances is
used. The validation of the method was done with a sample including events with a Z boson decaying
to 2 electrons (Z → e+e−). Also the capability to improve identification with some additional tracking
variables is checked. The additional tracking variables and the usage of Multivariate methods finally
improve the identification significantly.

3.1 Simulation
For this study 4 types of Monte Carlo samples were used; single electron without pile-up, single
electron with pile-up, dijet with pile-up and Z− > e+e− also with pile-up. The samples are listed in
table (3.1).

The simulated ITk geometry is the HGTD+PS I1.6 and the pile up scenario is < µ >= 200 for all
the samples including pile-up. The beamspot is the nominal (50 mm). For the Single electron samples
the electrons are uniformly distributed in the region (2.5 < η < 4.0) and three different transverse
momentum values are simulated (20 GeV, 45 GeV and 100 GeV).

3.2 Matching and association
In order to use the tracking information from the ITk, every cluster in the forward region 2.5 < |η| <
4.0 is matched with the closest track (minimum ∆R). Loose preselection criteria are applied to the
clusters and the tracks, to reduce the number of possible matching combinations, in order to save
computation time. Only tracks with pT > 5 GeV and clusters with ET > 10 GeV are taken into
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Type Name Tags
Single e ParticleGun single ele Pt20 etaFlatp23 43

ParticleGun single ele Pt45 etaFlatp23 43 e5604 s3069 s3058 r8955
ParticleGun single ele Pt100 etaFlatp23

Single e ParticleGun single ele Pt20 etaFlatp23 43
& pile-up ParticleGun single ele Pt45 etaFlatp23 43 e5604 s3069 s3058 r9072

ParticleGun single ele Pt100 etaFlatp23 43
di-jet Pythia8EvtGen A14NNPDF23LO jetjet pt20 200GeV minEta22 e5800 s3069 s3058 r9072
Z → e+e− PowhegPythia8 AU2CT10 Zee e1564 s3069 s3058 r9072

Table 3.1: Simulated samples used for the forward electron identification study.

account. At first, the performance of the ITk was studied. Using the single electron sample, the total
number of electrons, the number of clusters and the number of clusters matched with a track are
counted. The efficiency of the ITk and the calorimeter as a function of η and pT can arise from Figure
(3.1). The calorimeter efficiency is near 100% in all η regions except the transition region between
the end-cap and the Forward Calorimeter, especially for low pT electrons. The ITk efficiency is more
than 90%, increasing as a function of the electron pT .

(a) ITk and Calorimeter Efficiency as fuction of pT (b) ITk and Calorimeter Efficiency as fuction of |η|

Figure 3.1: With black color the total number of electrons, with red the electrons reconstructed in the calorime-
ter and with green the electrons reconstructed both in the calorimeter and ITk.

For high pT electrons exists a small possibility (∼ 1%) two tracks to have been reconstructed. In
a later approach this effect should be taken into account. So if two tracks are very close to a cluster
the better (in terms of track quality, pT , etc) has to be matched with it. This could also reduce the
possibility of a pile-up track to have been matched with an electron cluster.

In the single electron sample the only one1 cluster has come from the truth electron, so it is
associated with it. In the single electron with pile-up sample the cluster which is closer (minimum
∆R) to the truth electron is associated with it. The rest of the clusters are considered to be from
pile-up. If ∆R between the cluster and the truth electron is more than 0.1, the truth electron probably
has not been reconstructed in the calorimeter, or reconstructed out of region of interest, so this event
is not taken into account. Figure (3.2) presents the angular distance between every cluster and the
truth electron. In the di-jet sample the clusters are split in two categories. Clusters from truth jets
and clusters from pile-up. As a cluster is associated with a truth jet with pT > 20GeV if it is close
enough (∆R < 0.4 ) to it. Figure (3.2) presents the angular distance between every cluster and the
closest truth jet. The accuracy of the association method is presented in Fig. (3.3). The truth clusters

1A small probability for two reconstructed clusters exists. In this case the same procedure with single electron with
pile-up is followed.
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from the single e with pile-up sample behave very similarly to these of single e sample. The pile-up
clusters from the single electron with pile-up sample are very similar to the pile-up clusters from di-jet
sample.

The purpose of this study is the identification of the clusters which have come from electrons
(under pile-up) while rejecting these which have come from jets or pile-up.

(a) ∆R beteween every cluster and the truth e (b) ∆R beteween every cluster and the closest truth
jet

Figure 3.2: An upper limit of 0.1 & 0.4 is applied for cluster truth e & truth jet association.

As it is shown in Fig. (3.3) the truth electron associated clusters (with or without pile-up) are
matched with a track with an angular accuracy better than 0.1. The majority of clusters from Jets
or pile-up are not so close to the tracks.

(a) ∆R between cluster and its matched track (b) ∆R between cluster and its matched track

Figure 3.3: Cluster-Track matching with and without truth association.

3.3 Track-Cluster Matching Criteria

The fact that, the angular distance between the clusters and the tracks is much less for the truth
electron associated clusters, can be used to separate electrons from background applying track-cluster
matching criteria. To improve the efficiency the criteria are not applied to ∆R but to ∆η and ∆φ
independently. The End Cap and the Forward calorimeter have very different design [79]. This fact
indicates that the two regions have to be treated independently. Also as shown in Fig. (3.1(b)) the
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(a) Raw ∆η distribution (b) Corrected ∆η distribution

Figure 3.4: ∆η offset correction. It effects Z → e+e− electrons which are generated equally to positive and
negative η.

(a) Raw ∆φ distribution (b) Corrected ∆φ distribution

Figure 3.5: ∆φ offset correction. It effects only Z → e+e− electrons which are generated equally to positive
and negative η.

intermediate region seems to have different behaviour2, so it will also be examined independently.
Therefore the values of the criteria are different for the three η regions; the region 2.5–3.2 which is
covered by the EC Calorimeter, the transition region 3.2–3.35 and the region 3.35–4.0 which is covered
by the Forward calorimeter.

Observing the ∆η and ∆φ distributions an offset is observed between the η and φ of the cluster
and track respectively. The peak of the distributions is not on 0. In the single electron samples all
the electrons are generated in positive η. For the Z → e+e− sample two peaks are observed. This
indicates that the offset is opposite in negative η. The case that this effect is due to the charge has
been checked and rejected. To correct this offset the parity of ∆η and ∆φ distributions has been
inverted for negative η clusters. Examples of the raw and corrected distributions are shown in Fig.
(3.4) and (3.5) respectively.

After the correction of the distributions the criteria can be applied. They are chosen to be relatively
loose as the matching variables (∆η and ∆φ) will be used in a Multivariate method on a later stage.
However they reject a large amount of clusters from jets and pile-up, loosing only a small percentage
of truth electron clusters, mainly these without reconstructed tracks. Figures (3.6) and (3.7) presents
the distribution of ∆η and ∆φ variables for the different η regions. Table (3.2) summarizes the cut

2Can be also confirmed by the clusters shapes (Appendix A.1.2)
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values.

(a) ∆η distribution in |η| : 2.5− 3.2 region (b) ∆η distribution in |η| : 3.35− 4.0 region

Figure 3.6: ∆η criteria are applied to cut only the tails, coming mainly from clusters without reconstructed
tracks.

(a) ∆φ distribution in |η| : 2.5− 3.2 region (b) ∆φ distribution in |η| : 3.35− 4.0 region

Figure 3.7: ∆φ criteria are applied to cut only the tails, coming mainly from clusters without reconstructed
tracks.

|η| 2.5− 3.2 3.2− 3.35 3.35− 4.0
∆η −0.10, 0.08 −0.04, 0.08 −0.06, 0.11
∆φ −0.03, 0.05 −0.03, 0.05 −0.08, 0.08

Table 3.2: Matching Criteria Values.

The efficiency of the matching criteria is very high as it was expected. More than 90% in all three
η regions. Especially if taken into account that the ITk has an inefficiency of about 5% so not all
clusters have their track reconstructed. Also the efficiency of single e (with or without pile-up) and
Z → e+e− is similar. The fake rate is quite high but it is obvious that with a very small loss in
efficiency more than the half of the fakes can be rejected.

The efficiency has a weak dependency on pT , in the 100 GeV electrons is about 6% higher than in
20 GeV. The exact dependency can be found in Appendix A.1.1.
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|η| 2.5-3.2 3.2-3.35 3.35-4.0
Single e 94.81±0.05 94.0±0.2 94.59±0.06
Single e with pile-up 93.8±0.4 91±1 93.2±0.4
di-jet – Truth Jets 33.4±0.5 43±1 43.0±0.6
di-jet – pile-up 17.1±0.1 27.4±0.41 8.5±0.1
Z → e+e− 94.1±0.2 91.7±0.8 92.7±0.03

Table 3.3: Matching criteria efficiency-fake rate(%). Only statistical errors included.

3.4 Electromagnetic Cluster Shape Criteria
Currently the Identification in the forward region is based only on the cluster shape variables [80] as
the Inner Detector covers up to |η| = 2.5. Electromagnetic showers generally start earlier, are more
compact and exhibit a larger energy density than hadronic showers. The photon and electron clusters
are similar and they can not be distinguished without tracking information. The 6 variables which
are used to define the shape of a cluster are listed below :

• λcenter: the distance of the shower center from the calorimeter front face measured along the
shower axis

• < λ2 >: mean square of longitudinal extension

• < r2 >: mean square of lateral extension

• longitudinal: normalized second longitudinal moment

• lateral : normalized second lateral moment

• fmax : energy fraction in the most energetic cell

Figure 3.8: A cluster and some of the shape variables [4].

An example of a cluster and some of the shape variables are shown in Fig. (3.8). Currently
the identification is carried out with some criteria at the above variables. The criteria are split in 8
categories according the η of the cluster (2.5–2.3 and 3.2–4.0) and the total reconstructed vertices of
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the event (1–3, 4–6, 7–10, and >10). These criteria, shown in table (3.4), are applied to the Monte
Carlo samples to be checked and compared with the matching criteria. Of course they are optimized
for the current pile-up conditions (< µ >= 60) and they are not expected to have very good efficiency.
The two η categories were used for the corresponding regions. Only the last category of the number
of vertices was used, assuming that all the events have more than 10 vertices. The criteria in this
category are looser and more compatible with the < µ >= 200 pile-up expected in Run4.

Working point loose medium tight
|η| 2.5-3.2 3.2-4.0 2.5-3.2 3.2-4.0 2.5-3.2 3.2-4.0

λcenter (mm) 255 252 255 250 250 250
< λ2 > (mm2) 4500 10000 4500 9700 2800 7500
< r2 > (mm2) 3900 1900 3300 1200 3000 1100
longitudinal 0.55 0.73 0.29 0.52 0.24 0.41
lateral 0.69 0.63 0.64 0.45 0.64 0.42
fmax 0.22 0.23 0.23 0.26 0.39 0.28

Table 3.4: Cluster shape cut values for more than 10 vertices.

The results are shown in the table (3.5). An interesting remark is that the efficiency and the
fake rate of the cluster shape criteria exhibits asymmetry between the two η regions. This probably
indicates that in the 3.35-4.0 region the pile-up is much more than the 10 reconstructed vertices which
are assumed so far.

wp loose medium tight
|η| 2.5-3.2 3.2-4.0 2.5-3.2 3.2-4.0 2.5-3.2 3.2-4.0

Single e 93 88 88 83 80 78
Single e with pile-up 90 77 85 71 77 63
di-jet – Truth Jets 17 15 11 6.4 6.4 4
di-jet – Pile-up Jets 14 13 9.4 3.9 4.9 2.5
Z → e+e− 89 72 83 65 75 57

Table 3.5: Cluster shape criteria efficiency-fake rate(%).

wp loose medium tight
|η| 2.5-3.2 3.2-4.0 2.5-3.2 3.2-4.0 2.5-3.2 3.2-4.0

Single e 88 82 84 78 76 73
Single e with pile-up 84 73 79 66 73 59
di-jet – Truth Jets 5.2 5.4 3.4 2.4 2.1 1.6
di-jet – Pile-up Jets 2.7 2.2 1.8 0.9 1.0 0.5
Z → e+e− 84 68 79 60 71 53

Table 3.6: Matching & cluster shape criteria efficiency-fake rate(%).

At the next step the matching criteria were combined with the cluster shape criteria. The results
are shown in table (3.6). The efficiency drops about 5% but the fake rate drops about 3 times. An
interesting point is that after the application of the cluster shape criteria the rejection of matching
criteria improves, indicating that they are not correlated and that a multivariate approach will improve
the identification significantly.
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3.5 Multivariate Analysis
As it was concluded in the previous section the addition of simple track-cluster matching criteria can
improve the identification significantly. However a better approach is to use a multivariate method
[81] using both the cluster shapes and the track-cluster matching variables. A good idea is to apply
the matching criteria before the multivariate analysis as they are very efficient. As input variables
for the training, the 6 cluster shapes and the 2 cluster-track matching variables are used. As signal,
the truth electron associated clusters from the single e with pile-up sample are used as they are more
realistic than clusters from single e sample. And as background, the truth jets associated clusters from
the dijet sample. The input variables have not strong dependency on cluster pT (Appendix A.1.3),
so all the clusters will be treated together. Two different trainings are done for the two different
calorimeters. For the End Cap calorimeter the training includes the clusters in region 2.5 < |η| < 3.2
and for the Forward the clusters in region 3.35 < |η| < 4.0. The intermediate region 3.2–3.35 is
excluded, due to the different behaviour of cluster shapes.

The shapes of the input variables for the two η regions are shown in Fig. (3.9). Also the correlation
matrices are shown in Fig. (3.10). As it is expected < λ2 > and < r2 > variables are strongly
correlated with longitudinal and lateral respectively. Also the matching variables are not correlated
with the cluster shape variables.

(a) Input variables distributions in |η| : 2.5− 3.2 region

(b) Input variables distributions |η| : 3.35− 4.0 region

Figure 3.9: Input variables distributions; cluster shapes & track-cluster angular distances.
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(a) Signal correlation ma-
trix in |η| : 2.5− 3.2 region

(b) Background cor-
relation matrix in
|η| : 3.35− 4.0 region

(c) Signal correlation ma-
trix in |η| : 2.5− 3.2 region

(d) Background cor-
relation matrix in
|η| : 3.35− 4.0 region

Figure 3.10: Input variables correlation matrices

Three different methods were trained, Fisher, Boosted Decision Tree (BDT) and Artificial Neural
Network (ANN). The settings of the methods are shown in table (3.7).The available events after the
application of matching requirements are about 3000 for both signal and background. Therefore about
1500 events have been used for the training and the rest 1500 for the testing of the methods. The
classifier discriminants for the three methods in the two η regions are shown in Fig. (3.11), (3.12) and
(3.13) respectively. Although the small number of events used the training and testing distributions
are in reasonable agreement.

Fisher TMVA::Types::kFisher, ”Fisher”,
”H:!V:Fisher:VarTransform=None:CreateMVAPdfs:
PDFInterpolMVAPdf=Spline2:NbinsMVAPdf=50:NsmoothMVAPdf=10”

Boosted TMVA::Types::kBDT,”BDT”,
Decision ”!H:!V:NTrees=850:MinNodeSize=2.5%:MaxDepth=3:BoostType=AdaBoost:
Tree AdaBoostBeta=0.5:UseBaggedBoost:BaggedSampleFraction=0.5:

SeparationType=GiniIndex:nC=20”
Artificial TMVA::Types::kMLP, ”MLPBNN”,
Neural ”H:!V:NeuronType=tanh:VarTransform=N:NCycles=1000:
Network HiddenLayers=N+10:TestRate=5:TrainingMethod=BFGS:UseRegulator”

Table 3.7: Multivariate methods settings.

As it is expected the BDT and the ANN which are machine learning algorithms have better
performance than the Fisher which is a simple linear discriminant. The comparison of the methods
performance is shown in Fig. (3.14).

After the application of the methods a cut is applied at the discriminants in order to achieve the
loose (90%), medium (80%) and tight (70%) working points. The signle e under pile up efficiency is
taken as reference for these working points. This way the tighter working points are subsets of looser.
The complete results from the BDT and the ANN are shown in the tables (3.8) and (3.9) respectively.
The Fisher method has much lower performance so it has not been included in the results.

The ANN has slightly better performance. The intermediate region (3.2-3.35) has been excluded
from the final results as the multivariate methods have not been trained to identify clusters in this
region. However, if the ANN weights from the 3.35-4.0 region are applied, it will lead to a truth jet
fake rate of about 15%, 5% and 3% for the loose, medium and tight working points respectively. The
weights from 2.5-3.2 region give worse results. So, if there is not capability of further study for the
intermediate region, is suggested to be merged with the 3.35-4.0 region.
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(a) |η| : 2.5− 3.2 (b) |η| : 3.35− 4.0

Figure 3.11: Fisher discriminant

(a) |η| : 2.5− 3.2 (b) |η| : 3.35− 4.0

Figure 3.12: Boosted Decision Tree discriminant

(a) |η| : 2.5− 3.2 (b) |η| : 3.35− 4.0

Figure 3.13: Artificial Neural Network discriminant
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(a) |η| : 2.5− 3.2 (b) |η| : 3.35− 4.0

Figure 3.14: Classifiers comparison

wp loose medium tight
|η| 2.5-3.2 3.35-4.0 2.5-3.2 3.35-4.0 2.5-3.2 3.35-4.0

cut value -0.045 -0.365 0.095 0.125 0.165 0.195
Single e 92.26±0.06 92.80±0.06 84.97±0.09 87.80±0.08 72.3±0.1 79.5±0.1
Single e pile-up 89.6±0.5 90.0±0.5 79.7±0.7 79.7±0.7 69.6±0.7 68.9±0.8
di-jet – Truth Jets 3.8±0.2 4.5±0.2 1.1±0.1 1.1±0.1 0.58±0.07 0.50±0.08
di-jet – pile-up 2.09±0.04 1.56±0.04 0.76±0.02 0.40±0.02 0.35±0.01 0.17±0.01
Z → e+e− 87.7±0.3 88.2±0.4 77.0±0.4 77.1±0.5 64.6±0.4 66.5±0.6

Table 3.8: Matching criteria & Decision Tree efficiency-fake rate(%). Only statistical errors included.

wp loose medium tight
|η| 2.5-3.2 3.35-4.0 2.5-3.2 3.35-4.0 2.5-3.2 3.35-4.0

cut value 0.375 0.365 0.795 0.855 0.915 0.932
Single e 93.65±0.05 92.75±0.06 88.45±0.08 88.17±0.08 78.7±0.1 79.2±0.1
Single e pile-up 90.0±0.5 89.9±0.5 79.7±0.7 79.2±0.7 69.5±0.8 68.9±0.8
di-jet – Truth Jets 3.6±0.2 3.9±0.2 1.1±0.1 1.0±0.1 0.53±0.07 0.59±0.09
di-jet – pile-up 2.01±0.04 1.28±0.03 0.72±0.02 0.33±0.02 0.38±0.02 0.16±0.01
Z → e+e− 88.5±0.3 88.2±0.4 77.0±0.4 77.1±0.5 64.6±0.4 66.5±0.6

Table 3.9: Matching criteria & Neural Network efficiency-fake rate(%). Only statistical errors included.
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3.6 Additional tracking variables

The separation of electrons and clusters can be further increased if additional tracking variables are
used. Two suitable variables are the d0 and the track isolation. As the isolation variables are not
stored for forward electrons, 4 such variables were made for this study. For the cone two options were
studied, either ∆R < 0.2 or ∆R < 0.3. Only tracks with pT > 1 GeV are included in the cone. Also
only tracks coming from the same direction with the reference track are included. To achieve this a cut
to z0 difference of the tracks with the reference track is applied. For the ∆z0 two options are studied
to, 5mm and 10mm. Combining the two cone options and the two ∆z0 options four isolation variables
are formed. The isolation variables are constructed by summing the transverse momenta of the tracks
found within the cone of radius ∆R aligned with the electron track (excluding the candidate’s own
contribution) divided by the candidate’s transverse momentum. The distributions of all four isolation
variables are similar.The distribution of d0 and one of isolation variables are shown in Fig. (3.15).

(a) d0 (b) Isolation

Figure 3.15: Additional tracking variables distributions.

It is obvious that the isolation can be used in order to achieve better background rejection. Of
course it has to be studied in detail in order to be optimized. The d0 variable appears not to improve
the rejection. The separation ability of the variables is shown in Fig. (3.16) via the background
rejection vs signal efficiency plots. On these plots both signal and background consist of clusters
which have passed the ANN selection as it was described in previous section.

The isolation with the 0.3 cone and the maximum ∆z0 of 5 mm is the best option. The d0 variable
cannot contribute to better rejection. As shown in table (3.10) if an isolation cut on 0.25 is applied
the efficiency drops about 5% but the fake-rate drops at least 40%.

wp loose medium tight
|η| 2.5-3.2 3.35-4.0 2.5-3.2 3.35-4.0 2.5-3.2 3.35-4.0

Z → e+e− 88.5±0.3 88.2±0.4 77.0±0.4 77.1±0.5 64.6±0.4 66.5±0.6
+iso < 0.25 82.9±0.3 82.0±0.5 72.4±0.4 71.9±0.5 60.1±0.4 62.2±0.6
di-jet – Truth Jets 3.6±0.2 3.9±0.2 1.1±0.1 1.0±0.1 0.53±0.07 0.59±0.09
+iso < 0.25 2.01±0.04 1.28±0.04 0.71±0.02 0.33±0.02 0.06±0.01 0.17±0.01

Table 3.10: Isolation potential contribution on efficiency-fake rate(%). Only statistical errors included.
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(a) Neural Network loose electrons (b) Neural Network medium electrons

(c) Neural Network tight electrons

Figure 3.16: Background rejection vs signal efficiency for the four isolation and d0 variables.

3.7 Results-Summary
After the confirmation of the potential of the multivariate methods in identification, it is important to
examine their performance as a function of some interesting quantities. The ANN results have been
used for the next set of figures. The efficiency and fake rate are drawn as a function of ρ, number of
reconstructed vertices, pT and η, Fig. 3.17, 3.18, 3.19 and 3.20 respectively. The ρ quantity is the
average pile-up density and is defined as:

ρ = 1√
2π
σb· < µ > ·e

−
z2pv
2σ2
b (3.1)

where b is the nominal beamspot (50mm) and zpv is the z of the primary vertex.
The dependency of the performance as a function of pT is very important for the studies which

are carried out with smearing functions, so it has been parametrized. The parametrizing functions
and the parameter values are shown in table (3.11).

The average pile-up seems that does not effect the efficiency and the fake rate. On the contrary as
the number of vertices increases both the efficiency and the fake rate decrease. The efficiency increases
as a function of pT until 40-50 GeV and remains steady for bigger values. The fake rate also increases
as a function of pT . Lastly the efficiency and fake rate seem not to depend strongly on the η. The
same set of plots for using the BDT can be found in Appendix A.1.4. Also the in Appendix A.1.5 the
same plots can be found with a isolation requirement <0.25.
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(a) Z → e+e− efficiency (b) Truth jets fake rate

Figure 3.17: Neural Network performance as a function of average pile-up density.

(a) Z → e+e− efficiency (b) Truth jets fake rate

Figure 3.18: Neural Network performance as a function of reconstructed vertices.

(a) Z → e+e− efficiency (b) Truth jets fake rate

Figure 3.19: Neural Network performance as a function of truth pT .

This study showed that the electron identification in forward region can be improved significantly
using tracking information from the new Inner Tracker. The ability of cluster-track matching with
the ITk is very high and it can be exploited for the identification of electrons and the rejection of jets
and pile-up. the matching criteria reject more than 60% of fakes loosing less than 7% of electrons.
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Efficiency Fake rate
Function ef(pT ) = a · (1− eb·pT ) fr(pT ) = a · eb·pT
wp loose medium tight loose medium tight
a 0.93 0.87 0.78 0.025 0.007 0.004
b −1.1 · 10−4 −6.5 · 10−5 −5.3 · 10−5 1.2 · 10−5 1.3 · 10−5 8 · 10−6

Table 3.11: Efficiency-fake rate parametrization details.

(a) Z → e+e− efficiency (b) Truth jets fake rate

Figure 3.20: Neural Network performance as a function of truth η.

In addition the matching variables are not correlated with the cluster shapes variables so if they
are combined in a multivariate method the identification improves further. From these methods the
Artificial Neural Network seems to be the best one. For the loose, medium, tight working point the
fake rate from jets is about 4%, 1%, 0.6% respectively. The fake rate from pile-up is on average half
of the corresponding one from jets. The addition of a track isolation requirement leads to further 40%
rejection, decreasing the efficiency about 5%. Finally, the identification using multivariate methods
has a dependency on the transverse momentum and the number of vertices, but it seems independent
of pseudorapidity and pile-up density.
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4 H → 4l Event Selection and
Background Estimation

4.1 Introduction
This chapter presents the event selection and background estimation used in the different analyses
done in the H → ZZ → `+`−`+`− channel. They include the measurements of the mass, off-shell
signal strength, fiducial and differential cross-sections, couplings and EFT measurements of the Higgs
boson, as well as the differential m4l analysis, and the search for additional heavy Higgs-like bosons.
The analyses were performed using pp collision data corresponding to an integrated luminosity of
about 139 fb−1 collected at

√
s = 13 TeV from 2015–2018. Measurement and search for Higgs bosons

through the decay H → ZZ∗ → 4`, where `, `′ = e or µ, provides good sensitivity over a wide mass
range. Events are split into four final states:e+e−e+e− (4e), µ+µ−µ+µ− (4µ), e+e−µ+µ− (2e2µ), and
µ+µ−e+e− (2µ2e); the difference between the last two channels is that the first two leptons quoted
are the ones with a di-lepton invariant mass closest to the Z boson mass. The main background
contribution to this decay channel comes from continuum (Z(∗)/γ∗)(Z(∗)/γ∗) production, referred to
as ZZ(∗) hereafter. For mH < 180 Gev, there is also non-negligible background contribution from
Z + jets, tt̄ and WZ production, where the leptons can mostly arise either from decays of hadrons
with b- or c-quark content or from misidentification of jets. Finally, there is a small contribution from
triboson events.

4.2 Data and simulation samples.

4.2.1 Data samples
For this analysis, the full Run-2 dataset, consisting of all proton-proton collision data collected from
2015-2018 at

√
s = 13 TeV with a 25 ns bunch spacing configuration, is used1.

For 2015, 3.86 fb−1 of luminosity with a peak instantaneous luminosity of 5.0 × 1033 cm−2s−1,
an average pile-up of 〈µ〉 = 13.6 and a peak pile-up of 40.5 was recorded. For 2016, the recorded
integrated luminosity is 35.6 fb−1, with a peak instantaneous luminosity of 13.7 × 1033 cm−2s−1, an
average pile-up of 〈µ〉 = 24.9 and a peak pile-up of 51.1. For 2017, the recorded integrated luminosity
is 46.9 fb−1, with a peak instantaneous luminosity of 20.9 × 1033 cm−2s−1, an average pile-up of
〈µ〉 = 37.8 and a peak pile-up of 80. For 2018, the recorded integrated luminosity is 62.2 fb−1, with a
peak instantaneous luminosity of 21.4 × 1033 cm−2s−1, an average pile-up of 〈µ〉 = 37.0, and a peak
pile-up of 90. The data taking efficiency is 92.0% in 2015, 92.4% in 2016, 93.6% in 2017, and 95.7%
in 2018. The pile-up distributions for these datasets are shown in Fig. 4.1.

The data are subjected to quality requirements. Events recorded during periods when the relevant
detector components were not operating normally are rejected. This analysis uses the standard “All

1This excludes 0.13 fb−1 of data collected in 2015 using the 50 ns bunch spacing configuration.
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Figure 4.1: The luminosity-weighted distribution of the mean number of interactions per crossing is shown for
Run-2 pp collision data.

Good” Good Run List. The resulting integrated luminosity is 139 fb−1 and data quality efficiency is
91.5%.

Over the course of Run-2, data taking conditions evolved. Specifically, the pile-up profile, as shown
in Figure 4.1, is different and the gas mixture in the TRT has been changed. Section 4.2.2 describes
how this is simulated.

This analysis uses di-lepton filter samples (DAOD HIGG2D1). This filter requires at least two leptons
(electrons and muons) with the di-lepton mass of> 5 GeV with at least one fired HLT e, HLT mu, HLT 2e,
HLT 2mu, HLT 3e, or HLT 3mu trigger. This analysis uses samples reconstructed using release 21.0.
Derivations of MC samples were produced with the tags p3872 and p3972 which use AthDerivation
21.2.64 and AthDerivation 21.2.75 respectively. Derivations of data samples were made the tag
p3917 using AthDerivation 21.2.69. Final processing and minitree production is performed using
AnalysisBase 21.2.91.

4.2.2 Monte Carlo samples
Generated events are fully simulated using the ATLAS detector simulation [82] within the GEANT4
framework [83]. The simulation of the additional pp interactions (pile-up) is done in a separate step in
the simulation chain, during digitization. Here minimum bias events, which were previously simulated,
are superimposed on the simulated signal events. The distribution of the number of pile-up events
reproduces the bunch structure and the average number of interactions of the run periods. The
complete list of the MC samples and their configuration can be found in Appendix A.3.

For simulating both the 2015 and 2016 data-taking conditions, only one MC set, mc16a, is used.
The pile-up profile is reweighed to a luminosity weighted combination of the 2015 and 2016 data. Sep-
arate MC campaigns are used to simulate the 2017 (mc16d) and 2018 (mc16e) data-taking conditions.

Higgs signal samples

The primary Monte Carlo (MC) event generators that are used to simulate gluon fusion (ggF), vector
boson fusion (VBF), associated Higgs boson production (V H, V = W,Z), as well as Higgs boson
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production in association with a heavy quark pair (tt̄H, bbH) are listed in Table 4.1. The accuracy
of the calculations and the used PDF sets are also given. NLO is the abbreviation for next-to-leading
order, NNLO for next-to-next-to-leading order, and NNLL for next-to-next-to-leading logarithm. For
ggF and tt̄H production, samples are also produced using Madgraph5 aMC@NLO for cross-checks.
Production cross-sections per production mode are summarized in appendix A.2.

For ggF, VBF, V H, tt̄H and bbH, Pythia8 [84, 85] is used for decay, parton shower, hadronisa-
tion and multiple parton interactions. This in turn is interfaced to EvtGen v1.2.0 program [86] for
the simulation of B-hadron decays. The Madgraph5 aMC@NLO signal samples are showered with
Herwig++ [87, 88].

Process Generator Accuracy in QCD PDF set
ggF Powheg-Box v2 (NNLOPS) [89, 90, 91, 92] NNLO in yH [93], PDF4LHC [94]

pHT consistent with HqT
(NNLO+NNLL) [95, 96]

VBF Powheg-Box v2 [89, 90, 91, 97] NLO PDF4LHC [94]
V H Powheg-Box v2 (MiNLO) [89, 90, 91, 98] NLO PDF4LHC [94]
tH Powheg-Pythia8 NLO PDF4LHC [94]
tt̄H Powheg-Box v2 [89, 90, 91, 97] NLO PDF4LHC [94]
bbH Madgraph5 aMC@NLO (v.2.3.3) [99, 100] NLO NNPDF23 [101]

Table 4.1: Description of MC samples used to simulate Higgs boson production, including the generators,
accuracy of calculations in QCD, and PDF sets.

The Higgs boson decay branching ratio to the four-lepton final state (` = e, µ) for mH =125 Gev is
predicted to be 0.0124% [102] in the SM using PROPHECY4 [103, 104], which includes the complete
NLO QCD and EW corrections, and the interference effects between identical final-state fermions.
Due to the latter, the expected branching ratios of the 4e and 4µ final states are about 10% higher
than the branching ratios to 2e2µ and 2µ2e final states.

Table A.2 gives the production cross sections and branching ratios for H → ZZ∗ → 4` which are
used to normalize the signal MC samples. These production cross sections and branching ratios were
calculated by LHC Higgs Cross Section Working Group for Yellow Report 4 [105].

mH σ (gg → H) σ (qq′ → Hqq′) σ (qq̄ →WH) σ (pp→ ZH)
[GeV ] [pb] [pb] [pb] [pb]

125.0 48.58 +4.6%
−6.7%

+3.2%
−3.2% 3.782 +0.4%

−0.3%
+2.1%
−2.1% 1.373 +0.5%

−0.7%
+1.9%
−1.9% 0.8839 +3.8%

−3.1%
+1.6%
−1.6%

mH σ (gg → ZH) σ
(
qq̄/gg → tt̄H

)
σ
(
qq̄/gg → bb̄H

)
B (H → ZZ∗ → 4`)

[GeV ] [pb] [pb] [pb] [10−3]

125.0 0.1227 +25.1%
−18.9%

+2.4%
−2.4% 0.5071 +5.8%

−9.2%
+3.6%
−3.6% 0.4880 +20.2%

−23.9% 0.1240 ±2.18%

Table 4.2: Calculated SM Higgs boson production cross sections (σ) for gluon fusion, vector-boson fusion and
associated production with a W or Z boson or with a bb̄ or tt̄ pair in pp collisions at

√
s = 13 TeV. The first

and second quoted uncertainties correspond to the theoretical systematic uncertainties calculated by adding in
quadrature the QCD scale and PDF+αs uncertainties, respectively. The decay branching ratio (B) for H → 4`
with ` = e, µ, is reported in the last column.

Background samples

The ZZ(∗) continuum background from quark-antiquark annihilation is simulated with Sherpa 2.2.2 [106,
107, 108], using the NNPDF3.0 NNLO PDF set. NLO accuracy is achieved in the matrix element
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calculation for zero- and one-jet final states and LO accuracy for two- and three-jet final states. The
merging is performed with the Sherpa parton shower [109] using the MePs@NLO prescription [110].
NLO EW corrections are applied as a function of the invariant mass of the ZZ∗ system mZZ(∗) [111,
112]. The gg → ZZ(∗) process is modeled similarly (PDF, matrix element accuracy, and merging) by
Sherpa 2.2.2.

The qq̄ → ZZ(∗) continuum background is also simulated with POWHEG-BOX v2 interfaced to
PYTHIA 8 for parton shower and hadronization, and to EvtGen for the simulation of B- and C-
hadron decays. The CT10nlo PDF set is used for the hard process and the CTEQL1 PDF set for the
parton shower, while non-perturbative effects are modeled using the AZNLO tune [113]. NNLO QCD
and NLO EW corrections are considered for the quark-initiated ZZ(∗) as a function of mZZ∗ [114,
115, 111, 112]. The mass-dependent PDF and αs scale uncertainties are parametrised as recommended
in Ref. [116]. Cross-sections for all background samples are given in the tables in appendix A.3

The Z + jets background is modelled using Sherpa at NLO for 0 to 2 jets and at LO for 3 and
4 jets using Comix [107] and OpenLoop [108] for matrix elements, and merged using the Sherpa
ME+PS@NLO prescription. Z+ jets events are filtered into three categories, Z+ b-jets (by B-hadron
filter), Z + c-jets (by B-hadron veto and C-hadron filter) and Z+light jets (by B-hadron veto and
C-hadron veto). Also, 4`- and 3`-filtered Z + jets Sherpa samples are made. Alternative samples
of the Z + jets background are made with POWHEG-BOX v2 and MadGraph [117]. Both of them
are interfaced to Pythia8 for parton shower and hadronization and to EvtGen for the simulation of
B-hadron decays. The POWHEG samples also use Photos++ [118] for the QED emissions from
electroweak vertices and charged leptons.

The tt̄ background is modelled using POWHEG-BOX v2 with the NNPDF30 NLO matrix element
and the hdamp parameter set equal to 1.5 times the top mass, interfaced to PYTHIA 8 [84] with the
A14 NNPDF23LO tune for parton shower and hadronization, and to EvtGen for the simulation of
B-hadron decays.

The WZ background is modelled using POWHEG-BOX v2 interfaced to Pythia8 for parton shower
and hadronization and to EvtGen for the simulation of B-hadron decays. The tribosons backgrounds
ZZZ, WZZ, WWZ are modelled using Sherpa. For all-leptonic tt̄ + V , MadGraph aMC@NLO
interfaced with Pythia8 is used.

4.3 Event selection

4.3.1 Trigger configuration
The trigger signatures for the online selection for this analysis are single lepton, di-lepton and tri-lepton
triggers. Dilepton and trilepton triggers include electron(s)-muon(s) triggers. Tri-lepton triggers were
introduced in 2015 into the H → ZZ∗ → 4`analysis in Run 2 [119].

4.3.2 Physics objects selection
Electron candidates are reconstructed using the supercluster algorithm [120] which has the main ability
to recover low energy photons radiated due to bremsstrahlung interactions in the ID. It uses topological
clusters from deposits in the EM calorimeter and subsequently matched to a well constructed ID track.
A Gaussian-sum filter algorithm [121] is used to compensate for radiative energy losses in the ID.
Electron identification is based on a likelihood discriminant combining the measured track properties,
electromagnetic shower shapes and quality of the track–cluster matching. The “loose” likelihood
criteria applied in combination with track hit requirements provide an electron reconstruction and
identification efficiency of about 95% [122]. Electrons are required to have ET > 7 GeV and |η| < 2.47,
with their energy calibrated as described in Ref. [123].

Muon candidate reconstruction [124] is performed within |η| < 2.7. In the range of the ID coverage,
muon reconstruction is primarily performed by a global fit of fully reconstructed tracks in the ID and
the MS (combined muons). In the central region (|η| < 0.1) of the detector where the MS lacks
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in coverage, muons can also be identified by matching a fully reconstructed ID track to either an
MS track segment (segment-tagged muons) or a calorimetric energy deposit consistent with that of a
minimum-ionizing particle (calorimeter-tagged muons). For these two cases, the muon momentum is
determined by the ID track alone. In the forward MS region (2.5 < |η| < 2.7) outside the ID coverage,
MS tracks with hits in the three MS layers are accepted (stand-alone muons) and combined with
forward ID tracklets, if they exist (silicon-associated forward muons). Calorimeter-tagged muons are
required to have pT > 15 GeV. For all other muon candidates, the minimum transverse momentum is
5 GeV instead of the 6 GeV threshold in the Run-1 publication [125], increasing the signal acceptance
in the 4µ final state by about 7%. At most one calorimeter-tagged or stand-alone or silicon-associated
forward muon is allowed per event.

Jets are reconstructed from the output of the particle-flow algorithm [126] using the anti-kt algo-
rithm with a radius parameter R = 0.4. The jet four-momentum is corrected for the calorimeter’s non-
compensating response, signal losses due to noise threshold effects, energy lost in non-instrumented
regions, and contributions from pile-up [127]. Jets are required to have pT > 30 GeV and |η| < 4.5.

Finally, the MV2c10 b-tagging algorithm [128, 129, 130] is used to assign a b-tagging weight to jets
with |η| < 2.5, with a pseudo-continuous calibration applied.

Ambiguities are resolved if electron, muon or jet candidates are reconstructed from the same
detector information. If a reconstructed electron and muon share the same ID track, the muon is
rejected if it is calorimeter-tagged; otherwise the electron is rejected. Reconstructed jets geometrically
overlapping in a cone of radius R = 0.2 with electrons or muons are also removed.

4.3.3 Vertex requirements
Collision vertices are reconstructed from ID tracks with transverse momentum pT > 500 MeV. Events
are required to have at least one collision vertex with at least two associated tracks. The primary
vertex used in the analysis is selected to be the vertex with the largest pT sum in the event after
refitting with a beam-spot constraint. As the four leptons should emerge from the primary vertex, the
lepton tracks must have distances |z0 ·sin(θ)| < 0.5 mm from the primary vertex along the proton beam
pipe. To reduce the cosmic background, an additional cut on the muon transverse impact parameter
is applied (|d0| < 1 mm).

4.3.4 Quadruplet formation and selection
Candidate quadruplets in each channel (4µ, 2e2µ, 2µ2e, 4e) are formed by selecting two opposite sign,
same flavour di-lepton pairs in an event. In each quadruplet, the pT thresholds for the three leading
leptons are 20, 15 and 10 GeV.

In each quadruplet, the di-lepton with mass m12 closest to the nominal Z boson mass is called the
leading di-lepton, while the second di-lepton of the quadruplet with mass m34 is the sub-leading one.
Based on the lepton flavour, each quadruplet is classified into one of the following decay channels: 4µ,
2e2µ, 2µ2e and 4e, with the first two leptons always representing the leading lepton pair.

The leading lepton pair must satisfy 50 GeV < m12 < 106 GeV and the subleading lepton pair is
required to have a mass mthreshold < m34 < 115 GeV, where mthreshold is 12 GeV for the four-lepton
invariant mass m4` below 140 GeV, rising linearly to 50 GeV at m4` = 190 GeV and then remaining
at 50 GeV for all higher m4` values.In the 4e and 4µ channels, the two alternative opposite-charge
lepton pairings within a quadruplet must have a dilepton mass above 5 GeV to eliminate contributions
from J/ψ → `` decays. The two lepton pairs within the quadruplet must have an angular separation
of ∆R =

√
(∆y)2 + (∆φ)2> 0.1. Each electron (muon) must have a transverse impact parameter

significance |d0|/σd0 below 5 (3) to suppress the background from heavy-flavour hadrons.
Reducible background from the Z+jets and tt̄ processes is further suppressed by imposing track-

based and calorimeter-based isolation criteria on each lepton: this is discussed in more detail below.
Finally, to further suppress the reducible background, mainly Z+jets and tt̄, on top of the suppression
achieved by the lepton d0 and isolation cuts, an additional cut based on the vertexing of 4` events is
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applied. Leptons of the quadruplet are required to originate from a common vertex - this is ensured
by performing a vertex fit using the ID tracks of the leptons and placing a requirement to the χ2 value
that is expected to maintain a signal efficiency of 99.5% in all decay channels while rejecting 20%-30%
of Z+jets and tt̄ background events. The cut value is different for 4µ (χ2/Ndof < 6) and the other
decay channels (χ2/Ndof < 9) to account for the worse resolution of the electron track reconstruction
affecting the quality of the vertex fit.

Multiple quadruplets may pass these selections, but only one per event is selected as the candidate.
The final choice of quadruplet is affected by the possibility that VH-Lep or tt̄H production may lead
to the presence of prompt leptons in the event from the decay of the V or top quark in addition to
those from the Higgs boson decay. A first choice is made based on the decay channel and the mass
of the leading lepton pair. If there are multiple quadruplets found in a channel, the quadruplet with
the mass of the leading pair closest to the Z boson mass is chosen: if there is more than one such,
the one with the mass of the subleading lepton pair closest to the Z boson mass is selected. If there
is more than one decay channel per event with a quadruplet satisfying the above selection criteria,
the quadruplet from the channel with highest efficiency is chosen as the Higgs boson candidate. The
signal selection efficiencies are 31%, 21%, 17% and 16%, in the 4µ, 2e2µ, 2µ2e and 4e channels,
respectively. If, following this choice of quadruplet, the event is found to contain a fifth lepton with
pT > 12 GeV and which satisfies the same identification and isolation criteria as the four quadruplet
leptons, then the quadruplet choice is repeated, this time employing a matrix-element based method.
For all possible quadruplet combinations which pass the selections, regardless of decay channel and
mZ1, a matrix element for the Higgs boson decay (so independent of the production mode to first
order) is computed at LO using the MadGraph5 aMC@NLO [99] generator. The quadruplet with the
largest matrix element value is selected as the final Higgs boson candidate. Studies performed prior
to the 2016 analysis [131] showed this method led to an improvement in the probability for finding
the correct quadruplet.

In order to improve the four-lepton mass reconstruction, the reconstructed final-state radiation
(FSR) photons in Z boson decays are accounted for. Collinear FSR photons are added to muons from
the leading Z boson in the case that it has mass mZ1 < 89 GeV, and non-collinear (far) FSR photons
to both electrons and muons from both Z bosons. The collinear FSR search includes electrons as
well as photons: the non-collinear search uses only photons. Only one FSR photon can be added to
the quad: preference is given to collinear FSR. After the FSR correction, the lepton four-momenta
of the leading lepton pair are recomputed by means of a Z-mass-constrained kinematic fit. The fit
uses a Breit–Wigner Z line shape, and a single Gaussian function per lepton to model the momentum
response function for the expected resolution of each lepton. The Z boson mass constraint improves
the resolution of the four-lepton invariant mass m4` by about 15%. The expected mass resolution for
the Higgs boson with a mass mH = 125.09 GeV is 1.6 GeV, 1.7 GeV, 2.1 GeV and 2.4 GeV in the 4µ,
2e2µ, 2µ2e and 4e channels, respectively.

Finally, Higgs boson candidates in the m4` range [115, 130] GeV are used for the analyses. A
comprehensive summary of all the cuts and requirements used in the event selection is given in
Table 4.3.
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Physics Objects
Electrons

Loose Likelihood quality electrons with hit in innermost layer, ET > 7 GeV and |η| < 2.47
Interaction point constraint: |z0 · sin θ| < 0.5 mm (if ID track is available)

Muons
Loose identification with pT > 5 GeV and |η| < 2.7

Calo-tagged muons with pT > 15 GeV and |η| < 0.1, segment-tagged muons with |η| < 0.1
Stand-alone and silicon-associated forward restricted to the 2.5 < |η| < 2.7 region

Combined, stand-alone (with ID hits if available) and segment-tagged muons with pT > 5 GeV
Interaction point constraint: |d0| < 1 mm and |z0 · sin θ| < 0.5 mm (if ID track is available)

Jets
anti-kT jets with bad-loose identification, pT > 30 GeV and |η| < 4.5

Jets with pT < 60 GeV and |η| < 2.4 are required to pass the pile-up jet rejection
at the 92% working point (JVT score ¿ 0.59).

Jets with pT < 50 GeV and |η| > 2.5 are required to pass the forward pile-up jet rejection
at the 90% working point.

b-tagging
Previously selected jets with |η| < 2.5 are assigned a b-tagging weight by the MV2 c10 algorithm

overlap removal
Jets within ∆R < 0.2 of an electron or ∆R < 0.1 of a muon are removed

Event Selection
Quadruplet - Require at least one quadruplet of leptons consisting of two pairs of same-flavour
Selection opposite-charge leptons fulfilling the following requirements:

- pT thresholds for three leading leptons in the quadruplet: 20, 15 and 10 GeV
- At most 1 calo-tagged, stand-alone or silicon-associated muon per quadruplet
- Leading di-lepton mass requirement: 50 < m12 < 106 GeV
- Sub-leading di-lepton mass requirement: mthreshold < m34 < 115 GeV
- ∆R(`, `′) > 0.10 for all lepton pairs in the quadruplet
- Remove quadruplet if alternative same-flavour opposite-charge
di-lepton gives m`` < 5 GeV
- Keep all quadruplets passing the above selection

Isolation - Contribution from the other leptons of the quadruplet is subtracted
max(ptcone20 TightTTVA pt500, ptvarcone30 TightTTVA pt500) + 0.4 · neflowisol20/pT < 0.16
(Variables defined in the text below)

Impact - Apply impact parameter significance cut to all leptons of the quadruplet
Parameter - For electrons: d0/σd0 < 5
Significance - For muons: d0/σd0 < 3
Best - If more than one quadruplet has been selected, choose the quadruplet
Quadruplet with highest Higgs decay ME according to channel: 4µ, 2e2µ, 2µ2e and 4e
Vertex - Require a common vertex for the leptons:
Selection - χ2/ndof < 6 for 4µ and < 9 for others decay channels

Table 4.3: Summary of the event selection requirements. The two lepton pairs are denoted as m12 and m34.
(The choice of the threshold value mthreshold for m34 can be found in the text.)
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4.3.5 Isolation
Past versions of the isolation selection relied on two variables, ptvarcone (or track isolation), the sum
of the pT of the tracks surrounding the lepton from the same vertex in a cone whose size depended on
the pT of the particles (if the cone size is not allowed to vary, then the quantity is called ptcone), and
topoetcone (or calorimeter isolation), the sum of the ET of the topoclusters within a cone surrounding
the lepton, both of which are then scaled by the inverse of the lepton pT [132]. (In both cases,
the radius of the cone – or the underlying radius, in the case of ptvarcone – could be adjusted as
desired.) However, both variables are vulnerable to pileup. In the case of ptvarcone (or ptcone),
this is because of the additional tracks in the event. The definition of this variable used in previous
analyses attempted to limit the tracks used in the calculation to those from the vertex via a loose
requirement of |z0 sin(θ)| < 3: in the new pileup regimes of 2017 and 2018 data-taking, this cut
proved to be too loose. By adding a requirement that the track be used in determining the vertex,
or that, if not, it both pass the cut on |z0 sin(θ)| and not be used in determining any other vertex,
the track isolation can be made largely isolation-robust in the regime that we are dealing with here.
The resulting variable is referred to as pt(var)cone[cone] TightTTVA pt[pT cut], where cone is the
conesize and pT cut is the cutoff for including tracks in the calculation: here, we use a cutoff of 500
MeV.

Removing isolation dependence from calorimeter isolation is more difficult. In previous analyses,
the calculation of the topoetcone associated to a given particle attempted to account for the effect
of pileup by subtracting an average pileup contribution, calculated over the entire detector. But the
increasing energy density of events with pileup leads to an increase in the RMS of the topoetcone,
increasing the likelihood the pileup fluctuations will not be accounted for by the pileup correction and
thus that leptons will be incorrectly rejected. One possible method of improving pileup-robustness in
this case is to use the particle-flow method of reconstructing particles to calculate calorimeter isolation
as well. The main advantage this brings is a more coherent method of assigning clusters to tracks,
which occurs as part of the particle-flow reconstruction process. Improved track-cluster association
allows for better determination of the raw value of the ET in the cone, and using particle-flow jets to
calculate the pileup correction provides a further improvement: the resulting variable is referred to
neflowisol[cone], where cone is the cone sized used.

Note that the standard isolation calculation includes a correction to remove other leptons from
consideration, so that if two otherwise isolated leptons are close together they do not cause each other
to fail the selection. As the method of applying this correction is not available for selections during
the tests described below, a requirement of ∆R > 0.3 between leptons was imposed to ensure that no
lepton fell within the cone of any other lepton. For the final results, of course, this is not necessary.

In an attempt to determine the best isolation working point for the analysis, balancing signal
efficiency, background rejection, and pileup robustness, a number of possible selections were consid-
ered, as shown in Table 4.4. There are three general types of selections. The simplest ones are the
TrackOnly versions: these are based on the fact that the track isolation is much more pileup-robust
than the calorimeter isolation is. Two versions are included to allow the balance between efficiency
and significance to be checked.

Next come the more familiar mixed working points. FixedCutLoose is the working point used in
previous analyses; FixedCutHighMuLoose updates this working point to loose the more pileup-robust
version of ptvarcone; FixedCutPflowLoose uses a triangular cut to combine the new ptvarcone and
the pflow calorimeter isolation variable, neflowisol, into a single selection. One approach to optimizing
these cuts is to do a scan for the highest significance (as isolation selections are not expected to help
remove the irreducible ZZ∗ background, it is not considered here.) The scan was performed only on
track isolation, as it has a much stronger effect than calorimeter isolation, on simulated signal samples
for each of the main signal types.

The final choice of isolation selection, however, can only be made after carrying out the full data-
driven reducible background calculation (see Section 4.4 for details): optimizations based on simulation
point us in the right direction, and scans using the full calculation would not be feasible, but the final
impact of the selections can only be gauged by comparison to the real background calculation. For the
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Name Requirement

FixedCutLoose electron: topoetcone20 < 0.2 && ptvarcone20 < 0.15
muon: topoetcone20 < 0.3 && ptvarcone30 < 0.15

FixedCutLoose0p1 FixedCutLoose with the ptvarcone cuts reduced to 0.1
FixedCutHighMuLoose topoetcone20 < 0.30 && ptvarcone30 TightTTVA pt1000 < 0.15

TrackOnly0p15 ptvarcone30 TightTTVA pt1000 < 0.15
TrackOnly0p20 ptvarcone30 TightTTVA pt1000 < 0.2

FixedCutPflowLoose ptvarcone30 TightTTVA pt500 + 0.4 · neflowisol20 < 0.16
FixedCutPflowLoose0p1 ptvarcone30 TightTTVA pt500 + 0.4 · neflowisol20 < 0.1
FixedCutPflowLoose0p3 ptvarcone30 TightTTVA pt500 + 0.4 · neflowisol20 < 0.3

Tri HighMuLoose500 bump: topoetcone20 / 0.45 + ptvarcone30 TightTTVA pt500 / 0.13 < 1
bar: topoetcone20 < 0.5

Tri HighMuLoose bump: topoetcone20 / 0.38 + ptvarcone30 TightTTVA pt1000 / 0.15 < 1
bar: topoetcone20 < 0.5

Tri PflowLoose bump: newflowisol20 / 0.42 + ptvarcone30 TightTTVA pt500 / 0.14 < 1
bar: newflowisol20 < 0.3

Tri PflowLoose1000 bump: newflowisol20 / 0.45 + ptvarcone30 TightTTVA pt1000 / 0.13 < 1
bar: newflowisol20 < 0.3

Table 4.4: Summary of the possible isolation cuts considered.

definition of background categories used in data-driven calculation see Section 4.4.5 and Section 4.4.2.
Due to the fact that these are experimental working points, they do not have the overlap removal
that ensures that one lepton in a quadruplet is not counted as part of the isolation of other members
of the quadruplet implemented: therefore, a slightly larger ∆R cut of 0.3 is imposed here to avoid
this possibility. This should result in an overall decrease in efficiency in these studies, but the goal is
to compare potential working points, and they should all be effected to the same extent. Table 4.5
shows the yield of the reducible background and the associated significance, in the llee channels for the
most promising isolation selections, and Table 4.6 the same for llµµ, both for 115 < m4l < 130 GeV.
As a further check, Table 4.7 shows the significance obtained in each of the categories used in the
previous couplings analysis in the llee final state over the full m4` mass range: as the isolation will
have a different impact in categories that are more or less busy, it’s important to confirm that isolation
selections which work well in the dominant 0-jet category are also successful in other categories.

As a result of all these studies, the FixedCutPflowLoose working point was chosen, as having the
best or close to the best performance in all the tests.

Isolation selection Signal Fakes Gammas Heavy Flavor
FixedCutLoose 20.43 1.10 0.26 0.27

FixedCutPflowLoose 21.13 0.76 0.17 0.17
FixedCutPflowLoose0p3 24.07 1.52 0.30 0.44

TrackOnly0p15 22.65 1.37 0.24 0.26
TrackOnly0p20 23.66 1.58 0.26 0.32

Tri HighMuLoose 22.58 1.17 0.23 0.22
Tri PflowLoose1000 20.98 0.77 0.19 0.22

Table 4.5: Yields and significances for various isolation selections using the ``ee reducible background calcu-
lation (signal taken from MC simulation).



84 Chapter 4. H → 4l Event Selection and Background Estimation

Isolation selection Signal tt̄ Z+jets
FixedCutLoose 34.027 0.260 1.230

FixedCutPflowLoose 35.811 0.329 1.841
FixedCutPflowLoose0p3 40.499 0.890 3.328

Tri PflowLoose1000 35.488 0.258 1.588
Tri HighMuLoose 35.995 0.219 1.731
TrackOnly0p20 39.653 0.778 2.925

Table 4.6: Yields and significances for various isolation selections using the ``µµ reducible background calcu-
lation (signal taken from MC simulation).

Category FixedCut FixedCut FixedCut TrackOnly TrackOnly Tri High Tri Pflow
Loose PflowLoose PflowLoosep3 0p15 0p20 MuLoose Loose1000

0-jet p4l
T < 100 GeV 3.05 3.87 2.96 3.4 3.04 3.45 3.84

0-jet p4l
T > 100 GeV 0.06 0.06 0.06 0.06 0.05 0.06 0.06

1-jet p4l
T < 60 GeV 1.91 2.38 1.88 2.09 1.91 2.12 2.35
1-jet 1.52 1.87 1.54 1.67 1.57 1.7 1.8360 < p4l
T < 120 GeV

1-jet p4l
T > 120 GeV 0.74 0.86 0.77 0.79 0.74 0.8 0.85

2-jet VH-enriched 1.21 1.47 1.19 1.28 1.18 1.29 1.41
2-jet VBF-enriched 1.56 2 1.57 1.71 1.58 1.73 1.96
pj1T < 200 GeV

2-jet VBF-enriched 0.09 0.09 0.08 0.08 0.08 0.08 0.08
pj1T > 200 GeV
VH-leptonic 1.07 1.05 1.15 1.11 1.14 1.1 1.04
ttH-enriched 0.59 0.7 0.56 0.59 0.52 0.62 0.69hadronic
ttH-enriched 0 0 0 0 0 0 0leptonic

Table 4.7: Significances for various isolation selections using the llee reducible background calculation in each
category from the 2017 couplings analysis. The best significance in each category is marked in bold (with the
exception of the ttH-enriched leptonic category, where the reducible background is negligible).
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4.4 Background estimation
The backgrounds to be considered in the H → ZZ∗ → 4` analysis are the pp → ZZ∗ production
(which has exactly the same topology as the signal and has been historically referred to as the “ir-
reducible background”), the reducible ones from Z+jets (comprised of both heavy- and light-flavour
jets) and top-quark pair and WZ production, and finally minor backgrounds with four or more cor-
rectly identified isolated leptons such as tribosons and all-leptonic tt̄+Z. The methods by which these
components are estimated are described below.

4.4.1 Background Processes
These processes, of which ZZ∗ production via qq̄ annihilation is the main one, constitute the largest
background for this analysis. In past iterations of the analysis, their contribution to the background
was estimated from MC simulation, taking advantage of the fact that the final state consists solely of
isolated leptons of good quality. However, with increasing data comes the possibility of obtaining the
normalization for some or all of these processes, in particular the dominant qq̄ → ZZ∗ component,
using a data-driven approach. The method involves adding a normalization factor for the qqZZ
estimation to the fit, using constraints from the mass sideband in the signal region. This has the
advantage of removing the theoretical systematic uncertainties on the qqZZ normalization, as well as
the luminosity systematic uncertainty. The contribution to the ZZ∗ background from gluon fusion can
also be estimated using this method, or taken from simulation. The contribution of other four-lepton
backgrounds can estimated in this fashion as well in the couplings analysis, as there are categories in
which they are significant enough to make it worthwhile: this applies mainly to ttV in ttH categories.
Otherwise, these backgrounds – in addition to those mentioned above, the other relevant ones are
triboson processes (ZZZ, WZZ, and WWZ) – are taken directly from MC simulation.

For the reducible background processes which contain fake and non-isolated leptons, the simulation
is not as robust in the determination of selection efficiencies and is also subject to sizable theoretical
uncertainties (e.g. from fragmentation). Thus to estimate their contribution different approaches
are followed using input from data where possible. The following sections describe the data-driven
reducible background estimation techniques and checks performed in different final states. The general
procedure is as follows:

• The background composition and shapes are studied in special control regions (CR) constructed
by relaxing or inverting selections and/or lepton identification requirements. The higher statis-
tics in the control regions permit several distributions to be compared between data and simu-
lation.

• The expected background in the signal region (SR) is computed by extrapolating from the control
region using transfer (also referred to as extrapolation) factors. These factors are normally
determined based on the efficiency of the relaxed or inverted selection criteria in the given
control regions, but they can also be calculated by the ratio of the expected yields between the
control and signal regions.

Since the dominant background components vary according to the flavour of the leptons of the
subleading pair, the background analysis is performed separately for the Z+µµ and Z+ee final states,
estimating the “muon” and “electron” backgrounds, respectively. The muon background comes mostly
from heavy-flavour jets produced in association with a Z boson or in tt̄ decays. The electron back-
ground also has a large contribution from light-flavour jets produced in association with a Z boson
that are misidentified as electrons.

In the following, the methods for background estimation in the Z + `` channels are discussed
in detail and the corresponding results are quoted. Additionally, after the normalization for the
reducible background components is obtained for the inclusive selection, the methodology for splitting
the estimates in each analysis category and extracting the shapes for various observables is discussed.
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4.4.2 Data Driven estimation of Z+µµ background
In the Z+µµ final state, there are several sources of background. The dominant contribution is from
Z production accompanied by leptons from semi-leptonic decays of heavy flavour hadrons. There is
a smaller contribution from Z production accompanied by leptons from in-flight decays of π/K from
light-flavour jets. The sum of these two components is denoted as Z+jets. Another contribution is
coming from top quark pair production tt̄ and diboson production WZ.

Methodology

To estimate the muon backgrounds, the baseline “global fit” method, in which multiple control regions
enhanced in each of the different sources of background are built and fitted to estimate the contribution
of each background component, is employed.

Below is a brief description of each control region used in the fits.

1. Inverted d0 CR (enhanced in heavy-flavour jets)
The standard four-lepton analysis selection is applied to the leading dilepton and the vertex
cut is not applied on the quadruplet. The subleading dilepton pair has the d0 significance se-
lection inverted for at least one lepton in the pair and the isolation selection is not applied.
This control region is enhanced in Z+HF and tt̄ since leptons from heavy-flavour hadrons are
characterised by large d0 significance.

2. eµ+µµ CR (enhanced in tt̄)
In this control region an opposite-charge different-flavour leading dilepton is required, and it
must pass the standard four-lepton analysis selections. In this way the leading lepton pair can-
not originate from a Z boson decay, guaranteeing a clean tt̄ CR. The vertex cut is not applied
on the quadruplet. The subleading dilepton has neither the impact parameter significance nor
the isolation selection applied, while both same and opposite charge leptons are accepted. This
control region is dominated by the tt̄ component.

3. Inverted isolation CR (enhanced in light-flavour jets)
The standard four-lepton analysis selection is applied to the leading dilepton. The sublead-
ing dilepton pair is required to pass the d0 significance selection but have at least one lepton
failing the standard isolation selection. The vertex cut is applied. This control region aims to
enhance the Z+LF over the Z+HF component by imposing the d0 significance selection.

4. Same-sign (SS) CR
The standard four-lepton analysis selection is applied on the leading dilepton. The sublead-
ing dilepton has neither the d0 significance nor the isolation selection applied while the leptons
are required to have same charge. This same-sign control region is not dominated by a specific
background; all the reducible backgrounds have a significant contribution.

Note that each CR is orthogonal to the SR. In each CR, the standard quadruplet selections (with
the possible exception of the vertex cut, as noted) are then applied to the quadruplets that are formed,
and a single quadruplet is chosen for each event if multiple ones are possible. However, in the control
regions the ME selection is not used regardless of the presence of additional leptons.

Additionally, a further CR, the Relaxed CR, is used in the estimation, though not in the fits.
This is a higher-statistics CR obtained by applying the standard four-lepton analysis selection to the
quadruplet, except that d0 and isolation selections are not applied to the subleading lepton pair: the
vertexing cut is also not applied. This CR is not orthogonal to the others and to the SR, therefore it
is not included in the fit. Instead, since it has high statistics of all types of the reducible background,
it is used to validate the normalisation of the background components after the fit.

The main principle of the method is that by fitting data to shapes obtained from MC in the CRs,
we can obtain the normalization of each background component in the data. By expressing the result
of the fit in the relaxed CR, we validate not only the result of the fit but also that the systematics
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that are profiled in this fit are under control. The yields of the background components in the relaxed
CR are then extrapolated to the signal region by the application of transfer factors to account for
selection efficiencies and other selection effects. The derivation of the transfer factors is performed
either directly from the signal to relaxed region ratio denoted as TFSR, or by using a control sample
including Z + µ events denoted as TFZµ.

A simultaneous unbinned maximum likelihood fit is performed in the CRs on the distribution of
the leading dilepton mass m12, which allows a good separation of the Z+jets and tt̄ components as
the m12 distribution of the first forms a Z peak while the latter is non-resonant. The CRs used for the
fit are chosen to be orthogonal both to each other and to the SR with no or minimal contamination
from ZZ∗ (and practically none from the Higgs signal). The eµ+µµ CR is quite pure in tt̄, while the
inverted-d0 CR provides a good discrimination of Z+HF and tt̄ components. By including the other
two CRs in the fit, we get a handle on the Z+LF component and constrain further the statistical
uncertainties of all components.

The m12 distribution of events in the CRs for data and MC simulation of the various backgrounds
is shown in Figure 4.2. This figure demonstrates how the chosen CRs can be used to discriminate
the various background components and also the need for a data-driven procedure to correct for the
observed mismatches.

Each background type in each CR is described by an analytical function obtained from a fit to MC
distributions. The tt̄ background shape is modelled by a 2nd order Chebyshev polynomial (parameters
c0, c1) and has the same shape in all CRs. In the inv-d0, inv-Iso and same-sign CRs, a Breit-Wigner
(BW) function convolved with a Crystal Ball (CB) [133, 134] function (parameters µ, α, ηCB, σCB
and mZ) is used to describe the Z+HF and Z+LF jets resonant shape. In the eµ+µµ CR, the
Z+jets component cannot share the same pdf as the leading dilepton cannot originate from a Z decay
but is instead formed from random opposite-flavour leptons in the event, so the non-resonant m12
distribution for Z+jets in this CR is modelled with a first order polynomial. The analytic expressions
of the functions used for the various models are shown in Table 4.8.

Function Expression
1st Pol. f(x) = Ax

2nd Cheb. Pol. f(x) = Ax2 +B

Gauss f(x) = 1
σ
√

2π e
− 1

2 ( x−µσ )2

Breit-Wigner f(x) = k
(x2−M2)2+M2Γ2

Crystal Ball f(x) = N ·

{
exp(− (x−x̄)2

2σ2 ), for x−x̄
σ > −α

A · (B − x−x̄
σ )−n, for x−x̄

σ 6 −α

Table 4.8: Model functions analytic expression.

Contributions from WZ and ZZ∗ events that fail the nominal selections and end up in the back-
ground control regions are small and are included in the Diboson component. It also incorporates
signal from Higgs and the minor ttV and VVV contributions. Its shape is similar to the Z+jets
shape in every CR (since it mainly originate from Z boson decay), but there is also a tail, one that is
increasingly visible with the lower value of the m34 cut introduced for this analysis. To account for
the tail, the diboson contribution is modeled as

f ·G(m12) + (1− f) · CBBW (m12) (4.1)
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(a) inverted d0 significance CR
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(b) inverted isolation CR
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(c) eµ+ µµ CR
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(d) same-sign CR
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Figure 4.2: Expected MC and data observed distributions of m12 in the (a) inverted-d0, (b) inverted isolation,
(c) same-sign, (d) eµ+µµ and (e) Relaxed isolation & d0 CR. The total number of MC expected and data
observed events in each CR are shown in (f).
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where G is a Gaussian and CBBW is a CB-BW convolution and the fraction f is taken as the ratio of
events with m12 < 75 GeV and m12 > 75 GeV (the tail and the peak, essentially). The Gaussian and
CB-BW parameters are obtained by fitting the diboson component individually in the Relaxed CR and
they are kept fixed during the main fit procedure. Table 4.9 shows the model of each component in each
region and Table 4.10 shows the description of the shape and normalization parameters included in the
the fit. The shape parameters may be free, fixed or constrained. Eventually, the yield (normalization)
of the diboson events is taken from MC simulation. Minor contributions from ttV and VVV are also
incorporated into what’s referred to as the diboson sample, also using the MC prediction. The Higgs
boson signal is also incorporated using its MC prediction: it has a marginal contribution in the CRs
where the fit is done, but should be considered in the relaxed region validation plots.

Relaxed Iso & d0 Inverted Isolation Inverted d0 Same-sign eµ+µµ
Z + LF jets BW ∗ CB1 BW ∗ CB1 BW ∗ CB1 BW ∗ CB1 1st Poly
Z + HF jets BW ∗ CB1 BW ∗ CB1 BW ∗ CB1 BW ∗ CB1 1st Poly
tt̄ 2nd Cheb 2nd Cheb 2nd Cheb 2nd Cheb 2nd Cheb
Diboson BW ∗ CB2 + G BW ∗ CB2 + G BW ∗ CB2 BW ∗ CB2 1st Poly

Table 4.9: Models of each component in each Control Region.

Each pdf is a function of the shape parameters (p). The total pdf in each Control Region is the
sum of the individual components pdf s (Mij). The Values of mZ=91.1876 GeV and σBW=2.4952 GeV
are given by theory and they are constant for all fits. The Z+HF, Z+LF and tt̄ normalisation in each
fitted CR is expressed in terms of the number of the total Relaxed CR events Ni for the i component
using the fraction Fij which bonds the Relaxed CR events with the events of the CR j. So for each
fit CR the normalization of each component nij in each control region is given by

nij = Nj · Fij (4.2)

Nj and Fij are the parameters of interest in the fit, but note that the expression in the relaxed CR
is used only as a cross-check of the fit result: the relaxed region is not actually used to constrain
them. The fractions Fij are initially obtained from the MC simulation and they are shown in Table
4.16. During the data fit they are constrained as they are not included as parameters but as gaussian
functions with the MC expected value as mean and MC statistical error as sigma. This prevents large
changes in their values. The 4 CR regions are simultaneously fitted by maximizing the likelihood of
the product of the 4 CR models for the given datasets xi

CR∏
i

L
comp∑

j

(Nj · gij(Fij , σFij ) ·Mij(p)|xi)

→Max (4.3)

The results of the relaxed region are extrapolated to the signal region using appropriate Transfer
Factors. These are obtained from MC but due to lack of statistics in the Z+LF jets samples, and
significant data-MC differences observed in the Z+µ control sample, the Transfer factor for Z+LF is
taken from data using the Z + µ sample. Systematic uncertainties are assigned on the extrapolated
yields in the SR due to the transfer factors. Apart from systematic uncertainties originating from the
statistics of the MC samples (TF statistical error), additional (systematic) uncertainties are considered
for the selection efficiencies. For Z+HF, uncertainties are assigned based on the differences observed
in the Z+µ control sample between data and MC simulation. The same systematic is used for the
ttbar TF. For Z+LF jets, uncertainties are assigned by varying the parameters used in the estimation
of the TF. The way that the transfer factors are estimated is discussed in detail in Section 4.4.3.
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Nuisance Parameter Description Fit status
c0 First Chebyshev coefficient free
c1 Second Chebyshev coefficient free
µCB Crystal Ball mean for Z + jets free
αCB Crystal Ball cutoff parameter for Z + jets free
ηCB Crystal Ball exponent for Z + jets free
σCB Crystal Ball width for Z + jets free
b Polynomial inclination free
mZ Z mass used in the BW constant
σBW Width of BW constant
µCB Crystal Ball mean for Diboson fixed
αCB Crystal Ball cutoff parameter for Diboson fixed
ηCB Crystal Ball exponent for Diboson fixed
σCB Crystal Ball width for Diboson fixed
µDB Diboson gaussian mean fixed
σBD Diboson gaussian σ fixed
fi Diboson fraction for m12 < 75 GeV in CR i fixed (MC)

Parameter of Interest Description Fit status
Fij Fraction of i fitted component to j CR constrained
Ni Normalization of i fitted component free

Table 4.10: Shape and normalization parameters for the various models and their status in the main fit
procedure.

MC simulation of the Z+jets background requires huge statistics due to low probability for the
jets to fake two leptons simultaneously, and such a statistics is simply not available due to limited
computing resources. The problem was solved by applying 3- and 4-lepton filters at the generator level,
which allow the rejection of a large fraction of the events which will not be selected even before passing
them through the the whole simulation chain. This filter does not cut any interesting events from the
heavy-flavour component (denoted Z+HF) since the heavy flavour hadron decay is treated inside the
generator: thus all ”fake” leptons are present already at the filter level. However, the light-flavour
component (denoted Z+LF) is highly suppressed by the filter because π/K decay is treated within
GEANT4 at the level of detector simulation, and so the ”fake” leptons do not exist at the filter level.
Due to this difficulty in simulating the Z+LF background, two additional, slightly different fit methods
are used to validate the results. The first simply combines the Z+LF and Z+HF categories into a
single Z+jets category, with the shape taken from Z+HF and a total Z+jets transfer factor used. This
allows us to confirm that the results of estimating the individual Z+jets components are consistent
with their total. This obtains a completely independent estimation of the Z+LF contribution and so
provides a nice further confirmation of our main method. The description of the 3 methods is given
below.

1. Standard Method
In this method a 4 control region simultaneous fit is used. In order to improve the Z+LF
estimation from the fit, the relative contribution of the Z+LF with respect to the dominant
Z+HF jets background component is further enhanced in the inverted isolation and same-sign
CRs, by exploiting the difference between HF and LF in the muon pT balance, i.e. the balance
between the pT measurements in the inner detector and the muon spectrometer. Namely, at
least one of the muons forming the secondary pair is required to satisfy (pID

T − pMS
T )/pID

T > 0.2.
For the Z+HF jets and tt̄ the TFSR are used. For the Z+LF jets component the transfer
factor is TFSR[vtx]·TFZµ[iso+d0]. The TFSR[vtx] is just the vertex cut efficiency after applying
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the isolation and d0 cuts, it is to 86.39%. The statistical uncertainties for all the components
come from the fit. The systematic uncertainty for Z+HF jets and tt̄ is the squared sum of
the MC statistical error and the transfer factor uncertainty δTFZµ[iso]. For the Z+LF jets the
systematic uncertainty comes from varying the TFZµ[iso+d0] estimation parameters.

2. Merged Z + jets
In the second method the Z LF and HF jets components are merged. The merging enables
to reduce the contribution of low statistics LF samples. The fit is performed again in all 4
control regions simultaneously, but without setting a pT imbalance cut in Inverted Isolation
and Same-Sign. For both Z jets and tt̄ the TFSR is used. The statistical uncertainties come
from the fit and he systematic is the squared sum of the MC statistical error and the transfer
factor uncertainty δTFZµ[iso].

3. 2CR+1
Lastly in this case the fit is performed in 2 stages. First the Inverted d0 and the eµ + µµ
CRs are fitted and then the Inverted Isolation. In the Inverted Isolation the vertex cut is also
applied to enable the direct extrapolation of Z + LF jets to signal region (without using the
relaxed). The Same-Sign CR does not participate in the estimation. After the first stage of the
fit, the tt̄ component is normalized to the Data Driven estimation and it is kept fixed to this
value for the second stage. The shape parameters of the models are also fixed, letting only the
normalization parameters of Z jets to be fitted. In the first stage of the fit the Z + HF jets
and tt̄are estimated via the fit in the Inverted d0 and eµ + µµ correspondingly. The difference
in Z + jets normalization in Inverted Isolation between the first and the second stage yields the
Z + LF jets contribution. For the Z+HF jets and tt̄ the TFSR are used. For the Z+LF jets
component the transfer factor is given by TFZµ[InvIso] = TFZµ[Iso]/(1− TFZµ[Iso]) accounting
the extrapolation from Inverted Isolation to Relaxed CR and further from Relaxed to Signal
Region. The statistical uncertainties for all the components come from the fit. The systematic
uncertainty for Z+HF jets and tt̄ is the squared sum of the MC statistical error and the transfer
factor uncertainty δTFZµ[iso]. For the Z+LF jets the systematic uncertainty comes from varying
the TFZµ[Iso] estimation parameters.

Main Method

Prior to the main fit, the diboson shape is fitted individually in the Relaxed region 4.3 in order to
obtain its shape parameters. Afterwards the values of the shape parameters 4.11 are kept fixed for all
the fits in all 3 methods.

Shape Parameter Description Value
µCB Crystal Ball mean for Diboson 0.432 GeV
αCB Crystal Ball cutoff parameter 0.958
ηCB Crystal Ball exponent 18.9
σCB Crystal Ball width 0.798 GeV
µDB Diboson gaussian mean 58.1 GeV
σBD Diboson gaussian σ 10.7 GeV
fi Diboson Fraction for m12 < 75 GeV in CR i MC expectation

Table 4.11: Diboson shape parameters obtained by fitting the Relaxed CR.

In Table 4.16 and Table 4.13 the MC expected fractions Fij and events nij for the main method are
shown correspondingly.
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Figure 4.3: MC expected (red) and fitted (blue) Diboson distribution in Relaxed Isolation and d0 CR.

MC expectation
Fi Z+HF Z+LF tt̄
inv.d0/relaxed 0.760± 0.004 0.32± 0.55 0.851± 0.001
inv.iso/relaxed 0.040± 0.036 0.54± 0.18 0.023± 0.016
eµ/relaxed 0.057± 0.053 0.34± 0.41 1.703± 0.003
ss/relaxed 0.095± 0.050 0.50± 0.23 0.098± 0.012

Table 4.12: Fractions Fi from each CR to the relaxed CR, expected from MC simulation, quoted with their
statistical errors.

Events Z+HF Z+LF tt̄ Diboson Data
Relaxed 3287± 24 140± 22 2605.3± 6.4 3235.3± 4.7 9612± 98
inv.d0 2497± 19 45± 17 2218.3± 5.8 216.3± 1.3 5064± 71
inv.iso 132.0± 9.9 76± 13 59.6± 1.4 40.81± 0.72 333± 18
eµ 312± 15 70± 11 255.7± 2.9 39.34± 0.71 832± 29
ss 186.9± 9.7 48± 18 4437.6± 8.5 150.9± 1.2 5642± 75

Table 4.13: MC expected and data observed events, quoted with their statistical errors.

MC closure test

The closure of each method is tested by applying the simultaneous fit procedure to MC produced
(pseudo) data including all the relevant processes. The after-fit m12 distributions in each CR are
shown in Figure 4.4 compared to the MC data in the four CRs, after the fit has been performed
(top panels) along with the fit pulls (bottom panels). The number of events obtained from the fit
for each fitted background component in each CR are shown in Table 4.14. Compared to the MC
expected events from Table 4.13 they show good compatibility. Therefore the selected model describes
efficiently the MC expected shapes. The MC Closure test parameter values are used as initial values
for the data fit.
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Events Z+HF Z+LF tt̄
Relaxed 3294± 97 132± 35 2607± 41
inv.d0 2503± 74 42± 11 2220± 35
inv.iso 132.3± 3.9 72± 19 59.77± 0.94
ss 312.9± 9.3 66± 17 256.0± 4.0
eµ 187.4± 5.5 45± 12 4442± 69

Table 4.14: MC Closure test events, quoted with their statistical errors.

Data fit result

Figure 4.5 shows the distribution of m12 for the contributing background components after fit on real
Data. Figure 4.7(e) shows the comparison between the data and the background estimation of the
fitting procedure expressed in the Relaxed region (reference region - validation plots). The comparison
of the Data driven estimated events to the real observed data is also shown 4.7(f)
In Table 4.15 the values of the shape parameters obtained from fit on pseudo and real data are
compared. Good compatibility is shown. In Table 4.16 the comparison of fraction Fij obtained from
fit on pseudo and real data is shown. There is also good compatibility among all three cases MC
expectation, MC data, data as it is expected for the constrained parameters of the fit.

Nuisance Parameter MC Closure test Data Fit
c0 -1.27e-01 ± 3.9e-02 -1.56e-01 ± 3.3e-02
c1 -2.20e-01 ± 2.4e-02 -2.17e-01 ± 2.2e-02
µCB -2.04e-01 ± 9.8e-02 -7e-02 ± 1.2e-01
αCB 1.44e+00 ± 2.3e-01 1.20e+00 ± 2.3e-01
ηCB 2.5e+00 ± 1.1e+00 5.0e+00 ± 3.4e+00
σCB 1.92e+00 ± 1.2e-01 1.98e+00 ± 1.4e-01
b -6.6e-03 ± 4.3e-03 -4.2e-03 ± 7.8e-03

Table 4.15: Shape parameters for various models: the Chebyshev (c0, c1) and Crystal Ball convoluted with a
Breit-Wigner (µCB, αCB, ηCB, σCB, mZ and σBW) shapes. The values estimated from the fit to MC-simulated
events are used as initial values for the data fit.

Fi Z+HF Z+LF tt̄
MC Closure Data Fit MC Closure Data Fit MC Closure Data Fit

inv.d0/relaxed 0.76 0.76 0.32 0.32 0.85 0.85
inv.iso/relaxed 0.040 0.040 0.54 0.45 0.023 0.023
ss/relaxed 0.095 0.097 0.50 0.64 0.098 0.098
eµ/relaxed 0.057 0.057 0.34 0.34 1.7 1.7

Table 4.16: Comparison of fractions Fi from each fitted CR to the relaxed CR, estimated from the MC closure
test and from data fit..

At last the number of events obtained from the fit on the real data is shown in Table 4.17.
The fit results together with the transfer factors and final SR estimates are summarized in Table 4.18.

In Table 4.18, the fit results are summarized. In the relaxed CR they are shown with their
statistical uncertainty from the data. The transfer factors are shown with their statistical uncertainty,
from the size of MC-simulated samples, and their systematic uncertainty (quadratically added), from
the efficiency studies in the Z+µ control sample. In the Signal region both uncertainties are shown.
The WZ contribution is taken from MC.
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Events Z+HF Z+LF tt̄
Relaxed 2860± 110 277± 63 3074± 45
inv.d0 2174± 84 86± 19 2617± 38
inv.iso 114.1± 4.4 116± 26 70.4± 1.0
ss 278± 11 172± 39 302.7± 4.4
eµ 162.6± 6.3 93± 21 5236± 77

Table 4.17: Data fit events, quoted with their statistical errors.

Standard Method
type data fit extrapolation factor [%] SR yield
tt̄ 3074± 45 0.24± 0.02 7.38± 0.11± 0.71

Z+jets (HF) 2860± 110 0.43± 0.04 12.39± 0.48± 1.11
Z+jets (LF) 277± 63 1.08± 0.11 2.98± 0.68± 0.30

WZ MC-based estimation 4.53± 0.52
Total 27.28± 0.84± 1.44

Table 4.18: Final `` + µµ background estimates in the relaxed region for each of the contributing background
components, corresponding to the full m4l range. The second column shows the extrapolation factors to the SR
along with the corresponding uncertainties. The last column shows the estimates for the SR yields with both
statistical and systematic uncertainties.

2e2µ - 4µ

The background yields are also derived in the 4µ and 2e2µ channels by performing the fits and
calculating the transfer factors separately for each channel. The separate estimation provides a good
cross check of the method validity. Most of the analyses handle the 2e2µ - 4µ separately so the results
for the individual channels are also provided. As their sum must be equal to the combined estimation
the results are appropriately scaled. The fit is performed using the standard method again. All the
m12 distributions are provided in Figure 4.6.

The fit results in the signal region before and after scaling, as well the individual sums are pro-
vided in Table 4.19. There is good agreement between the combined and the separate 2e2µ and 4µ
estimations.

Z+HF Z+LF tt̄ Total
4µ 6.87± 0.32± 0.64 1.64± 0.46± 0.16 2.03± 0.03± 0.24 10.54± 0.56± 0.70

2e2µ 5.48± 0.26± 0.52 1.15± 0.30± 0.11 5.40± 0.08± 0.54 12.02± 0.40± 0.76
Sum 12.35± 0.41± 1.01 2.79± 0.54± 0.28 7.42± 0.09± 0.71 22.56± 0.69± 1.34

4µ Scaled 6.90± 0.32± 0.64 1.76± 0.49± 0.18 2.01± 0.03± 0.24 10.67± 0.58± 0.70
2e2µ Scaled 5.50± 0.26± 0.52 1.23± 0.32± 0.12 5.37± 0.08± 0.54 12.09± 0.42± 0.76
Sum Scaled 12.39± 0.41± 1.06 2.98± 0.58± 0.30 7.38± 0.09± 0.71 22.76± 0.72± 1.35
Combined 12.39± 0.48± 1.11 2.98± 0.68± 0.30 7.38± 0.11± 0.71 22.76± 0.84± 1.35

Table 4.19: Final estimates in the signal region − corresponding to the full m4l range − for the tt̄, Z+HF and
Z+LF background components in each channel with both statistical and systematic uncertainties shown.
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Merged Z + jets

The m12 distributions from the Merged Z + jets method are shown in Figure 4.7. The summary of
the results from this method is in Table 4.20.

Merged Z + jets Method
type data fit extrapolation factor [%] SR yield
tt̄ 3077± 39 0.24± 0.02 7.39± 0.09± 0.71

Z+jets 3287± 72 0.43± 0.04 14.23± 0.31± 1.27

Table 4.20: Final `` + µµ background estimates in the relaxed region for each of the contributing background
components, corresponding to the full m4l range. The second column shows the extrapolation factors to the SR
along with the corresponding statistical uncertainties. The last column shows the estimates for the SR yields
with both statistical and systematic uncertainties.

2CR+1

Lastly the m12 distributions from the 2CR+1 method are provided shown in Figure 4.8. In this method
the same-sign CR does not participate. Also the relaxed region cannot den used for validation as the
LF component is extrapolated directly from the Inverted Isolation. The summary of the results from
this method is in Table 4.21.

2CR+1 Method
type data fit extrapolation factor [%] SR yield
tt̄ 3111± 41 0.24± 0.02 7.47± 0.10± 0.72

Z+jets (HF) 2923± 87 0.43± 0.04 12.66± 0.38± 1.13
Z+jets (LF) 188± 42 (∆InvIso) 0.0145± 0.0015 2.71± 0.59± 0.27

Table 4.21: Final `` + µµ background estimates in the relaxed region for each of the contributing background
components, corresponding to the full m4l range. The second column shows the extrapolation factors to the SR
along with the corresponding statistical uncertainties. The last column shows the estimates for the SR yields
with both statistical and systematic uncertainties.

Comparison & Conclusion

The different methods are compared in Table 4.22, all of them agree quite well. The Merged Z + jets
method is expected to have a lower yield, as all the Z+jets events are extrapolated from the relaxed
to the signal region using the HF Transfer factor, which is fairly smaller than this of LF. In any case
the differences are within the errors which are provided. The standard method is preferred as it splits
the LF and HF jets and uses more CRs to make the fit more accurate.

Method Z+HF Z+LF tt̄ Total
Standard 12.39± 0.48± 1.11 2.98± 0.68± 0.30 7.38± 0.11± 0.71 22.76± 0.84± 1.35

Std. 2e2µ + 4µ 12.35± 0.41± 1.01 2.79± 0.54± 0.28 7.42± 0.09± 0.71 22.56± 0.69± 1.34
Merged Z+jets 14.23± 0.31± 1.27 7.39± 0.09± 0.71 21.62± 0.33± 1.45

2CR+1 12.66± 0.38± 1.13 2.71± 0.59± 0.27 7.47± 0.10± 0.72 22.86± 0.72± 1.37

Table 4.22: Comparison of the results in the signal region obtained from the various methods of estimating the
background.
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(a) inverted d0 significance CR
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(b) inverted isolation CR
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(c) same-sign CR
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(d) eµ+ µµ CR
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Figure 4.4: Distributions of m12 from the MC Closure test in the (a) inverted-d0, (b) inverted isolation, (c)
same-sign, (d) eµ+µµ and (e) Relaxed isolation & d0 CR; the lower panels show the fit pulls. The total number
of Data Driven estimated and MC pseudo events in each CR are shown in (f).
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(a) inverted d0 significance CR
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(b) inverted isolation CR
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(c) eµ+ µµ CR
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(d) same-sign CR
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Figure 4.5: Distributions of m12 in the (a) inverted-d0, (b) inverted isolation, (c) same-sign, (d) eµ+µµ and
(e) Relaxed isolation & d0 CR; the lower panels show the fit pulls. The total number of Data Driven estimated
and data observed events in each CR are shown in (f).
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(b) inverted isolation CR
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(c) eµ+ µµ CR
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(d) same-sign CR
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(e) Relaxed isolation & d0 CR
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(f) Total observed and MC
expected events in all CRs
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(g) inverted d0 significance
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(h) inverted isolation CR
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(i) eµ+ µµ CR
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(j) same-sign CR
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(k) Relaxed isolation & d0 CR
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Figure 4.6: Distributions of m12 for 4µ and 2e2µ, channels in the (a , g) inverted-d0, (b, h) inverted isolation,
(c, i) same-sign, (d, j) eµ+µµ and (e, k) Relaxed & d0 CR isolation correspondingly; the lower panels show
the fit pulls. The total number of Data Driven estimated and data observed events in each CR are shown in
(f, l).
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(a) inverted d0 significance CR
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(b) inverted isolation CR
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(c) eµ+ µµ CR
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(d) same-sign CR
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CRs
RelaxIsoD0 Inverted d0 Inverted Iso Same Sign µe

T
ot

al
 E

ve
nt

s

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

ZZ* + WZ 
tt

Z + jets
Data

(f) Total observed and MC expected events in all CRs

Figure 4.7: Distributions of m12 of Merged Z + jets method in the (a) inverted-d0, (b) inverted isolation,
(c) same-sign, (d) eµ+µµ and (e) Relaxed isolation & d0 CR; the lower panels show the fit pulls. The total
number of Data Driven estimated and data observed events in each CR are shown in (f).
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(a) inverted d0 significance CR
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(b) inverted isolation CR (2nd fit)
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Figure 4.8: Distributions of m12 of 2CR+1 method in the (a) inverted-d0, (b) inverted isolation (2nd fit) and
(c) eµ+µµ; the lower panels show the fit pulls. The total number of Data Driven estimated and data observed
events in each CR are shown in (d).
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4.4.3 Z+µ control sample
The efficiency for muons initiated from background processes is studied with a sample of muons
accompanying an on-shell Z decay to either electrons or muons. Events are collected with single- and
dilepton triggers (Section 4.3.1); trilepton and e-µ triggers used in the nominal selection are dropped to
avoid biasing the quality of the accompanying muon. The selection requires a reconstructed Z boson
candidate formed based on the following steps (largely following the standard analysis selection). Pairs
of oppositely-charged muons and electrons passing the nominal identification criteria are formed and
required to have pT > 20 GeV and 15 GeV for the leading and subleading lepton, respectively. If
multiple pairs are found, the one with invariant mass closest to the Z pole is kept as the Z candidate.
Z candidates in the invariant mass range 76 < m`` < 106 GeV are retained and standard isolation
and impact parameter (d0 significance) cuts on the Z leptons are imposed. Lastly, the Z leptons are
required to be well separated, satisfying ∆R > 0.1. Only events with exactly one additional muon
with pT > 5 GeV are retained. The additional muon is required to be well separated with respect
to the Z leptons; a cut of ∆R > 0.1 is applied, while the muon is excluded if it gives an invariant
mass of less than 5 GeV when paired with another muon of the opposite sign. The invariant mass of
the Z candidate for selected events in data and MC-simulated samples is shown in Figure 4.9(a). As
expected, the sample is dominated by Z+jets production, with the accompanying muon originating
from the decay of a heavy-flavour hadron in two thirds of the sample. Although diboson production,
WZ in particular, contributes only 2.5% in total, it becomes more important the higher the pT of the
additional muon as shown in Figure 4.9(c). The muon type of the additional muon is also shown in
Figure 4.9(b) After the nominal isolation and d0 significance selections on the additional muon the
contribution of WZ production goes up to 15%.

The fraction of events passing the isolation and impact parameter criteria over the total number of
events provides an estimation of the efficiency of those selections for background muons (not coming
from the decay of a W or Z boson). In this estimation the expected contamination of real isolated
leptons from dibosons are subtracted using the MC simulation. The resulting efficiency is shown
in Table 4.23. The efficiency of the d0 significance cut is found to be in good agreement between
data and simulation. For the isolation efficiency a difference of the order of 10% is observed and is
studied separately for light- and heavy-flavour jets. For the purpose of calculating the systematic
uncertainty on tt̄ transfer factor, the HF-jets efficiency is used. The mZ distributions after applying
these selections on the additional muon are shown in Figure 4.10.

Selection applied Data [%] MC [%] ∆/εµMC

isolation 15.4 ± 0.03 14.7 ± 0.07 -5%
d0 significance 64.40 ± 0.04 64.1 ± 0.10 -0.4%
iso+d0 sig. 10.1 ± 0.03 9.1 ± 0.06 -11%

Table 4.23: Efficiency of isolation and impact parameter selections for background muons selected in Z+µ
events. Data-MC efficiency differences divided by MC efficiency are also shown.

Z+µ light-flavour control sample

In order to study the behavior of the light-flavour component, a control sample is built using the
momentum imbalance between the pT measurements in the inner detector and the muon spectrometer
(∆pT /pT = (pID

T − pMS
T )/pID

T ). Figure 4.11(a) shows this parameter for the muons accompanying the
Z boson candidate in the Z+µ sample before the application of the isolation and impact parameter
selection. The shoulder that appears at large values of the momentum balance variable is mainly
coming from in-flight decays of light-flavour mesons (i.e. muons from π and K decays). Requiring
∆pT /pT > 0.1, a control sample enriched in light-flavour is obtained: the resulting m12 distribution
is shown in Figure 4.11(b). We also restrict this region to only combined muons, as other types are
missing either ID or MS pT values and so cannot be sorted using this method. A separate study of
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(a) Invariant mass of Z boson candidate (b) Type of the additional muon

(c) Tranverse momentum of the addtional muon

Figure 4.9: Invariant mass of Z boson candidates (a), type (b) and pT (c) of the additional muon in selected
Z+µ events in data (points with errors) and MC-simulated background samples (stacked histograms) for the full
Run2 dataset. In the lower panel, the Data/MC ratio appears, together with the ratio’s statistical uncertainty.
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(a) Invariant mass of Z boson candidate after ap-
plying Isolation requirement

(b) Invariant mass of Z boson candidate after ap-
plying d0 significance requirement

(c) Invariant mass of Z boson candidate after ap-
plying Isolation+d0 significance requirements

Figure 4.10: Invariant mass of Z boson candidates after applying the (a) Isolation, (b) d0 significance and (c)
Isolation+d0 significance cuts on the µ.
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the efficiencies of these ”other” muons has been made, and their contribution has been taken into
account, though minor.

According to simulation2, 67% of the sample is made of light-flavour jets (Z+jets) and 32% of
heavy-flavour jets (Z+jets and tt̄). Contributions from WZ and ZZ∗ are below 1% and are subtracted
from the efficiency calculations using MC simulation. Owing to the relatively large heavy-flavour jet
contamination in the light-flavour control sample, the expected contribution from Z+HF and tt̄ is
accounted for by simple subtraction of impurities as predicted by MC. To obtain the control region
fraction systematic uncertainties described previously, the isolation efficiencies are calculated twice,
once with respect to all muons in the light flavour enriched sample and once with respect to the
muons passing the d0-significance cut. The resulting isolation efficiencies, as well as the efficiency for
a light-flavour jet to pass the nominal isolation and d0-significance requirements are shown in Table
4.24. The mZ distributions, for the LF enriched sample, after applying the selections on the additional
muon are shown in Figure 4.12.

(a) Relative pT imbalance between MS and ID for
the additional µ

(b) mZ for a light flavour enriched sample

Figure 4.11: Fractional pT balance between the ID and MS measurements for additional muons in Z+µ events
shown for data and MC simulation, and the m12 distribution in the light-flavor enriched CR. Requiring the
fraction to be larger than 0.1, a sample enriched in light-flavour jets is obtained. The invariant mass of the Z
boson candidates after this selection is also shown.

Z+µ heavy-flavour control sample

A heavy-flavour component can be crated by applying an inverted d0-significance selection, cut on the
additional muon, as it is shown in Figure 4.13(a). The invariant mass of Z boson candidates in the
heavy-flavour control sample is shown in Figure 4.13(b). 93% of the sample is made of heavy-flavour
jets and 6% of light-flavour jets. The expected contribution of leptons from dibosons is negligible and
is subtracted with MC simulation from the efficiency calculations. In the scale factor calculation, the
expected contribution from Z+LF jets and tt̄ is also subtracted as predicted by the MC simulation.
The mZ distribution for the HF enriched sample, after applying the isolation cut is shown in Figure
4.14. The d0 significance cut can not be applied in this case as it is orthogonal to the cut which is
used to define this sample. The resulting isolation efficiency for a heavy flavour jet are shown in Table
4.24

Table 4.24 also shows the differences between efficiencies form data and MC simulation. For the
HF sample an efficiency wrt d0 significance cannot be defined as d0 significance cut is orthogonal to
the cut which is used to define this sample. The isolation efficiency of the LF enriched sample is quite
different affecting also the Isolation + d0 efficiency. On the contrary in the HF enriched sample, the

2Z+HF is defined as everything which passes the 3- and 4-lepton filtered samples and Z+LF anything which passes
the BFilter, CFilterBVeto and CVetoBVeto samples after overlap removal with the filtered samples.



4.4. Background estimation 105

(a) Invariant mass of Z boson candidate after ap-
plying Isolation requirement

(b) Invariant mass of Z boson candidate after ap-
plying d0 significance requirement

(c) Invariant mass of Z boson candidate after ap-
plying Isolation+d0 significance requirements

Figure 4.12: Invariant mass of Z boson candidates for a LF enriched sample after applying the (a) Isolation,
(b) d0 significance and (c) Isolation+d0 significance requirements on the µ.

(a) d0 significane of the additional µ (b) mZ for a heavy flavour enriched sample

Figure 4.13: Distribution of d0 significance for additional muons in Z+µ events (left) for data and MC
simulation. Requiring values of d0 significance larger than 3 provides a sample enriched in heavy-flavour jets;
the invariant mass of Z boson candidates after this selection is shown also.
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Figure 4.14: Invariant mass of Z boson candidates for a HF enriched sample after applying the Isolation
requirement.

Selection (sample) MC[%] Data[%] ∆/εµMC

Isolation (LF) 8.0 ± 0.3 11.9 ± 0.09 -48%
d0 significance (LF) 92.5 ± 0.3 91.6 ± 0.1 1.0%
Isolation + d0 significance (LF) 7.5 ± 0.3 11.2 ± 0.09 -55%
Isolation after d0 sig. (LF) 8.1 ± 0.3 12.2 ± 0.09 -51%

Isolation (HF) 17.1 ± 0.07 16.4 ± 0.09 4.3%

Table 4.24: Isolation and impact-parameter efficiencies for background muons in the light-flavour enriched
and heavy-flavour enriched Z+µ sample, calculated using simple subtraction to account for impurities in the
samples (for HF-enriched, only isolation efficiency is calculated, due to the way this sample is defined).
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agreement between the isolation efficiencies calculated in data and MC simulation is quite good. The
isolation variables for both LF and HF enriched samples are shown in Figure 4.15.

(a) ptvarcone30 T ightTTV A pt500 (b) ptvarcone30 T ightTTV A pt500

(c) ptcone20 T ightTTV A pt500 (d) ptcone20 T ightTTV A pt500

(e) neflowisol20/pT (f) neflowisol20/pT

Figure 4.15: Isolation variables for light (a,c,e) and heavy (b,d,f) flavour enriched samples

The Transfer Factors which are used to extrapolate the LF component events from the Controls Region
to the Signal Region are calculated by Data efficiencies. They are the efficiency squared as the are used
to extrapolate 2 muons and their uncertainties are also used as systematic uncertainties for the signal
region event yields. For the LF sample the TF coming from the Isolation+d0 significance efficiency is
used for the standard method. The inverted Isolation TF defined as TF[InvIso] = TF[Iso]/(1−TF[Iso])
is used for the 2CR+1 method. The TF as well as their uncertainties coming from the relative
difference between the data calculation and the MC expectation are shown in Figure 4.25. However for
the LF an alternative way is used for calculating the TF uncertainty. For LF TF[Iso+d0] it is obtained
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by varying the parameters of the MC calculation. Contamination by Z+HF events is removed by
subtracting MC from the Z+LF-enriched data sample, so the amount of this contamination is varied
by a factor of 1.5. The pT imbalance cut used to define the enriched region is also varied up and
down by a factor of 2. Finally, WZ events also contribute to this region: an uncertainty based on this
contribution is obtained by doubling their quantity. The variations and the results on the LF TF are
shown in Table 4.26.Taking these results into account it was decided for both LF Transfer Factors
(TF[Iso+d0], TF[InvIso]) the uncertainty to be set equal to 10%.

Selection (sample) TF ∆/TFµµMC

Inverted Isolation (LF) 0.0145 1.24
Isolation + d0 significance (LF) 0.0124 1.22
Isolation (HF) 0.0268 -0.085

Table 4.25: Transfer Factors calculated from data efficiencies and their relative difference with the MC expected.

Variation Relative
Change in Transfer Factor

Imbalance cut value (0.05 and 0.2) −5% and +7%
Increase Z+HF, ttbar contributions (50% ) +4%
Increase WZ contribution (100% ) +3%

Table 4.26: Variables and their variance used for LF Transfer Factor uncertainty estimation. Relative change
in the Transfer Factor is also shown.
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4.4.4 Differential Estimation of Z+ µµ background
In several analyses differential distributions of the background are needed. Two such analyses are
these which are performed in order to measure Higgs boson cross sections and couplings. For both
analyses the estimation procedure is the following. The total reducible background normalization is
determined by the standard method. Next the differential estimation decides the differential shape
of each variable. Every differential category (bin) is fitted individually and the sum of the results is
scaled to the combined estimation, using a similar method as in 2e2µ and 4µ estimation. As some
categories have fairly poor statistics, the merged Z + jets method which handles the LF and HF
Z+jets together, is used for the individual estimations. However some fits still fail, especially in the
ee + eµ CR. In order to avoid this, the shape parameters are fixed to the values of the combined
estimation. The individual TF[SR] are used to extrapolate the results from the relaxed to the signal
region. For some categories the statistics is low, so the TF[SR] is calculated from 1 or 0 MC entries.
In this instance, the TF is calculated by extrapolation of the other categories. The method of the
extrapolation depends on the specific variable.

Fit Methodology validation

The method was firstly tried for the estimation of the pT differential distribution. Initially the fit was
performed in each differential bin independently. Afterwards the shape parameters were fixed to the
values obtained from the combined estimation and the fit was performed again. The comparison of
the results are shown in Table 4.27. Good agreement is noticed 3.

Free Shape Parameters Fixed Shape Parameters
pT GeV Z+jets tt̄ Z+jets tt̄
0-10 0.69 ± 0.12 0.01 ± 0 0.64 ± 0.1 0.01 ± 0
10-15 1.07 ± 0.15 0.04 ± 0 1.05 ± 0.13 0.04 ± 0
15-20 0.81 ± 0.1 0.08 ± 0.01 0.74 ± 0.09 0.09 ± 0.01
20-30 1.44 ± 0.13 0.16 ± 0.01 1.43 ± 0.11 0.16 ± 0.01
30-45 1.15 ± 0.08 0.5 ± 0.02 1.17 ± 0.07 0.5 ± 0.02
45-60 0.49 ± 0.04 0.48 ± 0.02 0.47 ± 0.03 0.49 ± 0.02
60-80 0.3 ± 0.03 0.95 ± 0.04 0.29 ± 0.02 0.96 ± 0.04
80-120 0.18 ± 0.02 0.51 ± 0.02 0.19 ± 0.01 0.5 ± 0.02
120-200 0.09 ± 0.01 0.13 ± 0.01 0.09 ± 0.01 0.13 ± 0.01
200-350 0 ± 0 0 ± 0 0 ± 0 0 ± 0
350-1000 0 ± 0 0 ± 0 0.02 ± 0.01 0 ± 0
Summary 6.22 ± 0.27 2.87 ± 0.06 6.08 ± 0.23 2.88 ± 0.05

Table 4.27

None event, or 100% error in the signal region indicate that the Transfer Factor has to be corrected
as it comes from 0 or 1 MC entry. In Figure 4.16 the TFs after the correction are shown. The results
after the correction are shown in Table 4.28.

Differential Cross sections

After the validation the method is used for all the variables used for the differential cross sections mea-
surements. Three different types of variables are considered, Higgs Boson kinematic-related variables,
variables related to the jets which are produced along with Higgs boson and lastly variables combining
information from both Higgs boson and jets. The kinematics of the Higgs boson production and decay
are of particular interest as deviations from the SM predictions could indicate non-SM properties of

3This check had been performed using 2017 data and the obsolete isolation wp
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Figure 4.16: The TF of Z+jets and tt. The last 2 have been extrapolated from the previous bins

pT GeV Z+jets tt̄
0-10 0.64 ± 0.1 0.011 ± 0.002
10-15 1.07 ± 0.15 0.04 ± 0.005
15-20 0.81 ± 0.1 0.08 ± 0.01
20-30 1.44 ± 0.13 0.16 ± 0.01
30-45 1.15 ± 0.08 0.5 ± 0.02
45-60 0.49 ± 0.04 0.48 ± 0.02
60-80 0.3 ± 0.03 0.95 ± 0.04
80-120 0.18 ± 0.02 0.51 ± 0.02
120-200 0.09 ± 0.01 0.13 ± 0.01
200-350 0.02 ± 0.01 0.0085 ± 0.004
350-1000 0.003 ± 0.0015 0.0012 ± 0.0005
Summary 6.19 ± 0.26 2.87 ± 0.06
Combined 6.38 ± 0.22 2.9 ± 0.06

Table 4.28: Results after TF correction

the Higgs itself or the presence of other particles being produced in association with the Higgs boson.
The H → 4l decay is particularly interesting because the full Higgs kinematic information is accessible
through the reconstruction of all of the Higgs decay products. The measurement of the jet multiplic-
ity and other jet properties probes both QCD radiation effects and contributions from the various
production modes of the Higgs boson. The fraction of events coming from non-ggF production modes
increases with jet multiplicity due to the presence of hadronic decays of the particles produced in
association with the Higgs boson. Measurements of the following variables pT4lj , m4lj , pT4ljj , m4ljj ,
created from both Higgs boson and jets are also provided. The variables are summarized in Table
4.29. The m12 estimation is based only on MC as it is the fitting variable. The binning choice for each
variable of interest has been defined using simulation only and it is chosen based on several criteria.
The number of bins and their widths have been chosen to achieve an expected significance of at least
2 sigma and a statistical error of about 30% in each bin, and to keep as low as possible the event bin
migration The binning of the variables considered is described in detail in [135]. Figures ?? show the
MC expected (MCE) and the Data Driven estimated (DDE) distributions for both Z + jets and tt̄
background components for all the variables.
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Higgs Boson kinematic-related variables
pT4l pT of the four-leptons system
m12 invariant mass of the leading lepton pair
m34 invariant mass of the sub-leading lepton pair
|y4l| rapidity of the four-leptons system
φ azimuthal angle between the decay plane of Z1 and the plane of Z2
φ1 azimuthal angle between the decay plane of the Z1 and the plane formed between

the Z1 four momentum and the z-axis
| cos θ∗| θ∗ is the production angle of Z1, defined in the four leptons rest frame
cos θ1 θ1 is the production angle of the anti-lepton from the Z1 decay defined in the four

leptons rest frame
cos θ2 θ2 is the production angle of the anti-lepton from the Z2 decay defined in the four

leptons rest frame
Jet-related variables
Njets Number of jets
plead. jet
T pT of the leading jet
psublead. jet
T pT of the subleading jet
mjj invariant mass of the two jets
∆ηjj difference in pseudorapidity of the two jets
∆φjj difference in the azimuthal angle of the two jets
Nb−jets number of b-jets
Higs boson and jet-related variables
pT4lj pT of the 4 leptons - leading jet system
m4lj invariant mass of the 4 leptons - leading jet system
pT4ljj pT of the 4 leptons - two jets system
m4ljj invariant mass of the 4 leptons - two jets system

Table 4.29: Definitions of variables of interest.
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Figure 4.17: Differential distributions expected from MC and estimated from data for Z + jets and tt̄ compo-
nents.
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Figure 4.18: Differential distributions expected from MC and estimated from data for Z + jets and tt̄ compo-
nents
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Figure 4.19: Differential distributions expected from MC and estimated from data for Z + jets and tt̄ compo-
nents
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Figure 4.20: Differential distributions expected from MC and estimated from data for Z + jets and tt̄ compo-
nents
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Figure 4.21: Differential distributions expected from MC and estimated from data for Z + jets and tt̄ compo-
nents
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Figure 4.22: Differential distributions expected from MC and estimated from data for Z + jets and tt̄ compo-
nents
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Figure 4.23: Differential distributions expected from MC and estimated from data for Z + jets and tt̄ compo-
nents
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Figure 4.24: Differential distributions expected from MC and estimated from data for Z + jets and tt̄ compo-
nents
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Figure 4.25: Differential distributions expected from MC and estimated from data for Z + jets and tt̄ compo-
nents
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Figure 4.26: Event categorization scheme for STXS measurement with STXS: Reduced Stage 1.1 scheme.
Unlike the previous scheme, gg2H includes bbH and hadronically decaying ggZH. qq2Hqq include VBF and
hadronically decaying qqZH. All leptonically decaying VH is categorized under VH-lep. The colored outline for
the reconstructed categories indicate the targeted signal process within that category [136].

Couplings

In the simplified template cross sections framework [46], the exclusive regions of phase space defined
for measurements are specific to each production mechanism under study. These regions, referred to
as bins, are motivated by:

• Minimizing the dependence on theoretical uncertainties which are directly folded into the mea-
surements;

• Maximizing experimental sensitivity;

• Isolation of possible BSM effects; and

• Minimizing the number of bins without loss of experimental sensitivity.

With this design principle, several stages, each with an increasing number of bins, are defined. The
categories which are used for this analysis are shown in scheme 4.26. They are described in detail
in [136]. The MCE and DDE number of events for both background components in each of the 10
Reconstructed event categories in Signal Region is shown in Figure 4.27(a). In Figure 4.27(b) the
corresponding events for the 5 Reconstructed event categories in Side-Band Region are shown.
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Figure 4.27: Number of events expected from MC and estimated from data for Z + jets and tt̄ components for
the categories used in Higgs boson couplings measurement.
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4.4.5 Z + ee background

The estimate of the electron background, which is mainly composed of jets misidentified as electrons, is
extracted from a control region denoted as 3`+X, where the selection and identification criteria for the
lower pT electron in the subleading pair (denoted with “X”) are relaxed while the remaining leptons
in the quadruplet are required to pass the full analysis selection. Additionally, the subleading pair
must have the same sign, thus ensuring orthogonality to the signal region. The standard quadruplet
selections are then applied to the quadruplets that are formed. As for the Z + µµ background
estimate, the ME quadruplet selection is not used, regardless of the presence of extra leptons. Unlike
the Z+µµ background estimate, however, all possible 3`+X quadruplets sharing the same Z are kept.
This approach simplifies significantly the decomposition of the different background contributions as
it can be done by looking only at the X lepton.

The electron background is classified according to the process involved. The main contributions
come from light jets with depositions in the calorimeter faking an electron (f) and electrons from
semileptonic decays of heavy quarks (q). Also important are electrons coming from photon conver-
sions or FSR (γ). Each background has different properties and efficiency, therefore the background
estimation method is targeted to disentangle the various components using suitable discriminating
variables. In MC simulation, the actual origin is known and is extracted using truth information
(MCTruthClassifier). Electrons are sorted into the following categories:

1. Isolated electrons Electrons from W or Z bosons, or from bremsstrahlung originating from a W
or Z boson.

2. Light flavour Electrons that are really misidentified hadrons, as well as those whose truth origin
is unknown.

3. Heavy flavour Non-isolated electrons that do not come from conversions (unless from bremsstrahlung
originating in a charm or bottom hadron).

4. Photons Electrons that are actually FSR photons, photons whose origin is another photon,
photons from light meson decay, or photons from other conversions.

For data, the various components are unfolded directly using a template fit on the nInnerPix
o bservable.

This variable counts the number of IBL hits, unless no such hits are expected due to a dead area of
the IBL: in such cases, the number of hits on the next-to-innermost pixel layer is counted instead. It
provides discrimination for γ over f and q, as photons populate nInnerPix

= 0 in the distribution.
A complementary control region denoted as Z+X is used to estimate the efficiency needed to

extrapolate from the relaxed electron requirements on the “X” for each of the background components
to the full electron identification and isolation cuts used in the signal region. Table 4.30 shows the
final results for the Z+ee background.

Full Run-2
type 4e 2µ2e
f 7.06± 0.38± 1.10 7.73± 0.40± 1.23
γ 2.01± 0.50± 0.40 2.17± 0.53± 0.44
h 4.33± 1.30 7.77± 2.33

Table 4.30: Electron reducible background estimates broken down by channel. Since these numbers are obtained
by fitting each channel separately they do not add up exactly to the total result, but the difference is easily covered
by the statistical uncertainties.
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4.4.6 Background shape modelling
The m4l shape of the reducible background in the signal region is obtained using the shapes of
Z+HF and tt̄ from MC simulation; Z+LF and WZ are not considered due to their small contribution
(< 10%) and the tiny number of MC events surviving the signal selection. The shape of Z+jets
and tt̄ is obtained after applying the full analysis selection and combining 4µ and 2e2µ final states
to obtain sufficient statistics (variation between the two channels is negligible): each component is
then smoothed separately using kernel estimation (RooKeysPDF) [137]. Shape uncertainty arises from
varying the fraction of each component by 20%. The electron m4` background shape is obtained
by combining shapes for each of the HF, LF, and conversion components: the first is obtained from
MC and the last two (which are assumed to be the same and so combined into a single shape for
this purpose) from data in the 3L+X control region. As with the muon background shapes, each
component is normalized to unit area, smoothed, and then added according to their fractions as
measured in the data, with a systematic uncertainty obtained by varying that fraction. The total MC
expected and the observed data m4l distributions for the four individual channels (4e, 4µ, 2e2µ, 2µ2e)
as well as the combined are show in Figure 4.28 and Figure 4.29 correspondingly.

Summary tables

The numbers of expected and observed events for various background and signal processes are sum-
marized in tables 4.31, 4.32, 4.33.

Final state signal qqZZ ggZZ redBkg ttV Total Observed
4µ 78± 5 36.8± 2.0 1.2± 0.8 2.20± 0.16 0.58± 0.07 119± 5 115

2e2µ 53.0± 3.1 25.3± 1.3 0.7± 0.5 2.50± 0.18 0.44± 0.04 82.0± 3.4 96
2µ2e 40.1± 2.9 16.7± 1.2 0.56± 0.35 3.1± 0.5 0.33± 0.04 60.9± 3.2 57
4e 35.3± 2.6 14.5± 1.5 0.56± 0.35 2.37± 0.33 0.36± 0.04 53.0± 3.1 42

Total 206± 13 93± 5 3.1± 2.0 10.2± 0.9 1.72± 0.17 315± 14 310

Table 4.31: The number of events expected and observed for a mH = 125 GeV hypothesis for the four-lepton
final states in a window of 115 < m4` < 130 GeV, using the FSR-corrected m4`. The columns show the number
of expected signal events, the number of expected background events (ZZ(∗) reducible background, and ttV) and
the number of observed events, for 139 fb−1 at

√
s = 13 TeV.

Final state signal TotalIrred TotalRed Total S/B Observed
4µ 78± 5 38.0± 2.1 2.79± 0.18 119± 5 1.9 115

2e2µ 53.0± 3.1 26.1± 1.4 2.94± 0.19 82.0± 3.4 1.8 96
2µ2e 40.1± 2.9 17.3± 1.3 3.5± 0.5 60.9± 3.2 1.9 57
4e 35.3± 2.6 15.0± 1.5 2.73± 0.33 53.0± 3.1 2.0 42

Total 206± 13 96± 6 11.9± 0.9 315± 14 1.9 310

Table 4.32: The number of events expected and observed for a mH = 125 GeV hypothesis for the four-lepton
final states in a window of 115 < m4` < 130 GeV, using the FSR-corrected m4`. The columns show the number
of expected signal events, the number of expected irreducible and reducible background events, the expected S/B
ratio for each final state, and the number of observed events, for 139 fb−1 at

√
s = 13 TeV.
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Figure 4.28: The 4 lepton invariant mass distribution for the 4 channels[138].

Final state Signal ZZ(∗) Z + jets, tt̄ Expected Observed
WZ, ttV , V V V

4µ 81.1± 5.0 1454± 120 35.4± 2.8 1571± 120 1620
2e2µ 55.9± 3.3 1027± 80 29.1± 2.0 1112± 80 1239
2µ2e 42.3± 3.0 1022± 100 35.3± 4.0 1099± 100 1266
4e 38.2± 2.8 803± 90 31.3± 2.9 873± 90 973

Total 219.0± 13.0 4306± 400 131.1± 9.0 4659± 400 5098

Table 4.33: The number of events expected and observed for a mH = 125 GeV hypothesis for the four-lepton
final states in the full m4` mass range. The columns show the number of expected signal events, the number
of expected ZZ(∗) and reducible background events, together with the number of observed events, for 139 fb−1

at
√
s = 13 TeV.
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Figure 4.29: The 4 lepton invariant mass distribution, combining all 4 channels[138].



5 Search for heavy ZZ resonances

In 2012, the ATLAS and CMS Collaborations at the LHC discovered a new particle [139, 140], an
important milestone in the understanding of the mechanism of electroweak (EW) symmetry breaking.
Subsequent studies [141, 142, 143, 144] have shown that the properties of the new particle are consistent
with those of the Standard Model (SM) Higgs boson. Nevertheless, the possibility that the particle is
part of an extended Higgs sector or other extension of the SM cannot be ruled out. Many theoretical
models predict heavy spin-0 neutral Higgs boson (H) decaying into a pair of Z bosons (Section 1.2.8).
Also in models with warped extra dimensions [145, 146], spin-2 Kaluza–Klein (KK) excitations of the
graviton (GKK) are expected to decay into ZZ.

This chapter presents the search for heavy resonances decaying into a pair of Z bosons leading to
the `+`−`+`− final state, where ` stands for either an electron or a muon. The search uses proton-
proton collision data at a centre-of-mass energy of 13 TeV collected with the ATLAS detector between
2015 and 2018 at the Large Hadron Collider. The study is based on a search for an excess in the
distribution of the four-lepton invariant mass, m4`, in the range 200 < m4` < 2000 GeV. In the
absence of such an excess, limits on the production rate of the signal hypothesis is obtained from a fit
to the mass distribution. The signal hypothesis tested here is the gluon-gluon fusion (ggF) and vector-
boson fusion (VBF) production of a heavy Higgs boson (spin-0 resonance) under the narrow-width
approximation (NWA).

5.1 Samples and Event Selection
Many models beyond the Standard Model of particle physics predict heavy particles that could decay
into diboson final states. Below some models predicting a heavy ZZ resonance are described.

5.1.1 Heavy Higgs-like Scalar
One model considered here is that of a heavy Higgs decay, including both the Narrow Width Approx-
imation (NWA) and the Large Width Approximation (LWA). The Higgs boson events are simulated
using the POWHEG event generator [147, 97], which calculates separately the gluon fusion and
vector-boson fusion production mechanisms with matrix elements up to next-to-leading order(NLO).
POWHEG is interfaced to PYTHIA [84] for decaying the Higgs boson into the ZZ→`+`−`+`− final
state, the showering and hadronization.

To have a better description of the jet multiplicity, MGMC@NLO is also used to generate events
for the process of pp → H+ ≥ 2jets at NLO QCD accuracy with the FxFx merging scheme [148] in
the Effective Field Theory approach (mt → ∞). The fraction of the ggF events that enter into the
VBF-enriched category is estimated from the MGMCatNLO simulation.

Large width samples are produced only for ggF production. As seen in the samples with NWA
the mass spectrum is the same between the ggF productions and VBF ones.

123
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The Higgs effective field theory is modified to allow special handling of the width of the Higgs and
implemented in the AMC@NLO framework [117, 149], which produces at next-to-leading-order the
process of pp→ ZZ, where the Z decay is handled by MADSPIN [150], preserving all spin correlations.
The generated particles at matrix-element level are showered by PYTHIA8 with the A14 setting for
the tunable parameters of the underlying event. The NNPDF23LO parton distribution function (PDF)
set is used and the factorisation and renormalisation scale factors are set to µF = µR = mH , where
mH is the invariant mass of the new scalar.

The NWA signal is simulated at mass points between 200 and 2000 GeV for both the ggF and VBF
production modes. The mass points between 200 and 1000 GeV are simulated in steps of 100 GeV, and
those between 1000 and 2000 GeV are simulated in steps of 200 GeV. The 2400 and 3000 GeV mass
points are also simulated to validate the extrapolation of the signal model above 2000 GeV. These
samples are mainly produced using the full detector simulation. Two of these samples were produced
using a fast detector simulation [151] that uses a parameterisation of the response of electromagnetic
and hadronic calorimeters [152], while the response of the ID and MS detectors is fully simulated.
These two “FastSim” samples were for the VBF 300 and 700 GeV mass points in the mc16e campaign
only.

5.1.2 Event Selection
First, a generic, model-independent, four-lepton event selection is applied following the common 4l
selection (Chapter 4). After the common event selection, the events are split into different categories,
in order to probe different production modes of BSM signals, such as VBF production and ggF pro-
duction. To enhance the search sensitivity to NWA signals, multivariate classifiers are used for event
categorization. Such multivariate classifiers are usually trained based on a specific signal model and
thus would lead to some model dependence. For this consideration, a cut-based event categorization
is also considered.

5.1.3 Event Categorization
As it is noted in the introduction, the VBF-enriched category is used to search for resonances produced
via VBF production mode. Firstly a simple cut-based VBF categorization is used. Events that have
two or more jets with pT greater than 30 GeV, with the two leading jets being well separated in η,
∆ηjj > 3.3, and having an invariant mass mjj > 400 GeV, are classified in the VBF-enriched category.
The choice of the cuts was revisited for this full Run-2 analysis, and it was found that these same cuts
are satisfactory for the purposes of this analysis.

In order to improve the search sensitivity to heavy Higgs signals, multivariate (MVA) classifiers
have been studied. To target heavy Higgs signals with different production modes, a VBF classifier
and a ggF classifier are used produced by Deep Neural Networks (DNN). After the common event
selection, a cut on the VBF classifier is applied and events passing the VBF classifier form the VBF
category. Events failing the VBF classifier but passing the ggF classifier form the ggF category. All
remaining events, failing both the VBF classifier and the ggF classifier, form the so-called “rest”
category. The ggF category is further split into three regions of different lepton final states: 2e2µ, 4µ
and 4e. Given the relatively small fraction of events in the VBF and rest categories, inclusive lepton
final states are used. Therefore, in total 5 regions are used in the analysis: VBF inclusive, ggF 2e2µ,
ggF 4µ, ggF 4e and rest. Figure 5.1 show the classifier output for the SM background samples as
well as the 700-GeV VBF and ggF signal samples. The classifiers have similar response for any Higgs
mass.

The optimal classification cut is chosen on the basis of good overall performance across the entire
mass range, while retaining a high signal selection efficiency and background rejection. For the VBF
category, a cut on the VBF DNN score of 0.8 for events with at least two jets is found to produce
the best overall performance improvement. For the ggF category, a combination of cuts (a VBF DNN
score of less than 0.8 and a ggF DNN score of greater than 0.5 for events with at least two jets, and
simply a ggF score greater than 0.5 for events with less than two jets), produces the best overall
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(a) VBF DNN classifier (b) ggF DNN classifier

Figure 5.1: VBF DNN and ggF DNN classifier response for the background samples (filled) and the 700 GeV
VBF signal sample (black), for events with at least two jets.

improvement over the cut-based categorisation. The selection was tested for m4` sculpting and it
was found that it sculpts neither signal nor background shape. Using the DNN-based VBF and ggF
classifiers, the event categorization is the following:

• VBF-incl: Njets ≥ 2 &&DNNVBF > 0.8;

• ggF-(2e2µ, 4µ, 4e): (Njets ≥ 2&&DNNVBF ≤ 0.8&&DNNggF > 0.5)||(Njets < 2&&DNNggF >
0.5);

• Rest: all remaining events.

The classifiers are tested also in the Control Region m4l : [80−170]. Good agreement between data
and MC is observed as shown in Figure 5.2. Only statistical uncertainties and experimental systematic
uncertainties are included in these plots,since in general systematic uncertainties are subdominant
given the data statistics in the control regions

5.1.4 Signal Acceptance
For the NWA case, in the cut-based analysis, four analysis regions are used: VBF incl, ggF 2e2µ, ggF
4µ, and ggF 4e. For MVA-based analysis, five analysis regions are used: VBF incl, ggF 2e2µ, ggF 4µ,
ggF 4e and rest. Figure 5.3 shows the acceptance plot as a function of signal mass of different ggF
and VBF production mode samples by merging all three MC campaigns (mc16a, mc16d and mc16e)
for the cut-based categorization. Given the excellent signal mass resolution in 4` final states, it is
possible to search for resonances with fine granularity of signal mass grids. In order to interpolate
signal acceptance for any signal mass point, a third-order polynomial fit is applied from the mass point
of 200 GeV to 2000 GeV. Signal acceptance decreases a bit in the high mass region, due to degraded
lepton reconstruction and identification efficiencies for close-by leptons, which originate from boosted
Z bosons. The acceptance plot for the DNN-based categorization is shown in Fig. 5.4. The acceptance
is fitted with a polynomial function.

For the cut-based analysis a third degree polynomial is used to parametrize the acceptance, while
for the MVA-based a fifth degree polynomial is used. The values of the parameters for both ggF and
VBF are shown in tables 5.1,5.2,5.3,5.4 correspondingly.

Figure 5.5 shows the acceptance plot as a function of the signal mass for different channels for
both the LWA and NWA case for comparison. For the LWA case, three categories can be used (2e2µ,
4µ, 4e), without splitting into ggF and VBF categories, as only ggF LW signal samples are available.
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Figure 5.2: DNN ggF and VBF classifiers

ggF 2e2µ ggF 4e ggF 4µ VBF incl
a0 1.71e-01 5.74e-02 1.05e-01 8.28e-05
a1 2.53e-04 1.42e-04 1.31e-04 7.27e-05
a2 -1.66e-07 -8.77e-08 -9.59e-08 -3.02e-08
a3 3.49e-11 1.78e-11 2.18e-11 4.71e-12

Table 5.1: Parameter values for the cut-based ggF acceptance.

ggF 2e2µ ggF 4e ggF 4µ VBF incl
a0 1.33e-01 4.74e-02 8.60e-02 1.31e-01
a1 6.56e-05 5.30e-05 1.25e-05 3.55e-04
a2 -1.57e-08 -2.43e-08 4.50e-09 -2.58e-07
a3 -3.76e-13 4.87e-12 -2.75e-12 5.61e-11

Table 5.2: Parameter values for the cut-based VBF acceptance.

ggF 2e2µ ggF 4e ggF 4µ rest VBF incl
a0 -3.42e-03 3.40e-03 3.17e-03 3.77e-01 -4.30e-03
a1 8.93e-04 2.99e-04 5.15e-04 -1.40e-03 6.91e-05
a2 -1.39e-06 -3.40e-07 -8.82e-07 2.76e-06 -4.69e-08
a3 1.11e-09 1.91e-10 7.73e-10 -2.49e-09 -2.36e-11
a4 -4.52e-13 -5.78e-14 -3.44e-13 1.09e-12 2.89e-14
a5 7.16e-17 7.06e-18 5.95e-17 -1.82e-16 -6.67e-18

Table 5.3: Parameter values for the MVA-based ggF acceptance.
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(a) (b)

Figure 5.3: NWA acceptance as a function of mH for the cut-based categorization, estimated by merging the
three signal MC campaigns, mc16a, mc16d and mc16e, for the sample of (a) ggF production mode; (b) VBF
production mode.

ggF 2e2µ ggF 4e ggF 4µ rest VBF incl
a0 1.61e-01 6.60e-02 1.15e-01 5.61e-02 3.60e-02
a1 -2.25e-04 -1.31e-04 -2.54e-04 1.92e-04 6.06e-04
a2 6.17e-07 4.28e-07 5.90e-07 -5.01e-07 -6.47e-07
a3 -6.00e-10 -4.76e-10 -5.60e-10 5.88e-10 2.35e-10
a4 2.47e-13 2.25e-13 2.34e-13 -2.72e-13 -1.32e-15
a5 -3.75e-17 -3.94e-17 -3.62e-17 4.59e-17 -1.15e-17

Table 5.4: Parameter values for the MVA-based VBF acceptance.

5.2 Signal and Background Modelling

The main background component in the H→ZZ→ `+`−`+`− final state, accounting for 97% of the
total expected background events, is non-resonant ZZ production. This arises from quark-antiquark
annihilation (86%), gluon-initiated production (10%) and a small contribution from EW vector-boson
scattering (1%). The last is more important in the VBF-enriched category, where it accounts for 16%
of the total expected background. The non-resonant ZZ background is modelled by fitting the MC
expected m4` distributions. The normalization is profiled to data in the likelihood fit.

Additional background comes from the Z + jets, tt̄ and WZ processes, denoted as reducible
background, which contribute at the percent level and decrease more rapidly than the non-resonant
ZZ production as a function of m4`. The normalization of these backgrounds are estimated using
data where possible and since the dominant background components vary according to the flavour of
the leptons of the subleading pair. Their shapes are obtained by smoothing the MC distributions.
Lastly there are some other minor backgrounds, like V V V and tt̄V whose normalization is obtained
from MC and their shapes by smoothing the MC distributions.

The signal is modelled by the sum of a Crystal Ball (C) function and a Gaussian (G) function.
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(a) (b)

Figure 5.4: NWA acceptance as a function of mH for the double-DNN based categorization, estimated by
merging the three signal MC campaigns, mc16a, mc16d and mc16e, for the sample of (a) ggF production
mode; (b) VBF production mode. Here, “bkg” refers to the “rest” category.

5.2.1 Reducible background
The reducible background analysis is performed separately for the `` + µµ and `` + ee final states,
following slightly different approaches that estimate the ”muon” and ”electron” backgrounds, respec-
tively (Section 4.4). The muon background comes mostly from heavy-flavour (HF) jets produced in
association with a Z boson or in decays of top quarks. In the case of the electron background, the
larger contribution comes from light-flavour (LF) jets produced in association with a Z boson that
are misidentified as electrons. The corresponding fraction of yields for m4` > 200 GeV are estimated
using MC simulation. For the V V V and tt̄V backgrounds the event yields come purely from MC. The
normalization factors are shown in Tables 5.5 and 5.6.

ggF 2e2µ ggF 4e ggF 4µ VBF incl
Z + jets, WZ, tt̄ 6.59 3.04 2.08 0.28
V V V , tt̄V 26.8 11.7 16.3 3.03

Table 5.5: Normalization values for “reducible” background components for the cut-based selection.

ggF 2e2µ ggF 4e ggF 4µ rest VBF incl
Z + jets, WZ, tt̄ 1.73 0.77 0.61 8.79 0.08
V V V , tt̄V 17.5 7.74 9.8 21.9 0.96

Table 5.6: Normalization values for “reducible” background components for the MVA-based selection.

The reducible background m4` shapes for Z + jets and V V V in the signal region is obtained
using the shapes of Z + jets, WZ, tt̄ and V V V , tt̄V correspondingly from the MC simulation. The
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(a)

Figure 5.5: LWA acceptance as a function of mH , estimated by merging the three signal MC campaigns, mc16a,
mc16d and mc16e. The corresponding NWA acceptance is also provided for comparison.

total background m4` distributions are smoothed separately in each channel using kernel estimation
(RooKeysPDF). It implements an one-dimensional kernel estimation p.d.f which model the distri-
bution of an arbitrary input dataset as a superposition of Gaussian kernels, one for each histogram
entry, each contributing 1/N to the total integral of the p.d.f. The value of smoothing strength (ρ) is
chosen arbitrarily trying to compromise two effects, making the distribution smooth enough without
changing the original shape too much. The smoothed distributions are normalized to the data driven
estimated yields. By varying the value of ρ by 0.5 two more distribution are made. They are merged
in one using the largest relative difference and symmetrizing it. The symmetrized distributions are
taken into account as a shape systematic uncertainty. The raw MC, the smoothed distributions as
well as the shape systematic uncertainties coming from the smoothing procedure are shown in Figures
5.6, 5.7, 5.8, 5.9.

5.2.2 Irreducible background
The m4` distribution for the ZZ continuum background is taken from MC simulation and parame-
terised by an empirical function for each of the quark-initiated processes, qq̄ → ZZ, gluon-initiated
processes, gg → ZZ, and electroweak vector boson scattering, qq̄ → ZZ (EW):

f(m4`) = C0H(m0 −m4`)f1(m4`) +H(m4` −m0)f2(m4`), (5.1)

where,

f1(x) =
(
x− a4

a3

)a1−1(
1 + x− a4

a3

)−a1−a2

,

f2(x) = exp
[
b0

(
x− b4
b3

)b1−1(
1 + x− b4

b3

)−b1−b2]
,

C0 = f2(m0)
f1(m0) .
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(a) 2e2mu (b) 4mu (c) 4e

(d) V BF

(e) 2e2mu (f) 4mu (g) 4e

(h) V BF

Figure 5.6: Raw and smoothed and shape systematic uncertainties m4` distributions for the Zjets background
component in each cut based analysis channel.
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(a) 2e2mu (b) 4mu (c) 4e

(d) V BF

(e) 2e2mu (f) 4mu (g) 4e

(h) V BF

Figure 5.7: Raw and smoothed and shape systematic uncertainties m4` distributions for the VVV background
component in each cut based analysis channel.
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(a) 2e2mu (b) 4mu (c) 4e

(d) V BF (e) rest

(f) 2e2mu (g) 4mu (h) 4e

(i) V BF (j) rest

Figure 5.8: Raw and smoothed (a-e) and shape systematic uncertainties (f-j) m4` distributions for the Zjets
background component in each NN based analysis channel.
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(a) 2e2mu (b) 4mu (c) 4e

(d) V BF (e) rest

(f) 2e2mu (g) 4mu (h) 4e

(i) V BF (j) rest

Figure 5.9: Raw and smoothed (a-e) and shape systematic uncertainties (f-j) m4` distributions for the VVV
background component in each NN based analysis channel.
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The function’s first part, f1, covers the low-mass part of the spectrum where one of the Z bosons is
off-shell, while f2 models the ZZ threshold around 2·mZ and f3 describes the high-mass tail. The
transition between low- and high-mass parts is performed by the Heaviside step function H(x) around
m0 = 240 GeV. The continuity of the function around m0 is ensured by the normalisation factor C0
that is applied to the low-mass part. Finally, ai, bi and ci are shape parameters which are obtained
by fitting the m4` distribution in simulation for each category. The uncertainties in the values of these
parameters from the fit are found to be negligible. The MC statistical uncertainties in the high-mass
tail are taken into account by assigning a 1% uncertainty to c4.

5.2.3 Signal

In the case of a narrow resonance, the width in m4` is determined by the detector resolution, which
is modelled by the sum of a Crystal Ball (C) and a Gaussian (G) function, hereafter referred to as the
C+G distribution:

Ps(m4`) = fC · C(m4`;µ, σC , αC , nC) + (1− fC) · G(m4`;µ, σG). (5.2)

The Crystal Ball and the Gaussian functions share the same peak value of m4` (µ), but have different
resolution parameters, σC and σG . The αC and nC parameters control the shape and position of
the non-Gaussian tail1 and the parameter fC ensures the relative normalisation of the two probability
density functions. The ggF and VBF production modes are found to have similarm4` spectra, therefore
only the distributions from ggF production are presented here. The C+G function parameters are
determined separately for each final state by fitting to signal simulation, and are then fitted with a
polynomial in scalar mass mH to interpolate between the generated mass points. The order of the
polynomial is determined by first fitting a third-order polynomial and decreasing its order until the the
magnitude of the highest-order term is greater than its associated error (to avoid over-fitting). The
use of this parameterization for the function parameters introduces an additional bias in the signal
yield and mH .

5.3 Statistical Treatment and results

The goal of this analysis is the search for a new BSM Higgs-like particle in the 200–2000 GeV mass
range. Fits are performed for several mass points in order to check for any excess in the data and
exclusion limits for a new particle are set. The statistical treatment uses workspaces within RooFit
[153] and RooStats [154] frameworks .

5.3.1 Search for new particles

A H1 hypothesis, which includes both signal and background, has to be tested against the H0 hy-
pothesis including only background, for every possible mass. A likelihood fit is used to extract a
test statistic variable to discriminate the 2 alternative hypotheses. Depending on the experiment
discrimination ability (sensitivity) an upper limit on new particle production cross section can be set.
The expected upper limit at 95% Confidence Level is calculated for every mass and compared to the
observed values from data. Lastly the look elsewhere affect has to be taken into account, as when the
search is performed in a wide mass range, a random background fluctuation in a random mass may
be misinterpreted as signal.

1αC is a measure of how far from the peak the distribution becomes non-Gaussian, while nC is related to the slope
of the tail.
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The Likelihhod Function

The likelihood function is the function that returns the value of a probability density function (pdf )
evaluated at the observed data sample. Assuming a pdf f(x), depending on the parameters θ1, ..., θm,
then for a given dataset x1, ..., xn the L is

L(x1, ...xn; θ1, ..., θm) =
n∏
i

f(xi; θ1, ..., θm) (5.3)

If the numbers of the events in the dataset is also a random variable an extended likelihood function
can defined. In case that the number of these events is a Poisson distribution (like in most particle
experiments) whose average µ may also depends on the m unknown parameters, then

L(x;θ) = e−µ(θ)µ(θ)n

n!

n∏
i

f(xi;θ) (5.4)

The total pdf f can be written as superposition of two components, one pdf for the signal fs and
another for the background fb, weighted by the expected signal and background fractions, respectively.
The signal normalization is usually written in terms of the signal strength µ

f(x;θ) = µs

µs+ b
fs(x;θ) + b

µs+ b
fb(x;θ) (5.5)

Substituting in the likelihood function

Ls+b(x;θ, µ) = e−µs(θ)+b(θ)

n!

n∏
i

(µs · fs(x;θ) + b · fb(x;θ)) (5.6)

where µ can be identified as the parameter of interest while θ as nuisance parameters. The profile
likelihood ratio is defined as

λ(µ) = L(x;µ, ˆ̂θ(µ))
L(x;µ, θ̂)

(5.7)

Here ˆ̂
θ in the numerator denotes the values of θ that maximize L for the specified µ. So it is the

conditional maximum-likelihood (ML) estimator of θ (and thus is a function of µ). The denominator
is the maximized (full) likelihood function as µ̂ and θ̂ are the ML estimators. Technically the fit is
performed by minimizing the logarithm of the profile likelihood ratio

− 2 · ln (λ(µ))→ Min (5.8)

By definition the minimum value is equal to 0, occurring for µ = µ̂ which is the observed signal
strength as shown in Figure 5.10.

The test statistic

When the search of a new signal is performed any upwards fluctuation of the data can lead to a
positive signal strength. A test has to be defined to show if indeed this comes from a fluctuation of
the background data or from a new signal. Two possibilities have to be taken into account. Firstly
the possibility of the H0 hypothesis giving a larger signal strength than the observed. Secondly the
possibility of H1 hypothesis giving a smaller signal strength than the observed. For this reason a test
statistic tµ, which reflects the level of agreement between the data and the hypothesized value of µ,
is defined
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Figure 5.10: Example of likelihood function, -2lnλ as a function of µ. The minimum value is 0 occurring for
µ = µ̂ ≡ µobs. The error contour of the observed µ, corresponding to Nσ , is defined by the −2lnλmin + N2

and it may lead to asymmetric errors.

tµ = lnλ(µ) (5.9)

In order to assess the presence of a new signal, the hypothesis of a positive signal strength has to be
tested against the background only hypothesis. This is done using the test statistic tµ evaluated at 0,
which is called q0

q0 =
{
−2 · log (λ(0)) µ̂ > 0
0 µ̂ < 0 (5.10)

Actually, q0 is the intersection point of the likelihood function and Y axis 2 as it is shown in Figure
5.10. The observed value of q0, or any other qµ depends on the specific dataset. Doing the same
experiment multiple times, different values of qµ will be observed. Its distribution depend also on the
hypothetised signal strength µ′ used for generating the multiple experiment datasets. So the statistic
qµ will have a sampling distribution f(qµ|µ′). When a large number of measurements is available,
Wilks’ theorem allows finding an approximate asymptotic expression for a test statistic based on a
likelihood ratio inspired by the Neyman–Pearson lemma [155]. According this theorem the distribution
of qµ can be approximated by a χ2 distribution with one degree of freedom. In case that the µ that is
used for generating the experiments is the same as the µ used for the test statistic the chi2 distribution
is centred on 0. Otherwise it is centered on larger qµ as it is shown in Figure 5.11. As the difference
beteween the µ and the µ′ becomes larger the center of the distribution moves to larger values. The
sampling distribution can also be estimated using a large number of pseudoexperiments. The degree
of agreement between the two methods was studied in detail in [155] and it was found sufficiently
good.

2Generally qµ is the intersection point of the likelihood function and the line x = µ
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Figure 5.11: Illustration of qµ distribution made under the assumptions of µ and µ’.

The expected and observed limits

For defining the CLs [156], using the q0 as test statistic, the probability that a signal + background
hypothesis gives a larger value of q0 than the observed is divided by the probability that the background
only hypothesis gives a smaller q0 than the observed. Usually the value 95% is used for the CL. This
condition is summarized in equation 5.11

CLs = ps+b
1− pb

= 95% (5.11)

where

ps+b =
∫ ∞
q0,obs

f(q0|µ)dq0 (5.12)

and

pb =
∫ ∞
q0,obs

f(q0|0)dq0 (5.13)

In order to find the µ which satisfies the equation 5.11 an iteration on different µ is performed. For
larger values of µ the distribution f(q0|µ) is shifted to larger q0. The first µ for which the equation
5.11 is satisfied is the smallest µ that can be excluded at 95% CL and this is the upper limit for
exclusion at this CL.

The sensitivity of an experiment to exclude a new particle is the median upper limit. So the
expected sensitivity of an experiment is determined not from a random observed value of q0 but
from its median value. The median value of any distribution f(qµ|µ′) can be obtained using the
Asimov Dataset. This dataset is defined such as when one uses it to evaluate the estimators for all
parameters, one obtains the true parameter values. Thus when the Likelihood fit is performed on a
Asimov dataset the observed qµ takes its median value, offering a pragmatic and CPU efficient solution
to obtain the median experimental sensitivity of a search or measurement as well as fluctuations about
this expectation. The procedure to find the expected smallest value of the µ that can be excluded at
a CL 95% is the same as the observed but using the median value of q0, instead the observed.

It is also useful to know by how much the sensitivity is expected to vary, given the expected
fluctuations in the data. As the observed value of µ is Gaussian distributed around the µ′, these error
bands are simply the quantiles that map onto the variation of µ̂ of ±Nσ about µ′. The standard
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deviation σ of µ̂ can be obtained from the Asimov value of the test statistic q0. The profile ratio
likelihood function can be approximated by a 2nd order polynomial

− 2logλ(µ) ≈ (µ− µ̂)2

σ2 +O(1/
√
N) (5.14)

As the Asimov data set corresponding to a strength µ′ gives µ′ = µ̂

− 2logλA(µ) ≈ (µ− µ̂)2

σ2 (5.15)

subtituing for q0,A = −2logλA(0) it yields

σ2
A = µ′2

q0,A
(5.16)

The expected and observed limits from the SM Higgs boson discovery are shown as an example in
Figure 5.12.

Figure 5.12: The upper limit on the Standard Model Higgs boson production cross section divided by the
Standard Model expectation as a function of mH is indicated by the solid line. This is a 95% CL limit using
the CLs method. The dotted line shows the median expected limit and the green and yellow bands reflect the
corresponding 1 and 2 σ error bands [20].

The systematic uncertainties

The dependence of the expected number of signal and background events and the shape of the PDFs on
the systematic uncertainties is described by a set of nuisance parameters (NP). Gaussian constraints
are used to constrain the NPs to their nominal values within their estimated uncertainties. The
constraints are implemented via additional ‘penalty’ terms added to the likelihood which will increase
the negative log likelihood when any nuisance parameter is shifted from its nominal value. The
terms are constructed with template morphing techniques on the expected and ±1σ distributions.
The best fit values for the gaussian mean and sigma of each parameter may be different than these
which were initially inserted in the model. The presence of the nuisance parameters θ broadens the
profile likelihood ratio as a function of µ relative to what one would have if their values were fixed.
This reflects a decrease of the expected sensitivity. In order to check the effect of each systematic
uncertainty on the parameter of interested the fit is redone fixing the specific nuisance parameter at
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±1 pre-fit and post-fit sigmas (∆θ and ∆θ̂ = uncertainty on θ̂). Impact is extracted as difference in
central value of µ.

The effect on the parameter of interest before and after the fit for both ±1σ, as well the value
of the parameter after the fit and its error are typically plotted in the ”ranking plot” (Figure 5.13)
which sorts the systematic uncertainties according to their effect. The pull of the mean value, as well
the the after fit sigma is shown. The decreased impact on µ after the fit reflects the possibility that
this nuisance parameter is correlated to others. Also a smaller error bar on the pull shows that the
uncertainty of the specific parameter is further constrained from the data.

Figure 5.13: Example of nuisance parameters ranking plot [157]

The look elsewhere effect

In a search for a new particle, whose mass is not predicted by theory a wide ranges of masses has to be
checked. If an excess in data, compared with the background expectation, is found at any mass value,
the excess could be interpreted as a possible signal of a new resonance at the observed mass. The
peak could be produced either by the presence of a real new signal or by a background fluctuation.
The significance of an observation of an excess in the specific mass is called local significance. The
significance of an observation of an excess in any mass is called global significance. One way to
compute the local significance of the new signal is to use the p-value corresponding to the measured
test statistic q assuming a fixed value m0 of the resonance mass m. In this case

pm0 =
∫ ∞
q
m0
0,obs

f(qm0 |0)dq (5.17)
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so p(m0) gives the probability that a background fluctuation at a fixed value of the mass m0 results
in a value of q greater or equal to the observed value q0obs(m0).

The probability of a background fluctuation at any mass value in the range of interest is called
global p-value and is in general larger than the local p-value. So, the local significance is an underesti-
mate, if interpreted as global significance. In general, the effect of the reduction of significance, when
evaluated from local to global, in case one or more parameters of interest are determined from data,
is called look elsewhere effect [158]. The global significance can be calculated using the test statistic
q0 which comes from he largest value of the estimator over the entire parameter range

pglob =
∫ ∞
qglob0,obs

f(qglob|0)dqglob (5.18)

In this case the distribution of f(qglob0 |0) cannot be approximated by a χ2 as Wilks’ theorem cannot
be applied. An approximate way to determine the global significance taking into account the look
elsewhere effect is described in Ref. [159].

5.3.2 Systematic uncertainties
The uncertainties are divided into three categories: experimental uncertainties, uncertainties on the
modeling of background processes, and theoretical uncertainties on the signal processes. In the statis-
tical analysis each systematic uncertainty is treated as a nuisance parameter. The calculation of the
experimental systematic uncertainties is done as follows. First, the four-lepton invariant mass (m4`)
distribution is considered using the standard weights and a nominal configuration of the NPs—the
nominal distribution. Then, for each NP, the m4` distribution is made using a one sigma (σ) variation
of the NP in question—the modified distribution. The variation is considered for the ”up” and ”down”
configuration of the NP (±1σ). For NPs that only affect the normalisation of the distribution, the
relative change of the total event yield from the modified distribution is compared to that of the
nominal distribution. For NPs that also affect the shape of the m4` distribution, the relative change
to the mean and RMS of the modified distribution with respect to the nominal distribution is also
calculated. These shape variations are used to construct an analytical variation to the distribution.

The signal and background predictions used in this study are affected by a variety of sources of
experimental systematic uncertainty. The dominant experimental systematic uncertainties arise from
the energy/momentum scales and reconstruction and identification efficiencies of the leptons and
jets. Several sub-dominant systematic uncertainties are considered. The systematic uncertainties are
calculated using the recommendations from the Combined Performance (CP) groups. The standard
set of systematics is made of 96 nuisance parameters.

For simulated signal and backgrounds, theoretical modelling uncertainties associated with the
PDFs, missing QCD higher-order corrections (via variations of factorisation and renormalisation
scales), parton showering and electroweak higher-order correction are considered.

For the irreducible ZZ background, PDF and QCD scale uncertainties affect the overall normali-
sation, the shape of the m4` distribution and the acceptance originating from the event selection. For
QCD scale uncertainties, these effects are studied with generated truth events by comparing weights
corresponding to variations of the renormalization and factorization scale factors, up and down by a
factor of two, envelop of different variations are used. PDF uncertainties include the standard devia-
tion of 100 PDF replicas of NNPDF3.0 NNLO, and as well comparison to MMHT2014 NNLO, CT14
NNLO.

For signal hypotheses, the theoretical modelling uncertainties of missing QCD higher-order correc-
tions and different PDF and parton shower variations are considered by using the method described
above for backgrounds. The missing QCD higher-order corrections are accounted for by varying the
scales in MGMCatNLO and are the largest uncertainties that affect the signal acceptance.
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5.3.3 Results for the cut-based analysis
The results of cut-based analysis are presented in this section. Firstly the fit procedure is validated
using Asimov data and then it is applied on the observed data. The expected and observed limits for
both ggF and VBF production are calculated at 95% CL. Table 5.7 shows the expected and observed
numbers of events for 139−1 of pp collision data in the four cut-based channels (ggF2e2µ, ggF4µ,
ggF4e, V BFincl) .

Category qq̄ → ZZ qq̄ → ZZ EW gg → ZZ Z + jets, tt̄,WZ ttV, V V V Expected Observed
2µ2e 1352.6 ± 3.0 12.1 ± 0.1 169.9 ± 0.5 9.1 ± 0.8 26.8 ± 0.3 1570.5 ± 3.1 1656
4e 467.0 ± 2.0 4.4 ± 0.1 65.7 ± 0.3 3.5 ± 0.4 11.8 ± 0.2 552.4 ± 2.1 612
4µ 779.9 ± 2.6 6.9 ± 0.2 103.1 ± 0.4 3.0 ± 0.2 16.3 ± 0.2 909.2 ± 2.7 932

VBF 43.5 ± 0.6 10.9 ± 0.2 11.6 ± 0.1 0.6 ± 0.0 3.0 ± 0.1 69.6 ± 0.6 75
Total 2643.0 ± 4.5 34.3 ± 0.3 350.3 ± 0.7 16.2 ± 0.9 57.9 ± 0.4 3101.7 ± 4.7 3275

Table 5.7: Expected and observed numbers of events for m4` > 200 GeV in the cut-based channels.

Fit Configuration

Limits on additional Higgs bosons are obtained using unbinned profile likelihood fits, using m4` as
the discriminant. The likelihood function is a product of a Poisson term representing the probability
for observing n events and a weighted sum of both signal and background probability distribution
functions (PDFs) evaluated at all observed events.

L(x1..xn|σggF , σV BF ) = Pois(n|SggF + SV BF +B)
[
n∏
i=1

SggF fggF(xi) + SV BF fVBF(xi) +BfB(xi)
SggF + SV BF +B

]
(5.19)

The terms fggF , fV BF , and fB are the PDFs describing the signal and background models. Implicit
in this likelihood is the dependence of the pdfs (fX) and normalizations (SX and B) within the product
on the analysis category of each event. Also implicit is that the factors B and fB(xi) represent all
different background contributions combined, each having different PDFs and yields.

The parameters of interest (POI) in the fit are σggF (XS ggF)and σV BF (XS VBF). In setting a
limit on one, the other is either fixed at 0, or profiled along with other nuisance parameters (except left
unconstrained) during the minimization. These POI enter the likelihood inside the expected signal
yields SggF and SV BF as follows:

SggF (V BF ) = σggF (V BF ) ×BR(S → ZZ → 4`)×A× C ×
∫
Ldt (5.20)

where A× C is the signal acceptance and
∫
L = 139−1 is the integrated luminosity of the dataset.

The normalization of the major ZZ background is a free parameter in the fit (µZZ) and it is
profiled when fitting to the data. The advantage of floatting ZZ normalization in the fit is to reduce
the dependence on theory prediction and associated uncertainties, especially given that the increased
data luminosity would provide precise determination of the background rate. Thanks to the excellent
discrimination power of m4` distribution between the SM background and the resonant signal, the
floatting ZZ normalization in the fit would not affect the expected signal sensitivity. Two floating
variables are used, one common for the ggF channels (muZZ ggF) and one for the VBF channel
(muZZ VBF).

The dependence of the expected number of signal and background events and the shape of the
PDFs on the systematic uncertainties is described by a set of nuisance parameters (NP) θi. Gaussian
constraints are used to constrain the NPs to their nominal values within their estimated uncertainties.
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The constraints are implemented via additional ‘penalty’ terms added to the likelihood which will
increase the negative log-likelihood when any nuisance parameter is shifted from its nominal value.
The final likelihood function L(σggF , σV BF ,mH , θi), is therefore a function of σggF , σV BF ,mH , and
θi. The fit includes all the theory and experimental systematic uncertainties as described in 5.3.2. It
also includes uncertainties coming from the parametrization of the signal and ZZ backgrounds and
from the DDE and smoothing of the Z+jets background. In addition to these uncertainties, there also
exist systematic uncertainties related to the total integrated luminosity and trigger inefficiencies. The
uncertainty in the combined 2015-2018 integrated luminosity is 1.7% [160]. A systematic uncertainty
of 0.5% is considered for the µ trigger efficiency differences in the data and the simulation. These
two normalization uncertainties are only applied to background or signal processes that are estimated
by MC simulation. For the ZZ backgrounds these two normalization uncertainties are not applied as
there are floating.

The upper limit for the cross-section σggF (V BF ) at a given theorised Higgs-mass is obtained by
setting the mH parameter constant at the desired value and maximising the likelihood function with
respect to nuisance parameters. The test statistics qµ is used to set upper limits following [161]. In
order to measure the compatibility of the data with the background-only hypothesis (σggF = σV BF =
0), the test statistic q0 is used. The CLs [162] method is used to obtain exclusion limits.

Fit on Asimov data

To check the fit validity a signal+background scenario is simulated with Asimov data. The scenario is
made with mH = 700 GeV, XS ggF=0.1, fb−1, muZZ VBF=1.0 and muZZ ggF=1.1. The systematic
uncertainties have been excluded for the Asimov data fits. The prefit background and signal models
as well the Asimov data are drawn as shown if Figure 5.14. The excess of Asimov data coming from
the signal (around 700 GeV) as well this coming from the normalization of ZZ ggF (across full mass
range) are obvious.

Firstly a test is performed to check if the correct background normalization can be achieved.
Therefore it is performed by setting both the signal cross sections equal to 0. The background in the
ggF channels fits the Asimov data yielding a MC/data ratio about 1 as shown in Figure 5.15. The
narrow width of the signal allows the successful fit in such a case.

Then the complete fit is performed. All the four variables XS ggF, XS VBF, muZZ VBF and
muZZ ggF are fitted simultaneously but the XS ggF is assumed to be the parameter of interest. The
signal model fits the excess of data around 700 GeV yielding XS ggF=0.1 fb and XS VBF=0. The
excess of events in the VBF channel is correctly attributed to ggF migrated events. The ggF back-
ground normalization is again changes to fit excess of data in ggF channels. The after fit distributions
are shown in Figure 5.16.

The likelihood function for the XS ggF is shown in Figure 5.17(c). The minimum occurs for
XS ggF=0.1 fb as it is expected. Performing the fit by setting a different mH the minimum occurs in
smaller values as shown in Figures 5.17(a),5.17(b), 5.17(d) and 5.17(e). The expected and observed
upper limits on the cross section times branching ratio around 700 GeV are shown in Figure 5.17(f).
The discrepancy between the expected and observed limits indicates a signal- like excess in the data.
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(a) 2e2µ (b) 4µ

(c) 4e (d) V BF

Figure 5.14: Prefit distributions of m4l and number of events in each analysis channel. Asimov data repre-
senting a signal + background scenario with mH = 700 GeV, XS ggF=0.1 fb, XS VBF=0 fb, muZZ VBF=1.0
and muZZ ggF=1.1 are shown. A signal distribution of arbitrary cross section is also shown. The lower panel
shows the ratio between data and background only hypothesis.
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(a) 2e2µ (b) 4µ

(c) 4e (d) V BF

Figure 5.15: Distributions of m4l and number of events in each analysis channel after fitting the background
only hypothesis. Asimov data representing a signal + background scenario with mH = 700 GeV, XS ggF=0.1 fb,
XS VBF=0 fb, muZZ VBF=1.0 and muZZ ggF=1.1 are also shown. Fit was performed by setting XS ggF=0
add XS VBF=0. Good agreement between the background model and the data is observed.The lower panel
shows the ratio between data and background only hypothesis.
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(a) 2e2µ (b) 4µ

(c) 4e (d) V BF

Figure 5.16: Distributions of m4l and number of events in each analysis channel after fitting the signal
+ background hypothesis. Asimov data representing a signal + background scenario with mH = 700 GeV,
XS ggF=0.1 fb, XS VBF=0 fb, muZZ VBF=1.0 and muZZ ggF=1.1 are also shown. Fit was performed by
setting mH = 700 GeV. Good agreement between the signal + background model and the data is observed.The
lower panel shows the ratio between data and background only hypothesis.
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(a) mH = 650 (b) mH = 685

(c) mH = 700 (d) mH = 715

(e) mH = 750 (f) CL

Figure 5.17: Likelihood functions for different mass points (a-e) and expected and observed limits (f). Fit was
performed in Asimov data representing a signal + background scenario with mH = 700 GeV, XS ggF=0.1 fb,
XS VBF=0 fb, muZZ VBF=1.0 and muZZ ggF=1.1. For the hypothesised mass (mH = 700 GeV) the expected
XS ggF=0.1 minimizes the likelihood function. The observed CL for this mass clearly exceeds the expected.
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Fit on observed data and results

Lastly the fit is performed on the observed data. The normalization of the ZZ background is taken
from data using two different normalization factors (muZZ) in ggF and VBF categories. Table 5.8
lists the value of ZZ normalization factors under a background only fit to observed data. The case for
mH = 700 is shown in Figure 5.18.

(a) 2e2µ (b) 4µ

(c) 4e (d) V BF

Figure 5.18: Distributions of m4l and number of events in each analysis channel after fitting the signal +
background hypothesis on the observed data. Fit was performed by setting mH = 700 GeV. No one significant
excess of data is observed.The lower panel shows the ratio between data and background only hypothesis.

Upper limits on the cross section times branching ratio for a heavy resonance are obtained as a
function of mH with the CLs procedure in the asymptotic approximation for the NWA scenarios.
Figure 5.19 shows the expected and observed limit at 95% CL on σ×BR(S → ZZ → 4`) of a narrow
scalar resonance for both the ggF and VBF production mode, with the integrated luminosity of the
2015-18 dataset, 139−1.

To inspect the likelihood model, pulls and constraints of nuisance parameters (NP), as well as the
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Value Error
muZZ ggF 1.1031e+00 2.30e-02
muZZ VBF 1.0950e+00 1.80e-01

Table 5.8: Values and errors of ZZ background normalization factors in different categories.

(a) (b)

Figure 5.19: The expected and observed upper limits at 95% confidence level on σ×BR(S → ZZ → 4`) using
the cut-based analysis for ggF (left) and VBF (right) production. The green and yellow bands represent the
±1σ and ±2σ uncertainties in the expected limits.

correlation matrix, are studied using both Asimov data and observed data. Figure 5.20 shows the NP
pulls and constraints after a background only fit to Asimov data (top) and observed data (bottom).
The correlation matrix is shown in Figure 5.21, only for the nuisances parameters with correlation
larger than 0.1.

To check the impact of systematic uncertainties on expected signal sensitivity, a NP ranking study
is performed using signal injected Asimov data, with injected signal cross-section close to the expected
upper limit. The results are shown in Figure 5.22.
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Figure 5.20: Pulls and constraints of nuisance parameters after a background only fit to (a) Asimov data and
(b) observed data in the `+`−`+`− channel. The Asimov data is generated with background data only, while
the observed data includes datasets from 2015 to 2018.
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Figure 5.21: Correlation of nuisance parameters after a background only fit to Asimov data in the `+`−`+`−
channel. The Asimov data is generated with background data only.
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Figure 5.22: NP ranking plot for the σggF fit to Asimov data in the `+`−`+`− channel. The Asimov data is
injected with σggF = 0.226 fb for mH = 400 GeV (left) and σggF = 0.050 fb for mH = 1000 GeV (right).



6 Off-Shell Signal Strength
Measurement

The observation of a new particle in the search for the Standard Model (SM) Higgs boson at the
LHC, reported by the ATLAS [163] and CMS [164] collaborations, is a milestone in the quest to
understand electroweak symmetry breaking. Precision measurements of the properties of the new
boson are of critical importance. Efforts to measure the properties of the Higgs boson are primarily
focused on on-shell production. However, above 125GeV off-shell production of the Higgs boson has
a substantial cross section at the LHC, due to the increased phase space as the vector bosons (V=W,
Z) and top quark decay products become on-shell with the increasing energy scale. This provides an
opportunity to study the Higgs boson properties at higher energy scales. Off-shell production can
provide sensitivity to new physics that alters the interactions between the Higgs boson and other
fundamental particles in the high-mass region. The measurement of the decay width of Higgs boson
is a major outcome of the off-shell study as shown in Section 1.4.

New physics can also enter in the decay of the Higgs boson, resulting in this case in a modification
of the κ2

V,on-shell couplings. The study of the off-shell Higgs boson production will then also add
information about the coupling structure of the Higgs boson particle. With the current sensitivity
of the analysis, only an upper limit on the total width ΓH can be determined, for which the weaker
assumption

κ2
g,on-shell · κ2

V,on-shell ≤ κ2
g,off-shell · κ2

V,off-shell , (6.1)

that the on-shell couplings are no larger than the off-shell couplings, is sufficient. It is also assumed
that any new physics which modifies the off-shell signal strength µoff-shell and the off-shell couplings
κi,off-shell does not modify the predictions for the backgrounds. It is further assumed that there are no
sizable kinematic modifications to the off-shell signal nor any new sizable signal in the search region
of this analysis which is unrelated to an enhanced off-shell signal strength [165, 166].

Higher-order quantum chromodynamics (QCD) and electroweak (EW) corrections are known for
the off-shell signal process gg → H∗ → ZZ [167]. Recently higher-order QCD corrections have became
available also for the gg → ZZ background process [168, 169]. QCD corrections for the off-shell signal
processes have only been calculated inclusively in the jet multiplicity or non-zero pT (ZZ) values that are
induced by the higher order QCD corrections, and may no longer be accurate if event selections which
bias the jet multiplicity or transverse momentum pT (ZZ) are applied. Consequently, the impact of any
direct or indirect selections in jet multiplicity or pT (ZZ), must be assessed by simulating the additional
QCD activity with a parton shower MC to approximate the missing higher order matrix element
contributions. This will lead to correspondingly larger acceptance uncertainties. The experimental
analyses are therefore performed inclusively in jet observables and the event selections are designed
to minimise the dependence on the boost of the ZZ system, which is sensitive to the jet multiplicity.

The above methodology should also apply to the Higgs boson production via vector-boson-fusion
(VBF), except that the gluon-Higgs (ggH) coupling should be replaced with Higgs and vector-
boson (HV V ) coupling. Though the VBF Higgs production cross section is much smaller than the ggF
process, the production and decay of the Higgs boson in VBF occurs at tree level, so that this process

151



152 Chapter 6. Off-Shell Signal Strength Measurement

is sensitive to different theoretical systematics relative to the gluon fusion process. In particular it is
not susceptible to loop effects that decouple in the off-shell region [40]. As pointed out in Ref. [170],
the tail (mZZ > 1 TeV) of the Higgs-mediated diagrams is relatively more important for VBF than
for ggF, compared to their respective peak cross sections. The differing fall off of the purely Higgs-
mediated curves is due to the growth proportional to E2 (E) of the underlying VBF (ggF) amplitudes.
In this analysis, the off-shell Higgs boson via VBF is also considered. Given that we decide to do an
inclusive analysis in jet observables, no specific VBF selection (like well separated forward tag jets) is
used.

6.1 MC Simulation
The dominant processes contributing to the high-mass signal region in the ZZ → 4` final states are:
the gg → H∗ → ZZ off-shell signal, the gg → ZZ background, the interference between them, ZZ
production through VBF and V H-like production modes pp → ZZ + 2j (s-, t- and u-channel) and
finally the dominant qq̄ → ZZ background. In the following a Higgs boson mass of mH = 125 GeV is
assumed for the signal processes. However, the expected value for the off-shell production rate is only
very weakly dependent on the Higgs boson mass value.

Figure 6.1(a) shows the m4l distribution for the gg → (H∗ →)ZZ → 2e2µ processes 1, after
applying the event selection to the ZZ → 4` channel [172] on generator level quantities. The pre-
dictions with different off-shell Higgs couplings (µoff-shell = 1, 5, 10) are also shown for comparison.
For low masses mZZ < 2mZ the off-shell signal is negligible, while it becomes comparable to the
continuum gg → ZZ background for masses above the 2mt threshold. The interference between the
gg → H∗ → ZZ signal and the gg → ZZ background is always negative, as shown in Figure 6.1(b).
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Figure 6.1: (a) Differential cross-sections for the gg → (H∗ →)ZZ → 2e2µ channel at the parton level, for the
gg → H∗ → ZZ signal (red solid line), gg → ZZ continuum background (black line), gg → (H∗ →)ZZ with
SM Higgs coupling (green line) and gg → (H∗ →)ZZ with µoff-shell = 5 (blue line). (b) gg → H∗ → ZZ → 2e2µ
signal interference with the gg → ZZ → 2e2µ continuum background for the SM Higgs coupling (black) and
with µoff-shell = 5 (red line).

1This illustration is valid for all four lepton final states (2e2µ, 4e and 4µ), as final state interference effects from
same lepton flavours are negligible in the high-mass region above 200 GeV, Fig. 4 of [171].
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6.1.1 Samples and Theoretical Corrections
Monte Carlo (MC) samples of gg → (H∗ →)ZZ events, which include the SM Higgs boson signal,
gg → H∗ → ZZ, the continuum background, gg → ZZ, and the signal–background interference
contribution, were generated with the MC generator SHERPA-v2.2.2 + OpenLoops [173], [106], [108].
Matrix elements were calculated for zero jets and one jet at LO and merged with the Sherpa parton
shower [109]. The NNPDF30NNLO [174] PDF set was used, and the QCD renormalisation and
factorisation scales were set to mZZ/2.

The K-factor for the gg → H∗ → ZZprocess is known up to NNLO in QCD as a function of
[46], [167] More recently, a NLO QCD calculation which includes the gg → ZZcontinuum process
has become available [168], [169] allowing differential K-factors to be calculated with an expansion in
the inverse top mass (1/mt) below 2mt , and assuming a massless-quark approximation above this
threshold. This NLO QCD calculation was used to correct all three components with separate K-
factors computed for the signal gg → (H∗ →)ZZ(KS(mZZ)), the background gg → ZZ(KB(mZZ))
and the interference (KI(mZZ)). Since the NNLO QCD correction is only known differentially in
mZZ for the gg → H∗ → ZZprocess and not for all three components in the off-shell region, an
overall correction is applied by scaling the differential NLO QCD reweighted cross section by an
additional factor of 1.2, which is assumed to be the same for the signal, background and interference.
This additional constant scale factor is justified by the constant NNLO to NLO ratio of the QCD
predictions over the data region considered in the analysis.

The electroweak pp → V V + 2j processes containing both the VBF-like events and events from
associated Higgs production with vector bosons (VH), which includes on-shell Higgs boson production,
were simulated using MadGraph5 aMC@NLO [99] with matrix elements calculated at LO. The QCD
renormalisation and factorisation scales were set to mW following the recommendation in Ref. [171]
and the NNPDF23LO PDF set [175] was used. PYTHIA 8.186 [85] was used for parton showering and
hadronisation, with the A14 set of tuned parameters for the underlying event. Due to the different
dependence, the on-shell and off-shell Higgs boson production processes are separated when weighting
MC events by requiring that the generated Higgs boson mass satisfy |mgen.

H − 125| < 1 GeV. This
requirement is fully efficient in selecting the on-shell V H process.

The qq̄ → ZZ background was simulated with SHERPA v2.2.2, using the NNPDF30NNLO PDF
set for the hard-scattering process. NLO QCD accuracy is achieved in the matrix-element calculation
for 0- and 1-jet final states and LO accuracy for 2- and 3-jet final states. The merging with the
SHERPA parton shower was performed using the MEPS@NLO prescription. NLO EW corrections
are applied as a function of the particle-level mZZ [111], [176].

The WZ background was simulated at NLO in QCD using the POWHEG-BOX v2 event generator
[177] with the CT10NLO PDF set [178] and PYTHIA 8.186 for parton showering and hadronisation.
The non-perturbative effects were modelled with the AZNLO set of tuned parameters [179].

Events containing a single Z boson with associated jets (Z + jets) were simulated using the
SHERPA v2.2.1 event generator. Matrix elements were calculated for up to two partons at NLO
and four partons at LO using the COMIX [107] and OPENLOOPS [108] matrix-element genera-
tors and merged with the SHERPA parton shower [109] using the MEPS@NLO prescription. The
NNPDF30NNLO PDF set was used in conjunction with dedicated parton-shower tuning developed
by the SHERPA authors. The Z + jets events are normalised using the NNLO cross sections [180].

The triboson backgrounds ZZZ, WZZ, and WWZ with fully leptonic decays and at least four
prompt charged leptons were modelled using SHERPA v2.2.1. The contribution from triboson back-
grounds with one W or Z boson decaying hadronically is not included in the simulation, but the impact
on the analysis is found to be negligible. For the fully leptonic background, with four prompt charged
leptons originating from the decays of the top quarks and Z boson, MADGRAPH5 aMC@NLO was
used. The background, as well as the single-top and Wt production, were modelled using POWHEG-
BOX v2 interfaced to PYTHIA 6.428 [181] with the Perugia 2012 [182] set of tuned parameters for
parton showering, hadronisation and the underlying event, and to EVTGEN v1.2.0 [183] for properties
of the bottom and charm hadron decays.

The particle-level events produced by each MC event generator were processed through the ATLAS



154 Chapter 6. Off-Shell Signal Strength Measurement

detector simulation within the GEANT 4 framework [83, 184]. or the fast detector simulation package
Atlfast-II [184]. Additional pp interactions in the same and nearby bunch crossings (pile-up) are
included in the simulation. The pile-up events were generated using PYTHIA 8 with the A2 set of
tuned parameters and the MSTW2008LO PDF set [185]. The simulation samples were weighted to
reproduce the observed distribution of the mean number of interactions per bunch crossing in the
data.

In table 6.1 the gluon-gluon fusion MCFM samples used in the analysis are reported, while the
Sherpa gg samples are summarized in table 6.2. In table 6.3 the vector-boson-fusion samples are
reported.

MCFM samples
Process DSID Events Filter efficiency cross-section

gg → H∗ → ZZ
ggH ZZ 2e2mu m4l130 344828 475000 1 0.107810 fb

ggH ZZ 4e m4l130 344830 449000 1 0.053890 fb
ggH ZZ 4mu m4l130 344832 453000 1 0.053884 fb

gg → ZZ
gg ZZ 2e2mu m4l100 344833 494000 1 2.524 fb

gg ZZ 4e m4l100 344834 497000 1 1.254 fb
gg ZZ 4mu m4l100 344835 494000 1 1.254 fb

gg → (H∗ →)ZZ
ggH gg ZZ 2e2mu m4l130 344233 495000 1 2.288 fb

ggH gg ZZ 4e m4l130 344821 500000 1 1.139 fb
ggH gg ZZ 4mu m4l130 344823 50000 1 1.139 fb

gg → (H∗ →)ZZ(µoff-shell = 5)
ggH gg ZZ 5SMW 2e2mu m4l130 344824 496000 1 2.457 fb

ggH gg ZZ 5SMW 4e m4l130 344825 498000 1 1.224 fb
ggH gg ZZ 5SMW 4mu m4l130 344826 498000 1 1.224 fb

gg → (H∗ →)ZZ(µoff-shell = 10)
ggH gg ZZ 10SMW 2e2mu m4l130 344229 500000 1 2.802 fb

ggH gg ZZ 10SMW 4e m4l130 344230 500000 1 1.396 fb
ggH gg ZZ 10SMW 4mu m4l130 344231 500000 1 1.396 fb

Table 6.1: List of MCFM samples used in the 4` analysis. For all the sample the events are generated with
the ATLAS fast simulation but for ΓH = ΓSMH and ΓH = 10× ΓSMH , for which only truth events are available.
Only events with m4` ¿ 130(100) GeV are generated for gg → (H∗ →)ZZ → 4` (gg → ZZ) sample.

Sherpa samples
Process DSID Events Filter efficiency cross-section

gg → H∗ → ZZ ggllllOnlyHiggs 130M4l 345712 49000 1 0.60 fb
gg → ZZ ggllllNoHiggs 130M4l 345709 499000 1 10.6 fb

gg → (H∗ →)ZZ ggllll 130M4l 345706 991400 1 10.0 fb

Table 6.2: List of Sherpa gg samples. Events are simulated with the ATLAS fast simulation.

MadGraph qq → ZZ → 4`+ jj samples
Process DSID Events Filter efficiency cross-section

VBFH125 ZZ 4l m4l130 345070 300000 1 0.125 fb
VBFH125 bkg 4l m4l100 345276 299000 1 0.672 fb
VBFH125 sbi 4l m4l130 345071 289000 1 0.636 fb
VBFH125 sbi5 4l m4l130 345072 300000 1 0.775 fb
VBFH125 sbi10 4l m4l130 345277 300000 1 1.002 fb

Table 6.3: List of qq → ZZ MadGraph samples used in the 4` analysis. Events are simulated with the ATLAS
fast simulation. Note that the cross section numbers are for one neutrino flavor and one needs to scale them
up by a factor of three for proper normalisation.

6.1.2 Dependency of the off-shell signal and background interference on
the signal strength

The known dependency of the off-shell Higgs boson signal process, the background process and the
interference term on the off-shell signal strength µoff-shell can be used to construct MC samples for
arbitrary values of µoff-shell from three basic samples generated at different fixed values of µoff-shell. An
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event sample (σgg→(H∗→)V V (µoff-shell) ) for the gg → (H∗ →)V V process with an arbitrary value of
the off-shell Higgs boson signal strength µoff-shell, labelled as SBIr, can be constructed from the MC
sample for the SM Higgs boson signal gg → H∗ → V V (σSM

gg→H∗→V V ), labelled as S, the gg → V V
continuum background MC sample (σgg→V V, cont), labelled as B, and a full SM Higgs boson signal
plus background gg → (H∗ →)V V MC sample (σSM

gg→(H∗→)V V ), labelled as SBI.
At LO in QCD, the parametrization of SBI can be written as the following simple weighting

function

σgg→(H∗→)V V (µoff-shell) = µoff-shell · σSM
gg→H∗→V V (6.2)

+ √
µoff-shell · σSM

gg→V V, Interference

+ σgg→V V, cont ,

σSM
gg→V V, Interference = σSM

gg→(H∗→)V V − σ
SM
gg→H∗→V V − σgg→V V, cont , (6.3)

This parametrisation is validated using the generated gg → (H∗ →)ZZ samples with µoff-shell = 5;
the comparison with the reconstructed samples is shown in Figure 6.2. Truth events generated with
MCFM and gg2VV with off-shell events are used. The generated SBI5 sample and the parameterized
one are consistent within statistical uncertainty.

When the high order QCD corrections are applied, the SBIr sample can be constructed using the
following weighting function:

σgg→(H∗→)V V (µoff-shell) = µoff-shell ·KS(mV V ) · σSM
gg→H∗→V V (6.4)

+ √
µoff-shell ·KI(mV V ) · σSM

gg→V V, Interference

+ KB(mV V ) · σgg→V V, cont ,

where the K-factors are calculated inclusively without any selections, and the interference sample is
taken as the difference between σSM

gg→(H∗→)V V and σSM
gg→H∗→V V + σgg→V V, cont .

As a direct simulation of an interference MC sample is not possible, Eq. (6.3) is used to obtain:

σgg→(H∗→)V V (µoff-shell) = µoff-shell ·KS(mV V ) · σSM
gg→H∗→V V −

√
µoff-shell ·KI(mV V ) · σSM

gg→H∗→V V(6.5)
+ √

µoff-shell ·KI(mV V ) · σSM
gg→(H∗→)V V

+ KB(mV V ) · σgg→V V, cont −
√
µoff-shell ·KI(mV V ) · σgg→V V, cont .

In the above equation, the SBIr sample is constructed from five individual samples:

• KS(mV V ) ·σSM
gg→H∗→V V : the signal sample with the high order corrections for the signal process

applied;

• KI(mV V ) · σSM
gg→H∗→V V : the signal sample with the high order corrections for the interference

applied;

• KB(mV V ) · σgg→V V, cont : the background sample with the high order corrections for the back-
ground process applied;

• KI(mV V ) · σgg→V V, cont : the background sample with the high order corrections for the inter-
ference applied;

• KI(mV V ) · σSM
gg→(H∗→)V V : the SBI sample with the high order corrections for the interference

applied.

In the final analysis, the NLO corrected Sherpa samples are used for the parametrization.
Similarly, a MC event sample for the EW pp→ (H∗ + 2j →)ZZ + 2j process with an arbitrary value
of the off-shell Higgs boson signal strength µoff-shell can be constructed from a pure pp → ZZ + 2j
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Figure 6.2: Comparison of the m4` distribution in `+`−`+`− final state between the generated gg → (H∗ →)ZZ
sample with µoff−shell = 5 and the sample reconstructed with the scaling procedure described in this section,
using the generated sample of gg → H∗ → ZZ gg → ZZ and gg → (H∗ →)ZZ. The distributions are
normalized to the same luminosity.

continuum background MC sample, a full SM Higgs boson signal plus background pp→ (H∗ + 2j →
)ZZ+ 2j MC sample and a third Higgs boson signal plus background pp→ (H∗+ 2j →)ZZ+ 2j MC
sample with µoff-shell = κ4

V = ΓH/ΓSM
H = 5. Using ΓH/ΓSM

H = 5 for the last sample ensures that the
on-shell V H events are generated with SM-like signal strength. Within the context of this analysis
µoff-shell = κ2

V · κ2
V = κ4

V is assumed for the sub-dominant VBF-like component.
The following weighting function is used:

MCpp→(H∗+2j→)ZZ+2j(µoff-shell) = µoff-shell ·MCSM
pp→(H∗+2j→)ZZ+2j (6.6)

+ √
µoff-shell ·MCInterference

pp→ZZ+2j

+ MCcont
pp→ZZ+2j ,

where the signal and interference samples are implicitly defined through the SM
pp→ (H∗ + 2j →)ZZ + 2j MC sample

MCSM
pp→(H∗+2j→)ZZ+2j = MCSM

pp→H∗+2j→ZZ+2j + MCInterference
pp→ZZ+2j + MCcont

pp→ZZ+2j (6.7)

and a µoff-shell = 5 MC sample:

MCκ
4
V =5
pp→(H∗+2j→)ZZ+2j = 5 ·MCSM

pp→H∗+2j→ZZ+2j +
√

5 ·MCInterference
pp→ZZ+2j + MCcont

pp→ZZ+2j . (6.8)
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Solving for the generated MC samples yields:

MCpp→(H∗+2j→)ZZ+2j(µoff-shell) =
µoff-shell −

√
µoff-shell

5−
√

5
MCκ

4
V =5
pp→(H∗+2j→)ZZ+2j (6.9)

+
5√µoff-shell −

√
5µoff-shell

5−
√

5
MCSM

pp→(H∗+2j→)ZZ+2j

+
(√µoff-shell − 1) · (√µoff-shell −

√
5)

√
5

MCcont
pp→ZZ+2j .

Figure 6.3 shows the comparison of mZZ distribution for the generated pp → (H∗ + 2j →)ZZ + 2j
sample with µoff−shell = 5 and for the sample reconstructed with the procedure described above.
Truth events generated with MadGraph for both 4` and ``νν are used.
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Figure 6.3: Comparison of the mZZ distribution between the generated pp→ (H∗+2j →)ZZ+2j sample with
µoff−shell = 5 (black line) and the sample reconstructed with the scaling procedure described in this section
(red curve).

6.1.3 Other MC samples
Other MC samples are used to model sub-leading backgrounds, mainly WZ, WW , Z/γ∗ + jets,
top-pairs production. A list of the additional samples used can be found in [186].

6.2 Analysis strategy in the ZZ → 4` channel
The analysis in the ZZ → 4` channel follows closely the Higgs boson measurements in the same final
states in Ref. [186], with the same event selections in the off-peak region of 220 GeV < m4` < 2000
GeV. To avoid the dependence of the gg → ZZ kinematics on higher-order QCD effects, the analysis
is performed inclusively, ignoring the number of jets in the events. The analysis is split into the same
4 lepton final states (2µ2e, 2e2µ, 4e, 4µ) as in Ref. [186]. The same background estimation procedures
are applied for the qq̄ → ZZ → 4` and reducible backgrounds.
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To enhance the sensitivity, a matrix element based kinematic discriminant (ME-based discrimi-
nant) is used, exploiting the full kinematics in the centre-of-mass frame of the 4` system. For the nom-
inal result, a binned maximum likelihood fit to the ME-based discriminant distribution is performed
to benefit from the fully reconstructed final states. The additional use of initial state kinematics in a
BDT discriminant provides only limited additional sensitivity at the cost of a non-inclusive analysis
and is therefore not used as the baseline analysis.

6.2.1 Expected events and m4` distribution
Table 6.4 shows the expected number of events for the signal and background processes in the inclusive
off-peak region and events with 220 < m4` < 2000 GeV are used to extract the results on µoff-shell.
Figure 6.4 shows the m4` distributions of the expected signal and background processes. The dominant
background comes from the qq̄ → ZZ process. The contribution of reducible backgrounds, such
as Z+jets and top-quark production, is only about 0.5% of the total background in the full off-
peak region and in the signal-enriched region. The contribution to the sensitivity on µoff-shell is
dominated by events in the high mass region (m4` > 400 GeV) with higher signal-to-background
ratio, as shown in Table 6.5.Events with m4` > 2000 GeV are discarded, as no data event observed
above this region. Such cutoff also avoids a phase space far away from the on-shell region, which
might invalid the assumption of identical on-shell and off-shell Higgs couplings, and avoid possible
unitarity violation [40]. In Table 6.4, the NLO K-factors are applied to the gg → ZZ processes, with
an additional flat NNLO/NLO K-factor of 1.2 applied.

220 < m4` < 2000 GeV
Process 4e 4µ 2e2µ Total

gg → H∗ → ZZ 2.10 ± 0.05 ± 0.32 2.74 ± 0.06 ± 0.43 4.96 ± 0.07 ± 0.77 9.79 ± 0.11 ± 1.52
gg → ZZ 20.33 ± 0.22 ± 3.28 30.29 ± 0.26 ± 4.76 50.71 ± 0.35 ± 8.39 101.33 ± 0.49 ± 16.43

gg → (H∗ →)ZZ 18.72 ± 0.37 ± 3.01 29.28 ± 0.44 ± 4.61 48.11 ± 0.58 ± 7.51 96.11 ± 0.82 ± 15.13
gg → (H∗ →)ZZ(µoff-shell = 5) 22.54 ± 0.73 ± 3.62 35.63 ± 0.89 ± 5.60 58.60 ± 1.14 ± 9.14 116.76 ± 1.62 ± 18.37

VBF H∗ → ZZ 0.36 ± 0.01 ± 0.02 0.47 ± 0.02 ± 0.02 0.84 ± 0.02 ± 0.03 1.68 ± 0.03 ± 0.06
VBF ZZ 2.02 ± 0.01 ± 0.11 2.90 ± 0.02 ± 0.13 4.96 ± 0.02 ± 0.17 9.88 ± 0.03 ± 0.41

VBF (H∗ →)ZZ 1.69 ± 0.01 ± 0.09 2.43 ± 0.02 ± 0.11 4.17 ± 0.02 ± 0.14 8.29 ± 0.03 ± 0.27
VBF (H∗ →)ZZ(µoff-shell = 5) 2.27 ± 0.02 ± 0.12 3.16 ± 0.02 ± 0.14 5.53 ± 0.03 ± 0.19 10.96 ± 0.04 ± 0.38

qq̄ → ZZ 100.83 ± 0.92 ± 9.02 158.44 ± 1.19 ± 13.26 260.24 ± 1.69 ± 20.91 519.68 ± 2.26 ± 41.53
Reducible backgrounds 1.14 ± 0.18 0.42 ± 0.04 1.49 ± 0.19 3.05 ± 0.41

Other backgrounds 2.60 ± 0.08 ± 0.20 3.30 ± 0.09 ± 0.21 5.64 ± 0.12 ± 0.33 11.54 ± 0.17 ± 0.54
Total Expected (SM) 124.98 ± 1.00 ± 12.50 193.87 ± 1.27 ± 18.23 319.65 ± 1.79 ± 29.08 638.50 ± 2.41 ± 59.81

Observed 157 220 327 704

Table 6.4: Expected and observed number of events in the ZZ → 4` channel. The reducible background includes
contributions from the Z+jets and top quark processes. The ”other background” includes contributions form
ttV, V V V processes. The expected events for the gg → (H∗ →)ZZ and VBF (H∗ →)ZZ processes, including
the Higgs boson signal, background and interference, are reported for both the SM predictions and µoff-shell = 5.
The NLO K-factors are applied to the gg → ZZ processes, with an additional flat NNLO/NLO K-factor of
1.2 applied. In the total expected event yields, for the gg → ZZ and V BFV V → ZZ processes, only the
highlighted process are included. The uncertainties in the number of expected events include only the statistical
uncertainties from MC samples and systematic uncertainties.

400 < m4` < 2000 GeV
Process 4e 4µ 2e2µ Total

gg → H∗ → ZZ 1.32 ± 0.04 ± 0.22 1.61 ± 0.05 ± 0.26 2.96 ± 0.06 ± 0.48 5.89 ± 0.08 ± 0.96
gg → ZZ 2.46 ± 0.07 ± 0.47 3.38 ± 0.08 ± 0.64 5.93 ± 0.11 ± 1.10 11.77 ± 0.15 ± 2.21

gg → (H∗ →)ZZ 2.17 ± 0.12 ± 0.42 3.10 ± 0.14 ± 0.59 5.38 ± 0.18 ± 1.00 10.64 ± 0.26 ± 2.00
gg → (H∗ →)ZZ(µoff-shell = 5) 5.47 ± 0.29 ± 1.06 7.19 ± 0.32 ± 1.36 12.88 ± 0.42 ± 2.39 25.54 ± 0.60 ± 4.80

VBF H∗ → ZZ 0.25 ± 0.01 ± 0.01 0.31 ± 0.01 ± 0.01 0.58 ± 0.01 ± 0.02 1.14 ± 0.02 ± 0.04
VBF ZZ 0.87 ± 0.01 ± 0.04 1.21 ± 0.01 ± 0.05 2.09 ± 0.01 ± 0.08 4.16 ± 0.02 ± 0.18

VBF (H∗ →)ZZ(µoff-shell = 5) 1.02 ± 0.01 ± 0.06 1.38 ± 0.01 ± 0.07 2.45 ± 0.02 ± 0.09 4.85 ± 0.02 ± 0.19
VBF (H∗ →)ZZ 0.63 ± 0.01 ± 0.03 0.90 ± 0.01 ± 0.04 1.54 ± 0.01 ± 0.06 3.06 ± 0.02 ± 0.11

qq̄ → ZZ 15.00 ± 0.16 ± 1.56 23.30 ± 0.21 ± 2.30 38.30 ± 0.27 ± 3.65 76.70 ± 0.37 ± 7.28
Other backgrounds 0.49 ± 0.03 ± 0.04 0.60 ± 0.03 ± 0.05 1.06 ± 0.05 ± 0.04 2.14 ± 0.07 ± 0.10

Total Expected (SM) 18.29 ± 0.20 ± 2.05 27.90 ± 0.26 ± 2.98 46.28 ± 0.33 ± 4.75 92.46 ± 0.46 ± 9.77
Observed 19 36 59 114

Table 6.5: Expected and observed number of events in the ZZ → 4` channel, with 400 < m4` < 2000 GeV.
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(a) 4e

Figure 6.4: Observed distributions in the range 220 GeV < m4l < 2000 GeV for the four-lepton invariant
mass m4l combining all lepton final states, compared to the expected contributions from the SM including the
Higgs boson (stacked). Events with m4l > 1200 GeV are included in the last bin of the m4 distribution. The
hatched area shows the combined statistical and systematic uncertainties. The dashed line corresponds to the
total expected event yield, including all backgrounds and the Higgs boson with µoff−shell = 5. The ratio plot
shows the observed data yield divided by the SM prediction (black points) as well as the total expected event
yield with µoff−shell = 5 divided by the SM prediction (dashed line) in each bin [187].
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6.2.2 Matrix Element discriminant
As observed in table 6.4, the number of expected H → 4` events in the off-shell region is very small
compared to the number of events expected for the irreducible qq̄ → ZZ and gg → ZZ backgrounds.
To enhance the sensitivity to the gg → H∗ → ZZ signal a matrix element based discriminant is then
constructed. It fully exploits the event kinematics in the centre-of-mass frame of the 4` system, based
on eight observables: {m4`,mZ1 ,mZ2 , cos θ1, cos θ2, φ, cos θ∗, φ1}.

In a ZZ∗ → 4l system the production and decay angles, shown in Figure 6.5, are defined in the
following way

• θ1, θ2 are the angles between negative final state leptons and the direction of flight of their respec-
tive Z-bosons. The 4-vectors of the leptons are calculated in the rest frame of the corresponding
Z-bosons.

• φ is the angle between the decay planes of the four final state leptons expressed in the rest frame
of the four-leptons system

• φ1 is the angle defined between the decay plane of the first lepton pair and a plane defined by
the vector of Z1 in the rest frame of the four-leptons system and the positive direction of the
collision axis.

• θ∗ is the production angle of Z1 defined in the rest frame of the four-lepton system.

Figure 6.5: Production and decay angles in a ZZ∗ → 4l system.

These observables are used to create the four-momenta of the leptons and incoming partons, which are
then used to calculate matrix elements for different processes, provided by the MCFM program [38].
The following matrix elements are calculated for each event:

• Pqq̄: matrix element for the qq̄ → ZZ → 4` process,

• Pgg: matrix element for the gg → (H∗ →)ZZ → 4` process including the Higgs boson (mH =
125.5 GeV) with SM couplings, continuum background and their interference,

• PH : matrix element for for the gg → H∗ → ZZ → 4` process (mH = 125.5 GeV).

The kinematic discriminant is defined as in Ref. [38]:

ME = log10

(
PH

Pgg + c · Pqq̄

)
, (6.10)
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where c is an empirical constant, chosen to be 0.1, to approximately balance the overall cross-sections
of the qq̄ → ZZ and gg → (H∗ →)ZZ processes. The value of c has a very small effect on the overall
sensitivity (Appendix ??).

Figure 6.6 shows the shape comparisons of the input variables to the ME-based discriminant at
reconstruction level,for the full off-peak region (220 GeV < m4` < 2000 GeV). Figure 6.7 shows the
shape comparisons of the ME-based discriminant for the gg → H∗ → ZZ signal, qq̄ → ZZ background,
gg → (H∗ →)ZZ with SM µoff-shell and gg → (H∗ →)ZZ with µoff-shell = 5, for the full off-peak region
(220 GeV < m4` < 2000 GeV) at reconstruction level. The gg → H∗ → ZZ signal events have on
average larger ME-based discriminant values, compared to the qq̄ → ZZ background and the gg → ZZ
background dominated gg → (H∗ →)ZZ events. The gg → (H∗ →)ZZ events with µoff-shell = 5 have
a double-peak structure. The peak around -3 corresponds to the gg → ZZ background component,
while the peak around -1 corresponds mainly to the gg → H∗ → ZZ component. Events with ME-
based discriminant values between -4.5 and 0.5 are used in the final analysis. The ME discriminant is
also used as the input for the likelihood fit.

BDT

In addition, an alternative multivariate discriminant based on a boosted decision tree (BDT) algorithm
was studied to further separate the gg → H∗ → ZZ signal and the main qq̄ → ZZ background, by
exploiting additional kinematic information (pT and η) of the ZZ system. The BDT is trained using
all the events with m4` > 220 GeV and using four discriminating variables: m4`, pT,4`, η4` and the ME
discriminant. The signal and background shape comparison of these variables is given in figure 6.8.
The resulting BDT distribution for signal and background is instead reported in figure 6.9, where a
good separation is observed.

However, by training the BDT only against the qq̄ → ZZ background the analysis sensitivity
improves very little (Appendix A.4) compared to the ME-based discriminant alone. Due to the
dependence on the pT of the ZZ system, the BDT-based discriminant introduces additional systematic
uncertainties from the higher-order QCD corrections. For these reasons, the BDT-based discriminant
is not used for the final result.
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(a) φ (b) φ1 (c) cosθ∗

(d) cosθ1 (e) cosθ2

(f) m4l (g) mZ1 (h) mZ2

Figure 6.6: Distributions of the input variables to the ME-based discriminant, for all lepton final states com-
bined, normalised to unit area for shape comparisons, for the full peak region (220 < m4` < 2000 GeV). The
yellow line represents the qq̄ → ZZ background, the black line the gg → ZZ background. The red line repre-
sents the gg → H∗ → ZZ signal with SM couplings, the light green the gg → (H∗)→ ZZ with µoff−shell = 1
and the blue line is the gg → (H∗)→ ZZ with µoff−shell =5.
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(a)

Figure 6.7: Observed distributions in the range 220 GeV < m4l < 2000 GeV for the ME-based discriminant
DME combining all lepton final states, compared to the expected contributions from the SM including the Higgs
boson (stacked). The hatched area shows the combined statistical and systematic uncertainties. The dashed line
corresponds to the total expected event yield, including all backgrounds and the Higgs boson with µoff−shell = 5.
The ratio plot shows the observed data yield divided by the SM prediction (black points) as well as the total
expected event yield with µoff−shell = 5 divided by the SM prediction (dashed line) in each bin [187].
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(a) pT4l (b) m4l

(c) η4l (d) Matrix Element Discriminant

Figure 6.8: Distributions of the input variables to the BDT discriminant, for all lepton final states combined,
normalised to unit area for shape comparisons, for the full peak region (220 < m4` < 2000 GeV). The blue
histogram represents the gg → H∗ → ZZ signal with SM couplings, while the red histogram the qq̄ → ZZ
background against which the BDT is trained.



6.2. Analysis strategy in the ZZ → 4` channel 165

BDT

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

E
ve

nt
s 

N
or

m
al

iz
ed

 to
 U

ni
t A

re
a

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

-1=13 TeV, 36.07 fbs
gg->H*->ZZ
gg->ZZ
gg->(H*->)ZZ->4l

=5)
off-shell

mgg->(H*->)ZZ(
qq->ZZ

(a)

Figure 6.9: Distributions of the BDT-based discriminant in the four lepton final states normalised to unit area
to show the shape comparisons, for the full peak region (m4` > 220 GeV).
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6.2.3 Reducible background estimation

Apart from the main irreducible background pp → ZZ∗ production, additional sources of reducible
background stem from Z+jets (comprised of both heavy- and light-flavour jets), the top-quark pair
and WZ production. The data driven inclusive estimation of the contribution from each of these
background components is described in [188]. Since they vary according to the flavour of the leptons
of the subleading pair, the background analysis is performed separately for the Z+µµ and Z+ee final
states. Four categories of these background contributions are constructed. Two of them correspond
to a subleading pair of muons and account for the contributions of Z+jets and tt̄ productions. As it
is explained in [188] the normalisation for these background sources is estimated with a simultaneous
fit on specific control regions which are orthogonal to the signal region.

For this analysis, only events with the invariant mass of the four lepton system (m4`) above 220
GeV are considered. In order to estimate the amount of events satisfying this requirement without
depending significantly on particular Monte Carlo events with large weights, the m4` distributions are
described by smoothed shapes obtained using the KEYS algorithm [137]. Figure 6.10 shows the raw
and smoothed m4` distributions for the four background categories. Excellent consistency is observed
in all categories. This is also reflected in the estimation of the number of events which pass the m4`
requirement that presents marginal differences between raw and smoothed distributions, as shown
in table 6.6. The KEYS algorithm is also used to smooth the ME-based discriminant distributions
for the different background estimation categories. Figure 6.11 shows the corresponding raw and the
smoothed distributions, along with their normalisation uncertainties.
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Figure 6.10: Distributions of m4` invariant mass in the four reducible background categories. The raw distri-
butions are presented in red, while the smoothed ones in green. (a) and (b) subleading pair of electrons from
heavy flavour jets and fake electrons respectively. (c) and (d) subleading pair of muons from Z+jets and tt̄
production respectively.
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Background component Total events Events with m4` >220 GeV Events with m4` >220 GeV
raw distribution smoothed distribution

Fake+γ (electron) 7.02 ± 1.32 1.73 1.71 ± 0.32
heavy flavour (electron) 6.34 ± 1.93 0.56 0.58 ± 0.18
Z+jets, WZ (muon) 8.10 ± 1.11 0.34 0.37 ± 0.05
tt̄ (muon) 2.29 ± 0.27 0.40 0.39 ± 0.05

Table 6.6: The number of expected events in each background category using the selection of the analysis, using
either the raw or the smoothed m4` distribution. The error presented in the last column corresponds to the
total statistical and systematic normalisation uncertainty.

Finally, the estimations of the four reducible background categories are divided into the three
analysis channels according to the number of background events that contribute from each category
to each final state. The estimation is performed using the flavour of the leading dilepton pair as in
[188]. The resulting distributions are shown in figure 6.12 and the corresponding number of events
in table 6.7. In total three events are expected in all the analysis channels, corresponding to about
0.5% of the main irreducible background. Moreover, the ME-based discriminant for these events is
mainly distributed far from the area of interest, making their contribution to the final results even
less significant.

Analysis channel Estimated reducible background events
4e 1.14 ± 0.18
2e2µ 1.49 ± 0.19
4µ 0.42 ± 0.04

Table 6.7: The number of expected events in each background category using the selection of the analysis, using
either the raw or the smoothed m4` distribution. The error presented in the last column corresponds to the
total statistical and systematic normalisation uncertainty.
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Figure 6.11: Distributions of the ME-based discriminant in the four reducible background estimation categories.
The raw distributions are presented in red, while the smoothed ones in green. The hatched area represents the
normalisation uncertainty. (a) and (b) subleading pair of electrons from heavy flavour jets and fake electrons
respectively. (c) and (d) subleading pair of muons from Z+jets and tt̄ production respectively.
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Figure 6.12: Distributions of the ME-based discriminant in the four analysis channels. The hatched area
represents the normalisation uncertainty. (a) 4e channel, (b) 2e2µ channel and (c) 4µ channel.
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6.3 Statistical Treatment and Results

In this section the results for the ZZ → 4` and 2`2ν channel analyses are combined and translated into
limits on the off-shell signal strength µoff-shell for the individual analyses and for its the combination.

6.3.1 Systematic Uncertainties

Systematic uncertainty sources impacting the analysis can be divided into two categories, uncertainties
in the theoretical description of the signal and background processes and experimental uncertainties
related to the detector or to the reconstruction algorithms. The largest systematic uncertainties
arise from the theoretical uncertainties in the gg-initiated ZZ processes and the background process.
The uncertainties from experimental measurements are generally small compared to the theoretical
uncertainties in this analysis.

The theoretical uncertainties originate from the PDF choice, the missing higher-order corrections,
and the parton-shower modelling. The PDF uncertainty corresponds to the 68% CL variations of
the nominal PDF set NNPDF30NNLO for both qq̄ → ZZ and gg → (H∗ →)ZZ as well as the
difference from alternative PDF sets. The alternative PDF sets used are CT10NNLO [189] and
MMHT2014NNLO [190]. The uncertainty due to PDF is found to be about 3% in the high-mass
region considered. The uncertainty due to higher-order QCD corrections (QCD scale uncertainty) is
estimated by varying the renormalisation and factorisation scales independently, ranging from a factor
of one-half to two. The uncertainty in the K-factors due to the NLO QCD scale uncertainty is 10–20%
as a function of mZZ for the gg-initiated ZZ processes in the probed high-mass region, and ranges
from 5% to 10% as a function of mZZ for the qq̄ → ZZ background. The QCD scale uncertainties
are treated as correlated among the gg-initiated ZZ processes, and uncorrelated with the qq̄-initiated
ZZ process. In the region below 2mt , the higher-order corrections are computed with a maximum jet
transverse momentum of 150 GeV to ensure a good description by the 1/mt expansion. The default
scale uncertainty is therefore doubled for events which have a jet with pT > 150 GeV, corresponding
to about 8% of the events in this region. The scale uncertainty is also increased by 50% around the
mt threshold, with a Gaussian-smoothed transition decreasing to the default uncertainty within 50
GeV of the threshold. This is intended to allow for possible effects on the K-factor which have not
been estimated as the top quark moves on-shell. It is assumed that the 10–20% NLO QCD scale
uncertainty for the gg-initiated ZZ processes covers the assumption of massless loops above the 2mt

threshold, and as well the uncertainties in the 1.2 scale factor estimated only for the NNLO/NLO
signal correction but also applied to the background and interference components. These NLO QCD
scale uncertainties are larger than those associated with the NNLO QCD signal uncertainties. The EW
correction uncertainty for qq̄ → ZZ is evaluated using the same method as in Ref. [44] and its impact
is estimated to be about 1%. The parton-shower uncertainty is evaluated by varying parameters in
the parton-shower tunes according to Refs. [179] and found to be 2–3% in normalisation.

The theoretical uncertainties due to the missing higher-order corrections and PDF variations are
small for VH-like and VBF-like processes pp → ZZ + 2j ; therefore, they are not included in the
analysis.

The leading experimental systematic uncertainties are due to the electron and muon reconstruction
and selection efficiency uncertainties, which are smaller than the uncertainties associated with the
theoretical predictions. The same sources of experimental uncertainty as in Ref. [191] are evaluated.

The uncertainty in the combined 2015 and 2016 integrated luminosity is 2.1%, derived following
a methodology similar to that detailed in Ref. [192], from a preliminary calibration of the luminosity
scale using x–y beam-separation scans. This uncertainty is applied to the normalisation of the signal
and also to background contributions whose normalisations are derived from MC simulations. A
variation in the pile-up reweighting of MC events is included to cover the uncertainty in the ratio of
the predicted and measured inelastic cross sections in Ref. [193].
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6.3.2 Interpretations
It is useful to summarize the definitions of signal strength used in the on-shell and off-shell analyses.
For on-shell analysis, the signal strength for the ggF and VBF 2 production can be written as:

µggFon-shell ≡
σgg→H→ZZon-shell

σgg→H→ZZon-shell, SM
=
κ2
g,on-shell · κ2

V,on-shell

ΓH/ΓSM
H

, (6.11)

µV BFon-shell ≡
σV BFH→ZZon-shell
σV BFH→ZZon-shell, SM

=
κ4
V,on-shell

ΓH/ΓSM
H

(6.12)

For off-shell analysis, the signal strength for the ggF and VBF production can be written as:

µggFoff-shell ≡
σgg→H→ZZoff-shell

σgg→H→ZZoff-shell, SM
= κ2

g,off-shell · κ2
V,off-shell, (6.13)

µV BFoff-shell ≡
σV BFH→ZZoff-shell
σV BFH→ZZoff-shell, SM

= κ4
V,off-shell (6.14)

And the coupling ratios are defined as ,

Rgg ≡ κ2
g,off-shell/κ

2
g,on-shell, (6.15)

RV V ≡ κ2
V,off-shell/κ

2
V,on-shell (6.16)

Thus the on-shell signal strengths and off-shell signal strengths have the following relationship:

µggFoff-shell = Rgg ·RV V · µggFon-shell · ΓH/Γ
SM
H (6.17)

µV BFoff-shell = R2
V V · µV BFon-shell · ΓH/ΓSM

H (6.18)

Since the off-shell analysis is performed inclusively, without categorization for the ggF and VBF
production modes, it does not have sensitivity to individually constrain the off-shell signal strength
for the ggF and VBF production modes. Thus, the signal strength µoff-shell is determined by fixing
the ratio of the signal strength in gg → H∗ and VBF to the SM prediction, namely µggFoff-shell

µVBFoff-shell
= 1. The

combination with the on-shell analyses is performed under some assumptions.
Since there are few free parameters in equation 6.18 and 6.18, the following interpretation is

considered. The assumptions are summarized in Table 6.8.

• The ΓH/ΓSM
H is determined when profiling a common coupling scale factor κ = κg = κV asso-

ciated with the on- and off-shell gg → H(∗) and VBF production and the H(∗) → V V decay,
assuming κg,on-shell = κg,off-shell and κV,on-shell = κV,off-shell. Thus for on-shell measurement there
is only one overall signal strenght.

POI Profiling Assumptions

ΓH/ΓSM
H µon-shell

κg,on-shell = κg,off-shell = κV,on-shell = κV,off-shell,
thus Rgg=1, RV V =1, µggFon-shell = µV BFon-shell

Table 6.8: On-shell and Off-shell combined fit configurations for the various interpretations.

2In all results the signal strength for V H associated production is assumed to scale with VBF production while
the bb̄H and tt̄H processes scale with the gg → H process. These additional production modes are expected to give
negligible contributions to the off-shell measurements, but have small contributions to the on-shell signal yields.
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6.3.3 Statistical analysis
In the ZZ → 4` channel, a binned maximum-likelihood fit to the ME-based discriminant distribution
is performed to extract the limits on the off-shell Higgs boson signal strength. The fit model accounts
for signal and background processes, including gg → (H∗ →)ZZ, VBF(H∗ →)ZZ and qq̄ → ZZ.
The probability density functions (pdf ) of the signal-related processes gg → (H∗ →)ZZ and VBF
(H∗ →)ZZ are parametrised as a function of both the off-shell Higgs boson signal strength µoff-shell
as given in Eqs. (6.5) and (6.9). Normalisation and shape systematic uncertainties on the signal and
background processes are taken into account as described in Sect. 6.3.1, with correlations between
different components and processes as indicated therein.

In the ZZ → 2`2ν channel, a similar maximum-likelihood fit to the transverse mass (mZZ
T ) is

performed, comparing the event yield in the signal-enriched region in data with the predictions. The
fit model accounts for the signal and all background processes mentioned in Table 6.4. The modelling
of the dominant signal and background processes is the same as in the ZZ → 4` channel.

The likelihood is a function of a parameter of interest µ and nuisance parameters ~θ. Hypothesis
testing and confidence intervals are based on the profile likelihood ratio [194]. The parameters of
interest are different in the various tests, while the remaining parameters are profiled. Hypothesised
values for a parameter of interest µ are tested with a statistic

Λ(µ) =
L
(
µ,

ˆ̂
~θ(µ)

)
L(µ̂, ~̂θ)

, (6.19)

where the single circumflex denotes the unconditional maximum-likelihood estimate of a parameter

and the double circumflex (e.g.
ˆ̂
~θ(µ)) denotes the conditional maximum-likelihood estimate (e.g. of

~θ) for given fixed values of µ. This test statistic extracts the information on the parameters of interest
from the full likelihood function.

Apart from the simple likelihood scan method, all 95% confidence level (CL) upper limits are also
derived using the CLs method [156], based on the following ratio of one-sided p-values: CLs(µ) =
pµ/(1− p1) where pµ is the p-value for testing a given µ = µoff-shell or µ = ΓH/ΓSM

H (the non-SM
hypothesis) and p1 is the p-value derived from the same test statistic under the SM hypothesis of
µoff-shell = 1 in the first case and ΓH/ΓSM

H = µon-shell = 1 in the second case.3 The 95% CLs upper
limit is found by solving for CLs(µ95%) = 5%. Values µ > µ95% are regarded as excluded at 95% CL.
A detailed description of the implementation of the CLs procedure can be found in Ref. [195].

The results presented rely on the asymptotic approximation [194] for the test statistic Λ(µ). This
approximation was cross-checked with Monte Carlo ensemble tests that confirm its validity in the
range of the parameters for which the 95% CL limits are derived. Deviations appear close to the
boundary of µoff-shell ≥ 0 imposed by Eq. (6.4) and hence the 1σ uncertainties can only be seen as
approximate.

The combination results are obtained with the NLO K-factors for the gg → ZZ processes in the
off-shell analyses, with an additional flat NNLO/NLO K-factor of 1.2 applied.

6.3.4 Off-shell signal strength
The 4l and 2l2ν analyses are combined to obtain a limit on µoff-shell. In combining the off-shell
results the main systematic uncertainties related to the theory uncertainties on the gg → (H∗ →)ZZ
(including signal and interference contributions) and qq̄ → ZZ processes are treated as correlated
between the different channels. Where appropriate, the experimental systematic uncertainties are
also treated as correlated. However, they are found to have a very small impact on the final combined
limit.

3In the context of this analysis the alternative hypothesis is given by the SM value(s) for all relevant parameters of
the fit model.
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The scan of the negative log-likelihood, −2 ln Λ, as a function of µoff-shell for data and the expected
curve obtained when fitting an Asimov dataset for a SM Higgs boson and data are shown in Fig. 6.13,
with the signal strength parameters in both gg → H∗ and VBF fixed to the SM prediction.

Figure 6.13: Scan of the negative log-likelihood, -2lnΛ, for the off-shell signal strength, for data (black) and
simulation (blue) with the ZZ → 4` and ZZ → 2` 2ν off-shell analyses combined. The mZZ dependent NLO
K-factors and an additional flat NNLO/NLO K-factor of 1.2 are applied each individual gg → ZZ process
[187].

6.3.5 Higgs total width
To extract the final result on Higgs total width constraint, the off-shell analyses of both ZZ → 4` and
ZZ → `+`−νν̄ are combined with the on-shell ZZ → 4` analysis. In combining the on-shell results, the
experimental uncertainties and the theory uncertainties are properly considered in the combination.
Especially the QCD scale uncertainties for the gg processes are treated as uncorrelated between
the on-shell and off-shell analyes, given the different high-order QCD corrections. The QCD scale
uncertainties for the qq̄ → ZZ process are treated as correlated. Where appropriate, the experimental
systematic uncertainties are also treated as correlated. However, they are found to have a very small
impact on the final combined limit.

The negative log-likelihood scan on ΓH/ΓSM
H is shown in figure 6.14 with data and Asimov data,

assuming the off-shell signal strength parameters in both gg → H∗ and VBF fixed to the SM predic-
tion. The best fit signal strength for the on-shell Higgs (µon-shell) is found to be 1.24, slightly different
than the measurement in the coupling analysis [196], which is 1.29. The difference is caused by the
correlation of the nuisance parameters in the combined fit. The observed upper limit on ΓH/ΓSM

H is
slightly smaller than the expected, due to the fact that the observed µon-shell is larger than 1.
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(a)

Figure 6.14: Scan of the negative log-likelihood, -2lnΛ, for data (black) and simulation (blue) for the ΓH/ΓSM
H

ratio, with the on-shell and the ZZ → 4`, ZZ → 2` 2ν off-shell analyses combined. The mZZ dependent NLO
K-factors and an additional flat NNLO/NLO K-factor of 1.2 are applied to the gg → ZZ process for the
off-shell analysis [187].
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6.3.6 Summary
The fit results on µoff-shell and ΓH/ΓSM

H are summarized in Table 6.9. Results from both the likelihood
scan and the CLs method are presented. For the CLs method, the SM prediction (µoff-shell = 1 and
ΓH/ΓSM

H = 1) is used as the alternative hypothesis. Table 6.10 shows the impact the systematic
uncertainties on the fit results of µoff-shell and ΓH/ΓSM

H using the likelihood scan method. The results
are obtained with the NLO K-factors and an additional flat NNLO/NLO K-factor of 1.2.

Fit configuration POI CLs NLL
Median expected Obs. [-1σ,+1σ] [-2σ,+2σ] Expected Observed

Off-Shell 4` µoff-shell 4.25 4.49 3.34 - 5.43 2.74 - 7.06 4.36 4.65
Off-Shell `+`−νν̄ µoff-shell 4.37 5.31 3.43 - 5.51 2.81 - 7.01 4.47 5.68
Off-Shell 4` + `+`−νν̄ µoff-shell 3.41 3.81 2.73 - 4.21 2.29 - 5.26 3.48 4.02
Off-Shell 4` + `+`−νν̄ + On-Shell ΓH/Γ

SM
H

3.68 3.50 2.94 - 4.79 2.44 - 6.50 3.78 3.46

Table 6.9: Summary of the fit results on µoff-shell and ΓH/ΓSM
H . Results obtained from both the likelihood

scan and the CLs method are shown for comparison. The results are obtained with the NLO K-factors and an
additional flat NNLO/NLO K-factor of 1.2. The ratio of the ggF and VBF processes is assumed to be as in
the SM.

Fit configuration POI NLL
Stat. only All syst.

Off-Shell 4` µoff-shell 4.40 4.65
Off-Shell `+`−νν̄ µoff-shell 4.80 5.68
Off-Shell 4` + `+`−νν̄ µoff-shell 3.61 4.02
Off-Shell 4`+ `+`−νν̄ + On-Shell 4` ΓH/ΓSM

H 3.11 3.46

Table 6.10: Impact of systematic uncertainties on µoff-shell and ΓH/ΓSM
H . Observed results are obtained with

the likelihood scan method.
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7 Summary

During Run II (2015-2018) the ATLAS experiment collected data corresponding to about 140 fb−1.
Its capability to maintain the excellent performance depends on a series of upgrades.

During Upgrade Phase II a new Inner Tracker will be installed allowing for a great improvement of
the electron identification in the forward region, as it was shown in Chapter 3. By combining cluster-
track matching criteria, machine learning methods and isolation variables an about 83% efficiency can
be achieved yielding to a fake rate of about 2%. This study was included in publication [197].

The ATLAS experiment contributes significantly on Higgs boson studies. One of the best channels
for these studies is the decay of Higgs boson to ZZ* and afterwards to 4 leptons. The estimation of the
reducible background in this channel is driven by the real data, as presented in Chapter 4. The results
are used for several Higgs studies. Two of them, need a differential estimation of the background are
already published ([198] and [199]).

Some BSM models predict more Higgs-like bosons. The study described in Chapter 5 is a search
for a new heavy ZZ resonance. It was performed with the full data of Run II. The existence of a
new resonance is excluded using the CLs method. The expected upper limit on cross section times
branching ratio for the ggF production is a function of the mass, decreasing from 150 fb at 200 GeV
to about 6 fb at 2 TeV. The VBF production limits have similar behaviour, decreasing from 50 fb
at 200 GeV to 6 pb at 2 TeV. The statistical analysis yielded to some small excesses (roughly 2σ)
for 3 mass points in the CLs. The sensitivity of the experiment using the Neural Network based
categorization and the combination with the ``νν is expected to be improved. The study including
these improvements will be published soon . Also the collection of more data during Run III will allow
the exclusion limits to become even deeper and possible excesses will be revealed. In the previous
study of this search, made using integrated luminosity of 36 fb−1 [200], the ggF production limits,
using only the 4` channel, had been calculated decreasing from 300 fb at 200 GeV to about 30 fb at
2 TeV and for the VBF production decreasing from 150 fb at 200 GeV to about 30 fb at 2 TeV.

Lastly, the off-shell Higgs boson cross section was measured in Chapter 6 allowing to set limits
on the decay width. Combining the results with the llνν channels, the extracted limit on ΓH/ΓSMH
at 95% CL is 3.46 times the SM prediction. This measurement was performed using only 2015-1016
data, corresponding to about 70 fb −1, and it was published in 2018 [187]. The analysis of the full Run
II dataset as well as the improvement of the analysis methodology will probably allow for a precise
measurement of the width for the first time. The previous study of this subject [201] was made using
data of 20 fb−1 integrated luminosity collected at

√
s = 8 TeV. In this case the data yielded an

observed (expected) 95% CL upper limit on the width in the range 4.5–7.5 (6.5–11.2).
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A Appendices

A.1 Forward Electron Identification

A.1.1 Track-cluster matching criteria pT dependency

|η| 2.5-3.2 3.2-3.35 3.35-4.0
Single e 20GeV 92.3±0.1 89.9±0.4 90.7±0.1
Single e 45GeV 96.46±0.07 95.6±0.2 95.41±0.08
Single e 100GeV 98.38±0.09 97.8±0.3 97.3±0.1
Single e with pile-up 20GeV 91.5±0.7 84±3 90.3±0.8
Single e with pile-up 45GeV 94.6±0.6 93±2 94.4±0.6
Single e with pile-up 100GeV 97.9±0.6 94±2 96.8±0.7

Table A.1: Matching criteria efficiency-fake rate(%). Only statistical errors included.
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A.1.2 Intermediate region cluster shapes

(a) (b)

(c) (d)

(e) (f)

Figure A.1: Cluster shape variables in different η regions
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A.1.3 Cluster shapes pT dependency

(a) (b)

(c) (d)

(e) (f)

Figure A.2: Cluster shapes variables for different momenta
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A.1.4 BDT performance

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure A.3: BDT method efficiency and fake rate
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A.1.5 Isolation

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure A.4: Efficiency and fake rate after isolation cut application
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A.2 Calculated SM Higgs boson production cross sections (σ)

mH σ (gg → H) σ (qq′ → Hqq′) σ (qq̄ →WH) σ (pp→ ZH)
GeV [pb] [pb] [pb] [pb]

124.0 49.27 +4.6%
−6.8%

+3.2%
−3.2% 3.812 +0.4%

−0.3%
+2.1%
−2.1% 1.408 +0.6%

−0.6%
+1.9%
−1.9% 0.9051 +3.6%

−3.1%
+1.6%
−1.6%

124.5 48.92 +4.6%
−6.7%

+3.2%
−3.2% 3.798 +0.4%

−0.3%
+2.1%
−2.1% 1.390 +0.6%

−0.6%
+1.9%
−1.9% 0.8943 +3.8%

−3.0%
+1.6%
−1.6%

125.0 48.58 +4.6%
−6.7%

+3.2%
−3.2% 3.782 +0.4%

−0.3%
+2.1%
−2.1% 1.373 +0.5%

−0.7%
+1.9%
−1.9% 0.8839 +3.8%

−3.1%
+1.6%
−1.6%

125.09 48.52 +4.6%
−6.7%

+3.2%
−3.2% 3.779 +0.4%

−0.3%
+2.1%
−2.1% 1.369 +0.5%

−0.7%
+1.9%
−1.9% 0.8824 +3.8%

−3.0%
+1.6%
−1.6%

125.5 48.23 +4.6%
−6.7%

+3.2%
−3.2% 3.767 +0.4%

−0.3%
+2.1%
−2.1% 1.355 +0.5%

−0.7%
+1.9%
−1.9% 0.8744 +3.7%

−3.1%
+1.6%
−1.6%

126.0 47.89 +4.5%
−6.7%

+3.2%
−3.2% 3.752 +0.4%

−0.3%
+2.1%
−2.1% 1.337 +0.6%

−0.8%
+1.9%
−1.9% 0.8649 +3.8%

−3.1%
+1.6%
−1.6%

mH σ (gg → ZH) σ
(
qq̄/gg → tt̄H

)
σ
(
qq̄/gg → bb̄H

)
B (H → ZZ∗ → 4`)

GeV [pb] [pb] [pb] [10−3]

124.0 0.1242 +25.1%
−18.9%

+2.4%
−2.4% 0.5193 +5.9%

−9.2%
+3.6%
−3.6% 0.4999 +20.1%

−24.0% 0.1131 ±2.24%
124.5 0.1235 +25.1%

−18.9%
+2.4%
−2.4% 0.5132 +5.8%

−9.2%
+3.6%
−3.6% 0.4930 +20.0%

−23.9% 0.1185 ±2.21%
125.0 0.1227 +25.1%

−18.9%
+2.4%
−2.4% 0.5071 +5.8%

−9.2%
+3.6%
−3.6% 0.4880 +20.2%

−23.9% 0.1240 ±2.18%
125.09 0.1227 +25.1%

−18.9%
+2.4%
−2.4% 0.5065 +5.7%

−9.3%
+3.6%
−3.6% 0.4863 +20.1%

−23.9% 0.1251 ±2.16%
125.5 0.1221 +25.1%

−18.9%
+2.4%
−2.4% 0.5023 +5.7%

−9.3%
+3.6%
−3.6% 0.4809 +20.1%

−23.8% 0.1297 ±2.14%
126.0 0.1218 +25.1%

−18.9%
+2.4%
−2.4% 0.4964 +5.7%

−9.3%
+3.6%
−3.6% 0.4760 +20.2%

−24.0% 0.1355 ±2.12%

Table A.2: Calculated SM Higgs boson production cross sections (σ) for gluon fusion, vector-boson fusion and
associated production with a W or Z boson or with a bb̄ or tt̄ pair in pp collisions at

√
s = 13 TeV. The first

and second quoted uncertainties correspond to the theoretical systematic uncertainties calculated by adding in
quadrature the QCD scale and PDF+αs uncertainties, respectively. The decay branching ratio (B) for H → 4`
with ` = e, µ, is reported in the last column.
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A.3. List of Monte Carlo simulation samples 189
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192 Appendix A. Appendices

A.4 Sensitivity comparison by using BDT discriminant and
ME discriminant

In `+`−`+`− analysis, two shape based discriminants are studied, ME discriminant (6.2.2) and BDT
discriminant (6.2.2). The sensitivity on µoff-shell from these two discriminants is compared by using
the likelihood scan. The result is shown in Figure A.5. For this comparison, no systematic uncertainty
is considered. The 95% CL upper limits from the likelihood scan are summarized in Table A.22. One
can see that the improvement of using BDT is about 2%.

off-shell
µ

0 2 4 6 8 10

Λ
-2

ln

0

2

4

6

8

10

σ1

σ2

σ3 InternalATLAS

-113 TeV, 36.50 fb

 BDT, no syst
off-shell

µ

 MEM, no syst
off-shell

µ

Figure A.5: Distributions of the likelihood scan on µoff-shell for using two different discriminant shapes: BDT
(black) and matrix element discriminant (blue).

Discriminant Limit on µoff-shell
BDT 5.5
ME 5.6

Table A.22: 95% CL upper limits on µoff-shell from the likelihood scan.
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