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Abstract

In this study we present the connection between the theory of Quantum
Nonlocality and the Operator Space Theory. Nonlocality refers to the study
of natural phenomena that violate the principle of locality in physics and
which, using the mathematical framework established by Bell, is reduced
to the study of the so-called Bell functionals. More specifically, defining the
classical and quantum value of such a function, certain inequalities arise,
called Bell inequalities. The study of nonlocality focuses on the cases in
which we have a violation of these inequalities, that is, when the quantum
value exceeds the corresponding classical one. Using tools from Banach
space theory and Operator Space Theory we correlate the values of Bell
functionals with specific norms in these spaces.

We begin with the study of norms in tensor products, specifically with
the injective and minimal tensor norms, which we then correlate with the
norms in the spaces of bounded and completely bounded bilinear forms.
We present some basic results of Operator Space Theory while we focus
our attention on specific operator spaces and their norms. Next we intro-
duce the sets of the classical and quantum probability distributions and
study the values of Bell functional when acting on these sets. We also dis-
cuss these values in the context of the so-called two-player games. These
values express the maximum expected value of the probability of winning
a game using either "classic" resources (classic value) or "quantum" re-
sources (quantum value).
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The class of games called XOR games highlights the connection between
the theory that studies the values of a game and its so-called violation of
the corresponding quantum value and Operator Space Theory, as we prove
that these values are now equal to injective and minimal tensor norms of
their associated tensors. In this context we also prove that Grothendieck’s
theorem provides an upper bound on the so-called violation, that is, on
the maximum possible deviation between classical and quantum value.
We then present a theorem that excludes the existence of such a bound in
the case of three-player games and therefore predicts an infinite possible
violation.

In the last chapters of this study we extend the connection we made, to
the more general two-player games class and show that the numbers of
"questions" and "answers" in such a game are upper bounds for the quan-
tum and classical value of the game. Finally, we discuss the quantification
of the phenomenon called entanglement through the Schmidt rank of a
Schmidt decomposition and show that the dimension of the state space is
an upper bound to the maximum violation of a Bell inequality.



Περίληψη

Στη παρούσα µελέτη παρουσιάζουµε τη σχέση µεταξύ της Κβαντοµηχανι-
κής Θεωρίας της µη-τοπικότητας και της Θεωρίας Χώρων Τελεστών. Η µη-
τοπικότητα αφόρα στη µελέτη ϕυσικών ϕαινοµένων που παραβιάζουν την Φυ-
σική αρχή της τοπικότητας και η οποία, κάνοντας χρήση του µαθηµατικού
πλαισίου που έθεσε ο Bell, ανάγεται στη µελέτη των λεγόµενων συναρτησοει-
δών Bell. Πιο συγκεκριµένα, ορίζοντας τη κλασική και κβαντική τιµή ενός
τέτοιου συναρτησοειδούς προκύπτουν κάποιες ανισότητες που ονοµάζονται
ανισότητες Bell. Η µελέτη της µη-τοπικότητας εστιάζει στις περιπτώσεις στις
οποίες έχουµε παραβίαση (violation) των ανισοτήτων αυτών, δηλαδή, όταν η
κβαντική τιµή ξεπερνάει την αντίστοιχη κλασική. Χρησιµοποιώντας εργαλεία
από τη Θεωρία Χώρων Banach και τη Θεωρία Χώρων Τελεστών συσχετίζουµε
τις τιµές των συναρτησοειδών Bell µε συγκεκριµένες νόρµες σε αυτούς τους
χώρους.

Ξεκινάµε µε τη µελέτη νορµών σε τανυστικά γινόµενα, συγκεκριµένα µε
τις injective και minimal νόρµες, τις οποίες στη συνέχεια συσχετίζουµε µε τις
νόρµες στους χώρους των ϕραγµένων και πλήρως ϕραγµένων διγραµµικών
απεικονίσεων. Παρουσιάζουµε ορισµένα ϐασικά αποτελέσµατα της ϑεωρίας
χώρων τελεστών και εστιάζουµε σε συγκεκριµένους χώρους χώρους τελεστών
και στις νόρµες τους. Στη συνέχεια εισάγουµε τα σύνολα των κλασικών και
κβαντικών κατανοµών πιθανότητας και µελετάµε τις τιµές που παίρνουν τα
συναρτησοείδη Bell δρώντας σε αυτά τα σύνολα. Συζητάµε επίσης για τις
τιµές αυτές στο πλαίσιο των λεγόµενων παιγνίων µεταξύ δύο παικτών. Οι τιµές
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αυτές εκφράζουν την µέγιστη µέση τιµή της πιθανότητας νίκης ενός παιγνίου
χρησιµοποιώντας είτε ¨κλασικούς¨ πόρους (κλασική τιµή) είτε ¨κβαντικούς¨
πόρους (κβαντική τιµή).

Η κλάση παιγνίων που ονοµάζονται XOR παίγνια αναδεικνύει τη σχέση της
ϑεωρίας που µελετάει τις τιµές ενός παιγνίου και την λεγόµενη παραβίασή της
από την αντίστοιχη κβαντική τιµή µε τη Θεωρία Χώρων Τελεστών, καθώς απο-
δεικνύουµε ότι οι τιµές αυτές ισούνται πλέον µε injective και minimal νόρµες
των επαγόµενων τανυστών. Σε αυτό το πλαίσιο αποδεικνύουµε επίσης ότι το
ϑεώρηµα του Grothendieck ϑέτει ένα άνω ϕράγµα στην λεγόµενη παραβία-
ση, δηλαδή, στην µέγιστη δυνατή απόκλιση µεταξύ κλασικής και κβαντικής
τιµής. ΄Επειτα διατυπώνουµε ενα ϑεώρηµα που αποκλείει την ύπαρξη ϕράγ-
µατος στην περίπτωση των παιγνίων τριών παικτών και συνεπώς προβλέπει
άπειρη δυνατή παραβίαση.

Στα τελευταία κεφάλαια της παρούσας µελέτης επεκτείνουµε τη σύνδεση
που κάναµε στην ευρύτερη κλάση παιγνίων δύο παικτών και δείχνουµε ότι τα
πλήθη των ¨ερωτήσεων¨ και των ¨απαντήσεων¨ σε ένα τέτοιο παίγνιο αποτε-
λούν άνω ϕράγµατα για τον λόγο της κβαντικής και κλασικής τιµής του παι-
γνίου. Τέλος, µελετάµε την ποσοτικοποίηση του ϕαινοµένου που ονοµάζεται
entanglement µιας κατάστασης µέσω του Schmidt rank µιας αναπαράστασης
Schmidt και δείχνουµε ότι η διάσταση του χώρου των καταστάσεων αποτελεί
άνω ϕράγµα στη µέγιστη παραβίαση µιας ανισότητας Bell.
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Introduction

In 1935 A. Einstein, B. Podolsky and N. Rosen [1] proposed an experiment
whose aim was to show that Quantum Mechanics (i.e. the description of
reality as given by the wave function) is not a complete physical theory.
The authors introduced a condition for the reality of a physical quantity;
a condition which they considered reasonable since its negation led to
a definition in which the reality of a physical quantity depends on the
measurement performed on its system. Such a criterion characterizes
what we call realism. The phenomenon predicted by their experiment,
i.e. the fact that when using two spatially separated particles sharing an
"entangled" state (as it was later called) one can produce an immediate
effect in one of them by just acting on the other one, is known as "spooky
action at a distance" and was considered impossible by the authors as it
violated the local realist view of causality. Locality is a principle that states
that an action at one point, to have an influence at another point, needs to
have something (e.g. particle or wave) to mediate the action between the
points1. The phenomenon underlying the aforementioned paradox, known
as Quantum entanglement is one of the most intriguing aspects of quantum
mechanics.

To resolve this supposed paradox, if one admits Quantum Mechanics as
a complete theory, it seems necessary to supplement the theory by addi-
tional variables, to which we do not have complete access, and hence to

1Together with Relativity theory, such an influence is limited by the speed of light.
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assume a "hidden variable" interpretation of Quantum Mechanics. How-
ever, in 1964, J. S. Bell [2] showed that the predictions of quantum theory
are incompatible with those of any physical theory satisfying the conditions
of a Local Hidden Variable model. Such a model proposes that there exists
a classical probability distribution to which we do not have complete ac-
cess and which models our uncertainty. In particular, Bell showed that the
assumption of a Local Hidden Variable model implies some inequalities, on
the set of correlations obtained in a certain measurement scenario, that
are violated by certain quantum correlations produced with an entangled
state. Those inequalities are since then called Bell inequalities and are
of great importance for the purposes of this study. The violations of Bell
inequalities is a phenomenon known as Quantum Nonlocality, because it
implies the existence of a quantum correlation which cannot be explained
by means of a Local Hidden Variable model of nature. From A. Aspect’s
experiments [3] in 1982, to the recent 2015 loophole-free experiment [4],
Bell’s work led to experimental verifications of such a counterintuitive phe-
nomenon, which provide evidence that nature does not obey the laws of
classical physics.

We shall now discuss the notion of locality by providing it with a math-
ematical definition and considering it in the case of a "Bell experiment".
In a typical "Bell experiment", two systems which may have previously in-
teracted, are now spatially separated and are each measured by one of
two distant observers, Alice and Bob. The spatial separation condition is
needed to ensure that Alice’s measurement cannot influence Bob’s mea-
surement and vice versa. Charlie, (a ‘referee’) prepares two particles, in
whatever way he wants and sends one of the particles to Alice and the
other one to Bob. Subsequently Alice performs a measurement and let x
denote the measurement she makes. Similarly Bob chooses to measure y.
Once the measurements are performed they yield outcomes a and b for Al-
ice and Bob respectively. In general, the outcomes a and b may vary, even
when the same choices of measurements x and y are made. We may thus
assume that they are governed by a probability distribution P(a,b|x,y).
We further assume that Alice and Bob ‘respond’ according to probability
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distributions PA(a|x) and PB(b|y). Let us also assume that Charlie can
prepare a similar pair of particles as many times as he wants. When such
an experiment is performed, it will be found, in general, that

P(a,b|x,y) , PA(a|x)PB(b|y)

implying that the outcomes on both sides are not statistically independent
from each other. Even though the two systems may be separated by a
large distance, the existence of such correlations is nothing mysterious.
In particular, it does not necessarily imply some kind of direct influence
of one system on the other, for these correlations may simply reveal some
dependence relation between the two systems which was established when
they interacted in the past. Let us formalize now the idea of a Local Hidden
Variable theory. The assumption of locality implies that we should be able
to identify a set of past factors, described by some variables λ, having a
joint causal influence on both outcomes, and which fully account for the
dependence between the outcomes a and b. Once all such factors have
been taken into account, we should be now be able to factorize :

P(a,b|x,y,λ) = PA(a|x,λ)PB(b|y,λ)

The factorizability condition simply expresses the idea that we have found
a way of describing the fact that the probability of a only depends on the
past variables λ and the local measurement x and not on the distant mea-
surement and outcome, and similarly for b. We further assume that the
variables λ, which take values in a set Λ, are characterized by a probabil-
ity distribution q(λ). Combined with the above factorizability condition we
can thus write

P(a,b|x,y) =

∫
Λ

PA(a|x,λ)PB(b|y,λ)q(λ)dλ (0.0.1)

where we also implicitly assumed that the measurements x and y can be
freely chosen in a way that is independent of λ, i.e., that q(λ|x,y) = q(λ).
This decomposition now represents a precise condition for locality in the
context of Bell experiments. It is now straightforward to prove that the
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predictions of quantum theory for certain experiments involving entangled
particles do not admit a decomposition of the form 0.0.1.

Indeed, let us assume for simplicity that there are only two measurement
choices for Alice and Bob x,y ∈ {0,1} and the same holds for their outcomes
a,b ∈ {−1,1}. Let 〈axby〉 =

∑
a,babP(a,b|x,y) be the expectation value of the

product ab for the measurement choices (x,y) and consider the following
expression

S = 〈a0b0〉+ 〈a0b1〉+ 〈a1b0〉− 〈a1b1〉 (0.0.2)

If the probabilities satisfy the factorizability condition of locality 0.0.1 then
we may write

〈axby〉 =

∫
〈ax〉λ〈by〉λq(λ)dλ

where 〈ax〉λ =
∑
a aPA(a|x,λ) and 〈by〉λ =

∑
b bPB(b|y,λ) are the local expec-

tations that take values in [−1,1]. Subsequently, if we replace the above
expressions to 0.0.2 we find that

S =

∫
〈a0〉λ〈b0〉λ+ 〈a0〉λ〈b0〉λ+ 〈a1〉λ〈b0〉λ−〈a1〉λ〈b1〉λq(λ)dλ

Since 〈ax〉, 〈by〉 ∈ [−1,1] for all x,y we have that

〈a0〉λ〈b0〉λ+ 〈a0〉λ〈b0〉λ+ 〈a1〉λ〈b0〉λ−〈a1〉λ〈b1〉λ

≤ |〈b0〉λ+ 〈b1〉λ|+ |〈b0〉λ−〈b1〉λ|

= 2〈b0〉λ

≤ 2.

a result that we will prove with in Section 3.1. Hence, we can see that

S ≤ 2 (0.0.3)

an inequality known as Clauser-Horne-Shimony-Holt (CHSH) inequality
[5].

Let us assume now that Nature is explained by quantum mechanics and
that the state formed by both particles is described by

|ψ〉 =
|00〉+ |11〉
√

2
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This state is often called Einstein-Poldosky-Rosen (EPR) state. Here we
considered the Hilbert space C2⊗C2 with the basis vectors

|0〉 =

01
 , |1〉 = 10


and the notation |ab〉 = |a〉⊗ |b〉, where the above notation and notions will
be discussed throughout the next chapters of these notes.

We further assume the matrices A0 = σx , B0 =
−σz−σx√

2
, A1 = σz, B1 =

σz−σx√
2

to be our "measurements", where here we are using the standard notation
for the Pauli matrices:

σ0 =

1 0
0 1

 ,σx =

0 1
1 0


σy =

0 −i

i 0

 ,σz =

1 0
0 −1


We can then calculate:

〈ψ|A0⊗B0|ψ〉 = −
1
√

2

〈ψ|A0⊗B1|ψ〉 = −
1
√

2

〈ψ|A1⊗B0|ψ〉 = −
1
√

2

〈ψ|A1⊗B1|ψ〉 =
1
√

2

which leads us to

S = 〈ψ|A0⊗B0|ψ〉+ 〈ψ|A0⊗B1|ψ〉+ 〈ψ|A1⊗B0|ψ〉− 〈ψ|A1⊗B1|ψ〉 = 2
√

2
(0.0.4)

which is in contradiction with 0.0.3 and thus with the locality condition
0.0.1. This is the content of Bell’s theorem, establishing that quantum
theory (and any model reproducing its predictions) cannot be explained by
a Local Hidden Variable model.

We deem it necessary at this point to explain why the expression 0.0.4
is the quantum analogue of 0.0.2. In Quantum probability theory, the
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expectation value of an observable X (selfadjoint operator) in the state
(positive operator of unit trace) ρ is defined [6] to be

Eρ(X ) = Tr(ρX ).

Thus, in the state ρ = |ψ〉〈ψ| the expected value of the observable A⊗B is
Eρ(A⊗B) = Tr((A⊗B)ρ), where it is an easy exercise to verify that Tr((A⊗

B)ρ) = 〈ψ|A⊗B|ψ〉. Finally, note that the spatial separation condition of
Alice and Bob, is mathematically expressed by the tensor product model
of the two systems as it suitably reflects this idea.

Having established the historical background, we can now summarize
the main subject of this work as the following fundamental question in the
study of nonlocality:

Suppose M = (Mxy) ∈ Rn×m (a Bell functional) is such that

sup


∑
x,y

Mxy

∫
ax(λ)by(λ)q(λ)dλ

 ≤ 1, (0.0.5)

where the supremum is over all probability spaces Λ, probability measures
dλ and functions ax ,by : Λ→ [−1,1].

How large can (a violation of the Bell inequality)

sup


∑
x,y

Mxy〈ψ|Ax ⊗By|ψ〉

 , (0.0.6)

be? Here the supremum is over Hilbert spaces H1 and H2, states |ψ〉 ∈
H1⊗H2 and observables Ax ∈ B(H1), By ∈ B(H2).

The connection of the theory of nonlocality with Banach space theory
arises with the observation that quantity 0.0.5 is precisely the injective

norm of the tensor M ∈ `n1(R)⊗ `m1 (R) or equivalently the norm of M when it
is viewed as a bilinear form `n∞×`

m
∞→R. But what does the second quantity

0.0.6 correspond to? The answer to this question emerges from the theory
of operator spaces. Operator Space Theory provides us with the essential
terminology. The quantity 0.0.6 is precisely the minimal norm of the tensor
M or equivalently the completely bounded norm ‖ · ‖cb of the associated
bilinear form. Thus, the fundamental question in the study of nonlocality
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expressed above, finds a direct reformulation in terms of Operator Space
Theory as follows:

Suppose that M : `n∞× `
m
∞→ R is such that ‖M‖ ≤ 1.

How large can ‖M‖cb be?

This interesting connection, introduced in 2008 by Perez-Garcia et al.[7],
has led to a number of exciting developments, with techniques of Operator
Space Theory used to derive new results in quantum information theory
and vice versa.

We will now briefly sketch the topics discussed in each chapter:

Chapter 0: We introduce the notations that will be used throughout this
work; notations that involve linear maps, matrices and isomorphisms and
at last Dirac’s famous Bra-ket notation that is widely used in quantum
information theory. Also we give definitions and examples of norms on the
space of matrices Mn.

Chapter 1: In the first section we introduce norms on the tensor prod-
ucts of vector spaces, Banach spaces, Hilbert spaces and operator spaces.
We state and prove many results concerning explicit forms of well known
tensor norms which are proven to fit perfectly in the study of nonlocality.
In the second section we introduce the basic notions of Operator Space
Theory. We focus on the completely bounded norms of operators and bi-
linear forms on certain operator spaces. We also discuss certain isometric
identifications between tensor products of operator spaces and the spaces
of bounded bilinear forms, connecting the injective tensor norm with the
operator norm of a bilinear form and the minimal tensor norm with the
completely bounded norm of a bilinear form.

Chapter 2: We begin with a brief introduction to correlation matrices
and their connection to the so-called correlation Bell functionals. Next we
introduce the sets of classical and quantum probability distributions, we
define the Bell functionals, the Bell inequalities and the violations of the
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latter. We also define the notion of the classical and quantum values of a
game. In the last section we introduce the notion of a multiplayer game
and its values showing its tight connection with the Bell functionals.

Chapter 3: We deal with a special class of games, the XOR games.
We define the classical and quantum biases of an XOR game to which
we give explicit forms unveiling the tight connection of the theory of non-
locality to that of operator spaces, that is, we connect the classical and
quantum biases of a game to the injective and minimal tensor norms, re-
spectively. Also we prove the famous CHSH inequality and its violation
using the framework of operator norms. Next we discuss the impact of
Grothendieck’s fundamental theorem to the study of nonlocality. More
specifically we prove that Grothendieck’s inequalities set an upper bound
on the violations achieved in two player XOR games. Finally, we present
certain results concerning the case of three-player games XOR games and
which allow for unbounded violations.

Chapter 4: We extend the connection of the theory of nonlocality and
Operator Space Theory, to the case of general two-player games. As with
the XOR class , we give explicit form to the classical and entangled values of
those games again as the injective and minimal tensor norms, respectively,
of their associated tensors. We also prove that the numbers of "questions"
and "answers" in a game, provide upper bounds on the largest possible
violations of those games.

Chapter 5: In this last chapter, we quantify the notion of entanglement
through the Schmidt decomposition and the Schmidt rank connecting the
notion with the dimension of the state space. Finally, we give dimension
dependent bounds for the largest violations achievable by states having
Schmidt rank at most the dimension of the state space.



Notation and basic conventions

0.1 Notation

Throughout these notes, we use boldfont for finite sets as X,Y,A,B and
small capital letters X,Y,A,B for their cardinalities. The sets X,Y will usually
denote sets of questions, or inputs, to a game or Bell inequality, and A,B

will denote sets of answers, or outputs.
Write `np for the n-dimensional complex `p space and `np(R) for the real

one. Unless specified otherwise, the space Cn will be endowed with the
Hilbertian norm and identified with `n2. We write Ball(X ) for the closed unit
ball of the normed space X .

Given vector spaces X,Y and Z , L(X,Y ) is the space of linear maps from
X to Y and we write L(X ) for the space L(X,X ). IdX ∈ L(X ) is the identity
map on X . B(X ×Y ;Z ) is the space of bilinear maps from X ×Y to Z . If Z =C

we just write B(X ×Y ). We write ‖ · ‖X for the norm on X . When we write ‖x‖
without explicitly specifying the norm we always mean the "natural" norm
on x: the Banach space norm if x ∈ X or the operator norm if x ∈ L(X,Y ) or
x ∈ B(X ×Y ;Z ).

Given Banach spaces X,Y and Z , a linear map T ∈ L(X,Y ) is called
bounded if its norm ‖T‖ := sup{‖Tx‖Y : ‖x‖X ≤ 1} is finite. We denote B(X,Y )

the Banach space of bounded linear maps. Similarly, a bilinear map
B ∈B(X ×Y ;Z ) is called bounded, if ‖B‖ := sup{‖B(x,y)‖Z : ‖x‖X ,‖y‖Y ≤ 1}<∞
and we write B(X ×Y ;Z ) for the space of such maps. If X is a Banach space

9
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we write X∗ = B(X,C) for its dual, and X ] = L(X,C) for its algebraic dual.
We write Mn,m for the set of n ×m matrices with complex entries and

simply Mn for the case of m = n.
Given a Hilbert space H we may often use the following notation: P(H):

the set of all orthogonal projections inH , whose elements are called events,
O(H): the set of all selfadjoint operators in H , whose elements are called
observables, S(H): the set of positive operators with unit trace inH , whose
elements are called states, B+(H): the set of positive operators in H .

Let A be a Banach algebra with a unit. We usually denote its unit by
1A.

The Kronecker delta is defined by:

δi,j =

0, if i , j

1, if i = j

0.2 Matrices and operators

Given a complex vector space V and n ∈N, an n-tuple over V is an element
of the space Vn = V ⊕ · · · ⊕V , where we employ the vertical display of such
an element, that is, for v = (vi)ni=1 ∈ V

n,

v =


v1
...

vn

 ,
where vi ∈ V for each i = 1, . . . ,n.

Let ei =



0
...

1i
...

0


denote the usual basis vectors of Cn and V a complex vector

space. Then, we have the following linear identifications

Vn � Cn⊗V � V ⊗Cn,
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defined by

Vn � Cn⊗V Vn � V ⊗Cn

v 7→
n∑
i=1

ei ⊗vi u 7→
n∑
i=1

vi ⊗ei .

Each linear map φ : V → W between complex vector spaces, defines a
linear map

φn : Vn →Wn

φn(v) = (φ(vi)),

or equivalently

φn = Id⊗φ : Cn⊗V → Cn⊗W

ei ⊗vi 7→ ei ⊗φ(ui).

Using more general indices, let S be an arbitrary set. We define an S-
tuple u = (us)s∈S to be a function from S to V . Let VS denote the space of S-
tuples. A bĳection of index sets f :S→S′, determines a linear isomorphism
VS � VS

′

via us = u′f (s).
To relate to the previous notation, we may use the integer n instead of

the set {1, . . . ,n}. For example the space of n-tuples C{1,...,n} will be denoted
by Cn. More specifically, let Σ be an alphabet, i.e. a finite non empty set.
The complex space CΣ will be also viewed as Cn for |Σ| = n. Fix a bĳection
f : {1, . . . ,n} → Σ and associate each function u ∈CΣ to a vector in Cn whose
k-th entry is u(f (k)), for all k ∈ {1, . . . ,n}.

Given a vector space V and integers n,m we denote the vector space of
n ×m matrices with entries from V by Mn,m(V ). That is, an element v of
Mn,m(V ) is

v =


v11 . . . v1m
...

. . .
...

vn1 . . . vnm


or simply v = [vi,j], where vi,j ∈ V for all 1 ≤ i ≤ n and 1 ≤ j ≤m.

We write Mn,m(C) =Mn,m and Mn =Mn,n.
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The matrix units

Ei,j =


0 . . . 0
... 1i,j

...

0 . . . 0

 ,
form a vector basis for Mn,m .

The identity matrix 1Mn = In of Mn is given by

In =

n∑
i=1

Ei,i = (δi,j)ni,j=1.

Using the matrix units we obtain the identifications

Mn(V ) �Mn ⊗V � V ⊗Mn (0.2.1)

by

Mn(V ) �Mn ⊗V (0.2.2)

v = [vi,j] 7→
∑

Ei,j ⊗vi,j (0.2.3)

and

Mn(V ) � V ⊗Mn (0.2.4)

v = [vi,j] 7→
∑

vi,j ⊗Ei,j. (0.2.5)

Also, let a = [ai,j] ∈Mn and v0 ∈ V and then the elementary tensor a ⊗v0

is given by

a ⊗v0 =

n∑
i,j=1

ai,jEi,j ⊗v0 =

n∑
i,j=1

Ei,j ⊗v0ai,j = [ai,jv0].

Thus by 0.2.2, for example, an element u ∈ Mn(V ) may be represented
as u =

∑
i Ai ⊗vi where Ai ∈Mn and vi ∈ V , i.e. as a linear combination with

matrix coefficients. Note that this is not a unique representation and it is
often convenient to use other such decompositions.

Let u ∈Mn,m(V ) and v ∈Mp,q(V ), we define the direct sum u⊕v ∈Mn+p,m+q(V )

by

u ⊕v =

u 0
0 v

 ∈Mn+p,m+q(V ).
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If we are given a ∈Mn,p, u ∈Mp,q(V ) and b ∈Mq,m we can define the matrix
product aub ∈Mp,q(V ) by

aub =

[∑
k,l

ai,kuk,lbl,j
]
1≤i≤p,1≤j≤q

.

Equivalently, if v ∈ V and c ∈Mp,q, we then have

a(c⊗v)b = a[cijv]b =

[∑
k,l

ai,kck,lbl,jv
]

= acb⊗v.

Note that if we have a ∈ Mm , b ∈ Mm and c ∈ Mm(Mn), using the identifi-
cation Mm(Mn) �Mm ⊗Mn we obtain that

acb = (a ⊗ In)c(b⊗ In).

Consider now the space Mn(Md(V )), for V a complex vector space. An
element A ∈ Mn(Md(V )) of this space is of the form A = (Ai,j)ni,j=1, where
each Ai,j ∈Md(V ). This means that for all i, j = 1, . . . ,n, Ai,j = (ai,j,k,l)dk,l=1 and
ai,j,k,l ∈V for all i, j,k, l. We can see now that by just deleting the parentheses
we obtain an element of Mnd(V ). Also, if we set Bk,l = (ai,j,k,l)ni,j=1, then we
get an element of Mn(V ) and thus B = (Bk,l)dk,l=1 is an element of Md(Mn(V )).
Again, deleting the extra parentheses gives us an element of Mnd(V ). Thus,
we get the isomorphisms

Mn(Md(V )) �Md(Mn(V )) �Mnd(V ). (0.2.6)

With these identifications A,B are unitary equivalent elements ofMnd(V ).
In fact, the unitary is just a permutation matrix. Indeed, let A ∈Mn(Md(V ))

be a matrix as above, then we can write A as an element of Mnd(V ) as
A = (cs,t)nds,t=1 and so cs,t = ai,j,k,l where s = d(i−1)+k and t = d(j−1)+ l. The
correspondence π : {1, . . . ,n} × {1, . . . ,d} → {1, . . . ,nd} where π(i,k) = d(i −

1) +k is a bĳection and the same holds for the mapping (j, l) 7→ d(j−1) + l.
As for B, considered as an element of Mnd(V ) it is written B = (ds,t)nds,t=1 and
then s = n(k−1)+ i and t = n(l−1)+ j. Thus, we established an one-to-one
and onto correspondence between the rows and the columns of the two
matrices, i.e. a permutation.



14

To see this more clearly, we consider for example the case of M2(M3(V ))

and M3(M2(V )). The correspondence is the following:

A =




a1,1,1,1 a1,1,1,2 a1,1,1,3

a1,1,2,1 a1,1,2,2 a1,1,2,3

a1,1,3,1 a1,1,3,2 a1,1,3,3



a1,2,1,1 a1,2,1,2 a1,2,1,3

a1,2,3,1 a1,2,2,2 a1,2,2,3

a1,2,3,1 a1,2,3,2 a1,2,3,3


a2,1,1,1 a2,1,1,2 a2,1,1,3

a2,1,3,1 a2,1,2,2 a2,1,2,3

a2,1,3,1 a2,1,3,2 a2,1,3,3



a2,2,1,1 a2,2,1,2 a2,2,1,3

a2,2,3,1 a2,2,2,2 a2,2,2,3

a2,2,3,1 a2,2,3,2 a2,2,3,3




,

while

B =



a1,1,1,1 a1,2,1,1

a2,1,1,1 a2,2,1,1

 a1,1,1,2 a1,2,1,2

a2,1,1,2 a2,2,1,2

 a1,1,1,3 a1,2,1,3

a2,1,1,3 a2,2,1,3

a1,1,2,1 a1,2,2,1

a2,1,2,1 a2,2,2,1

 a1,1,2,2 a1,2,2,2

a2,1,2,2 a2,2,2,2

 a1,1,2,3 a1,2,2,3

a2,1,2,3 a2,2,2,3

a1,1,3,1 a1,2,3,1

a2,1,3,1 a2,2,3,1

 a1,1,3,2 a1,2,3,2

a2,1,3,2 a2,2,3,2

 a1,1,3,3 a1,2,3,3

a2,1,3,3 a2,2,3,3




.

So, if we drop the parentheses we can see that B = PTAP where

P =



1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1


.

Given a linear map φ : V →W , we get the corresponding map

φn :Mn(V )→Mn(W )

φn(v) = [φ(vi,j)]

where v ∈ [vi,j] ∈Mn(V ), or equivalently

φn(a ⊗v0) = φn([ai,jv0]) = [φ(ai,jv0)] = [ai,jφ(v0)] = a ⊗φ(v0),
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where a = [ai,j] ∈Mn and v0 ∈ V . Thus,

φn = Id⊗φ :Mn ⊗V →Mn ⊗W.

Let Mn(L(V,W )) denote the space whose elements are n ×n matrices of
linear maps, φ = [φi,j] ∈ Mn(L(V,W )), where each φi,j ∈ L(V,W ). We can
regard such a matrix as a linear map from V to Mn(W ) and obtain an
isomorphism between those spaces as

Mn(L(V,W )) � L(V,Mn(W ))

[φi,j] 7→
(
v 7→ [φi,j(v)]

)
.

The associated map on the right-hand side is well defined since v = w

implies φi,j(v) = φi,j(w) for all i, j = 1, . . . ,n and thus [φi,j(v)] = [φi,j(w)]. Also,
let T : v ∈ V 7→ [T vi,j] ∈Mn(W ) be a linear map, then for each i, j we may define
the linear map Ti,j : v ∈ V 7→ T vi,j ∈W . This is also well defined, since T vi,j , T

w
i,j

for some i, j implies T (v) , T (w) and consequently v ,w.

0.3 Matrix norms

Since Mn is a vector space of dimension n2, one can measure the size of a
matrix by using any norm on Cn

2
. However, Mn is not just a vector space;

it has a natural multiplication operation, and thus it seems necessary to
introduce a norm that takes advantage of this extra structure.

Definition 0.3.1. A function ‖ · ‖ :Mn → R is a ring norm on Mn if, for all A,

B ∈Mn, it satisfies the following:

1. ‖A‖ ≥ 0 and ‖A‖ = 0 if and only if A = 0

2. ‖c ·A‖ = |c| · ‖A‖, for all c ∈ C

3. ‖A+B‖ ≤ ‖A‖+ ‖B‖

4. ‖A ·B‖ 6 ‖A‖ · ‖B‖
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The first four properties of a ring norm are identical to the axioms for a
norm. A norm on matrices that does not necessarily satisfy property (4) is
a vector norm on matrices. Here are some examples of norms on the space
Mn when treated as Cn

2
.

Definition 0.3.2. The `1-norm defined for A ∈Mn by

‖A‖`1 :=
n∑

i,j=1
|ai,j |

is a ring norm.

Example 0.3.3. The `2-norm (Frobenius norm, Hilbert-Schmidt norm) de-

fined for A ∈Mn by

‖A‖`2 := |Tr
(
AA∗

)
|
1
2 =

( n∑
i,j=1
|ai,j |

2
) 1

2
.

is a ring norm. We may also denote the Frobenius norm as ‖A‖2. Note

that the Frobenius norm is just the Euclidean norm of A thought of as a

vector in Cn
2
. Since tr(AA∗) is the sum of the eigenvalues of AA∗, and these

eigenvalues are just the squares of the singular values σk(A) of A, we have

an alternative characterization of the Frobenius norm:

‖A‖2 =
√
σ1(A)2 + · · ·+σn(A)2.

The singular values of A are the same as those of A∗, so :

‖A‖2 = ‖A∗‖2.

Example 0.3.4. The `∞-norm or maximum norm defined for A ∈Mn by:

‖A‖max := max
1≤i,j≤n

|ai,j |.

is a norm on the vector space Mn but it is not a ring norm. However n‖A‖max

is a ring norm.

Example 0.3.5. One can simply define the `p-norm for all p ≥ 1 by

‖A‖`p :=
( n∑
i,j=1
|ai,j |

p
) 1
p
.

which is a norm on the vector space Mn and of course for p = 1,2 it yields

the cases discussed above.
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Definition 0.3.6. Let ‖ · ‖′ be a norm on Cn. We define a norm ‖ · ‖ on Mn by

‖A‖ = sup
‖x‖′=1

‖Ax‖′.

and call it the ring norm induced by the vector norm ‖ · ‖′, or the operator

norm on Mn, or simply the induced norm when it is clear from the context.

Note that the supremum in the definition above is a maximum since
we deal with a finite dimensional vector space. Also, it is clear that the
norm defined above is just the norm of A ∈ Mn if we see it as an operator
A ∈ B(Cn), for (Cn,‖ · ‖′) thus it is no surprise that it satisfies the following
properties:

Proposition 0.3.7. The operator norm ‖ · ‖ on Mn, induced by ‖ · ‖′ on Cn has

the following properties:

1. ‖IMn‖ = 1.

2. ‖Ax‖′ ≤ ‖A‖ · ‖x‖′ for all A ∈Mn and x ∈ Cn.

3. ‖ · ‖ is a ring norm on Mn.

4. ‖A‖ = sup‖x‖′≤1 ‖Ax‖
′ = supx,0

‖Ax‖′

‖x‖′ .

Proof. 1. Note that ‖IMn‖ = max‖x‖′=1 ‖IMnx‖
′ = max‖x‖′=1 ‖x‖

′ = 1.

2. Let A be a matrix in Mn. The case x = 0 is obvious, so let x , 0. The
element x

‖x‖′ is of norm one, thus ‖A‖ ≥
∥∥∥∥A x
‖x‖′

∥∥∥∥′⇒ ‖A‖ · ‖x‖′ ≥ ‖Ax‖′.
3. We will verify the four requirements. Obviously ‖A‖ ≥ 0 and if A = 0,

then ‖A‖ = 0. Now if A , 0, then there exists an element x such
that Ax , 0 and so ‖A‖ ≥ ‖Ax‖′ > 0. For each c ∈ C, we have that
‖cA‖ = max‖x‖′ ‖cAx‖′ = max‖x‖′ |c| ‖Ax‖′ = |c| ‖A‖. For every unit vector
x ∈Cn, we have that ‖(A+B)x‖′ = ‖Ax +Bx‖′ ≤ ‖Ax‖′+‖Bx‖′ ≤ ‖A‖+‖B‖

and also that ‖(AB)x‖′ = ‖A(Bx)‖′ ≤ ‖A‖‖Bx‖′ ≤ ‖A‖‖B‖ which gives us
the desired assertions.



18

4. Clearly we have supx,0
‖Ax‖′

‖x‖′ ≤ ‖A‖ ≤ sup‖x‖′≤1 ‖Ax‖
′. Suppose that x ,

0, and ‖x‖′ ≤ 1. Then supx,0
‖Ax‖′

‖x‖′ ≥
‖Ax‖′

‖x‖′ ≥ ‖Ax‖
′ and this finishes our

proof.
�

Example 0.3.8. The maximum column sum ring norm is defined on Mn by

‖A‖col := max
1≤j≤n

n∑
i=1
|ai,j |

where A = [ai,j] ∈Mn. This norm is induced by the `1-norm on Cn and hence

it is a ring norm.

Example 0.3.9. The maximum row sum ring norm is defined on Mn by

‖A‖row := max
1≤i≤n

n∑
j=1
|ai,j |

where A = [ai,j] ∈Mn. This norm is induced by the `∞-norm on Cn and hence

it is a ring norm.

Example 0.3.10. The spectral norm ‖ · ‖Sn∞ is defined on Mn by:

‖A‖Sn∞ := max
‖x |‖2=1

‖Ax‖2

where x ∈ Cn and ‖ · ‖2 denotes the Euclidean norm. We will see that ‖ · ‖Sn∞
is induced by the Euclidean norm on Cn and hence is a ring norm.

Example 0.3.11. The Schatten p-norms , for 1 ≤ p <∞ are defined by

‖A‖Snp :=
(
Tr

(
(A∗A)

p
2
)) 1

p

and are ring norms. We denote the Schatten spaces by Snp := (Mn,‖ · ‖p). The

Schatten p-norm of a matrix A coincides with the ordinary `p-norm of the

vector of singular values of A, that is ,

‖A‖Snp =
(
Tr

(
(A∗A)

p
2
)) 1

p
=

( n∑
i=1
|σi(A)|p

) 1
p

This family includes the three most commonly used norms in quantum infor-

mation theory: the spectral norm, the Frobenius norm, and the trace norm.
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• p = 1 : (The trace norm)

The Schatten 1-norm is defined by

‖A‖Sn1 := Tr
(√
A∗A

)
and it is called the trace norm. It is also equal to the sum of the singular

values of A.

• p = 2 : ( The Frobenius norm)

The Schatten 2-norm defined by

‖A‖2 :=
(
Tr

(
A∗A

)) 1
2

is obviously the Frobenius norm defined in 0.3.3.

• p =∞ : (The spectral norm)

The Schatten ∞-norm, more commonly spectral norm, is defined by

‖A‖Sn∞ := σmax(A)

the largest singular value of the matrix A. We set Sn∞ := (Mn,‖ · ‖∞) to be

the corresponding Schatten space. We can easily see, using the sin-

gular value decomposition of A, that ‖ · ‖Sn∞ is induced by the Euclidean

norm on Cn and hence it is the operator norm already described in

0.3.10. Indeed, let A = VΣW ∗ be such a decomposition , where V, W

are unitary, Σ = diag(σ1, . . . ,σn) and σ1 ≥ · · · ≥ σn ≥ 0. Using unitary

invariance and monotonicity of the Euclidean norm we have

sup
‖x‖2=1

‖Ax‖2 = sup
‖x‖2=1

∥∥∥VΣW ∗x
∥∥∥

2 = sup
‖x‖2=1

∥∥∥ΣW ∗x∥∥∥2

= sup
‖Wy‖2=1

‖Σy‖2 = sup
‖y‖2=1

‖Σy‖2

≤ sup
‖y‖2=1

‖σ1y‖2 = σ1 sup
‖y‖2=1

‖y‖2 = σ1

As for the converse, observe that ‖Σe1‖2 = σ1, so we conclude that

sup‖x‖2=1 ‖Ax‖2 = σmax(A).
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The spectral norm also has the property that

‖AA∗‖Sn∞ = ‖A∗A‖Sn∞ = ‖A‖2Sn∞

for every A ∈Mn.

From now on, we will drop the subscript of ‖ · ‖Sn∞ and denote it just ‖ · ‖

when it comes to Mn.

0.4 Bra-ket notation

Throughout this thesis, we will be using the Dirac Bra-ket notation, com-
monly used in quantum mechanics. It resembles another common nota-
tion in which: x ∈ Rn is a column vector, i.e. a n×1 matrix. The transpose
xT is a row vector , or a linear functional on Rn, xyT is the outer product
of column vectors x and y, while xTy is their inner (scalar) product.

Dirac’s notation is quite similar. The vectors in a Hilbert space H , are
written as |ψ〉 (a ket vector) while the same vector but now seen as an
element ofH∗ is written as |ψ〉∗ and denoted by 〈ψ| (a bra vector). The bra-
ket notation works seamlessly with standard operations on Hilbert spaces.
The action of a functional 〈ψ| on a vector |x〉 is 〈ψ|x〉, an alternative notation
for the scalar product 〈ψ,x〉 (recall that the inner product is defined to be
linear in the second argument). If A ∈ B(H) and ψ ∈ H then A|ψ〉 = |Aψ〉

and 〈Aψ| = (A|ψ〉)∗ = 〈ψ|A∗. Consequently the quantity 〈ψ′|A|ψ〉 can either
be read as 〈ψ′,Aψ〉 or 〈A∗ψ′,ψ〉 the equality of which is a consequence of
A.2.7.

Now let H1 and H2 be two Hilbert spaces, and ψ1,ψ2 two vectors in H1,
H2 respectively. The operator |ψ1〉〈ψ2| :H2→H1 acts on x ∈H2 as follows

x 7→ |ψ1〉〈ψ2|x〉 = 〈ψ2|x〉|ψ1〉.

As for the space Cn we can represent bras and kets as :

〈a| =
(
a∗1 a∗2 . . . a∗n

)
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|b〉 =


b1

b2
...

bn


so the bra-ket 〈a|b〉 equals matrix multiplication or simply the inner

product (A.2.1) on the space Cn while the ket-bra |b〉〈a| represents the
matrix multiplication of a column and a row, whose outcome is an n ×n

matrix or equivalently, a linear operator |b〉〈a|: Cn → Cn. We denote the
standard basis in Cn by {|1〉, . . . , |n〉}, that is we set |i〉 = ei and of course
〈i | = e∗i . Also we set |ii〉 := |i〉⊗ |i〉. If also |u〉 ∈H1 and |v〉 ∈H2 then |u〉⊗ |v〉 ∈
H1⊗H2 which we may denote sometimes as |u〉|v〉.
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Tensor norms and Operator space theory

1.1 Tensor norms

Let X,Y be two normed spaces. We will define norms on the tensor product
X ⊗Y . It is natural to require from a "tensor norm" to be "submultiplica-
tive", i.e. to satisfy ‖x ⊗y‖ ≤ ‖x‖‖y‖. When a norm on X ⊗ Y satisfies
‖x ⊗y‖ ≤ ‖x‖‖y‖ we say that it is a subcross-norm, and when it satisfies
‖x ⊗y‖ = ‖x‖‖y‖ we call it a cross-norm.

Supposing that we have the subcross-norm condition, a typical element
u ∈ X ⊗Y may be represented as u =

∑n
i=1 xi ⊗ yi where xi ∈ X and yi ∈ Y

for all i = 1, . . . ,n and consequently it will satisfy ‖u‖ ≤
∑
i ‖xi‖‖yi‖, by the

triangle inequality. However, such a representation isn’t unique and thus
applying this for all such representations we obtain that,

‖u‖ ≤ inf
{∑

i

‖xi‖‖yi‖ : u =
∑
i

xi ⊗yi
}
.

Motivated by the previous observations we have,

Definition 1.1.1. Let X,Y be two normed spaces. The projective norm is

the function ‖ · ‖π : X ⊗Y → R+ defined by

‖u‖π = inf
{∑

i

‖xi‖‖yi‖ : u =
∑
i

xi ⊗yi
}

for all u ∈ X ⊗Y .
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The projective norm is indeed a cross-norm.

Proposition 1.1.2. Let X,Y be normed spaces. The projective norm ‖ · ‖π is

a norm on X ⊗Y and it satisfies

‖x ⊗y‖π = ‖x‖‖y‖

for any x ∈ X and y ∈ Y .

Proof. See [8] Proposition 2.1. �

We denote by X ⊗π Y the tensor product of X and Y endowed with the
projective norm ‖ · ‖π. Unless the spaces X and Y are finite dimensional,
this space is not complete. We denote the completion of X ⊗Y with the
projective norm by X ⊗̂πY and call it the projective tensor product.

We shall now present a different approach to introducing a norm to the
tensor product of two normed spaces. We can view elements of X ⊗Y as
bilinear forms on the product X ]×Y ], where X ] denotes the algebraic dual
of the normed space X . Namely, if u =

∑
i xi ⊗yi ∈ X ⊗Y then the associated

bilinear form is defined to be

Bu(φ,ψ) =
∑
i

φ(xi)ψ(yi)

for φ ∈ X ], ψ ∈ Y ]. Thus we have the canonical embedding

X ⊗Y ↪→ B(X ]×Y ]).

Of course we have to verify that the above associated bilinear form is well
defined. Define first the bilinear mapping (x,y) 7→

(
Bx,y : (φ,ψ) 7→ φ(x)ψ(y)

)
and then use the universal property (A.1.4) to yield the desired bilinear
form. When the spaces in question are duals, we have a much simpler
embedding. The element û =

∑
i φi ⊗ψi ∈ X

]⊗Y ] corresponds to the bilinear
form

Bû(x,y) =
∑
i

φi(x)ψi(y)

for x ∈ X and y ∈ Y . Thus we have another canonical embedding

X ]⊗Y ] ↪→ B(X ×Y ).
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Let u =
∑
i xi ⊗yi ∈ X ⊗Y , then restricting the associated bilinear form Bu

to the product X∗ ×Y ∗ of the dual spaces, we obtain a bounded bilinear
form and thus we have the canonical algebraic embedding

X ⊗Y ↪→B(X∗×Y ∗) (1.1.1)

Motivated by the above embedding we may now define the following

Definition 1.1.3. The injective norm ‖ · ‖ϸ on X ⊗Y is defined by

‖u‖ϸ = sup
{∣∣∣∣∣∑

i

φ(xi)ψ(yi)
∣∣∣∣∣ : φ ∈ Ball(X∗),ψ ∈ Ball(Y ∗)

}
where u =

∑
i xi ⊗yi ∈ X ⊗Y is any representation of u.

Again we denote by X ⊗ϸ Y the tensor product with the injective norm,
and unless the spaces are finite dimensional we take the completion X ⊗̂ϸY
which will be called the injective tensor product.

Remark 1.1.4. Note also that if u =
∑
i xi ⊗yi ∈ X ⊗Y , we may replace the

balls Ball(X∗) and Ball(Y ∗), in the definition of the injective norm, with norm-

ing sets.1 Indeed, let A ⊆ Ball(X∗) and B ⊆ Ball(Y ∗) be norming sets, then

‖u‖ϸ = sup
{∣∣∣∣∣∑

i

φ(xi)ψ(yi)
∣∣∣∣∣ : φ ∈ Ball(X∗),ψ ∈ Ball(Y ∗)

}

= sup
ψ∈Ball(Y ∗)

sup
φ∈Ball(X∗)

∣∣∣∣∣φ(∑
i

xiψ(yi)
)∣∣∣∣∣ = sup

ψ∈Ball(Y ∗)

∥∥∥∥∥∥∥∑i xiψ(yi)

∥∥∥∥∥∥∥
X

= sup
ψ∈Ball(Y ∗)

sup
φ∈A

∣∣∣∣∣∑
i

φ(xi)ψ(yi)
∣∣∣∣∣ = sup

φ∈A

∥∥∥∥∑φ(xi)yi
∥∥∥∥
Y

= sup
{∣∣∣∣∣∑

i

φ(xi)ψ(yi)
∣∣∣∣∣ : φ ∈ A,ψ ∈ B

}
Corollary 1.1.5. Since Ball(X ) ⊆ Ball(X∗∗) is a norming set we have that if

u =
∑
i φi ⊗ψi ∈ X

∗⊗Y ∗, then

‖u‖ϸ = sup
{∣∣∣∣∣∑

i

φi(x)ψi(y)
∣∣∣∣∣ : x ∈ Ball(X ),y ∈ Ball(Y )

}
(1.1.2)

1Recall, that a subset A ⊆ Ball(X∗) is called a norming set, if we have that ‖x‖ =

sup{|φ(x)| : φ ∈ A} for all x ∈ X .
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Let us also note, that for u =
∑
i xi ⊗ yi we can associate operators Lu :

X∗→ Y and Ru : Y ∗→ X by

Lu(φ) =
∑
i

φ(xi)yi

Ru(ψ) =
∑
i

ψ(yi)xi

for φ ∈ X∗ and ψ ∈ Y ∗. These operators have the same norm as the bilinear
form Bu and thus this gives us two more formulas for the injective norm

‖u‖ϸ = sup
{∥∥∥∥∥∥∥∑i φ(xi)yi

∥∥∥∥∥∥∥
Y

: φ ∈ Ball(X∗)
}

= sup
{∥∥∥∥∥∥∥∑i ψ(yi)xi

∥∥∥∥∥∥∥
X

: ψ ∈ Ball(Y ∗)
}

Proposition 1.1.6. If the normed spaces X,Y are finite dimensional, then

we also have the canonical algebraic identification

B(X ×Y ) � X∗⊗Y ∗. (1.1.3)

Proof. Indeed, let {ei} and {fi} be bases of X and Y respectively and let {e∗i }
and {f ∗i } be their dual bases. If B : X ×Y → C is a bilinear form such that

B(ei , fj) = bi,j

for every i, j, then its associated tensor is given by

B̂ =
∑
i,j

bi,je
∗
i ⊗ f

∗
j ∈ X

∗⊗Y ∗. (1.1.4)

Conversely, given an element x =
∑
s,t xs,te

∗
s⊗ f

∗
t ∈ X

∗⊗Y ∗, its natural action
on X ×Y is defined by x̃(ei , fj) =

∑
s,t xs,te

∗
s(ei)f

∗
t (fj) = xi,j. �

Remark 1.1.7. For finite dimensional normed spaces X,Y , if we endow X ⊗

Y with the injective tensor norm, the isomorphism 1.1.3 becomes isometric

B(X ×Y ) � X∗⊗ϸ Y ∗. (1.1.5)

and thus

‖B‖ = ‖B̂‖X∗⊗ϸY ∗. (1.1.6)



27

Proof. Let B : X ×Y → C be a bounded bilinear form and B̂ the associated
tensor, as before. Then, by Corrolary 1.1.5 we have that∥∥∥B̂∥∥∥

X∗⊗ϸY ∗
= sup

{∣∣∣∣∣∑
i,j

bi,je
∗
i (x)f ∗j (y)

∣∣∣∣∣ : x ∈ Ball(X ),y ∈ Ball(Y )
}

= sup
{∣∣∣∣∣∑

i,j

bi,jxiyj

∣∣∣∣∣ :

∥∥∥∥∥∥∥∑k xkek

∥∥∥∥∥∥∥
X

≤ 1,

∥∥∥∥∥∥∥∑l ylfl
∥∥∥∥∥∥∥
Y

≤ 1
}

= ‖B‖

�

Proposition 1.1.8. Let X,Y be normed spaces, then

1. ‖u‖ϸ ≤ ‖u‖π for every u ∈ X ⊗Y .

2. ‖x ⊗y‖ϸ = ‖x‖‖y‖ for every x ∈ X , y ∈ Y .

Proof. Assertion 1. follows from the definitions and the triangle inequality.
As for 2. using again triangle inequality we get ‖x ⊗y‖ϸ ≤ ‖x‖‖y‖ and Hahn-
Banach theorem, gives us linear functionals φ ∈ X∗,ψ ∈ Y ∗ such that ‖φ‖ =

1 = ‖ψ‖, φ(x) = ‖x‖ and ψ(y) = ‖y‖. Hence, ‖x ⊗y‖ϸ ≥ |φ(x)ψ(y)| = ‖x‖‖y‖. �

We will now consider the tensor product of operators. Let T : X → Y and
S : V →W , be linear operators between vector spaces. One can define the
linear operator T ⊗S : X ⊗V → Y ⊗W by setting T ⊗S(x ⊗ v) = T (x)⊗S(v).
Endow the tensor product with a norm and we have the following:

Proposition 1.1.9. Let T : X → Y and S : V →W bounded, linear operators

between normed spaces. Then there is a unique bounded linear operator

T ⊗π S : X ⊗̂πV → Y ⊗̂πW such that (T ⊗π S)(x⊗v) = T (x)⊗S(v) for every x ∈ X ,

y ∈ Y . Furthermore, ‖T ⊗π S‖ = ‖T‖‖S‖.

Proof. See [8] Proposition 2.3. �

as well as

Proposition 1.1.10. Let T :X→ Y and S :V →W bounded, linear operators

between normed spaces. Then there is a unique bounded linear operator

T ⊗ϸ S : X ⊗̂ϸV → Y ⊗̂ϸW such that (T ⊗ϸ S)(x ⊗v) = T (x)⊗S(v) for every x ∈ X ,

y ∈ Y . Furthermore, ‖T ⊗ϸ S‖ = ‖T‖‖S‖.
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Proof. See [8] Proposition 3.2. �

Remark 1.1.11. If in addition T : X → Y and S : V →W are linear isometric

isomorphisms then so is T ⊗ϸ S : X ⊗̂ϸV → Y ⊗̂ϸW .

Definition 1.1.12. Let H1,H2 be two Hilbert spaces. We make the (alge-

braic) tensor product H1 ⊗H2 into a pre- Hilbert space as follows. Define

the inner product

〈v1⊗w1,v2⊗w2〉hs := 〈v1,v2〉H1 · 〈w1,w2〉H2. (1.1.7)

That is, if x =
∑
i vi ⊗wi and y =

∑
i v
′

i ⊗w
′

i then

〈x,y〉hs =
∑
i,j

〈vi ,v
′

j 〉H1〈wi ,w
′

j〉H2.

We denote byH1⊗hsH2 orH1⊗2H2 the completion of the space (H1⊗H2,‖ · ‖hs),

where ‖ · ‖hs :=
√
〈·, ·〉hs and call it the Hilbert space tensor product.

Comment 1.1.13. 〈·, ·〉hs is a well defined inner product on the spaceH1⊗H2.

Proof. Fix (v1,w1) ∈H1×H2 and note that by the universal property (A.1.4)
of the tensor product,

B :H1⊗H2→ C : v2⊗w2 7→ 〈v1,v2〉H1 · 〈w1,w2〉H2

induces a well defined linear form, such that, if u =
∑
i xi ⊗yi then B(u) =∑

i〈v1,xi〉H1 · 〈w1,yi〉H2. Hence, we have that the map

u =
∑
i

xi ⊗yi 7→ 〈v,u〉hs = B(u) =
∑
i

〈v1,xi〉H1 · 〈w1,yi〉H2

for v = v1⊗w1, is well defined and linear.
Now let u =

∑
i xi ⊗ yi ∈ H1⊗H2 and again by the universal property,

consider the following map

C :H1⊗H2→ C : v1⊗w1 7→
∑
i

〈v1,xi〉H1 · 〈w1,yi〉H2
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which is again linear because of the complex conjugation. So, for v =
∑
j x
′
j ⊗

y′j , C(v) =
∑
i,j 〈x

′
j ,xi〉H1 · 〈y

′
j ,yi〉H2 is well defined and v 7→ C(v) is linear.

Hence, for every u =
∑
i xi ⊗yi ∈ H1⊗H2,

v =
∑
j

x′j ⊗y
′
j 7→ 〈v,u〉hs =

∑
i,j

〈x′j ,xi〉H1 · 〈y
′
j ,yi〉H2

is anti-linear.
Finally, note that for every v =

∑
j x
′
j ⊗y

′
j the map

u =
∑
i

xi⊗yi 7→ 〈v,
∑
i

xi⊗yi〉hs =
∑
j

(∑
i

〈x′j ,xi〉H1 ·〈y
′
j ,yi〉H2

)
=

∑
j

〈x′j ⊗y
′
j ,u〉hs

is linear because
∑
j〈x
′
j ⊗y

′
j ,u〉hs :=

∑
jBj(u) and all B′jswere linear. Thus, we

proved that (v,u) 7→ 〈v,u〉hs is a well defined, linear in the second argument
hermitian form.

We shall now proceed to the positive definite part. Let u =
∑n
i=1 xi ⊗yi ∈

H1⊗H2 and also let {ek : k = 1, . . . ,m} be an orthonormal basis of the
subspace span{yi : i = 1, . . . ,n} ⊆ H2. Then, there exist elements {ξk}mk=1 ⊆

H1 such that, u =
∑m
k=1 ξk ⊗ek and thus,

〈u,u〉hs =
∑
k,l

〈ξk, ξl〉H1 · 〈ek,el〉H2

=
∑
k,l

〈ξk, ξl〉H1 ·δk,l

=
∑
k

〈ξk, ξk〉H1

=
∑
k

‖ξk‖
2
H1
≥ 0.

From this expression we also have that 〈u,u〉hs = 0⇔
∑
k ‖ξk‖

2
H1

= 0 and
consequently, u =

∑
k 0⊗ek = 0.

�

Remark 1.1.14. It is easy to verify that the norm induced by the inner

product ‖ · ‖hs is a cross-norm. Indeed, for hi ∈ H i , i = 1,2:

‖h1⊗h2‖
2
hs = 〈h1⊗h2,h1⊗h2〉hs = 〈h1,h1〉H1 〈h2,h2〉H2 = ‖h1‖

2
H1
‖h2‖

2
H2
.
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Remark 1.1.15. Note that H1⊗2H2 �H2⊗2H1 isometrically, via the map

h ⊗k 7→ k⊗h.

Proposition 1.1.16. Let T : H → H and S : K → K be bounded, linear

operators between Hilbert spaces. Then there is a unique bounded linear

operator T ⊗ S :H⊗2K →H⊗2K such that (T ⊗ S)(h ⊗k) = T (h)⊗S(k) for

every h ∈ H , k ∈ K . Furthermore,

1. ‖T ⊗ S‖ = ‖T‖‖S‖ .

2. (T1 +λT2)⊗S = T1⊗S+λ(T2⊗S).

3. T ⊗ (S1 +λS2) = T ⊗S1 +λ(T ⊗S2).

4. (T1⊗S1)(T2⊗S2) = (T1T2)⊗ (S1S2).

5. (T ⊗S)∗ = T ∗⊗S∗.

Where λ ∈ C, Ti ∈ B(H i) and Si ∈ B(Ki) for Hilbert spaces H i ,Ki , i = 1,2.

Proof. Define the bilinear map b : H×K → H⊗K by (h,k) 7→ (Th)⊗ (Sk).
By the universal property of the algebraic tensor product there is a unique
linear map, which we denote by T ⊗S such that T ⊗S :H⊗K →H⊗K and
(T ⊗S)(h⊗k) = b(h,k) = (Th)⊗ (Sk). First we prove the boundedness on the
algebraic tensor product H⊗K and then extend to H⊗2K by density.

Let x =
∑n
i=1 xi ⊗yi ∈ H ⊗K , and set L = span{yi : i = 1, . . . ,n} ⊆ K . Then

there exists an orthonormal basis {ek : k = 1, . . . ,m} of L for which we have
x =

∑m
k=1hk ⊗ek for some uniquely determined {hk}mk=1 ⊆H . Hence, it holds

that:

‖

m∑
k=1

hk ⊗ek‖
2
hs =

m∑
k,l=1
〈hk,hl〉H 〈ek,el〉K =

m∑
k=1
‖hk‖

2
H
.

Now define the linear map T ⊗ IdK as above and note that∥∥∥∥∥∥∥(T ⊗ IdK )(
m∑
k=1

hk ⊗ek)

∥∥∥∥∥∥∥
2

hs

=

∥∥∥∥∥∥∥
m∑
k=1

Thk ⊗ek

∥∥∥∥∥∥∥
2

hs

=

m∑
k=1
‖Thk‖

2
H
≤

≤ ‖T‖2
m∑
k=1
‖hk‖

2
H

= ‖T‖2 ‖
m∑
k=1

hk ⊗ek‖
2
hs
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Thus T ⊗ IdK is bounded and so is IdH ⊗S if we do the same, hence T ⊗S =

(T ⊗ IdK )(IdH ⊗S) extends to a bounded linear operator on H⊗2K . We
already proved that ‖T ⊗S‖ ≤ ‖T‖‖S‖ and if we pick arbitrary h ∈ H and
k ∈ K such that ‖h‖H = 1 and ‖k‖K = 1 then also ‖h ⊗k‖hs = 1 and thus
‖T ⊗S‖ ≥ ‖(T ⊗S)(h ⊗k)‖hs = ‖(Th)⊗ (Sk)‖hs = ‖Th‖H ‖Sk‖K . Hence taking
supremum over all such h and k, we have that ‖T ⊗S‖ = ‖T‖ · ‖S‖ .

As for the algebraic properties 2), 3), 4) and 5), it’s easy to see that
they hold when restricted to H⊗K and hence they are valid on the space
H⊗2K by continuity. �

Definition 1.1.17. Consider now two operator spaces X ⊆ B(H) and Y ⊆

B(K) for H ,K some Hilbert spaces. Then their minimal (spatial) tensor

product is defined to be the completion of their algebraic tensor product

with the norm induced by B(H⊗2K) as we established in the previous

proposition, through the inclusion:

X ⊗Y ⊆ B(H⊗2K)

i.e. we set X ⊗min Y := X ⊗Y
norm

to be the minimal tensor product.

We denote the norm by ‖ · ‖min and call it the minimal tensor norm. The
Banach space X ⊗min Y is obviously an operator space.

For the notions of operator spaces refer to Section 1.2. For now, an
operator space X is a subspace of B(H) for some Hilbert space H . For
such a subspace, the operator norm on B(H) induces a sequence of matrix
norms ‖ · ‖d on Md(X ). Also a map T : X → Y between operator spaces,
induces the maps Td : Md(X ) → Md(Y ) defined by Td([xi,j]) = [T (xi,j)] for
every d ≥ 1. The map T will be called completely bounded if the norm
‖T‖cb := supd ‖Td‖ is finite, completely isometric if every Td is isometric and
a complete isomorphism if every Td is an isomorphism.

Remark 1.1.18. Let H ,K be two Hilbert spaces. If T :H →K is an isom-

etry, then the linear map uT : B(H) → B(K) defined by uT (x) = TxT ∗ is

completely isometric. Moreover, if T :H →K is a surjective isometry, then

uT : B(H)→B(K) is a completely isometric isomorphism.
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Proof. Note first that uT is an isometry; indeed for all x ∈ B(H) we have
‖TxT ∗‖B(K) ≤ ‖x‖B(H) and also ‖x‖B(H) = ‖T ∗TxT ∗T‖B(H) ≤ ‖T

∗‖‖TxT ∗‖B(K) ‖T‖=

‖TxT ∗‖B(K) for T is an isometry, i.e. T ∗T = IdH and ‖T‖ = 1.
Now observe that T induces an isometry Tn from `n2(H) to `n2(K) such

that (uT )n(y) = TnyT ∗n for any y ∈Mn(B(K)) �B(`n2(K)). Since (uT )n is of the
same form as uT and n was arbitrary, then uT is a complete isometry. �

Proposition 1.1.19. If X ⊆ B(H) is an operator space, then we have the

following completely isometric identification

Mn(X ) �Mn ⊗min X. (1.1.8)

Proof. First of all, note that Mn � B(`n2), so the minimal tensor norm on
Mn ⊗min X is the norm induced by B(`n2⊗2H) and the norm on Mn(X ) is
the one induced by B(`n2(H)). We already know that Mn(X ) � Mn ⊗X alge-
braically so we will prove that B(`n2⊗2H) � B(`n2(H)) completely isometri-
cally and that the restriction of the map that makes the latter isomorphism
completely isometric is the one that identifies the first one.

Indeed, we have that `n2(H) � `n2⊗2H isometrically by

S : `n2(H)→ `n2⊗2H

(hi) 7→
∑
i

ei ⊗hi

and the adjoint S∗ acts on elements of `n2⊗2H by S∗ : (ui)⊗h 7→ (uih). Thus,
by Remark 1.1.18, the map uS : B(`n2(H))→B(`n2⊗2H) defined by uS(x) =

SxS∗ is a completely isometric isomorphism. Now, let x = [xi,j] ∈ Mn(X ) ⊆

Mn(B(H)) � B(`n2(H)) then uS([xi,j]) = S[xi,j]S∗ ∈ B(`n2⊗2H) and recall that
the algebraic identification Mn(X ) � Mn ⊗X is done via the map σ : [xi,j] 7→∑n
i,jEi,j ⊗xi,j. Then for every elementary tensor u ⊗h ∈ `n2⊗2H where
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u = (ui)ni=1 ∈ `
n
2 it holds that:

uS([xi,j])(u ⊗h) = S[xi,j]S∗(u ⊗h)

= S[xi,j]


u1h
...

unh

 = S


∑
j x1,j(ujh)

...∑
j xn,j(ujh)


=

∑
i

ei ⊗
∑
j

xi,j(ujh)

=
∑
i,j

eiuj ⊗xi,j(h)

=
∑
i,j

Ei,j(u)⊗xi,j(h)

=
∑
i,j

Ei,j ⊗xi,j(u ⊗h) = σ([xi,j])(u ⊗h).

Therefore they can both be completely isometrically identified with the
same subspace of B(`n2⊗2H) � B(`n2(H)) and the algebraic identification
Mn(X ) �Mn ⊗X is completely isometric. �

Remark 1.1.20 (Associativity of the minimal tensor product). Let X ⊆

B(H), Y ⊆ B(K) and Z ⊆ B(L) be operator spaces. Clearly

(H⊗2K)⊗2L �H⊗2(K⊗2L) �H⊗2K⊗2L .

Hence by Remark 1.1.18 we have completely isometrically

(X ⊗min Y )⊗min Z � X ⊗min (Y ⊗min Z ) � X ⊗min Y ⊗min Z.

Remark 1.1.21 (Commutativity of the minimal tensor space). Let X ⊆

B(H), Y ⊆B(K) be operator spaces. Since we haveH⊗2K �K⊗2H , again

by Remark 1.1.18 we have completely isometrically

X ⊗min Y � Y ⊗min X

via x ⊗y 7→ y⊗x.

Remark 1.1.22 (Injectivity of the minimal tensor norm). Let E1 ⊆E2 ⊆B(H)

and G1 ⊆ G2 ⊆ B(K) be operator spaces so that E1⊗G1 ⊆ E2⊗G2. Then for

any x ∈ E1⊗G1 we have

‖x‖E1⊗minG1 = ‖x‖E2⊗minG2 .
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Consider now a Hilbert space H . Let Hn ⊆H be an n-dimensional sub-
space and PHn :H →Hn the orthogonal projection. Using an orthonormal
basis we can identify Hn with the n-dimensional Hilbert space `n2 and con-
sequently B(Hn) � Mn and recall that Mn ⊗min Y � Mn(Y ). Let v : B(H)→

B(Hn) � Mn be the map a 7→ PHna|Hn and Cn the collection of all such
mappings with Hn arbitrary n-dimensional. Also let X ⊆ B(H), Y ⊆ B(K)

be operator spaces. Then it is easy to show that for any x =
∑
i ai ⊗bi ∈X ⊗Y

we have

‖x‖X⊗minY = sup
n∈N,v∈Cn

∥∥∥∥∑v(ai)⊗bi
∥∥∥∥
Mn(Y )

. (1.1.9)

Indeed, we may write

‖x‖min = sup
{
| 〈t,xs〉 | : s, t ∈ Ball(H⊗2K)

}
.

By density, we restrict the supremum to H⊗K and for some finite dimen-
sional subspace Hn ⊆ H , we have s, t ∈ Hn⊗K . Hence, if v is the map
defined above, we write

〈t,xs〉 =

〈
t, (

∑
i

ai ⊗bi)s
〉

=

〈
t, (

∑
i

v(ai)⊗bi)s
〉

thus we have that

‖x‖X⊗minY ≤ sup
n∈N,v∈Cn

∥∥∥∥∑v(ai)⊗bi
∥∥∥∥
Mn(Y )

.

The reverse inequality is obvious thus we obtain the relation (1.1.9).
This shows that the norm on X ⊗min Y does not depend on the particular

embedding of Y but rather on the "abstract" operator space structure of Y .
Using the same arguments we can obtain the same for X.

Proposition 1.1.23. Let u : X → Y be a c.b. map between operator spaces.

Then for any other operator space G the mapping IdG⊗u : G ⊗X → G ⊗Y

extends to a bounded operator between the spaces G ⊗min X and G ⊗min Y .

Moreover, if we denote by uG : G ⊗min X → G ⊗min Y the extension of IdG⊗u
we have

‖u‖cb = sup
G
‖uG‖ = sup

G
‖uG‖cb

where the suprema run over all possible operator spaces G.
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Proof. First, observe that by picking G =Mn we immediately confirm that

sup
G
‖uG‖ ≥ ‖u‖cb .

To prove the reverse inequality, assume that G ⊆ B(K) and apply the rela-
tion (1.1.9) to G⊗min X and G⊗min Y , hence we see that∥∥∥∥∥∥∥(IdG⊗u)(

∑
i

ai ⊗bi)

∥∥∥∥∥∥∥
G⊗minY

= sup
n∈N,v∈Cn

∥∥∥∥∥∥∥∑i v(ai)⊗u(bi)

∥∥∥∥∥∥∥
Mn(Y )

.

Thus for all x =
∑
i ai ⊗bi ∈ G⊗X , n ∈ N and v ∈ Cn

∥∥∥∥∑v(ai)⊗u(bi)
∥∥∥∥
Mn(Y )

=
∥∥∥∥un(∑v(ai)⊗bi

)∥∥∥∥
Mn(Y )

≤ ‖un‖
∥∥∥∥∑v(ai)⊗bi

∥∥∥∥
Mn(X )

.

Therefore we have that

‖(IdG⊗u)(x)‖min ≤ ‖u‖cb ‖x‖min

and consequently supG ‖uG‖ ≤ ‖u‖cb. Finally, since G is arbitrary, we can
replace it with Mn(G) and use the identification

Mn(G⊗min X ) �Mn(G)⊗min X

it follows that

sup
G
‖uG‖ = sup

G
‖uG‖cb .

�

Proposition 1.1.24. LetX1,X2,Y1.Y2 be operator spaces and u1 ∈CB(X1,Y1)

and u2 ∈ CB(X2,Y2), then u1⊗u2 continuously extends by density to a com-

pletely bounded map

u1⊗u2 : X1⊗min X2→ Y1⊗min Y2.

Moreover, we have

‖u1⊗u2‖cb = ‖u1‖cb ‖u2‖cb .
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Proof. Decompose u1 ⊗ u2 = (u1 ⊗ IdY2)(IdX1 ⊗u2) and then it follows from
Proposition 1.1.23 that

‖u1⊗u2‖cb ≤
∥∥∥u1⊗ IdY2

∥∥∥
cb

∥∥∥IdX1 ⊗u2)
∥∥∥
cb

= ‖u1‖cb ‖u2‖cb .

For the converse , recall that for every x1 ∈X1 and x2 ∈X2 we have ‖x1⊗x2‖min =

‖x1‖X1 ‖x2‖X2 and then ‖u1⊗u2‖cb ≥ ‖u1‖‖u2‖. If we repeat this but now for
IdMn ⊗u1 and IdMd ⊗u2 and take the supremum over all n,d we obtain

sup
n,d

∥∥∥(IdMn ⊗u1)⊗ (IdMd ⊗u2)
∥∥∥ ≥ ‖u1‖cb ‖u2‖cb .

Taking advantage of associativity and commutativity and of course of the
identification Mn ⊗Md �Mnd we can also obtain∥∥∥(IdMn ⊗u1)⊗ (IdMd ⊗u2)

∥∥∥
cb

=
∥∥∥IdMnd ⊗(u1⊗u2)

∥∥∥
cb

where again by the previous Proposition it holds∥∥∥IdMnd ⊗(u1⊗u2)
∥∥∥
cb
≤ ‖u1⊗u2‖cb .

�

Remark 1.1.25. If u1 : X1→ Y1 and u2 : X2→ Y2 are completely isometric

isomorphisms then u1⊗u2 : X1⊗min X2→ Y1⊗min Y2 is a completely isometric

isomorphism as well.

Now we are ready to generalize the property of the minimal tensor norm
seen in equality (1.1.9).

Proposition 1.1.26. For any x =
∑
a1⊗bi ∈ X ⊗Y we have

‖x‖min = sup
n

{∥∥∥∥∑v(ai)⊗bi
∥∥∥∥
Mn(Y )

: v ∈ CB(X,Mn),‖v‖cb ≤ 1
}

(1.1.10)

Furthermore

‖x‖min = sup
{∥∥∥∥∑v(ai)⊗w(bi)

∥∥∥∥
Mnm

}
(1.1.11)

where the supremum runs over n,m ≥ 1 and all pairs of v ∈ Ball(CB(X,Mn))

and w ∈ Ball(CB(Y,Mm)).
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Proof. By Proposition (1.1.23) we have that ‖v⊗ IdY ‖ ≤ ‖v‖cb. Thus, for each
n ≥ 1 and v ∈ Ball(CB(X,Mn))

‖(v⊗ IdY )(x)‖Mn(Y ) ≤ ‖v⊗ IdY ‖‖x‖min

≤ ‖v‖cb ‖x‖min

≤ ‖x‖min

Consequently

‖x‖min ≥ sup
n

{∥∥∥∥∑v(ai)⊗bi
∥∥∥∥
Mn(Y )

: v ∈ CB(X,Mn),‖v‖cb ≤ 1
}

The converse inequality comes from formula (1.1.9) again. As for the asser-
tion 1.1.11, it suffices to use commutativity of the minimal tensor product
and apply equality (1.1.10) again.

�

Grothendieck introduced the notion of "reasonable" tensor norm which
in the case of Banach spaces corresponds to the following: A tensor norm

α assigns to each pair (X,Y ) of Banach spaces, a norm ‖ · ‖X⊗αY on the
algebraic tensor product X ⊗Y so that X ⊗α Y can become a Banach space
and such that

1. α is reasonable: ϸ ≤ α ≤ π

2. α satisfies the metric mapping property : For Banach spaces X,Y,Z,W
and T ∈ L(X,Y ), S ∈ L(Z,W ) the following holds

‖T ⊗S : X ⊗α Z → Y ⊗αW ‖ ≤ ‖T‖‖S‖

In particular ϸ and π are the "extreme" reasonable tensor norms.
If X,Y are finite dimensional vector spaces, then motivated by the iden-

tification X ⊗Y � (X∗ ⊗Y ∗)∗ we may define the following. Given a tensor
norm α we define its dual tensor norm α∗, for every pair of finite dimen-
sional Banach spaces X,Y

‖u‖X⊗α∗Y := sup
{
|〈〈u,v〉〉| : ‖v‖X∗⊗αY ∗ ≤ 1

}
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Recall that the duality between X ⊗Y and X∗ ⊗Y ∗ works in the following
way: if u =

∑
i xi ⊗ yi ∈ X ⊗ Y and v =

∑
i φi ⊗ψi ∈ X

∗ ⊗ Y ∗ then 〈〈u,v〉〉 =∑
i,jφj(xi)ψj(yi)

We will need to consider another tensor norm which is very important
for the purpose of these notes, as we may verify later. Let X,Y be Banach
spaces, define the γ2 tensor norm of z ∈ X ⊗Y by

‖z‖X⊗γ2Y := inf
z=

∑
xi⊗yi

{
sup

x∗∈Ball(X∗)

( n∑
i=1

x∗(xi)2
) 1

2 sup
y∗∈Ball(Y ∗)

( n∑
i=1

y∗(yi)2
) 1

2
}

One can check that γ2 defines indeed a tensor norm, its dual will be
denoted γ∗2.

We will now prove a lemma that will turn out to be very useful for this
study. Recall that (`N∞)∗ = `N1 .

Lemma 1.1.27. Let z ∈ CN ⊗CN . Its γ2 tensor norm for the space `N∞⊗ `
N
∞ is

given by

‖z‖`N∞⊗γ2`N∞
= inf

{
sup
k
‖uk‖2 sup

l
‖vl‖2 : zk,l = 〈uk,vl〉

}
where z =

∑
k,l zk,lek⊗el and uk,vl are vectors in some Cr for all k, l = 1, . . . ,N

Proof. Let ‖z‖`N∞⊗γ2`N∞ = d, for every ε > 0 there exist (xi)ri=1 and (yi)ri=1 in `N∞
such that

sup
x∗∈Ball(`N1 )

( n∑
i=1

x∗(xi)2
) 1

2 sup
y∗∈Ball(`N1 )

( n∑
i=1

y∗(yi)2
) 1

2
≤ d+ ε

and z =
∑r
i=1 xi ⊗ yi . We have that xi =

∑N
k=1 xi(k)ek and yi =

∑N
l=1yi(l)el

where {ek}k is the canonical basis in CN and hence

z =

r∑
i=1

xi ⊗yi =

r∑
i=1

( N∑
k=1

xi(k)ek
)
⊗

( N∑
l=1
yi(l)el

)
=

N∑
k,l=1

( r∑
i=1

xi(k)yi(l)
)
ek ⊗el

so if we set uk = (xi(k))ri=1 and vl = (yi(l))ri=1, these sequences are elements
of Cr and for zk,l := 〈uk,vl〉, we obtain z =

∑
k,l zk,lek ⊗el. Now observe that

‖uk‖2 =
( r∑
i=1
|xi(k)|2

) 1
2

=
( r∑
i=1
|〈ek,xi〉|

2
) 1

2
≤ sup
x∗∈Ball(`N1 )

( n∑
i=1

x∗(xi)2
) 1

2
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for every k = 1, . . . ,N . Applying the same for every vl leads to

sup
k
‖uk‖2 sup

l
‖vl‖2 ≤ d+ ε

Hence, it suffices to prove that d ≤ supk ‖uk‖2 supl ‖vl‖2. Suppose that zk,l =

〈uk,vl〉 for sequences uk = (ui(k))i and vl = (vi(l)) in Cr for some r. Then we
can write

z =

N∑
k,l=1

zk,lek ⊗el =

N∑
k,l=1

( r∑
i=1

ui(k)vi(l)
)
ek ⊗el =

r∑
i=1

( N∑
k=1

ui(k)ek
)
⊗

( N∑
l=1
vi(l)el

)
By defining xi =

∑N
k=1ui(k)ek and yi =

∑N
l=1 vi(l)el for every i = 1, . . . ,N we

have z =
∑
i xi ⊗yi . Moreover,

sup
x∗∈Ball(`N1 )

( n∑
i=1

x∗(xi)2
) 1

2
≤ sup

k

( n∑
i=1

e∗k(xi)
2 ) 1

2
= sup

k

( n∑
i=1
|ui(k)|2

) 1
2

= sup
k
‖uk‖2

since every x∗ ∈ `N1 is written as x∗ =
∑
j x
∗
j e
∗
j with

∑
j |x
∗
j | ≤ 1 , where {e∗j } is

the dual basis {ej}. Using the same arguments for (yi)i we deduce that

sup
x∗∈Ball(`N1 )

( n∑
i=1

x∗(xi)2
) 1

2 sup
y∗∈Ball(`N1 )

( n∑
i=1

y∗(yi)2
) 1

2
≤ sup

k
‖uk‖2 sup

l
‖vl‖2

which completes the proof.
�

This lemma provides us with a very simple and useful formula for the γ∗2
tensor norm on the space `N1 (C)⊗ `N1 (C).

Corollary 1.1.28. The γ∗2 tensor norm for the space `N1 ⊗ `
N
1 is given by

‖z‖`N1 ⊗γ∗2`
N
1

= sup
{

N∑
i,j=1

zi,j
〈
ui ,vj

〉 : r ∈ N,ui ,vj ∈ Ball(Cr)
}

where z =
∑
k,l zk,lek ⊗el.

Proof. Recall first that (`N1 )∗ = `N∞, so we write the elements w ∈ `N∞ ⊗ `
N
∞

as w =
∑N
k,l=1wk,le

∗
k ⊗ e

∗
l . Hence, if we let z =

∑N
i,j=1 zi,jei ⊗ ej ∈ `

N
1 ⊗ `

N
1 , its

dual action on w gives us 〈〈z,w〉〉 =
∑N
i,j=1 zi,jwi,j. If we now let an r ∈ N,
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wi,j =
〈
ui ,vj

〉
, ‖w‖`N∞⊗γ2`N∞ ≤ 1 where ui ,vj ∈ Cr for all i, j = 1, . . . ,N and recall

the definition of the dual tensor norm, we obtain that

‖z‖`N1 ⊗γ∗2`
N
1

= sup
{

N∑
i,j=1

zi,j
〈
ui ,vj

〉 : r ∈ N,wi,j =
〈
ui ,vj

〉
,‖w‖`N∞⊗γ2`N∞

≤ 1
}

Finally, note that we can restrict the supremum above to the case where
ui ,vj are unit vectors, and "forget" about w. This can be done by setting
u′i =

ui
supk‖uk‖2

and v′j = supk ‖uk‖2 vj. �

Note that the same arguments apply to the case where our spaces are
real and thus the same formulas hold. In fact, if we choose a tensor z
with real, non-negative coefficients zi,j ∈ R then we can just restrict the
supremum to the case where the unit vectors are real:

Remark 1.1.29. Let z =
∑N
i,j=1 zi,jei ⊗ ej ∈ `

N
1 (R)⊗ `N1 (R), where zi,j ∈ R are

such that zi,j ≥ 0 for all i, j = 1, . . . ,N . Then,

‖z‖`N1 (C)⊗γ∗2
`N1 (C) = ‖z‖`N1 (R)⊗γ∗2

`N1 (R)

Proof. Obviously ‖z‖`N1 (R)⊗γ∗2
`N1 (R) ≤ ‖z‖`N1 (C)⊗γ∗2

`N1 (C). As for the reverse part,
let r ∈ N, and ui ,vj ∈ Ball(Cr) and denote |ui | :=

∑r
k=1 |ui(k)|ek ∈ Ball(Rr),vj :=

∑r
k=1

vj(k)
ek ∈ Ball(Rr) for all i, j = 1, . . . ,N . Now write

N∑
i,j=1

zi,j
〈
ui ,vj

〉 =


N∑
i,j=1

zi,j

r∑
k=1

ui(k)vj(k)


≤

N∑
i,j=1

zi,j

r∑
k=1
|ui(k)|

vj(k)


=

N∑
i,j=1

zi,j |ui | · |vj |

≤ sup
{

N∑
i,j=1

zi,jui ·vj

 : r ∈ N,ui ,vj ∈ Ball(Rr)
}

and thus the assertion is proved. �
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1.2 Operator spaces

In this Section, we introduce all the basic notions as well as the results
needed from Operator space theory. For a more in depth discussion of the
subject we refer to the standard literature [9], [10] and [11].

1.2.1 Operator space structures

Definition 1.2.1. A (concrete) operator space is a subspace X ⊆ B(H) for

some Hilbert space H .

For any such subspace, the operator norm on B(H) induces a sequence
of matrix norms ‖ · ‖d on Md(X ) which will be called an operator space

structure (o.s.s.). To see how this is done, letA be a C*-algebra and Md(A)

the d ×d matrices with entries from A. We’ll denote a typical element of
Md(A) by [ai,j] .

There is a natural way of making Md(A) into a ∗-algebra. Namely, for
[ai,j] and [bi,j] in Md(A) we set

[ai,j] · [bi,j] =

 d∑
k=1

ai,kbk,j


and

[ai,j]∗ = [a∗j,i]

Apart from being a ∗-algebra, Md(A) can also become a C*-algebra by
introducing a norm on it. Let’s start with the most basic of all C*-algebras,
B(H), the bounded linear operators on a Hilbert space H . Let H (d) denote
the direct sum of d copies of H , then there is a natural norm and inner
product on H (d) that makes it into a Hilbert space. Namely

∥∥∥∥∥∥∥∥∥∥∥

h1
...

hd


∥∥∥∥∥∥∥∥∥∥∥

2

H (d)

= ‖h1‖
2
H

+ · · ·+ ‖hd‖
2
H
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and 〈
h1
...

hd

 ,

k1
...

kd


〉
H (d)

= 〈h1,k1〉H + · · ·+ 〈hd,kd〉H

where 
h1
...

hd

 ,

k1
...

kd

 ∈ H (d)

This Hilbert space is also often denoted `d2(H). As we will see, it is useful
to regard elements of H (d) as column vectors.

There is a natural way to regard an element of Md(B(H)) as a linear
operator on H (d), by using the ordinary rules for matrix products. That is,
we set

(Ti,j)


h1
...

hd

 :=


∑d
j=1T1,j(hj)

...∑d
j=1Td,j(hj)


for T = (Ti,j) in Md(B(H)) and


h1
...

hd

 in H (d).

Equivalently, this corresponds to the action of Md ⊗B(H) on Cd⊗H de-
termined by

(A⊗T )(u ⊗h) = Au ⊗Th

where A ∈Md, T ∈ B(H), u ∈ Cd and h ∈ H .
It is easy to see that every element of Md(B(H)) defines a bounded linear

operator on H (d) with the operator norm

∥∥∥(Ti,j)
∥∥∥

Md(B(H)) :=
∥∥∥(Ti,j)

∥∥∥
B(H (d)) = sup

{( d∑
i=1

∥∥∥∥∥ d∑
j=1
Ti,j(hj)

∥∥∥∥∥2

H

) 1
2

: hj ∈ H ,
d∑
j=1
‖hj‖

2
H
≤ 1

}

and that this correspondence yields a one-to-one ∗-isomorphism between
the spaces Md(B(H)) and B(H (d)) . Indeed, if we pick (hj)dj=1 ∈ H

(d) such
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that
∑d
j=1 ‖hj‖

2
H
≤ 1, then

d∑
i=1

∥∥∥∥∥ d∑
j=1
Ti,j(hj)

∥∥∥∥∥2

H

≤

d∑
i=1

( d∑
j=1

∥∥∥∥∥Ti,j(hj)∥∥∥∥∥
H

)2

≤

d∑
i=1

( d∑
j=1

∥∥∥Ti,j∥∥∥B(H)

∥∥∥hj∥∥∥H )2

≤

d∑
i=1

( d∑
j=1

∥∥∥Ti,j∥∥∥2
B(H)

)( d∑
j=1

∥∥∥hj∥∥∥2
H

)

=

( d∑
j=1

∥∥∥hj∥∥∥2
H

)( d∑
i=1

d∑
j=1

∥∥∥Ti,j∥∥∥2
B(H)

)

≤

d∑
i,j=1

∥∥∥Ti,j∥∥∥2
B(H)

Thus, ∥∥∥(Ti,j)
∥∥∥2
B(H (d)) ≤

d∑
i,j=1
‖Ti,j‖

2
B(H)

so every matrix in Md(B(H)) gives a well defined bounded linear map on
B(H (d)). Conversely given a T ∈ B(H (d)) one obtains a matrix (Ti,j) in
Md(B(H)) by setting

Ti,j = V
∗
i TVj

where

Vj :H →H (d) : h 7→



0
...

h
...

0



and



0
...

h
...

0


= h ⊗ ej is the column with h in the j-th row and zero elsewhere.
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On the other hand,

V ∗j :H (d)
→H :


h1
...

hd

 7→ hj.

Now if we let φ : Md(B(H))→ B(H (d)) denote the map through which we
interpreted the matrices as bounded linear operators, we can see that
φ((Ti,j)) = T . Thus the identification Md(B(H)) � B(H (d)) gives us a norm
that makes Md(B(H)) into a C*-algebra.

Now given a C*-algebra A, we can choose a one-to-one ∗-representation
of A on some Hilbert space H so that A can be identified as a C*-
subalgebra of B(H). This allows us to identify Md(A) as a ∗-subalgebra of
Md(B(H)) and it is now straightforward to verify that under this represen-
tation Md(A) becomes a C*-algebra.

At this point, recall the isomorphisms 0.2.6 that we established in Sec-
tion 0.2. In the case of C*-algebras these isomorphisms have the inter-
esting property of preserving norm and positivity. Indeed, let A be a C*

algebra, then the operation, through which we pass from Mn(Md(A)) to
Md(Mn(A)) is a permutation and the identified elements of the latter spaces
are unitary (permutation) equivalent elements of the C*-algebra Mnd(A).
Thus, it is a ∗-isomorphism which we will refer to as the canonical shuffle.
The canonical shuffle will play an important role since, as a ∗-isomorphism,
it is isometric and maps positive elements to positive elements.

Tensor product notation is widely used throughout these notes, we
therefore consider it appropriate to understand the canonical shuffle in
this "language". Again we will show that Mn(Md(A)) � Md(Mn(A)) via a
∗-isomorphism. Note first that Mn(A) and Mn ⊗A are ∗-isomorphic via the
map [ai,j] 7→

∑n
i,j=1Ei,j ⊗ai,j, where {Ei,j} are the matrix units in Mn. If we

also let {Fi,j} be the matrix units in Md, then the set{
Ei,j ⊗Fk,l : i, j = 1, . . . ,n k, l = 1, . . . ,d

}
is a basis for the ∗-algebra Mn⊗Md. Observe now that Mn⊗Md and Md⊗Mn
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are ∗-isomorphic via the map∑
i,j,k,l

ai,j,k,lEi,j ⊗Fk,l 7→
∑
i,j,k,l

ai,j,k,lFk,l ⊗Ei,j.

and since Mn(Md) and Md(Mn) are also ∗-isomorphic, our assertion follows
from the sequence of ∗-isomorphisms:

Mn(Md(A)) �Mn(Md ⊗A)

�Mn ⊗ (Md ⊗A)

� (Mn ⊗Md)⊗A

� (Md ⊗Mn)⊗A

�Md ⊗ (Mn ⊗A)

�Md(Mn ⊗A) �Md(Mn(A)).

So if we consider A ∈ Mn(Md(A)) then its image under the above string of
∗-isomorphisms is an element B of Md(Mn(A)) with the same norm as A.

So far we defined the notion of a concrete operator space and proved that
its inclusion in a B(H) yields a sequence of matrix norms on the space
Md(X ). Ruan’s theorem provides an alternative definition of an operator
space as a complex vector space V equipped with a sequence of matrix
norms (Md(V ),‖ · ‖d) satisfying two requirements that we will see shortly.

Definition 1.2.2. An abstract operator space is a (complex) vector space V

together with a sequence of matrix norms ‖ · ‖n on Mn(V ) such that

• M1

∥∥∥∥∥∥∥
u 0
0 w


∥∥∥∥∥∥∥
c+d

= ‖u ⊕w‖c+d = max{‖u‖c,‖w‖d}

• M2 ‖aub‖d ≤ ‖a‖‖u‖c ‖b‖

for all u ∈Mc(V ) , w ∈Md(V ), with c,d ≥ 1 and a ∈Md,c, b ∈Mc,d.

Conditions M1 and M2 are often called Ruan’s axioms. Ruan’s theorem
asserts that these conditions characterise operator space structures on a
vector space.
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Theorem 1.2.3 (Ruan [12]). Any abstract operator space is "completely"

isometrically isomorphic to a concrete operator space, i.e. if (V, {‖ · ‖d : d ≥ 1})
is an abstract operator space, then there exists a Hilbert space H and a

linear map J : V →B(H) such that, for every d ≥ 1 and v = [vi,j] ∈Md(V ),∥∥∥[J(vi,j)]
∥∥∥

Md(B(H)) = ‖v‖Md(V ) .

In fact, the matrix norms on B(H) satisfy Ruan’s axioms.

Proposition 1.2.4. The o.s.s. on B(H) satisfies Ruan’s axioms.

Proof. Recall that if Ti ∈ B(H i) and supi ‖Ti‖ <∞ then T =
⊕

i Ti defines a
bounded linear operator on H =

⊕
iH i such that

‖T‖B(H) = sup
j

∥∥∥Tj∥∥∥B(H j)

Then M1 follows as a special case.
As for M2 notice that, if a ∈ Md,c, b ∈ Mc,d and u ∈ Mc(B(H)) then aub

corresponds to (a ⊗ IdB(H))u(b⊗ IdB(H)) and thus

‖aub‖ = ‖(a ⊗ IdB(H))u(b⊗ IdB(H))‖ ≤

≤ ‖a ⊗ IdB(H) ‖‖u‖c ‖b⊗ IdB(H) ‖ = ‖a‖‖u‖c ‖b‖

where the equality in the end comes from the fact that, if H ,K are Hilbert
spaces, T ∈ B(H) and S ∈ B(K) then the operator

T ⊗S :H⊗2K →H⊗2K

satisfies

‖T ⊗S‖ = ‖T‖‖S‖ .

(See Proposition 1.1.16). �

A sequence of matrix norms satisfying Ruan’s axioms, equivalently the
inclusion of X into B(H), which yields such a sequence, is called an oper-

ator space structure (o.s.s.) on X.
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Remark 1.2.5. Notice that, given any such structure (Md(X ),‖ · ‖d):

1. It follows from M1 that the mapping

u 7→ u ⊕0 =

u 0
0 0


is an isometry from Md(X ) into Md+1(X )

2. From M2 we see that, if u ∈Md(X ) and a ∈Md unitary then

‖au‖ ≤ ‖u‖ = ‖a∗au‖ ≤ ‖a∗‖ · ‖au‖ = ‖au‖ .

By symmetry the same applies to right multiplication, and we conclude

that we may permute rows and columns of u without affecting its norm

since such an operation corresponds to multiplication on the left or right

by a permutation matrix (which is unitary).

3. Combining the above observations we deduce that adding (or dropping)

rows of zeros and columns of zeros does not change the norm of a

matrix of operators. To see this, note that, through permutations, we

can suppose all the zero rows are at the bottom and all zero columns

at the right of the matrix. But then Ruan’s axioms tell us that the norm

is unchanged if we remove those zero rows and columns.

Remark 1.2.6. If X is an operator space, then via the canonical shuffle we

see that the algebraic identifications

Mn(Md(X )) �Md(Mn(X )) �Mnd(X )

are isometric.

Remark 1.2.7. Let a1, . . . ,an and b1, . . . ,bn be in B(H). Let a ∈ Mn(B(H))

be the matrix that has a1, . . . ,an as its first column and zero elsewhere, and

b ∈Mn(B(H)) the one that has b1, . . . ,bn as its first row and zero elsewhere.

That is, we have

a =


a1
... ©

an

 b =

b1 . . . bn

©


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Then

‖a‖ =

∥∥∥∥∥∥∥
n∑
i=1

a∗i ai

∥∥∥∥∥∥∥
1
2

B(H)

‖b‖ =

∥∥∥∥∥∥∥
n∑
i=1

bib
∗
i

∥∥∥∥∥∥∥
1
2

B(H)

(1.2.1)

Moreover, we have ‖ba‖ ≤ ‖b‖‖a‖, and hence∥∥∥∥∥∥∥∑i biai
∥∥∥∥∥∥∥ ≤

∥∥∥∥∥∥∥
n∑
i=1

bib
∗
i

∥∥∥∥∥∥∥
1
2

B(H)

∥∥∥∥∥∥∥
n∑
i=1

a∗i ai

∥∥∥∥∥∥∥
1
2

B(H)

More generally, for any x = [xij] ∈Mn(B(H)) we have ‖bxa‖ ≤ ‖b‖‖x‖‖a‖ and

hence ∥∥∥∥∥∥∥∥
∑
i,j

bixijaj

∥∥∥∥∥∥∥∥ ≤
∥∥∥∥∥∥∥
n∑
i=1

bib
∗
i

∥∥∥∥∥∥∥
1
2

B(H)

‖x‖Mn(B(H))

∥∥∥∥∥∥∥
n∑
i=1

a∗i ai

∥∥∥∥∥∥∥
1
2

B(H)

An o.s.s. on a normed space is not unique.

Example 1.2.8. The space `n2(C) can be endowed with two o.s.s.’s called

Rn and Cn.

Proof. The space `n2(C) = `n2 can be viewed as a subspace Rn of Mn via the
map ei 7→E1i = |1〉〈i |, i = 1, ...,n, which means that every column vector u ∈ `n2
can be interpreted as a matrix Au that has that vector as its first row and
zero elsewhere. To see this more clearly, consider an element u ∈ `n2, then
the operation is the following:

u =


u1
...

un

 ∈ `n2 7→ Au =

u1 . . . un

©

 ∈Mn.
It’s easy to see that ‖u‖2 = ‖Au‖, so the embedding is isometric. Note that

the norm on Mn we considered is the spectral norm ‖ · ‖Sn∞.
On the other hand, we can also use the map ei 7→ Ei1 = |i〉〈1|, i = 1, ...,n,

and identify `n2 with the subspace Cn of Mn. Through this map every u ∈ `n2
maps to a matrix Bu with that vector as its first column and zero elsewhere.
Namely,

u =


u1
...

un

 ∈ `n2 7→ Bu =


u1
... ©

un

 ∈Mn.
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Again, we can verify that ‖u‖2 = ‖Bu‖.
An element A ∈Md(Rn) is a d×d matrix whose entries are n×n matrices

that are zero except for their first row. Alternatively, if we use the canonical
shuffle, A can be seen as an n ×n matrix whose first row is made of d ×d
matrices A1, ...,An and all other entries are zero. Namely,

A =

A1 . . . An

©

 ∈Mn(Md), where A1, . . . ,An ∈Md.

Then, via Remark 1.2.7 we see that

‖A‖Md(Rn) =

∥∥∥∥∥∥∥
n∑
i=1

Ai ⊗ |1〉〈i |

∥∥∥∥∥∥∥
Md(Rn)

=

∥∥∥∥∥∥∥
n∑
i=1

AiA
∗
i

∥∥∥∥∥∥∥
1
2

Md

Similarly, for Md(Cn), we have

‖A‖Md(Cn) =

∥∥∥∥∥∥∥
n∑
i=1

Ai ⊗ |i〉〈1|

∥∥∥∥∥∥∥
Md(Cn)

=

∥∥∥∥∥∥∥
n∑
i=1

A∗i Ai

∥∥∥∥∥∥∥
1
2

Md

Through these two expressions we see that the two o.s.s.’s defined on `n2
can be very different. Consider for example the space `22. Now compute the
two norms defined above for the element A =

∑2
i=1 |i〉〈1| ⊗ ei ∈ M2(`22). It’s

easy to verify that

‖A‖M2(R2) =

∥∥∥∥∥∥∥
2∑
i=1

Ei1E
∗
i1

∥∥∥∥∥∥∥
1
2

= ‖I2‖
1
2 = 1

while

‖A‖M2(C2) =

∥∥∥∥∥∥∥
2∑
i=1

E∗i1Ei1

∥∥∥∥∥∥∥
1
2

=

∥∥∥∥∥∥∥
2 0
0 0


∥∥∥∥∥∥∥

1
2

=
√

2.

�

The following simple lemma will be used very often in these notes.

Lemma 1.2.9. Let X be an operator space. Then for every natural number

N we have the following isometric identifications

`N∞(X ) � `N∞⊗ϸ X � `
N
∞⊗min X (1.2.2)
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Where `N∞(X ) is the space CN ⊗X equipped with the norm∥∥∥∥∥∥∥
N∑
i

ei ⊗xi

∥∥∥∥∥∥∥
`N∞(X )

= sup
i=1,...,N

‖xi‖X

Proof. The first identification follows easily from definition of the injective
tensor norm. Indeed, for z =

∑N
i ei ⊗xi ∈ `

N
∞⊗X we have that∥∥∥∥∥∥∥

N∑
i

ei ⊗xi

∥∥∥∥∥∥∥
ϸ

= sup
{∥∥∥∥∥∥∥

N∑
i

φ(ei)xi

∥∥∥∥∥∥∥
X

: φ ∈ Ball((`N∞)∗)
}

= sup
{∥∥∥∥∥∥∥

N∑
i

φ(i)xi

∥∥∥∥∥∥∥
X

: φ ∈ Ball(`N1 )
}

= sup
i=1,...,N

‖xi‖X

where φ(i) is the i-th coefficient of the vector φ. Indeed, let φ ∈ Ball(`N1 ),
then ∥∥∥∥∥∥∥

N∑
i

φ(i)xi

∥∥∥∥∥∥∥
X

≤

N∑
i

|φ(i)| ‖xi‖X

≤

N∑
i

|φ(i)|sup
i
‖xi‖X

≤ sup
i
‖xi‖X

and for the reverse inequality note that

sup
{∥∥∥∥∥∥∥

N∑
i

φ(i)xi

∥∥∥∥∥∥∥
X

: φ ∈ Ball(`N1 )
}
≥ ‖xi‖X

for all i = 1, . . . ,N , since ei = (δij )j ∈ Ball(`N1 ) for all i = 1, . . . ,N , ( where δij= 1
if j = i and 0 if not ).

To verify the identification `N∞(X ) � `N∞⊗min X , recall the isometric embed-
ding `N∞ ↪→B(`N2 ) as diagonal operators and let X ⊆ B(H) for some Hilbert
spaceH . Thus the minimal tensor norm of an element z =

∑N
i ei⊗xi ∈ `

N
∞⊗X

is given by ∥∥∥∥∥∥∥
N∑
i

ei ⊗xi

∥∥∥∥∥∥∥
`N∞⊗minX

:=

∥∥∥∥∥∥∥
N∑
i

|i〉〈i | ⊗xi

∥∥∥∥∥∥∥
B(`N2 (H))

= sup
i
‖xi‖X .
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Where the last equality follows from the fact that the diagonal operator∑N
i |i〉〈i | ⊗xi ∈ B(`N2 (H)) has operator norm given by∥∥∥∥∥∥∥

N∑
i

|i〉〈i | ⊗xi

∥∥∥∥∥∥∥
B(`N2 (H))

= sup
{∥∥∥∥∥∥∥(

N∑
i

|i〉〈i | ⊗xi
)
(h)

∥∥∥∥∥∥∥
`N2 (H)

: ‖h‖`N2 (H) ≤ 1
}
,

for which we have that, for all h = (hi)Ni=1 ∈ Ball(`N2 (H)) :∥∥∥∥∥∥∥(
N∑
i

|i〉〈i | ⊗xi
)
(h)

∥∥∥∥∥∥∥
2

`N2 (H)

=
∥∥∥(xihi)Ni=1

∥∥∥2
`N2 (H)

=

N∑
i=1
‖xihi‖

2
H

≤

N∑
i=1
‖xi‖

2
B(H) ‖hi‖

2
H

≤ (sup
i
‖xi‖X )2

N∑
i=1
‖hi‖

2
H

≤ (sup
i
‖xi‖X )2.

Now if we take the supremum over all such (hi)Ni=1 ∈ Ball(`N2 (H)) we obtain
the inequality ∥∥∥∥∥∥∥

N∑
i

|i〉〈i | ⊗xi

∥∥∥∥∥∥∥
B(`N2 (H))

≤ sup
i
‖xi‖X .

As for the reverse inequality, pick any h ∈Ball(H) and j = 1, . . . ,N , and note
that we have ej ⊗h ∈ Ball(`N2 (H)), hence∥∥∥∥∥∥∥

N∑
i

|i〉〈i | ⊗xi

∥∥∥∥∥∥∥
B(`N2 (H))

≥

∥∥∥∥∥∥∥(
N∑
i

|i〉〈i | ⊗xi
)
(ej ⊗h)

∥∥∥∥∥∥∥
2

`N2 (H)

=
∥∥∥∥(δjixjh)Ni=1

∥∥∥∥2

`N2 (H)

=
∥∥∥xjh∥∥∥H

and by taking the supremum over all such h ∈ Ball(H) we obtain∥∥∥∥∥∥∥
N∑
i

|i〉〈i | ⊗xi

∥∥∥∥∥∥∥
B(`N2 (H))

≥
∥∥∥xj∥∥∥X
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for every j = 1, . . . ,N which completes the proof. �

Example 1.2.10. Another example of a space with "natural" o.s.s., besides

B(H) itself, is `n∞ = (Cn,‖ · ‖∞), whose o.s.s. is obtained by using the map

ei 7→ Eii = |i〉〈i |, i.e., the embedding of an element of `n∞ as the diagonal of

an n-dimensional matrix, which is an isometric identification of `n∞ with a

subspace of B(`n2). Namely, through the embedding `n∞ ↪→ B(`n2) where we

map u 7→ Du and ‖Du‖ = ‖u‖∞ = sup |ui |.

Through this embedding, which we already used in the previous Lemma,

`n∞ becomes an operator space and consequently, gets its o.s.s.. Indeed,

by the previous lemma, the commutativity of the minimal tensor norm and

Remark 1.1.19 we have that

`N∞(Md) � `N∞⊗minMd �Md ⊗min `
N
∞ �Md(`N∞)

isometrically for all d ∈ N. Thus, we obtain the sequence of norms∥∥∥∥∥∥∥
n∑
i=1

Ai ⊗ |i〉〈i |

∥∥∥∥∥∥∥
Md(`n∞)

= sup
i∈{1,...,n}

‖Ai‖Md .

In the ‘‘isometric’’ theory of Banach spaces, two Banach spaces X,Y are
identified if they are isometrically isomorphic, i.e. there exists a bounded
linear map T : X → Y which is an isomorphism and ‖Tx‖ = ‖x‖ for each
x ∈ X . However, in the case of operator spaces we need morphisms that
keep track of the extra information gained by the sequence of matrix norms
defined by the o.s.s..

Definition 1.2.11. Let X,Y be operator spaces and T : X → Y a linear map

between them. Also let Td denote the linear map

Td :Md(X )→Md(Y )

[ui,j]i,j 7→ [T (ui,j)]i,j

for each d ∈ N, then:

• ‖T‖cb := supd ‖Td‖ is called the completely bounded norm.
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• If also ‖T‖cb <∞ then T is called completely bounded. The set of all

completely bounded maps from X to Y with the above norm, is called

the space of all c.b. maps from X to Y and is denoted by CB(X,Y ).

• A map T :X→ Y is called a complete isometry if each Td is an isometry.

Moreover T is called a complete contraction if ‖T‖cb ≤ 1.

• Two operator spaces X, Y are said to be completely isomorphic when-

ever there exists a linear isomorphism T : X → Y such that T and T−1

are c.b.

• Two operator spaces X, Y are said to be completely isometrically isomor-

phic or just completely isometric whenever there exists a linear isomor-

phism T : X → Y such that Td is an isometry for all d ≥ 1 (or, equiva-

lently, that satisfies ‖T‖cb = ‖T−1‖cb = 1).

• For C*-algebras A,B a linear map T : A → B is called completely

positive if Td(x) is a positive element of Md(B) for every d and every

positive element x ∈ Md(A). If also A,B have units then T is called

unital if T (1A) = 1B.

Notice that the case d = 1 is just T : X → Y , since 1× 1 matrices of X
are just elements of X. So trivially if T is completely bounded, it is also
bounded and if T is completely positive then it is also positive; similarly for
a complete isometry. In general "completely" stands for a property that Td
enjoys for every d.

We will also make use of the tensor notation for such linear maps. That
is, if we identifyMd(X ) withMd⊗X via the linear map that sends each [vi,j]⊗

x ∈ Md ⊗X to the matrix [vi,jx] ∈ Md(X ), then since Td([vi,jx]) = [T (vi,jx)] =

[vi,jT (x)], the map Td is identified with IdMd ⊗T , where IdMd is the identity
map on Md.

However it is not necessarily true that a bounded map between operator
spaces is completely bounded, an isometry is a complete isometry and
that a positive map is completely positive. Indeed, consider the following
examples.
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Example 1.2.12. The transpose map T : Rn → Cn, between the spaces Rn

and Cn introduced in Example 1.2.8, is isometric but not completely isomet-

ric.

Proof. Let T : Rn → Cn denote the transpose map, whose action is the fol-
lowing: let u1, . . . ,un ∈ C

Au =

u1 . . . un

©

 ∈ Rn 7→ T (Au) = Bu =


u1
... ©

un

 ∈ Cn.
We know that ‖T (Au)‖ = ‖u‖2 = ‖Au‖, where u = (ui)ni=1 ∈ `

n
2 and hence T

is isometric. Recall also (see Example 1.2.8) that elements A ∈ Md(Rn)

and B ∈Md(Cn) can be written as A =
∑n
i=1Ai ⊗ |1〉〈i | and B =

∑n
i=1Bi ⊗ |i〉〈1|

respectively, for Ai ,Bi ∈Md, and have norms given by

‖A‖Md(Rn) =

∥∥∥∥∥∥∥
n∑
i=1

Ai ⊗ |1〉〈i |

∥∥∥∥∥∥∥
Md(Rn)

=

∥∥∥∥∥∥∥
n∑
i=1

AiA
∗
i

∥∥∥∥∥∥∥
1
2

Md

and

‖B‖Md(Cn) =

∥∥∥∥∥∥∥
n∑
i=1

Bi ⊗ |i〉〈1|

∥∥∥∥∥∥∥
Md(Cn)

=

∥∥∥∥∥∥∥
n∑
i=1

B∗i Bi

∥∥∥∥∥∥∥
1
2

Md

.

So, if we consider the element A =
∑n
i=1Ei,1⊗ |1〉〈i | ∈ Md(Rn), where Ei,j are

the matrix units in Md, then Td acts on A giving the element Td(A) =∑n
i=1Ei,1⊗ |i〉〈1| ∈Md(Cn), namely,

A =

E1,1 . . . Ei,1 . . . En,1

©

 7→ Td(A) =


E1,1
... ©

En,1

 .
Now,

‖A‖Md(Rn) =

∥∥∥∥∥∥∥
n∑
i=1

Ei,1E
∗
i,1

∥∥∥∥∥∥∥
1
2

Md

=

∥∥∥∥∥∥∥
n∑
i=1

Ei,1E1,i

∥∥∥∥∥∥∥
1
2

Md

=

∥∥∥∥∥∥∥
n∑
i=1

Ei,i

∥∥∥∥∥∥∥
1
2

Md

= ‖In‖
1
2
Md

= 1

while

‖Td(A)‖Md(Cn) =

∥∥∥∥∥∥∥
n∑
i=1

E∗i,1Ei,1

∥∥∥∥∥∥∥
1
2

Md

=

∥∥∥∥∥∥∥
n∑
i=1

E1,iEi,1

∥∥∥∥∥∥∥
1
2

Md

=

∥∥∥∥∥∥∥
n∑
i=1

E1,1

∥∥∥∥∥∥∥
1
2

Md

=
√
n.
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Therefore, ‖Td(A)‖Md(Cn) , ‖A‖Md(Rn) , and then T is isometric but not com-
pletely isometric.

�

Example 1.2.13. Let {Ei,j}2i,j=1 denote the matrix units onM2. Let T :M2→M2

again denote the transpose map. We shall see that T is a positive map but

not completely positive. It is easy to verify that the transpose of a positive

matrix is positive. So T is positive. Now consider T2 :M2(M2)→M2(M2) and

note that

E11 E12

E21 E22

 =


1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1


is positive, but

T2

(E11 E12

E21 E22

) =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1


is not positive. Thus T is a positive map but not completely positive.

Example 1.2.14. We shall now consider the case of a bounded but not com-

pletely bounded map. To this end, consider a separable, infinite-dimensional

Hilbert spaceH with a countable, orthonormal basis {ei}∞i=1. Every bounded,

linear operator A onH defines an∞×∞matrix [〈ei ,Aej〉]. Define then a map

T : B(H)→B(H) by the transpose with respect to the basis. Then T will be

an isometry, but ‖Td‖ ≥ d, i.e. it is a bounded but not completely bounded

map.

Proof. Note that we can write T (A) = JA∗J for every A ∈ B(H), where J ∈
B(H) is the conjugate linear map such that J(x) = J(

∑
i 〈ei ,x〉ei) =

∑
i 〈ei ,x〉ei .

Note also that J is an isometry since ‖x‖2 =
∑∞
i=1 | 〈ei ,x〉 |

2 = ‖J(x)‖2 for ev-
ery x ∈ H and clearly J2 = IdH . Thus we can easily verify that for every
A ∈ B(H), ‖JA∗J‖ = ‖A‖ which means that T is also isometric.
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Now let {Ei,j}∞i,j=1 be the matrix units on H and fix an integer d ∈ N. The
matrix units Ei,j are defined on the basis by

Ei,jek =

ei if k = j

0 if k , j.

It also holds that Ei,jEk,l = δj,kEi,l and E∗i,j = T (Ei,j) = Ej,i . So for A = [Ej,i]di,j=1 ∈

Md(B(H)), which is the element whose (i, j)th entry is the matrix Ej,i , it
holds that ‖A‖ = 1. Indeed,

‖A‖2 =
∥∥∥AA∗∥∥∥ =

∥∥∥[Ej,i] · [Ej,i]∗
∥∥∥ =

∥∥∥[Ej,i] · [Ej,i]
∥∥∥

=

∥∥∥∥∥∥∥[
d∑
k=1

Ek,iEj,k]

∥∥∥∥∥∥∥
=

∥∥∥∥∥∥∥[
d∑
k=1

δi,jEk,k]

∥∥∥∥∥∥∥
=

∥∥∥∥∥∥∥diag(
d∑
k=1

Ek,k)

∥∥∥∥∥∥∥ =

∥∥∥∥∥∥∥
d∑
k=1

Ek,k

∥∥∥∥∥∥∥ = 1.

However,

‖Td(A)‖2 =
∥∥∥[T (Ej,i)]

∥∥∥2
=

∥∥∥[Ei,j]
∥∥∥2

=
∥∥∥[Ei,j] · [Ei,j]∗

∥∥∥
=

∥∥∥[Ei,j] · [Ei,j]
∥∥∥

=
∥∥∥[dEi,j]

∥∥∥ = d
∥∥∥[Ei,j]

∥∥∥ .
Where from the equalities above we conclude that

∥∥∥[Ei,j]
∥∥∥ = d and thus

‖Td(A)‖ = d. Therefore ‖Td‖ ≥ d. �

We will now prove a very standard proposition that will be used often,
but first we need the following lemma.

Lemma 1.2.15. Let A be a C*-algebra with unit and a ∈ A. Then,

‖a‖ ≤ 1⇔

1A a

a∗ 1A

 ≥ 0

(meaning that it is positive in M2(A)).
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Proof. Represent A on a Hilbert space H through the map π :A→B(H)

and set π(a) = A. If ‖A‖ ≤ 1, then for all x, y ∈ H〈x
y

 , 1 A

A∗ 1

x
y

〉 = 〈x,x〉+ 〈x,Ay〉+ 〈Ay,x〉+ 〈y,y〉

≥ ‖x‖2−2‖A‖ · ‖y‖ · ‖x‖+ ‖y|‖2 ≥ (‖x‖− ‖y‖)2 ≥ 0

Conversely, if ‖A‖ > 1, then there exist vectors x,y ∈ H such that 〈Ay,x〉 <
−1 so the above inner product will be negative. �

Proposition 1.2.16. Let A,B be C*-algebras with units T : A → B be a

completely positive and unital map. Then,

‖T‖cb = ‖T‖ = 1

Proof. For any unital map, it holds that, 1 = ‖T (1A)‖ ≤ ‖T‖ ≤ ‖T‖cb . As for
the converse suppose that we have x ∈Md(A) such that ‖x‖ ≤ 1. From the
lemma above we deduce the positivity of1Md(A) x

x∗ 1Md(A)

 ∈M2(Md(A))

and from the fact that T is completely positive and unital we conclude that

T2d

(1Md(A) x

x∗ 1Md(A)

) =

1Md(B) Td(x)

Td(x)∗ 1Md(B)


is a positive element of M2(Md(B)). Use the lemma again to conclude that
‖Td(x)‖ ≤ 1, and so ‖Td‖ ≤ 1 for every d ∈ N. Thus ‖T‖cb ≤ 1. �

1.2.2 Dual spaces

We shall now provide an o.s.s. to the dual of an operator space X, namely,
X∗ = B(X,C). The goal is to introduce an appropriate norm to the space
Md(X∗). First though, we are going to need the following results from
operator space theory.

Proposition 1.2.17. Let X be an operator space and T : X →Md be a linear

map. Then ‖T‖cb = ‖Td‖.
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Proof. See [11] Proposition 2.2.2. �

Corollary 1.2.18. Let X be an operator space and φ : X → C be a linear

map. Then ‖φ‖cb = ‖φ‖.

Remark 1.2.19. As we’ve already seen, completely bounded maps are

bounded, so for operator spaces X, Y we have that, CB(X,Y ) ⊆ B(X,Y ).

However, as we see in Corollary 1.2.18, in the case of linear functionals the

converse is also true, so

X∗ = B(X,C) = CB(X,C) (1.2.3)

Finally, using the isomorphism

Mn(CB(X,Y )) � CB(X,Mn(Y )) (1.2.4)

[φij] 7→ Φ :
(
x 7→ [φij](x) := [φij(x)]

)
(1.2.5)

we define the sequence of norms on Mn(CB(X,Y )) to be

‖[φij]‖n := ‖Φ‖CB(X,Mn(Y )) = sup
{
‖[φij(xkl)]‖nm : [xkl] ∈ Ball(Mm(X )),m ∈ N

}
(1.2.6)

making the identification Mn(CB(X,Y )) � CB(X,Mn(Y )) isometric. The se-
quence of matrix norms (Mn(CB(X,Y )),‖ · ‖n) satisfy the conditions M1 and
M2 and thus by Ruan’s theorem turns CB(X,Y ) into an operator space.

In particular, the case of Y = C yields an o.s.s. for the topological dual of
an operator space X. As we already saw X∗ = CB(X,C), so X∗ is an operator
space called the operator space dual of X.

One can also consider the tensor notation to get a simpler realisation
of the associated c.b. map. We know that Md ⊗X∗ � Md(X∗); the previous
identification associates a φ =

∑
i ai ⊗x

∗
i ∈Md(X∗) to the map Tφ given by

Md(X∗) � CB(X,Md) (1.2.7)

φ 7→
(
Tφ : v 7→

∑
i

x∗i (v)ai
)

(1.2.8)

This leads to the sequence of norms

‖φ‖Md(X∗) = ‖Tφ‖cb . (1.2.9)
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But since Tφ : X →Md, by Proposition 1.2.17 we have

‖φ‖Md(X∗) = ‖Tφd ‖ . (1.2.10)

An interesting fact about the duality of operator spaces is that they turn
the canonical inclusion map to the second dual into a complete isometry.
Recall that the canonical inclusion τ : X ↪→ X∗∗ is specified by its action:

x 7→
(
f ∈ X∗ 7→ τ[x](f ) = f (x)

)
Proposition 1.2.20. If X ⊆ B(H) is an operator space, then the canonical

inclusion

τ : X ↪→ X∗∗

is completely isometric.

Proof. Fix an n ∈N and [xi,j] ∈Mn(X ). Then [τ(xi,j)] ∈Mn(X∗∗). Recall relation
(1.2.6) ∥∥∥[τ(xi,j)]

∥∥∥
n

=sup
{∥∥∥[τ(xi,j)(fk,l)]

∥∥∥
nm

: [fkl] ∈ Ball(Mm(X∗)),m ∈ N
}

=sup
{∥∥∥[fk,l(xi,j)]

∥∥∥
nm

: [fkl] ∈ Ball(Mm(X∗)),m ∈ N
}

≤
∥∥∥[xi,j]

∥∥∥
n

Now since
∥∥∥[τ(xi,j)]

∥∥∥
n

equals the supremum above and Mm(X∗) � CB(X,Mm)

we can see that∥∥∥[τ(xi,j)]
∥∥∥
n

= sup
{∥∥∥[f (xi,j)]

∥∥∥
nm

: f ∈ Ball(CB(X,Mm)),m ∈ N
}

hence it suffices to prove the following claim:
Given n ∈ N, ε > 0 and [xi,j] ∈ Mn(X ), there exists an integer m ∈ N and a

completely contractive u : X →Mm such that
∥∥∥[u(xi,j)]

∥∥∥ ≥ ∥∥∥[xi,j]
∥∥∥− ε.

Proof. As we know, if X ⊆ B(H), then [xi,j] ∈ Mn(X ) ⊆ B(H (n)); thus we
can write its norm as∥∥∥[xi,j]

∥∥∥
n

= sup
{∣∣∣∣ 〈[xi,j]y,z

〉 ∣∣∣∣ : y,z ∈ Ball(H (n))
}
.

So if we are given an ε > 0 there exists y,z ∈ Ball(H (n)) such that∣∣∣∣ 〈[xi,j]y,z
〉 ∣∣∣∣ ≥ ∥∥∥[xi,j]

∥∥∥
n
− ε .
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If y = (yk) and z = (zk), where yk,zk ∈ H then this inequality becomes∣∣∣∣∑
i,j

〈
xi,jyj,zi

〉 ∣∣∣∣ ≥ ∥∥∥[xi,j]
∥∥∥
n
− ε .

Now let K = span{y1, . . . ,yn,z1, . . . ,zn} in H . Since K is finite dimensional
there is an isometric ∗-isomorphism π :B(K)→Mm where m = dim(K). We
know from the theory of C*-algebras that π is completely isometric. Let
PK : H → H the projection onto K and T : B(H)→ B(K) the map T (x) =

PKx |K which we can verify is also completely contractive. Let u = π ◦ T

and note that u is completely contractive too. We have
〈
[T (xi,j)]y,z

〉
=∑

i,j

〈
T (xi,j)yj,zi

〉
, so∥∥∥[T (xi,j)]

∥∥∥
n
≥

∣∣∣∣∑
i,j

〈
T (xi,j)yj,zi

〉 ∣∣∣∣ =
∣∣∣∣∑
i,j

〈
PKxi,jyj,zi

〉 ∣∣∣∣ =
∣∣∣∣∑
i,j

〈
xi,jyj,zi

〉 ∣∣∣∣
since both yi and zi belong to K. Thus,∥∥∥[u(xi,j)]

∥∥∥
n

=
∥∥∥[π(T (xi,j))]

∥∥∥
n

=
∥∥∥[T (xi,j)]

∥∥∥
n
≥

∣∣∣∣∑
i,j

〈
xi,jyj,zi

〉 ∣∣∣∣ ≥ ∥∥∥[xi,j]
∥∥∥
n
− ε .

�

Corollary 1.2.21. Let X be a finite dimensional operator space. Then,

Mn(X ) �Mn(X∗∗)

isometrically for all n ∈ N, via the canonical inclusion τ : X → X∗∗ (which is

an isomorphism).

Example 1.2.22. Duality allows us to introduce a natural o.s.s. on the

space `n1 as the dual of `n∞: Let A =
∑
i Ai ⊗e

∗
i denote an element of Md(`n1) �

CB(`n∞,Md), where {e∗i }
n
i=1 is the basis of `n1 dual to the usual basis {ei}ni=1 of

`n∞, and Ai ∈Md. Then by identifying again as in the relation 1.2.7 using the

analogous map with 1.2.8 we have

Md ⊗ (`n∞)∗ � CB(`n∞,Md)

A 7→
(
TA : v 7→

∑
i

Aivi
)
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where v ∈ `n∞ is written as v =
∑n
k=1 vkek. Then again ‖TA‖cb = ‖TAd ‖ where

TAd = IdMd ⊗T
A :Md(`n∞)→Md2∑

i

Bi ⊗ei 7→
∑
i

Bi ⊗Ai

So we have

‖A‖Md(`n1) =

∥∥∥∥∥∥∥∑i Ai ⊗e∗i
∥∥∥∥∥∥∥
Md(`n1)

=
∥∥∥TAd ∥∥∥ := sup

{∥∥∥∥∥∥∥TAd (
∑
i

Bi ⊗ei)

∥∥∥∥∥∥∥
Md2

:

∥∥∥∥∥∥∥∑i Bi ⊗ei
∥∥∥∥∥∥∥
Md(`n∞)

= 1
}

= sup
{∥∥∥∥∥∥∥∑i Bi ⊗Ai

∥∥∥∥∥∥∥
Md2

:

∥∥∥∥∥∥∥∑i Bi ⊗ei
∥∥∥∥∥∥∥
Md(`n∞)

= 1
}

and since
∥∥∥∑i Bi ⊗ei

∥∥∥
Md(`n∞) = supi ‖Bi‖Md as we saw in example 1.2.10, we

conclude that:

‖A‖Md(`n1) = sup
{∥∥∥∥∥∥∥∑i Bi ⊗Ai

∥∥∥∥∥∥∥
Md2

: {Bi}i ∈Md,supi‖Bi‖ ≤ 1
}

1.2.3 Bilinear forms and tensor products

As in the case of linear maps between operator spaces, we would like to
introduce some of the notions to bilinear forms.

Let X, Y be two operator spaces and B : X ×Y → C a bilinear form. For
every d ∈ N define a bilinear operator

Bd :Md(X )×Md(Y )→Md2

(a ⊗x,b⊗y) 7→ B(x,y)a ⊗b

For every a,b ∈Md, x ∈ X , y ∈ Y . We say that B is completely bounded if its
completely bounded norm is finite

‖B‖cb := sup
d∈N
‖Bd‖ <∞
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more specifically

sup
d∈N
‖Bd‖ = sup{‖Bd(A,B)‖Md2 : d ∈ N,A ∈ Ball(Md(X )),B ∈ Ball(Md(Y ))}.

We denote by CB(X ×Y ) the space of all completely bounded bilinear forms
from X ×Y , equipped with the c.b. norm.

The natural one-to-one correspondence between bilinear forms and ten-
sor products will play an important role throughout this thesis. It is ob-
tained through the identifications

B(X ×Y ) � (X ⊗Y )] B(X ×Y ) � L(X.Y ])

B 7→
(
x ⊗y 7→ B(x,y)

)
B 7→

(
TB : 〈〈TB(x),y〉〉 = B(x,y)

)
and if the spaces X, Y are finite dimensional, one has the natural algebraic
identification (1.1.3)

B(X ×Y ) � X∗⊗Y ∗.

where the latter identification or can be made isometric by introducing the
injective norm (Definition 1.1.3) for normed spaces X, Y.

Recall that the injective norm of z ∈ X ⊗Y is defined by

‖z‖X⊗ϸY := sup
{∣∣∣∣〈〈z,x∗⊗y∗〉〉∣∣∣∣ : x∗ ∈ Ball(X∗),y∗ ∈ Ball(Y ∗)

}
,

and thus, if X, Y are finite dimensional, then (Remark 1.1.7) for every
bilinear form B : X ×Y → C, we have

‖B‖ = ‖B̂‖X∗⊗ϸY ∗ ,

where B̂ ∈ X∗⊗Y ∗ is the tensor associated to the bilinear form B, given by
B̂ =

∑
i,jB(ei , fj)e∗i ⊗ f

∗
j ∈ X

∗⊗Y ∗.
The correspondence can be extended to the case of operator spaces,

through the minimal tensor norm (Definition 1.1.17). However one may
use the equivalent definition which we derived in Proposition 1.1.26: Let
z ∈ X ⊗Y , then the minimal tensor product of z will be

‖z‖X⊗minY = sup
d
‖z‖X⊗mindY (1.2.11)
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where

‖z‖X⊗mindY = sup
{
‖(T ⊗S)(z)‖Md2 : T ∈ Ball(CB(X,Md)),S ∈ Ball(CB(Y,Md))

}
(1.2.12)

With this definition, it is now easy to verify that whenever X and Y are finite
dimensional we have another isometric identification between the space of
bilinear forms and the tensor product of duals.

Remark 1.2.23. LetX,Y be finite dimensional Banach spaces, then if we en-

dow X∗⊗Y ∗ with the minimal tensor norm and B(X ×Y ) with the completely

bounded norm, the identification B(X ×Y ) � X∗⊗Y ∗ becomes isometric:

CB(X ×Y ) � X∗⊗min Y ∗ (1.2.13)

and thus

‖B‖cb = ‖B̂‖X∗⊗minY ∗. (1.2.14)

Proof. Note first that since X is finite dimensional we canonically isometri-
cally identify it with X∗∗ (it is reflexive) and thus we also identify isometri-
cally Md(X ) with Md(X∗∗) by Corollary 1.2.21. Thus, if a⊗x ∈Md(X ), recall
that from the correspondence in identification 1.2.7, its norm can obtained
from the c.b. norm of the associated map

φ ∈ X∗ 7→ Ta⊗x(φ) = ax(φ) = aφ(x) ∈Md.

Hence, ‖a ⊗x‖Md(X ) =
∥∥∥Ta⊗x∥∥∥

cb
.

Now let d ≥ 1, x =
∑
k ak ⊗xk ∈Ball(Md(X )) and y =

∑
l bl ⊗yl ∈Ball(Md(Y ))

where ak,bl ∈ Md, xk ∈ X and yl ∈ Y . For each k, l we have that xk =∑
i e
∗
i (xk)ei and yl =

∑
j f
∗
j (yl)fj, then if we denote by S

∑
l bl⊗yl the associated
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map to y =
∑
l bl ⊗yl we have∥∥∥∥∥∥∥Bd
(∑
k

ak ⊗xk,
∑
l

bl ⊗yl
)∥∥∥∥∥∥∥
Md2

=

∥∥∥∥∥∥∥∑k,l B(xk,yl)ak ⊗bl

∥∥∥∥∥∥∥
Md2

=

∥∥∥∥∥∥∥∥
∑
i,j

bi,j
(∑
k

e∗i (xk)ak
)
⊗

(∑
l

f ∗j (yl)bl
)∥∥∥∥∥∥∥∥
Md2

=

∥∥∥∥∥∥∥∥
∑
i,j

bi,j
(
T

∑
k ak⊗xk (e∗i )

)
⊗

(
S

∑
l bl⊗yl (f ∗j )

)∥∥∥∥∥∥∥∥
Md2

=
∥∥∥(T∑

k ak⊗xk ⊗S
∑
l bl⊗yl

)
(B̂)

∥∥∥
Md2

≤
∥∥∥B̂∥∥∥

X∗⊗mindY
∗

Taking the supremum over all d ≥ 1 and x ∈ Ball(Md(X )), y ∈ Ball(Md(Y ))

we obtain ‖B‖cb ≤
∥∥∥B̂∥∥∥

X∗⊗minY ∗
.

As for the reverse inequality, notice that by the correspondence 1.2.7
again we identify a map T ∈ CB(X∗,Md) with an element

∑
i ai ⊗Ti ∈Md(X∗∗)

and again see it as an element of Md(X ) which implies that we can write
each Ti =

∑
k e
∗
k(Ti)ek =

∑
k Ti(e∗k)ek and consequently

∑
i ai ⊗ Ti =

∑
i ai ⊗(∑

k Ti(e∗k)ek
)
. All these identifications are isometric, thus we can proceed

as follows: For d ≥ 1, T ∈ Ball(CB(X∗,Md)) and S ∈ Ball(CB(Y ∗,Md))

‖Bd‖ ≥

∥∥∥∥∥∥∥∥Bd
(∑

i

ai ⊗
(∑
k

Ti(e∗k)ek
)
,
∑
j

bj ⊗
(∑
l

Sj(f ∗l )fl
))∥∥∥∥∥∥∥∥

Md2

=

∥∥∥∥∥∥∥∥
∑
k,l

B(ek, fl)
(∑

i

aiTi(e∗k)
)
⊗

(∑
j

bjSj(f ∗l )
)∥∥∥∥∥∥∥∥
Md2

=

∥∥∥∥∥∥∥∑k,l bk,l
(
T (e∗k)

)
⊗

(
S(f ∗l )

)∥∥∥∥∥∥∥
Md2

=
∥∥∥∥(T ⊗S)(B̂)

∥∥∥∥
Md2

Since d ≥ 1 and the operators T ∈Ball(CB(X∗,Md)) and S ∈Ball(CB(Y ∗,Md))

were arbitrary we finally have

‖B‖cb ≥
∥∥∥B̂∥∥∥

X∗⊗minY ∗
.
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and hence the equality is proved.
�
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Correlation matrices, Bell functionals and

games

2.1 Correlation matrices

Let us consider again the Alice and Bob scenario discussed in the Intro-
duction. We can generalize to the case of more than two measurements,
that is, Alice can perform N different measurements A1, . . . ,AN and simi-
larly Bob performs B1, . . . ,BN , each with possible outcomes ±1. Let us also
write

γx,y = E[AxBy], for every x,y = 1, . . . ,N (2.1.1)

Here, E[AxBy] denotes the expected value of the product of the outputs of
Ax and By for every x,y.

Definition 2.1.1. The matrices γ = (γx,y)Nx,y=1, where γx,y = E[AxBy] for all

x,y = 1, . . . ,N are called correlation matrices.

In a Local Hidden Variable model of Nature, correlation matrices are of
the form

γx,y =

∫
Λ

Ax(λ)By(λ)dP(λ) (2.1.2)

where (Λ,P) is the "hidden" probability space, and if we fix one of these
states λ ∈ Λ, Ax(λ) = +1or − 1 and similarly for By(λ), for every x,y. We

67
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call these matrices, classical correlation matrices and denote by LN the set
of classical correlation matrices of size N . Note that the elements of LN
are those matrices whose entries E[AxBy] given by the expected value of
the product of the outcomes of the binary measurements Ax and By when
we describe the corresponding measurement procedure by using a Local
Hidden Variable model as we did in the Introduction.

It is straightforward to verify that each classical correlation matrix is a
convex combination of elements of the form (txsy)Nx,y=1 where tx = ±1 and
sy = ±1, for every x,y = 1, . . . ,N . Thus,

LN = Conv
{
(txsy)Nx,y=1 : tx = ±1,sy = ±1, for every x,y = 1, . . . ,N

}
Hence, LN is a polytope in RN

2
.

In Quantum Information Theory, a measurement process on a bipar-
tite system usually involves two finite dimensional Hilbert spaces H1,H2

corresponding to Alice and Bob respectively, and a state ρ ∈ S(H1⊗H2).
Furthermore, each of Alice’s measurement outputs Ax is described by the
positive operators {Ex , Id−Ex } ⊆B+(H1⊗H2) where Ex is the operator asso-
ciated with the output 1 while Id−Ex is associated with -1; similarly Bob’s
outcomes By are described by {Fy, Id−Fy} ⊆B+(H1⊗H2) with Fy associated
with 1 and Id−Fy with -1. Then, if Alice and Bob perform measurements
Ax and By, the corresponding table of probabilities is the following:

P(x,y) =



Tr
(
(Ex ⊗Fy)ρ

)
is the probability of outputs 1 and 1

Tr
(
(Ex ⊗ (Id−Fy))ρ

)
is the probability of outputs 1 and -1

Tr
(
((Id−Ex)⊗Fy)ρ

)
is the probability of outputs -1 and 1

Tr
(
((Id−Ex)⊗ (Id−Fy))ρ

)
is the probability of outputs -1 and -1

So we can compute

γx,y = E[AxBy] =[P(1,1|x,y) +P(−1,−1|x,y)]− [P(−1,1|x,y) +P(1,−1|x,y)]

= Tr
((
Ex ⊗Fy+ (Id−Ex)⊗ (Id−Fy)−Ex ⊗ (Id−Fy)− (Id−Ex)⊗Fy

)
ρ
)

= Tr
((

(Id−2Ex)⊗ (Id−2Fy)
)
ρ
)
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Note also that if we write Ax = Id−2Ex , this is a selfadjoint operator of
norm ‖Ax‖ ≤ 1 and every selfadjoint operator ‖Ax‖ ≤ 1 can be written as
Ax = Id−2Ex where Ex is a positive operator of norm less than or equal to
one (see Section 3.1). Similarly, if we write By = Id−2Fy for every y, we
reach the following definition.

Definition 2.1.2. We say that γ = (γx,y)Nx,y=1 is a quantum correlation matrix

if there exist selfadjoint operators A1, . . . ,AN and B1, . . . ,BN acting on Hilbert

spaces H1 and H2 respectively, with maxx,y{‖Ax‖ ,
∥∥∥By∥∥∥} ≤ 1 and a state ρ

acting on H1⊗H2, such that

γx,y = Tr
(
(Ax ⊗By)ρ

)
for every x,y = 1, . . . ,N .

We denote by QN the set of quantum correlation matrices of order N .

The extreme points of the set of states S(H) are called pure states. These
extreme points are exactly the rank-one projections of the form |ψ〉〈ψ|.
Indeed, just note that any positive, trace-one operator ρ admits a spectral
decomposition of the form ρ=

∑r
i=1λi |ui〉〈ui | where λi ≥ 0 are its eigenvalues

and {ui} is an orthonormal set of its eigenvectors,
∑r
i=1λi = 1 since its a

trace equals to one and r = rank(ρ). However we will often refer to a unit
vector |ψ〉 itself as a pure state or a state vector.

As we will see, in the definition of the set quantum correlation matrices,
the states can always be assumed pure. This comes as a consequence of
the process called state purification. Namely,

Definition 2.1.3 (Purification). Let ρ ∈ S(H) be a state. There exists a unit

vector |ψ〉 ∈ H ⊗H ′, where H ′ is simply an auxiliary Hilbert space, such

that TrH ′(|ψ〉〈ψ|) := (IdH ⊗Tr)(|ψ〉〈ψ|) = ρ. We say that the vector |ψ〉 in the

extended Hilbert space, is a purification of the state ρ.

Such a purification indeed exists:

Remark 2.1.4. The states in the Definition 2.1.2 the states can be purified.
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Proof. In order to obtain such a purification, suppose that we have a state
ρ ∈ B(H). Being positive, ρ admits a spectral decomposition

ρ =

r∑
i=1

λi |ui〉〈ui |

where λi ≥ 0 and
∑r
i=1λi = 1, since ρ has trace one. Then a purification of

ρ is given by

|ψ〉 =
r∑
i=1

√
λi |ui〉⊗ |ui〉

where |ψ〉 ∈ H ⊗H ′ and the auxiliary Hilbert space H ′ is of dimension
r. Finally, if we further replace the selfadjoint operator ‖A‖ ≤ 1 with Ã :=

A⊗ IdH ′ we obtain an operator acting on the extended Hilbert spaceH⊗H ′

that is also selfadjoint and
∥∥∥Ã∥∥∥ = ‖A‖ and such that

Tr (Aρ) = Tr
(
Ã|ψ〉〈ψ|

)
So the probabilities are preserved, and hence by increasing the dimension
of the original Hilbert space, we can restrict our attention to the case of
pure states. �

As in the case of LN , we can see that QN is also convex.

Proposition 2.1.5. The set QN of quantum correlation matrices is convex.

Proof. Indeed, let γ,γ′ ∈ QN and t ∈ [0,1]. Then, γx,y = Tr
(
Ax ⊗Byρ

)
and

γ′x,y = Tr
(
A′x ⊗B

′
yρ
′
)
, where Ax ,A′x ,By,B′y,ρ,ρ′ are operators on H as in the

definition and we will show that tγ + (1− t)γ′ ∈ QN . To this end, we define
the following elements

Ãx =

Ax 0
0 A′x

 , B̃y =

By 0
0 B′y

 and ρ̃ =


tρ 0 0 0
0 0 0 0
0 0 0 0
0 0 0 (1− t)ρ′


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where Ãx , B̃y are selfadjoint operators of norm lower than or equal to one,
ρ̃ is a state. Observe that

Ãx ⊗ B̃y =

Ax 0
0 A′x

⊗ B̃y =

Ax ⊗ B̃y ©

© A′x ⊗ B̃y

 =


Ax ⊗

By 0
0 B′y

 ©

© A′x ⊗

By 0
0 B′y




=



Ax ⊗By 0
0 Ax ⊗B′y

 ©

©

A′x ⊗By 0
0 A′x ⊗B

′
y



 .
So we conclude that

Tr
(
Ãx ⊗ B̃yρ̃

)
= t Tr

(
Ax ⊗Byρ

)
+ (1− t)Tr

(
A′x ⊗B

′
yρ
′
)

for every x,y = 1, . . . ,N and this finishes the proof. �

It is not hard to verify that LN ⊆ QN , in fact we prove a similar result in
Remark 2.2.10.

We shall now move towards the so called Bell inequalities. Every ma-
trix M = (Mx,y)Nx,y=1 ∈ MN (R), defines a functional M acting on the set of
correlation matrices by means of the duality:

〈〈M,γ〉〉 =
N∑

x,y=1
Mx,yγx,y

We call correlation Bell functional any matrix M = (Mx,y)Nx,y=1 with real coef-
ficients. To any such matrix M = (Mx,y)Nx,y=1 we can associate an inequality

N∑
x,y=1

Mx,yγx,y

 ≤ ω(M)

where

ω(M) := sup
{

N∑
x,y=1

Mx,yγx,y

 : γ = (γx,y)Nx,y=1 ∈ LN

}

= sup
{

N∑
x,y=1

Mx,ytxsy

 : tx = ±1,sy = ±1, for every x,y

}
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is called the classical value of M. Here, the last inequality follows by
convexity of the set LN .

A (correlation) Bell inequality is an upper bound on the quantity ω(M). Ac-
tually, we have already seen a Bell inequality. Indeed, the CHSH inequality
derived in 0.0.3 in the Introduction, corresponds, using this framework, to
the Bell functional:

M =

1 1
1 −1


where, as we showed, there exists a certain quantum correlation matrix
γ ∈ QN for which

N∑
x,y=1

Mx,yγx,y = 2
√

2 .

In such a case, we say that the correlation γ violates the corresponding
correlation Bell inequality or that we have a Bell inequality violation.

We can also define the quantum value of a Bell functional M as

ω∗(M) := sup
{

N∑
x,y=1

Mx,yγx,y

 : γ = (γx,y)Nx,y=1 ∈ QN

}
.

We will be studying these values throughout these notes due to their
significance for the theory of nonlocality. In the next section we extend
the notions discussed into a more general context, however, many of the
results can be also applied to the case of correlation matrices.

2.2 Quantum nonlocality: The general case

We have already encountered Bell functionals in the previous Section. As
we saw, a correlation Bell functional was a functional acting on correlation
matrices. In order to fully unveil the connection between the theory of
nonlocality and that of operator spaces we need to extend these notions,
starting by establishing the more general sets of conditional distributions.
Given finite sets X and A denote by P(A |X) the set

P(A |X) =
{
P =

(
P(a|x)

)
x,a ∈ R

AX
+ : ∀x ∈ X,

∑
a∈A

P(a|x) = 1
}
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In the case of bipartite conditional distributions we will use notationP(AB |XY)

instead of P(A×B | X×Y).

Definition 2.2.1 (Bell functional). A Bell functional is simply a linear form

on RABXY . Any such functional is specified by a family of coefficients M =

(Ma,b
x,y )x,y;a,b ∈ R

A×B×X×Y and its action on P(AB |XY) is given by

P ∈ P(AB |XY) 7→ ω(M ;P) :=
∑
x,y;a,b

Ma,b
x,y P(a,b|x,y) ∈ R . (2.2.1)

We will refer to X and A (respectively, Y and B) as the number of inputs

and outputs to and from the first (respectively, second) system acted on by
the Bell functional.

A Bell inequality is an upper bound on the largest value that expression
2.2.1 can take when restricted to the subset of P(AB |XY) consisting of
classical conditional distributions which correspond to the convex hull of
product distributions:

Definition 2.2.2. We define the set of Classical probability distributions to

be

PC(AB |XY) = Conv
{
(P(a|x)Q(b|y))x,y;a,b : P ∈ P(A |X),Q ∈ P(B |Y)

}
.

It follows from the definition that PC(AB |XY) is a closed convex set of
RABXY .

Definition 2.2.3 (Bell inequality). LetM be a Bell functional. A Bell inequality

is an upper bound on the quantity

ω(M) := sup
P∈PC(AB |XY)

|ω(M ;P)|. (2.2.2)

We refer to ω(M) as the classical value of the functional M.

The second value associated to a Bell functional is its quantum value
(or entangled value), which corresponds to its supremum over the subset
of P(AB |XY) consisting of those distributions that can be implemented
locally using measurements on a bipartite quantum state:
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Definition 2.2.4. We define the set of Quantum probability distributions to

be

PQ(AB |XY) =

{(
〈ψ|Aax ⊗B

b
y |ψ〉

)
x,y;a,b

: d ∈N,‖ψ‖Cd⊗2Cd = 1,Aax ,B
b
y ∈ B+(Cd),∑

a

Aax =
∑
b

Bby = IdCd ,∀(x,y) ∈ X×Y

}
The constraints Aax ∈ B+(Cd),

∑
a A

a
x = IdCd for every x, correspond to

the general notion of measurement called positive operator-valued measure

(POVM) in quantum information.

Definition 2.2.5 (POVM). A positive operator-valued measure on a Hilbert

space H is a set {Li}mi=1 ⊆ B(H) with Li ≥ 0, for every i and
∑m
i=1Li = IdH .

It has been quite a problem for many years, whether the set of quantum
probability distributions (Definition 2.2.4) is closed or not, it is now known
that in certain cases it is not! (See [13], [14]).

The notion of a POVM is actually closely related to the theory of operator
spaces, in fact we will prove the following result.

Proposition 2.2.6. Let {Aa}Aa=1 be a POVM on Cd, then the linear map

T : `A∞→Md

ea 7→ Aa

is completely positive and unital and thus by Proposition 1.2.16, it holds

that ‖T‖cb = 1. Conversely, any completely positive unital map T : `A∞→Md

defines a POVM.

First we are going to need the following Lemma

Lemma 2.2.7. If x = [xkj] ∈ Mn is a positive matrix and a ∈ B is a positive

element of a C* algebra, then x ⊗a = [xkja] is a positive element of the C*

algebra Mn(B).

Proof. Observe that the the matrix x ⊗a = [xkja] is just the matrix product
[xkj]diag(a) (where diag(a) ∈Mn(B) has a in each diagonal entry and zeroes
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elsewhere). Note, that these two matrices commute. Now, there exists b ∈
B+ such that b2 = a and so diag(b)2 = diag(a). Thus diag(b) also commutes
with x and therefore

[xkj]diag(a) = [xkj]diag(b)2 = diag(b)[xkj]diag(b)

which is a positive element of the C* algebra Mn(B), since it is of the form
cuu∗c = (cu)(cu)∗ where c = diag(b) and [xkj] = uu∗ since it is positive.

�

We can now proceed to the proof.

Proof. (Proposition 2.2.6) Notice first that if x = (xa) ∈ `A∞ then x =
∑
xaea

and thus the map is defined as T (x) =
∑
a xaA

a. This map is clearly positive,
because x ∈ `A∞ is positive iff all its coordinates xa are non-negative.

We claim that T is completely positive.
Indeed, suppose x ∈ Mn(`A∞) is positive; we have to prove that Tn(x) ∈

Mn(Md) is positive. We may write x =
∑A
a=1 xa ⊗ ea where ea ∈ `A∞ are the

elements of the usual basis and xa ∈Mn.
Then

Tn(x) = (IdMn ⊗T )(x) =

A∑
a=1

xa ⊗T (ea) =

A∑
a=1

xa ⊗A
a

and so it suffices to prove that each term xa ⊗Aa is positive which is indeed
verified by the Lemma above. Finally, we have that Tn is positive for all
n ∈N and thus T is completely positive. The unital part comes easily since∑
a ea = 1`A∞ and consequently T (1`A∞) = T (

∑
a ea) =

∑
a T (ea) =

∑
a A

a = Id. �

Remark 2.2.8. In fact the following result of Stinespring holds: A positive

linear map from any abelian unital C* algebra C(X ) into any C* algebra is

necessarily completely positive (the proof uses partitions of the identity, see

[9], Theorem 3.11).

With the definition of the set PQ(AB |XY) that we have,

Definition 2.2.9. The entangled value of M is defined as

ω∗(M) := sup
P∈PQ(AB |XY)

|ω(M ;P)|
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Remark 2.2.10. Every classical probability distribution is also a quantum

one, namely:

PC(AB |XY) ⊆ PQ(AB |XY)

and as consequence, it holds in general that

ω(M) ≤ ω∗(M).

Proof. Let P ∈ PC(AB |XY) be an arbitrary element. Then there exists a K ∈
N and {ti}Ki=1 with ti ≥0,

∑K
i=1 ti = 1 such that P =

∑K
i=1 ti

(
P i(a|x)Qi(b|y)

)
x,y;a,b

=(∑K
i=1 tiP

i(a|x)Qi(b|y)
)
x,y;a,b

. For every a ∈ A and x ∈ X we set

P(a|x) =



P1(a|x) ©

. . .

P i(a|x)
. . .

© PK(a|x)


∈MK

and also, for every b ∈ B and y ∈ Y

Q(b|y) =



Q1(b|y) ©

. . .

Qi(b|y)
. . .

© QK(b|y)


∈MK

Clearly, for every x ∈X and y ∈ Y, {P(a|x)}a and {Q(b|y)}b define POVM’s on
CK . Consider the vector |ψ〉 =

∑K
i=1
√
ti |ii〉 ∈ C

K ⊗CK . This is a pure state,
indeed:

‖ψ‖ =

〈 K∑
i=1

√
ti |ii〉,

K∑
j=1

√
tj |jj〉

〉
=

K∑
i,j=1

√
ti
√
tj
〈
ei ⊗ei ,ej ⊗ej

〉
=

K∑
i,j=1

√
ti
√
tj
〈
ei ,ej

〉〈
ei ,ej

〉
=

∑
i

ti = 1 .
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Finally, note that (P(a|x) ⊗Q(b|y))|ψ〉 =
∑
i
√
tiP i(a|x)ei ⊗Qi(b|y)ei and

thus, for each a ∈ A, x ∈ X , b ∈ B and y ∈ Y

〈ψ|(P(a|x)⊗Q(b|y))|ψ〉 =
〈∑

j

√
tjej ⊗ej,

∑
i

√
tiP

i(a|x)ei ⊗Qi(b|y)ei

〉
=

∑
i,j

√
ti
√
tj
〈
ej,P

i(a|x)ei
〉〈
ej,Q

i(b|y)ei
〉

=
∑
i

tiP
i(a|x)Qi(b|y).

So we have

P =
( K∑
i=1

tiP
i(a|x)Qi(b|y)

)
x,y;a,b

=
(
〈ψ|(P(a|x)⊗Q(b|y))|ψ〉

)
x,y;a,b

.

�

Hence we always have that ω(M) ≤ ω∗(M). We say that we have a Bell
inequality violation when the inequality is strict: when we have an M such
that ω(M) < ω∗(M). The existence of such Bell functionals shows that the
set of quantum conditional distributions is strictly larger than the classical
one.

2.2.1 Connection with correlation matrices

According to the definition of the sets PC(AB |XY) and PQ(AB |XY), we
can understand the setting of correlation Bell functionals studied in the
previous section as a particular case of the setting considered in this sec-
tion. More specifically, let us consider the situation where A = B = {−1,1}
and X = Y = {1, . . . ,N} and compute the correlations of a given probability
distribution P ∈ P(AB |XY). That is, for every x,y we have

γx,y = E(axby) = P(1,1|x,y) +P(−1,−1|x,y)−P(−1,1|x,y)−P(1,−1|x,y)

where we can see that the set of correlation matrices (γx,y)Nx,y=1 written in
this form coincides with the set of classical correlation matrices LN when
we restrict to P ∈ PC(AB |XY) and also coincides with the set of quantum
correlation matrices QN when we restrict to P ∈ PQ(AB |XY).
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2.3 Multiplayer games

Let’s begin with the simple two-player one-round gamesG = (X,Y,A,B,π,V ),
which are specified by finite sets X,Y,A,B, a probability distribution π :

X×Y→ [0,1], and a payoff function V : X×Y×A×B→ [0,1]. One could
think of the game as the following process: Suppose that there are two
players, Alice and Bob. The finite sets X and Y represent the questions
addressed to Alice and Bob respectively, and the finite sets A and B rep-
resent the answers that Alice and Bob give, respectively, according to the
questions given to them. The questions are addressed to the players by
a referee, who is selecting the pairs of questions (x,y) ∈ X×Y according
to the distribution π. During the game Alice and Bob are separated in
the sense that they are so far away that information, which travels at a
finite speed, cannot be exchanged between them until they produce the
answers. That is, they cannot communicate with each other and come up
with a mutual strategy. This is a one-round game: the game begins, the
players are provided with a pair of questions, they give their answers back
and the referee declares that the players "win" the game with probability
V (a,b,x,y); alternatively we may say that the players are attributed with a
"payoff" V (a,b,x,y) for their answers. The players give their answers using
a probabilistic "strategy", which is an element of P(AB |XY). The value
of the game is the highest probability with which the players can win the
game, where the probability is taken over the choice of questions accord-
ing to the distribution π, each players’ strategy and the payoff function.
Alternatively, the value of the game can be interpreted as the maximum
expected payoff than can be achieved by the players.

Multiplayer games are the sub-class of Bell functionals M such that
all the coefficients Ma,b

x,y are non-negative and satisfy the normalization
condition

∑
x,y;a,bM

a,b
x,y = 1. Indeed any game induces a Bell functional

Ga,bx,y = π(x,y)V (a,b,x,y) for every a,b,x,y. This connection allows us now
to extend the definitions of classical and entangled values given earlier, to
the corresponding quantities for games. More specifically, given a game G,
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we define

ω(G) := sup
P∈PC(AB |XY)


∑
x,y;a,b

π(x,y)V (a,b,x,y)P(a,b|x,y)

 (2.3.1)

ω∗(G) := sup
P∈PQ(AB |XY)


∑
x,y;a,b

π(x,y)V (a,b,x,y)P(a,b|x,y)

 (2.3.2)

The values above are precisely the highest probability of winning the game
G when the players are allowed to use classical resources in the first case
and quantum resources in the second case.

Conversely, any Bell functional with non-negative coefficients that sat-
isfies the normalization condition, can be made into a game by setting
π(x,y) =

∑
a,bM

a,b
x,y and V (a,b,x,y) =Ma,b

x,y /π(x,y).
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XOR games

3.1 Prologue

XOR games are the simplest and more comprehensible class of two-player
one-round games that are interesting from the point of view of Quantum
Nonlocality. The characteristic properties of XOR games provide us with
numerous results that underline the connection of nonlocality with the
theory of Banach space tensor products and operator space tensor prod-
ucts.

Two-player XOR games correspond to the restricted family of games
for which the answer alphabets A and B are binary. More specifically,
A = B = {0,1} and the payoff function V (a,b,x,y) depends only on x,y

and the parity1 of a and b. We will restrict our attention to functions
of the form V (a,b,x,y) = 1

2 (1+ (−1)a⊕b⊕cxy), for some cxy ∈ {0,1}, where a⊕b
is the "Exclusive or" (XOR) 2. We will further restrict to the case where
X = Y = {1, . . . ,N}, but the general situation is completely analogous.

In general, a strategy for the players is specified by an element P ∈
P(AB |XY) which gives the probability that Alice and Bob answer a and
b when they are asked questions x and y respectively. Given one such

1In Boolean algebra, a parity function is a Boolean function whose value is 1 if and
only if the input vector has an odd number of ones.

2The Exclusive or (XOR), denoted by p⊕ q, is the logical operation : p⊕ q = (p∧¬q)∨
(¬p∧q).

81
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strategy the value achieved by P in G can be expressed as

ω(G;P)=

N∑
x,y=1

∑
a,b

π(x,y)V (a,b,x,y)P(a,b|x,y)

=

N∑
x,y=1

∑
a,b

π(x,y)
1+ (−1)a⊕b⊕cxy

2
P(a,b|x,y)

=
1
2

+
1
2

N∑
x,y=1

π(x,y)(−1)cxy[P(0,0|x,y)+P(1,1|x,y)−P(0,1|x,y)−P(1,0|x,y)].

This last expression motivates the introduction of the bias of an XOR game,

�(G;P) := 2ω(G;P)−1 ∈ [−1,1],

a quantity that will prove more convenient to work with than the value of
the game. Hence,

Definition 3.1.1. Let G be a two-player XOR game, then its bias is defined

to be

�(G;P) := 2ω(G;P)−1

=

N∑
x,y=1

π(x,y)(−1)cxy[P(0,0|x,y) +P(1,1|x,y)−P(0,1|x,y)−P(1,0|x,y)]

Optimizing over classical strategies, we obtain the classical bias �(G) of
an XOR game:

�(G) := sup
P∈PC(AB |XY)

|�(G;P)|

= sup
P1∈P(A |X),P2∈P(B |Y)


N∑

x,y=1
π(x,y)(−1)cxy

(
P1(0|x)−P1(1|x)

)(
P2(0|y)−P2(1|y)

)
With the above definition of the classical bias, one can obtain the following
simpler form:

Proposition 3.1.2. Let G be a two-player XOR game, then its classical bias

is given by

�(G) = sup
A∈Ball(`N∞(R)),B∈Ball(`N∞(R))


N∑

x,y=1
π(x,y)(−1)cxyAxBy

 ,
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where A ∈ Ball(`N∞(R)) is in the unit ball of `N∞(R), that is, A = (Ax) ∈ RN and

‖A‖∞ ≤ 1.

Proof. To verify the above equality, note first that the quantity Ax := P1(0|x)−

P1(1|x) is indeed in Ball(`N∞(R)) since P1(0|x) +P1(1|x) = 1 for all 1 ≤ x ≤ N .
So the classical bias �(G) is smaller that the quantity on the right-hand
side. As for the reverse inequality, let A ∈ Ball(`N∞(R)). For each Ax ∈ R with
|Ax | ≤ 1 we can write Ax =

Ax+1
2 −

1−Ax
2 where we have that Ax(0) := Ax+1

2 ≥ 0,
Ax(1) := 1−Ax

2 ≥ 0 and Ax(0)+Ax(1) = 1 which confirms the equality between
the suprema since (Ax(a))x,a ∈ P(A |X). �

To the game G, we may associate a bilinear form, which we also denote
by G : `N∞(R)× `N∞(R)→ R (slightly abusing the notation), defined on basis
elements by G(ex ,ey) = π(x,y)(−1)cxy . Let also Ĝ be the associated tensor
defined in 1.1.4, namely,

Ĝ =

N∑
x,y=1

π(x,y)(−1)cxyex ⊗ey ∈ `N1 (R)⊗ `N1 (R).

Thus, the classical bias we defined above can be related to the norm of
the associated bilinear form and the injective tensor norm of its associated
tensor:

Corollary 3.1.3. Let the XOR game G be associated with the bilinear form

G ∈ B(`N∞(R)× `N∞(R),R) and the tensor Ĝ ∈ `N1 (R)⊗ `N1 (R), then

�(G) = ‖G‖B(`N∞(R)×`N∞(R)) . (3.1.1)

Moreover, by relation 1.1.6 we also have

�(G) =
∥∥∥Ĝ∥∥∥

`N1 (R)⊗ϸ`N1 (R) . (3.1.2)

The corollary above marks our first connection between the theory of
games and that of Banach spaces and allows us to compute the bias of a
game in terms of tensor norms. Note that the norm in 3.1.1 is taken over
the real Banach spaces `N∞(R). In case we need to consider the complex
ones, we have the following result.
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Lemma 3.1.4. Let G ∈ B(`N∞(R)× `N∞(R)) be a real bilinear form. Then,

‖G‖B(`N∞(R)×`N∞(R)) ≤ ‖G‖B(`N∞(C)×`N∞(C)) ≤
√

2‖G‖B(`N∞(R)×`N∞(R))

Moreover, for each inequality, there exists a G for which it is an equality.

The first inequality in the lemma is obvious; for the second one, see [15].
A bilinear form, for which the second inequality becomes an equality is the
following:

GCHSH : (ex ,ey) 7→
1
4

(−1)x∧y (3.1.3)

for all x,y ∈ {0,1}. This bilinear form corresponds to the famous CHSH
inequality that we already encountered in the Introduction, and for which
Quantum Mechanics predicts a noticeable violation. We shall deal with this
violation later after having established an explicit form for the entangled
bias of an XOR game.

Let’s consider first the entangled bias of an XOR game by means of
Definition 3.1.1 :

�∗(G) := sup
P∈PQ(AB |XY)

|�(G;P)|

= sup
d;‖ψ‖=1,{Aax },{Bby}POVM ′s


N∑

x,y=1
π(x,y)(−1)cxy〈ψ|

(
A0
x −A

1
x

)
⊗

(
B0
y −B

1
y

)
|ψ〉

 .
Where the supremum above is taken over integers d, unit vectors |ψ〉 ∈
Cd⊗Cd and POVM’s on Cd.

Similarly to the classical bias, we can relate the entangled bias to a
certain operator space norm, namely:

Proposition 3.1.5. Let G be a two-player XOR game, then its entangled

bias is given by

�∗(G) = sup
{∥∥∥∥∥∥∥∥

N∑
x,y=1

π(x,y)(−1)cxyAx ⊗By

∥∥∥∥∥∥∥∥
}
,

where the supremum is taken over all integers d ∈N and selfadjoint elements

A,B ∈ `N∞(Md) of norms less than or equal to 1.
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Proof. Fix an integer d and a unit vector |ψ〉 ∈ Cd. If we set Ax = A0
x −A

1
x

then this is selfadjoint since A0
x ,A

1
x are selfadjoint. Also, Id ≥ A0

x +A1
x ≥ A

a
x ,

for both a = 0,1 since Aax positive, which leads us to
〈
h,Aaxh

〉
≤ ‖h‖2 for

each h ∈ Cd. By Proposition A.2.32, taking the supremum over all ‖h‖ = 1
assures us that

∥∥∥Aax ∥∥∥ = sup‖h‖=1
〈h,Aaxh〉 ≤ 1. Hence,

�∗(G)≤ sup
d;‖ψ‖=1,A,B∈Ball(`N∞(Md)):Ax=A∗x ,By=B∗y

{
N∑

x,y=1
π(x,y)(−1)cxy〈ψ|Ax ⊗By|ψ〉


}
.

To prove the reverse inequality, let Ax be a selfadjoint element in Md with
‖Ax‖ ≤ 1 and notice that we can write Ax = (Ax + Id)/2− (Id−Ax)/2. Now set
A0
x = (Ax + Id)/2 and A1

x = (Id−Ax)/2 and observe that they add up to the
identity and they are positive: Indeed, let h ∈ Cd,

〈
h,A0

xh
〉

=

〈
h,

(Ax + Id)
2

h

〉
=

1
2
〈h,h〉+

1
2
〈h,Axh〉 .

If 〈h,Axh〉 ≥ 0 then,
〈
h,A0

xh
〉
≥ 0. If 〈h,Axh〉 ≤ 0, then −〈h,Axh〉= |〈h,Axh〉| ≤

‖h‖2 = 〈h,h〉. In a similar fashion we see that A1
x ≥ 0 and thus we get the

equality.
Finally, we have that

sup
d;|ψ〉∈Ball(Cd⊗Cd),{Aax },{Bby}POVM ′s


N∑

x,y=1
π(x,y)(−1)cxy〈ψ|

(
A0
x −A

1
x

)
⊗

(
B0
y −B

1
y

)
|ψ〉


= sup
d;‖ψ‖=1,A,B∈Ball(`N∞(Md)):Ax=A∗x ,By=B∗y

{〈ψ|
N∑

x,y=1
π(x,y)(−1)cxyAx ⊗By|ψ〉


}

= sup
d;A,B∈Ball(`N∞(Md)):Ax=A∗x ,By=B∗y

∥∥∥∥∥∥∥∥
N∑

x,y=1
π(x,y)(−1)cxyAx ⊗By

∥∥∥∥∥∥∥∥ .
where the last equality comes from the fact that if Ax and By are selfadjoint
operators on Cd, then Ax ⊗By is selfadjoint on Cd⊗Cd and consequently so
is

∑N
x,y=1π(x,y)(−1)cxyAx ⊗By. �

Note that in order to compute the entangled bias of an XOR game, we
have to take the supremum over selfadjoint operators. However, if we use
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the map

A 7→

 0 A

A∗ 0


which associates every operator A ∈ B(H) to a selfadjoint one in M2(B(H))

with the same norm and take advantage of the "freedom" the unrestricted
dimension provides us with, we can prove that the supremum is left un-
changed. Indeed the assertion follows from this lemma.

Lemma 3.1.6. Let cxy ∈ R for all x,y in some finite sets, we define

a := sup
{

∑
x,y

cx,y〈ξ1|Ax ⊗By|ξ2〉

 : d ∈N,Ax ,By ∈Ball(B(`d2)), ξi ∈Ball(`d2⊗`
d
2)
}

Then, a can be achieved by taking the supremum only over selfadjoint oper-

ators.

Proof. Since the space is finite dimensional, the sup is attained (it is a
max). So, there exist an integer d ∈ N, operators Ax ,By ∈ Ball(B(`d2)) and
vectors ξ1, ξ2 ∈ Ball(`d2⊗`

d
2) so that

a =


∑
x,y

cx,y〈ξ1|Ax ⊗By|ξ2〉


Note first that we can pick ‖ξ1‖= ‖ξ2‖= 1. Indeed just let ξ ′i =

ξi
‖ξi‖

and check
that

a ≥


∑
x,y

cx,y〈ξ
′
1|Ax ⊗By|ξ

′
2〉

 =
1
‖ξ1‖

1
‖ξ2‖


∑
x,y

cx,y〈ξ1|Ax ⊗By|ξ2〉

 ≥ a
Now we rewrite

a =


∑
x,y

cx,y〈ξ1|Ax ⊗By|ξ2〉

 =

〈ξ1|
∑
x,y

cx,yAx ⊗By|ξ2〉

 = |〈ξ1|Γc |ξ2〉|

where Γc :=
∑
x,y cx,yAx ⊗By. We also write 〈ξ1|Γc |ξ2〉 = eis |〈ξ1|Γc |ξ2〉| and so

we get |〈ξ1|Γc |ξ2〉| = e−is〈ξ1|Γc |ξ2〉. Also define

Dx := e−i
s
2Ax D′x :=

 0 D∗x
Dx 0


Ey := e−i

s
2By E′y :=

 0 E∗y
Ey 0


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obviously Dx has the same norm with Ax and Ey with By but also the same
holds for D′x and E′y because applying a permutation and using Ruan’s
axioms gives

∥∥∥D′x∥∥∥ = max{‖Dx‖ ,
∥∥∥D∗x∥∥∥} = ‖Dx‖ = ‖Ax‖. If we suppose now that

ξ1 =
∑
i xi ⊗yi ∈ `

d
2⊗`

d
2 and ξ2 =

∑
j zj ⊗wj ∈ `

d
2⊗`

d
2 are unit vectors then

ξ ′1 =
∑
i

0
xi

⊗ 0
yi

 ∈ `2d2 ⊗ `
2d
2 ξ ′2 =

∑
j

zj0
⊗ wj0

 ∈ `2d2 ⊗ `
2d
2

are also norm one vectors, in fact we have∥∥∥ξ ′2∥∥∥2
=

〈
ξ ′2, ξ

′
2
〉

=
∑
i,j

〈zi0
 ,zj0

〉〈wi0

 ,wj0

〉
=

∑
i,j

〈
zi ,zj

〉〈
wi ,wj

〉
= 〈ξ2, ξ2〉

= ‖ξ2‖
2 = 1

and of course
∥∥∥ξ ′1∥∥∥ = ‖ξ1‖. Now observe that

〈ξ1|Dx ⊗Ey|ξ2〉 =
∑
i,j

〈
xi ⊗yi |Dx ⊗Ey|zj ⊗wj

〉
=

∑
i,j

〈
xi ,Dxzj

〉〈
yi ,Eywj

〉
Finally,

〈ξ ′1|D
′
x ⊗E

′
y|ξ
′
2〉 =

∑
i,j

〈

0
xi

⊗ 0
yi

 | 0 D∗x
Dx 0

⊗  0 E∗y
Ey 0

 |zj0
⊗ wj0

〉
=

∑
i,j

〈0
xi

⊗ 0
yi

 , 0
Dxzj

⊗  0
Eywj

〉

=
∑
i,j

〈0
xi

 , 0
Dxzj

〉〈0
yi

 , 0
Eywj

〉
=

∑
i,j

〈
xi ,Dxzj

〉〈
yi ,Eywj

〉
= 〈ξ1|Dx ⊗Ey|ξ2〉
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and if we sum for all x ’s and y’s and multiply by the coefficients cxy we
obtain∑

x,y

cxy〈ξ
′
1|D
′
x ⊗E

′
y|ξ
′
2〉 =

∑
x,y

cxy〈ξ1|Dx ⊗Ey|ξ2〉 =
∑
x,y

cxy〈ξ1|e
−isAx ⊗By|ξ2〉

= 〈ξ1|e
−is

∑
x,y

cxyAx ⊗By|ξ2〉 = 〈ξ1|e
−isΓc |ξ2〉 = |〈ξ1|Γc |ξ2〉| = a

�

Again, for any XOR game G recall its associated bilinear form

G ∈ B(`N∞(R)× `N∞(R),R)

defined by G(ex ,ey) = π(x,y)(−1)cxy and its associated tensor

Ĝ =

N∑
x,y=1

π(x,y)(−1)cxyex ⊗ey ∈ `N1 (R)⊗ `N1 (R),

and so we end up with the following result:

Corollary 3.1.7. LetG be a two-player XOR game, then its entangled values

is given by

�∗(G) = ‖G‖cb(`N∞(C)×`N∞(C)) , (3.1.4)

and by the identity 1.2.14 we also have

�∗(G) =
∥∥∥Ĝ∥∥∥

`N1 ⊗min`
N
1

(3.1.5)

Proof. Indeed, by the previous lemma we have that

�∗(G) = sup
d;A,B∈Ball(`N∞(Md))

{∥∥∥∥∥∥∥∥
N∑

x,y=1
π(x,y)(−1)cxyAx ⊗By

∥∥∥∥∥∥∥∥
}
,

so by the isometric identifications `N∞(Md) � `N∞⊗minMd �Md(`N∞) we can see
that this is exactly the completely bounded norm of its associated bilinear
form.

�
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Let’s return now to the CHSH inequality. This corresponds, in a more
general fashion than the original inequality, to the value of the classical
bias �(GCHSH ) = ‖GCHSH‖B(`2∞(R)×`2∞(R),R) where GCHSH (ex ,ey) = 1

4 (−1)x∧y for
x,y ∈ {0,1}. Thus,

�(GCHSH ) = sup
Ax ,By∈Ball(R)


1∑

x,y=0

1
4

(−1)x∧yAxBy


= sup
|Ax |,|By|≤1,x,y=0,1

1
4

(
A0B0 +A0B1 +A1B0−A1B1

)
≤

1
4

sup
|Ax |,|By|≤1,x,y=0,1

|A0B0 +A0B1|+ |A1B0−A1B1| .

Proposition 3.1.8 (CHSH). The CHSH inequality states that

�(GCHSH ) ≤
1
2
.

In fact, we have an equality, since we can chose Ax = By = 1 for all x,y.

The inequality above follows from the lemma:

Lemma 3.1.9. For any four numbers a,b,c,d ∈ [−1,1], the following in-

equalities hold

1. |a ± c| ≤ 1±ac

2. |ab± cb| ≤ 1±ac

3. |ab− cb|+ |ad+dc| ≤ 2

Proof. 1. Since 1±ac ≥ 0 for every a,c ∈ [−1,1], the claim is equivalent to

|a ± c|2 = a2 + c2±2ac ≤ (1±ac)2 = 1+a2c2±2ac

and this is equivalent to
a2(1− c2) ≤ 1− c2

which is true since 1− c2 ≥ 0. Moreover, equality holds iff a2 = 1 i.e. iff
a = ±1, equivalently, iff c = ±1 since we can replace a with c.
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2. For every b ∈ [−1,1] we have

|ab± cb| = |b| |a ± c| ≤ |a ± c| ≤ 1±ac

from 1).
3. For every a,b,c,d ∈ [−1,1], using 2) above we have

|ac−bc| ≤ 1−ac

|ad+dc| ≤ 1+ac

adding those two gives us the desired inequality. �

The CHSH inequality states that classical bias of the XOR game cor-
responding to the bilinear form GCHSH is at most 1

2 . However, quantum
mechanics predicts a noticeable violation

�∗(GCHSH ) =
√

2/2.

We first prove Tsirelson’s bound, namely

�∗(GCHSH ) ≤
√

2
2
.

Recall that the quantum bias is given by

�∗(GCHSH ) = sup
d;Ax ,By∈Ball(Md),x,y=0,1

∥∥∥∥∥1
4

(
A0⊗B0 +A0⊗B1 +A1⊗B0−A1⊗B1

)∥∥∥∥∥
where the supremum can be restricted to selfadjoint operators.

Here is the original proof of Tsirelson [16]:

Proposition 3.1.10. Let A0,A1,B0,B1 be selfadjoint operators of norm less

than or equal to 1, such that [Ax ,By] = 0 for every x,y = 0,1. Then

A0B0 +A0B1 +A1B0−A1B1 ≤ 2
√

2 Id
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Proof. Let A0,A1,B0,B1 be as in the statement then

A0B0 +A0B1 +A1B0−A1B1 =
1
√

2
(A2

0 +A2
1 +B2

0 +B2
1)

−

√
2−1
8

(
(
√

2+1)(A0−B0) +A1−B1
)2

−

√
2−1
8

(
(
√

2+1)(A0−B1)−A1−B0
)2

−

√
2−1
8

(
(
√

2+1)(A1 +B0) +A1 +B1
)2

−

√
2−1
8

(
(
√

2+1)(A1 +B1)−A1−B1
)2

≤
1
√

2
(A2

0 +A2
1 +B2

0 +B2
1)

≤ 2
√

2 Id

�

If we are given selfadjoint operators A0,A1,B0,B1 of norm lower than
or equal to 1, then the operators A0 ⊗ Id,A1 ⊗ Id, Id⊗B0, Id⊗B1 satisfy the
requirements of the previous proposition and hence,

‖A0⊗B0 +A0⊗B1 +A1⊗B0−A1⊗B1‖ ≤ 2
√

2

which shows Tsirelson’s bound.
However, in order to obtain a violation we have to prove the equality. For

this, we will use this definition of the quantum bias:

�∗(GCHSH ) = sup
d;A,B∈Ball(`2∞(Md)):Ax=A∗x ,By=B∗y


1∑

x,y=0

1
4

(−1)x∧y〈ψ|Ax ⊗By|ψ〉

 .
So, if we recall the relation 0.0.4 that we derived in the Introduction, this
leads us to

�∗(GCHSH ) ≥
1
4

∣∣∣∣〈ψ|A0⊗B0|ψ〉+ 〈ψ|A0⊗B1|ψ〉+ 〈ψ|A1⊗B0|ψ〉− 〈ψ|A1⊗B1|ψ〉
∣∣∣∣

=
1
4

− 1
√

2
−

1
√

2
−

1
√

2
−

1
√

2


=

√
2

2
.
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Finally, �(GCHSH )≤ 1
2 <

√
2

2 = �∗(GCHSH ) and hence the bell functionalGCHSH
serves as a "witness" to the fact that quantum conditional distributions are
strictly more than the classical ones, i.e.

PC(AB |XY) ( PQ(AB |XY) .

Also, recall that the value of a game G classical or quantum, is the
maximum probability that Alice and Bob win against the referee, for some
particular strategy. Thus, in the CHSH game we see that

ω(G) =
1
2

+
�(G)

2
≤

3
4

= 0.75

i.e. the probability is at most 0.75 using classical resources, while

ω∗(G) =
1
2

+
�∗(G)

2
=

1
2

+

√
2

4
≈ 0.853

i.e. the probability is at most approximately 0.853 using "quantum" re-
sources.

To conclude the prologue, we observe that there is no difference of sub-
stance between the viewpoints of Bell functionals and of games. Indeed,
we turned XOR games into Bell functionals and used the framework of the
latter to come to conclusions concerning the values of the games. However
this correspondence goes both ways, to any tensor G ∈ `N1 ⊗ `

N
1 with real co-

efficients that satisfies the normalization condition
∑
x,y

Gx,y = 1, we may
associate an XOR game by defining π(x,y) =

Gx,y and (−1)cxy = sign(Gx,y).
In particular, any Bell functional M : `N∞× `

N
∞→ R can, up to normalization,

be made into an equivalent XOR game.

3.2 Grothendieck’s theorem as a fundamental

limit of nonlocality

In his "Résumé" [17] Grothendieck proved a theorem that he called ‘‘Théo-
rème fondamental de la théorie des espaces métriques". That theorem
plays an important role in the study of Quantum Nonlocality as it provides
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us with an upper bound on how large the violation of a bipartite Bell in-
equality can be. Tsirelson was the first to point out this connection. For
an extensive discussion of the Grothendieck’s theorem and its generaliza-
tions, we refer to the survey [18] . As for our case, recall the explicit form
that we gave to the γ∗2 tensor norm for the space `N1 (C)⊗ `N1 (C) (see 1.1.28)∥∥∥∥∥∥∥∥

N∑
x,y=1

cxyex ⊗ey

∥∥∥∥∥∥∥∥
`N1 ⊗γ∗2

`N1

= sup
{

N∑
x,y=1

cxyax ·by

 : d ∈ N,ax ,by ∈ Ball(Cd)
}

where, without loss of generality, we can restrict the supremum on d to
d ≤ N and ax ·by =

〈
āx ,by

〉
. Also, we define the real γ∗2 tensor norm for the

space `N1 (R)⊗ `N1 (R) similarly. Grothendieck’s theorem states the following.

Theorem 3.2.1 (Grothendieck’s inequality). There exist universal constants

KRG and KCG such that for any integers N,M and C1 ∈ R
N ⊗RM , C2 ∈ C

N ⊗CM ,

• ‖C1‖`N1 (R)⊗γ∗2
`M1 (R) ≤ K

R
G ‖C1‖`N1 (R)⊗ϸ`M1 (R)

• ‖C2‖`N1 (C)⊗γ∗2
`M1 (C) ≤ K

C
G ‖C2‖`N1 (C)⊗ϸ`M1 (C)

The precise values of KRG and KCG are unknown, although it is known that

1 < KCG < K
R
G <

π

2(log(1+
√

2))
≈ 1.782

Recalling the relation between the classical bias and the injective tensor
norm (3.1.2), namely,

�(G) =
∥∥∥Ĝ∥∥∥

`N1 (R)⊗ϸ`N1 (R)

already gives us a hint on how to proceed, that is, relating the entangled
bias (which equals to the minimal tensor norm by 3.1.5) to the γ∗2 tensor
norm. It is Tsirelson again, who made that crucial observation. Tsirelson
[16] further showed that the inequality above becomes an equality for the
case of real tensors Ĝ. We will present here a proof based on Tsirelson’s
argument in his original work.
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Let Ĝ the associated tensor of a game G, then

∥∥∥Ĝ∥∥∥
`N1 ⊗min`

N
1

= sup
d;Ax ,By∈Ball(Md(C))

∥∥∥∥∥∥∥∑x,y ĜxyAx ⊗By
∥∥∥∥∥∥∥

= sup
d;|ψ〉∈Ball(Cd⊗Cd),Ax ,By∈Ball(Md(C))


∑
x,y

Ĝxy〈ψ|Ax ⊗By|ψ〉


We have the following observation:

Proposition 3.2.2. Let G be a two-player XOR game and Ĝ its associated

tensor, then∥∥∥Ĝ∥∥∥
`N1 ⊗min`

N
1
≤ sup
d∈N,ax ,by∈Ball(Rd)


N∑

x,y=1
Ĝxyax ·by

 =
∥∥∥Ĝ∥∥∥

`N1 (R)⊗γ∗2
`N1 (R) .

Proof. Fix an integer d ∈ N, and let |ψ〉 ∈ Cd⊗Cd be a unit vector and ma-
trices Ax ,By ∈ Ball(Md(C)) for every x,y. Observe that the vectors

|ax〉 = Ax ⊗ Id |ψ〉 ∈ Cd⊗Cd and |by〉 = Id⊗By|ψ〉 ∈ Cd⊗Cd

satisfy
〈
ax ,by

〉
= 〈ψ|Ax ⊗By|ψ〉. It is clear that these vectors are in the unit

ball of Cd⊗Cd. However, they could be complex vectors. The key point
is that we know that 〈ψ|Ax ⊗By|ψ〉 ∈ R due to the fact that Ax ,By can be
chosen to be selfadjoint. So, if we define

|ãx〉 = Re(|ax〉)⊕ Im(|ax〉) and |b̃y〉 = Re(|by〉)⊕ Im(|by〉)

we obtain real unit vectors such that

ãx · b̃y =
〈
ãx , b̃y

〉
= Re(

〈
ax ,by

〉
) =

〈
ax ,by

〉
Finally, note that |ax〉 ∈Cd⊗Cd �Cd

2
and thus |ãx〉 ∈Rd

2
⊕Rd

2
�R2d2

, so we
take advantage of the unrestricted dimension and obtain the inequality. �

Definition 3.2.3. A family of n × n selfadjoint unitary matrices that an-

ticommute will be called a family of Clifford unitaries. That is, a set of

matrices {X1, . . . ,Xm} is a family of Clifford unitaries if X∗i = Xi , ∀i = 1, . . . ,m
and XiXj = −XjXi , ∀i , j.
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Example 3.2.4. Such a set indeed exists. Let

X =

0 1
1 0

 , Z =

1 0
0 −1


so we have

XZ =

0 −1
1 0

 and ZX = −XZ

This is a set of m = 2 Clifford unitaries. We will now construct a set of m> 2
such matrices. We set

C1 = Z ⊗ I2⊗ · · ·⊗ I2 ∈ ⊗
m
i=1M2

C2 = X ⊗Z ⊗ I2⊗ · · ·⊗ I2 ∈ ⊗
m
i=1M2

...

Ci = ⊗i−1
k=1X ⊗Z ⊗⊗

m−i
k=1I2 ∈ ⊗

m
i=1M2

Then we have that C∗i = Ci and C2
i = Id for all i = 1, . . . ,m and also notice

that if i < j

CiCj = X
2⊗ · · ·⊗X2⊗ZX ⊗X ⊗ · · ·⊗X ⊗ I2⊗ · · ·⊗ I2

CjCi = X2⊗ · · ·⊗X2⊗XZ ⊗X ⊗ · · ·⊗X ⊗ I2⊗ · · ·⊗ I2

hence CiCj = −CjCi whenever i , j. Note that all the C′is are real matrices,

so Ci = CTi . To conclude, we can choose m such real matrices, each in

⊗mi=1M2 �M2m .

Theorem 3.2.5. Let ax ,by ∈ Rd with ‖ax‖ ≤ 1 and
∥∥∥by∥∥∥ ≤ 1 for all x,y =

1, . . . ,N , then there exists an integer n ∈ N , a state |ψ〉 ∈ Ball(Cn⊗Cn) and

observables Ax ,By ∈ Ball(Mn) such that ax ·by = 〈ψ|Ax ⊗By|ψ〉. In particular

the dimension is n = 2d and the state is maximally entangled.

Proof. Write ax = (ax(1), . . . ,ax(d)) and by = (by(1), . . . ,by(d)) and so we
have ax ·by =

∑d
i=1ax(i)by(i). Now pick d Clifford unitaries, as constructed



96

above, {C1, . . . ,Cd} ⊆ Mn (actually n = 2d) and set Ax =
∑d
i=1ax(i)Ci , By =∑d

i=1by(i)Ci . Obviously A∗x = Ax , B∗y = By and

A2
x =

d∑
i,j=1

ax(i)ax(j)CiCj =
d∑
i=1

ax(i)2C2
i +

∑
i<j

(ax(i)ax(j)−ax(i)ax(j))CiCj = ‖ax‖2 Id

hence A2
x ≤ Id so that ‖Ax‖ ≤ 1. The same applies for every By. Now note

that

AxB
T
y =

d∑
i,j=1

ax(i)by(j)CiCTj =

d∑
i=1

ax(i)by(i)CiCTi +
∑
i,j

ax(i)by(j)CiCTj

and also that Tr
(
CiCj

)
= Tr

(
CjCi

)
and since CiCj = −CjCi we have that

Tr
(
CiCj

)
= 0 whenever i , j. Taking into account that Ci = CTi we obtain

Tr
(
AxB

T
y

)
= Tr

 d∑
i=1

ax(i)by(i)C2
i

 =

d∑
i=1

ax(i)by(i)Tr (Id) = n ·
d∑
i=1

ax(i)by(i).

Finally, pick the maximally entangled state ψn = 1√
n

∑n
i=1 |ii〉 ∈ C

n⊗Cn and
observe that

〈ψn |Ax ⊗By|ψn〉 =
1
n

Tr
(
AxB

T
y

)
.

Hence,

ax ·by =

d∑
i=1

ax(i)by(i) =
1
n

Tr
(
AxB

T
y

)
= 〈ψn |Ax ⊗By|ψn〉.

�

We thus reached the following conclusion:

Corollary 3.2.6. Let G be a two-player XOR game and Ĝ its associated

tensor, then ∥∥∥Ĝ∥∥∥
`N1 ⊗min`

N
1

=
∥∥∥Ĝ∥∥∥

`N1 (R)⊗γ∗2
`N1 (R) .

Combining the correspondence between the tensor norms and biases,
as expressed by the relations 3.1.2 and 3.1.5 with Grothendieck’s funda-
mental inequality gives us the following results for nonlocality.
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Corollary 3.2.7. Let G be a two-player XOR game. The largest bias achiev-

able by entangled players is bounded as follows

�∗(G) ≤ KRG�(G).

Recall that the CHSH violation predicts a violation of size

�∗(GCHSH )
�(GCHSH )

=
√

2 ≈ 1.414 < 1.782

which is close to being optimal.

Tsirelson’s characterization of the entangled bias leads to a quantitative
understanding (see section 5.1) of the amount of entanglement needed to
play optimally, in an XOR game. That is, using that the supremum in the
entangled bias is achieved by unit vectors ax ,by of dimension d ≤N , Propo-
sition 3.2.5 says that an optimal strategy for the players can be achieved
by observables of dimension 2d together with a maximally entangled state
of the same dimension. It is worth noting that Tsirelson’s original version
actually uses Clifford matrices of dimension 2bd/2c 3 which can be con-
structed using the Pauli matrices. For such a construction and proof of
the result see [19].

3.3 Three-player XOR games: Unbounded vio-

lations

Grothendieck’s fundamental theorem, together with the correspondence
established in the previous section, between the classical and entangled bi-
ases of a two-player XOR game, and the bounded and completely bounded
norm of the associated bilinear form, respectively, sets an upper bound
on how large the violation of an XOR game between two players, can be.
Motivated by this crucial result for nonlocality, and its potential extension

3Where for every positive real number r, brc denotes the largest natural number z such
that z ≤ r.
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in the tripartite case, Perez-Garcia et al. [7] proved that in the case of
three-player XOR games, the following result holds:

Theorem 3.3.1. For every integer n, there exists an N and a trilinear form

T : `2
n2

∞ ⊗ `
2N

2

∞ ⊗ `2
N2

∞ → C such that

‖T‖
cb(`2n

2
∞ ×`2

N2
∞ ×`2

N2
∞ )
≥

∥∥∥T ⊗ IdMn ⊗ IdMN ⊗ IdMN
∥∥∥ = Ω(

√
n)‖T‖

B(`2n
2

∞ ×`2
N2
∞ ×`2

N2
∞ )

.

By f (n) = Ω(g(n)) we mean that for large n values, f (n) is at least a con-
stant multiple of g(n). One can verify that we can extend the connections,
made for bilinear forms, between the bounded and completely bounded
norms and the injective and minimal tensor norms, respectively, to the
case of multilinear forms. This means that the separation between the
injective and the minimal tensor norms can be interpreted as the absence
of a tripartite generalization of Grothendieck’s inequality. Furthermore,
J.Briët and T.Vidick improved the above result by giving a much more
explicit construction ( Theorem 3.3.1 only guarantees its existence ) of a
family of three-player XOR games which achieve a large quantum-classical
gap. Here is the result, that improves the parameters, stated in terms of
the biases of three-player XOR games.

Theorem 3.3.2 ([20]). For any integer n and N = 2n there exists a three-

player XOR game GN , with N2 questions per player, such that

�∗(GN ) ≥Ω(
√
N log−

5
2 N)�(GN ).

Moreover, there is an entangled strategy which achieves a bias of

Ω(
√
N log−

5
2 N)�(GN ),

uses an entangled state of local dimension N per player, and in which the

players observables are tensor products of n Pauli matrices.

Thus these results imply that tripartite Bell inequalities can be violated
by unbounded amounts in quantum mechanics. Both theorems extend to
any number k ≥ 3 of players, giving a violation of order Ω̃(n

k−2
2 ), where Ω̃

ignores polylogarithmic factors, i.e. Ω̃(h(n)) = Ω(h(n) logk(h(n)) for some k.
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Nevertheless, the violations cannot grow arbitrarily fast, as J.Briët and
T.Vidick [20] also proved, it cannot exceed the product of the square roots
of the dimension of each space.

Proposition 3.3.3. If G is a r-player XOR game in which at least r-2 of the

players have at most Q possible questions each, then

�∗(G) ≤ O(
√
Qr−2)�(G).
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Measuring nonlocality via tensor norms

In the previous chapter, we explored the class of XOR games and especially
their convenient connection between the biases of the games and certain
Banach space and operator space norms. The goal now is to extend these
connections for the general setting of two-player games, further demon-
strating that operator spaces provide a natural framework for the study
of their nonlocal properties. Finally, in the last section we describe some
upper and lower bounds on the maximum ratio ω∗/ω, both for the case of
games and of Bell functionals.

4.1 Two-player games

Given a two-player game G = (X,Y,A,B,π,V ), a classical strategy for the
players is described by an element of PC(AB |XY) (see 2.2.2), that is, the
convex hull of the set of product distributions, where A and B denote the
sets of answers and X and Y the sets of questions. For simplicity we
assume that A = B = {1, . . . ,K} and that X = Y = {1, . . . ,N}. In this senario
we can denote the classical and quantum sets of distributions by PC(K |N)

and PQ(K |N) respectively 1.
The normalization condition supx

∑
a |P(a|x)| ≤ 1 suggests the introduc-

tion of the space `N∞(`K1 ).

1Many authors use instead the notation Cloc(N,K) and Cq(N,K).

101
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Definition 4.1.1. The Banach space `N∞(`K1 ) is defined as (CNK ,‖ · ‖∞,1)

equipped with the norm∥∥∥(R(x,a))x,a
∥∥∥
∞,1 := sup

x=1,...,N

K∑
a=1
|R(x,a)| .

In fact, the correspondence between bilinear forms and tensors invites
us to consider the dual space (`N∞(`K1 ))∗ = `N1 (`K∞),

Definition 4.1.2. The Banach space `N1 (`K∞) is the space (CNK ,‖ · ‖1,∞), where

∥∥∥(R(x,a))x,a
∥∥∥

1,∞ :=
N∑
x=1

sup
a=1,...,K

|R(x,a)| .

If we now recall the definition of Bell functionals and their action on
classical conditional distributions, we see that a game can be interpreted
as a bilinear form G : `N∞(`K1 )× `N∞(`K1 )→ C defined by

G(P,Q) =
∑
x,y;a,b

Ga,bx,yP(x,a)Q(y,b),

where Ga,bx,y = π(x,y)V (a,b,x,y), while its norm is given by

‖G‖ = sup
{

∑
x,y;a,b

Ga,bx,yP(x,a)Q(y,b)

 : ‖P‖∞,1 ≤ 1,‖Q‖∞,1 ≤ 1
}
. (4.1.1)

So it’s natural to consider the associated tensor

Ĝ =
∑
x,y;a,b

Ga,bx,y (ex ⊗e′a)⊗ (ey⊗e′b) ∈ `N1 (`K∞)⊗ `N1 (`K∞)

which according to the relation 1.1.6 satisfies

‖G‖ = ‖Ĝ‖`N1 (`K∞)⊗ϸ`N1 (`K∞).

Here, {ei}Ni=1 denotes the canonical basis in `N1 and {e′j }
K
j=1 denotes the

canonical basis in `K∞.
While formula 4.1.1 and the definition of the classical value of a game G

(see 2.3.1)

ω(G) := sup
P∈PC(AB |XY)


∑
x,y;a,b

Ga,bx,yP(a,b|x,y)


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make it clear that ω(G) ≤ ‖G‖, the equality between these quantities does
not hold in general since the space `N∞(`K1 ) allows for elements with complex
coefficients. Note that this could indeed happen for general Bell functionals
M; however, for the case of a game G these quantities coincide.

Proposition 4.1.3. Given a two-player game G,

ω(G) =
∥∥∥Ĝ∥∥∥

`N1 (`K∞)⊗ϸ`N1 (`K∞) .

Proof. As we know ‖G‖ = ‖Ĝ‖`N1 (`K∞)⊗ϸ`N1 (`K∞) and we can easily verify that
ω(G) ≤ ‖G‖. Thus, it suffices to prove that ‖G‖ ≤ ω(G). So let P,Q such
that ‖P‖∞,1 ≤ 1,‖Q‖∞,1 ≤ 1 and write


∑
x,y;a,b

Ga,bx,yP(x,a)Q(y,b)

 ≤
∑
x,y;a,b

Ga,bx,y |P(x,a)| |Q(y,b)| ≤ ω(G)

where the last inequality follows from the fact that
∥∥∥(|P(x,a)|)x,a

∥∥∥
∞,1 ≤ 1 ,∥∥∥(|Q(y,b)|)y,b

∥∥∥
∞,1 ≤ 1 and that G has non-negative coefficients. �

Remark 4.1.4. One might object that, in the last inequality, we used el-

ements (P(x,a))x,a ∈ `N∞(`K1 ) that satisfy the condition supx
∑
a |P(x,a)| ≤ 1

instead of
∑
a |P(x,a)| = 1 for every x, as the definition of conditional dis-

tributions dictates. However, we can fix this inconvenience by proving the

following:

‖G‖ = sup
{

∑
x,y;a,b

Ga,bx,yP(x,a)Q(y,b)

 :
∑
a

|P(x,a)| = 1,
∑
b

|Q(y,b)| = 1,∀x,y
}

Proof. Let (P(x,a))x,a and (Q(y,b))y,b be non zero elements of `N∞(`K1 ), such
that supx

∑
a |P(x,a)| ≤ 1 and supy

∑
b |Q(y,b)| ≤ 1. We set MP

x :=
∑
a |P(x,a)|,

MQ
y :=

∑
b |Q(y,b)| and note that MP

x ≤ supx
∑
a |P(x,a)| ≤ 1 and also MQ

y ≤

supy
∑
b |Q(y,b)| ≤ 1. If we also define P′(x,a) = 1

MP
x
|P(x,a)| ∈ R , Q′(y,b) =
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1
MQ
y
|Q(y,b)| ∈R, then obviously

∑
a P
′(x,a) = 1 and

∑
bQ
′(y,b) = 1. Now write


∑
x,y;a,b

Ga,bx,yP(x,a)Q(y,b)

 =


∑
x,y;a,b

MQ
y M

P
x G

a,b
x,y

1
MP
x
P(x,a)

1

MQ
y

Q(y,b)


≤

∑
x,y;a,b

MQ
y M

P
x G

a,b
x,y

1
MP
x
|P(x,a)|

1

MQ
y

|Q(y,b)|

=
∑
x,y;a,b

MQ
y M

P
x G

a,b
x,yP

′(x,a)Q′(y,b)

≤
∑
x,y;a,b

Ga,bx,yP
′(x,a)Q′(y,b)

Where the desired assertion follows from the fact that G, P′ and Q′ have
non-negative coefficients. �

We proceed to analyze quantum strategies for the players, i.e. the set
PQ(AB |XY) (see 2.2.4 ), and their relation to the completely bounded norm
of G : `N∞(`K1 )× `N∞(`K1 )→ C. Towards this end, we need to introduce an o.s.s
for the space `N∞(`K1 ). Using the o.s.s. of `K1 introduced in 1.2.22 together
with Lemma 1.2.9 one can verify that∥∥∥∥∥∥∥∑x,a Tax ⊗ (ex ⊗ea)

∥∥∥∥∥∥∥
Md(`N∞(`K1 ))

= sup
x

∥∥∥∥∥∥∥∑a Tax ⊗ea

∥∥∥∥∥∥∥
Md(`K1 )

,d ≥ 1 (4.1.2)

defines a suitable o.s.s. on `N∞(`K1 ). Moreover, a corresponding o.s.s. can
be placed on `N1 (`K∞) = (`N∞(`K1 ))∗ using duality.

Remark 4.1.5. With the above structures in hand we may express the

completely bounded norm of G as

‖G‖cb(`N∞(`K1 )×`N∞(`K1 )) := sup
d

∥∥∥G⊗ IdMd ⊗ IdMd
∥∥∥
B(Md(`N∞(`K1 ))×Md(`N∞(`K1 )),Md2 ) (4.1.3)

= sup

∥∥∥∥∥∥∥∥
∑
x,y;a,b

Ga,bx,yT
a
x ⊗S

b
y

∥∥∥∥∥∥∥∥
Md2

(4.1.4)
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where the supremum is taken over all integers d ≥ 1 and matrices Tax ,S
b
y ∈Md

such that

max
{∥∥∥∥∥∥∥∑x,a Tax ⊗ (ex ⊗ea)

∥∥∥∥∥∥∥
Md(`N∞(`K1 ))

,

∥∥∥∥∥∥∥∥
∑
y,b

Sby ⊗ (ey⊗eb)

∥∥∥∥∥∥∥∥
Md(`N∞(`K1 ))

}
≤ 1.

Using the completely isometric correspondence described in 1.2.14, this
norm coincides with the minimal norm of the associated tensor Ĝ

‖G‖cb(`N∞(`K1 )×`N∞(`K1 )) = ‖Ĝ‖`N1 (`K∞)⊗min`N1 (`K∞).

Similarly to the classical value case, it turns out that the entangled value of
a two-player game has the "desired" property to equal the minimal tensor
norm of the corresponding tensor.

Proposition 4.1.6. Given a two-player game G,

ω∗(G) = ‖Ĝ‖`N1 (`K∞)⊗min`N1 (`K∞)

Proof. Recall first the definition of the entangled value of G

ω∗(G) = sup
d,‖ψ‖=1,{Aax },{Bby}POVM ′s


∑
x,y;a,b

Ga,bx,y 〈ψ|A
a
x ⊗B

b
y |ψ〉


= sup
d,{Aax },{B

b
y}POVM ′s

∥∥∥∥∥∥∥∥
∑
x,y;a,b

Ga,bx,yA
a
x ⊗B

b
y

∥∥∥∥∥∥∥∥
Md2

.

We will show that it equals the completely bounded norm of the associ-
ated bilinear form, and consequently, the minimal tensor product of its
associated tensor.

• ω∗(G) ≤ ‖G‖cb(`N∞(`K1 )×`N∞(`K1 )) .

Given a family of POVM’s {Aax }Ka=1 in Md, it suffices to prove that for every
x = 1 . . . ,N ∥∥∥∥∥∥∥∑x,a Aax ⊗ (ex ⊗ea)

∥∥∥∥∥∥∥
Md(`N∞(`K1 ))

= 1.
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According to the equality 4.1.2, this will follow from the fact that∥∥∥∑a A
a
x ⊗ea

∥∥∥
Md(`K1 ) = 1, for every x. Indeed, define the map T x : `K∞→Md, by

T x : v ∈ `K∞ 7→
∑
a

〈ea ,v〉A
a
x ∈Md

and recall from 1.2.9 that∥∥∥∥∥∥∥∑a Aax ⊗ea

∥∥∥∥∥∥∥
Md(`K1 )

=
∥∥∥T x : `K∞→Md

∥∥∥
cb

Finally, the map T x satisfies T x(ea) = Aax and so ‖T x‖cb = 1 by Proposition
2.2.6 . Using the same arguments for Bob’s POVM {Bby}Kb=1 we deduce that

ω∗(G) ≤ ‖G‖cb(`N∞(`K1 )×`N∞(`K1 )) .

It remains to show the reverse inequality:

• ω∗(G) ≥ ‖G‖cb(`N∞(`K1 )×`N∞(`K1 )) .

By the supremum in 4.1.4, given an ε > 0, there exists an integer d ≥ 1,
matrices Tax ,Sby ∈Md satisfying∥∥∥∥∥∥∥∑x,a Tax ⊗ (ex ⊗ea)

∥∥∥∥∥∥∥
Md(`N∞(`K1 ))

≤ 1,

∥∥∥∥∥∥∥∥
∑
y,b

Sby ⊗ (ey⊗eb)

∥∥∥∥∥∥∥∥
Md(`N∞(`K1 ))

≤ 1

and unit vectors |u〉, |v〉 ∈ Cd⊗Cd such that〈u|
∑
x,y;a,b

Ga,bx,yT
a
x ⊗S

b
y |v〉

 > ‖G‖cb(`N∞(`K1 )×`N∞(`K1 ))− ε.

As we already discussed, the condition∥∥∥∥∥∥∥∑x,a Tax ⊗ (ex ⊗ea)

∥∥∥∥∥∥∥
Md(`N∞(`K1 ))

= sup
x

∥∥∥∥∥∥∥∑a Tax ⊗ea

∥∥∥∥∥∥∥
Md(`K1 )

≤ 1

is equivalent to ∥∥∥T x : `K∞→Md
∥∥∥
cb
≤ 1 for every x,

where T x(ea) = Tax for every a. The same bound applies to the operators
Sby. However the operators Tax , Sby are not necessarily positive or even
Hermitian. In order to recover a proper quantum strategy, we appeal to
the following.
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Theorem 4.1.7. Let A be a C*-algebra with unit and let T :A→B(H) be

completely bounded. Then there exist completely positive maps ψi : A→

B(H), with ‖ψi‖ = ‖T‖cb for i = 1,2 such that the map Ψ : A→ M2(B(H))

given by

Ψ(a) =

ψ1(a) T (a)

T ∗(a) ψ2(a)

 , a ∈ A

is completely positive. Moreover, if ‖T‖cb ≤ 1 then we may take ψ1 , ψ2 to be

unital.

Theorem 4.1.7 is a direct consequence of [9, Theorem 8.3.], where the
same statement is proved but with the map Ψ replaced by the map η :

M2(A)→M2(B(H)) given by

η
(a b

c d

) =

ψ1(a) T (b)

T ∗(c) ψ2(d)

 .
In fact, the complete positivity of η is equivalent to the complete positivity
of Ψ [9, Exercise 8.9].

In our setting, A = `K∞ and since this is an abelian C*-algebra, a map
T : `K∞→B(H) is completely positive if and only if it is positive, that is, T (a) ∈

B(H) is positive for every positive element a ∈ `K∞. For every x = 1, . . . ,N ,
we apply Theorem 4.1.7 to the map T x : `K∞→ Md defined previously, and
find completely positive and unital maps ψix : `K∞ → Md, i = 1,2 such that
the map Ψx : `K∞→M2(Md) defined by

Ψx(a) =

 ψ1
x (a) T x(a)

(T x)∗(a) ψ2
x (a)

 , a ∈ `K∞

is completely positive. Similarly, for every y = 1, . . . ,N , we define Sy : `K∞→

Md and find completely positive and unital φiy : `K∞→ Md, i = 1,2 and Φy :

`K∞→M2(Md). Since these maps are positive, the element

Γ =
∑
x,y;a,b

Ga,bx,yΨx(ea)⊗Φy(eb) ∈M2(Md)⊗M2(Md)
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is also positive. Assume that |u〉 =
∑
i xi ⊗ yi and |v〉 =

∑
j zj ⊗wj and con-

sider the unit vectors ũ =
∑
i

xi0
⊗ yi0

 ∈ C2d⊗C2d and ṽ =
∑
j

0
zj

⊗  0
wj

 ∈
C2d⊗C2d, we have that〈u|

∑
x,y;a,b

Ga,bx,yT
a
x ⊗S

b
y |v〉

 = |〈ũ|Γ|ṽ〉| ≤ |〈ũ|Γ|ũ〉|
1
2 |〈ṽ|Γ|ṽ〉|

1
2

=

〈u|
∑
x,y;a,b

Ga,bx,yψ
1
x (ea)⊗φ1

y(eb)|u〉


1
2
〈v|

∑
x,y;a,b

Ga,bx,yψ
2
x (ea)⊗φ2

y(eb)|v〉


1
2

≤ ω∗(G)

where the first inequality follows from the Cauchy-Schwartz inequality and
the positivity of the element Γ and the second from the fact that the maps
ψix , φiy are completely positive and unital, for every x,y= 1, . . . ,N and i = 1,2
and thus by the converse part of Proposition 2.2.6 they define POVM’s. �

4.2 Bounds on the largest violations achievable

in two-player games

As we mentioned previously, the results discussed in Section 4.1 can be
analogously stated and proved in the general case whereG = (X,Y,A,B,π,V )

without assuming the same number of inputs and outputs for Alice and
Bob. In particular, given one such game where X,Y,A,B are the cardinalities
of X,Y,A,B respectively, we will have

ω(G) =
∥∥∥Ĝ∥∥∥

`X1 (`A∞)⊗ϸ`Y1 (`B∞) and ω∗(G) =
∥∥∥Ĝ∥∥∥

`X1 (`A∞)⊗min`Y1 (`B∞) (4.2.1)

where
Ĝ =

∑
x,y;a,b

Ga,bx,y (ex ⊗ea)⊗ (ey⊗eb) ∈ RX ⊗RA⊗RY ⊗RB .

Considering here this general context is interesting because it will allow us
to study the dependence of the upper bounds on the quantity ω∗/ω as a
function of the parameters X,A,Y,B.
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The proof of the following proposition is a good example of the application
of estimates from the theory of operator spaces to bounds on the entangled
and classical values of a multiplayer game.

Proposition 4.2.1. The following inequalities hold for any two-player game

G:

1. ω∗(G) ≤min{X ,Y}ω(G)

2. ω∗(G) ≤ KCG
√

AB ω(G)

where KCG is the complex Grothendieck constant.

Proof. The proof of each item is based on a different way of bounding the
norm of the identity map

Id⊗ Id : `X1 (`A∞)⊗ϸ `Y1 (`B∞)→ `X1 (`A∞)⊗min `Y1 (`B∞) (4.2.2)

Using the relations 4.2.1, any such bound implies the same bound for the
ratio ω∗/ω.

1. Without loss of generality we may assume that X ≤ Y. Recall also that
`N1 (`K∞) = (CNK ,‖ · ‖1,∞). The identity map defined above can be decomposed
as the sequence

`X1 (`A∞)⊗ϸ `Y1 (`B∞)→ `XA∞ ⊗ϸ `
Y
1 (`B∞)→ `XA∞ ⊗min `

Y
1 (`B∞)→ `X1 (`A∞)⊗min `Y1 (`B∞)

where all arrows correspond to the identity. By Lemma 1.2.9 it follows that
the second arrow has norm 1. For the first arrow we write

IdXA⊗ϸ IdYB : `X1 (`A∞)⊗ϸ `Y1 (`B∞)→ `XA∞ ⊗ϸ `
Y
1 (`B∞)

the corresponding identity map. Proposition 1.1.10, tells us that

‖IdXA⊗ϸ IdYB‖ =
∥∥∥IdXA : `X1 (`A∞)→ `XA∞

∥∥∥∥∥∥IdYB : `Y1 (`B∞)→ `Y1 (`B∞)
∥∥∥

and since it is clear that ‖IdYB‖ = 1 it suffices to check the norm of IdXA.
Let (zx,a) ∈CXA with

∥∥∥(zx,a)
∥∥∥

1,∞ =
∑
x supa |zx,a | = 1, it is clear that

∥∥∥(zx,a)
∥∥∥
∞

=
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supx,a |zx,a | ≤
∑
x supa |zx,a | = 1. Hence,

∥∥∥IdXA : `X1 (`A∞)→ `XA∞
∥∥∥ ≤ 1. Now lets

move on to the third arrow. Let’s also denote the third arrow by

IdXA⊗min IdYB : `XA∞ ⊗min `
Y
1 (`B∞)→ `X1 (`A∞)⊗min `Y1 (`B∞)

Again, Proposition 1.1.24 tells us that

‖IdXA⊗min IdYB‖cb =
∥∥∥IdXA : `XA∞ → `X1 (`A∞)

∥∥∥
cb

∥∥∥IdYB : `Y1 (`B∞)→ `Y1 (`B∞)
∥∥∥
cb

and since it is clear again that
∥∥∥IdYB : `Y1 (`B∞)→ `Y1 (`B∞)

∥∥∥
cb

= 1, we will ex-
amine the norm

∥∥∥IdXA : `XA∞ → `X1 (`A∞)
∥∥∥
cb

= supd
∥∥∥IdMd ⊗ IdXA

∥∥∥. Let d ∈ N, and
recall that ∥∥∥IdMd ⊗ IdXA

∥∥∥ = sup{‖u‖Md(`X1 (`A∞)) : ‖u‖Md(`XA∞ ) = 1}

Suppose that u =
∑
x,a A

a
x ⊗ (ex ⊗ea) ∈Md(`XA∞ ) with

‖u‖Md(`XA∞ ) = sup
x,a

∥∥∥Aax ∥∥∥ = 1 (4.2.3)

Recall also (1.2.9) that

‖u‖Md(`X1 (`A∞)) = ‖u‖Md((`X∞(`A1 ))∗) =
∥∥∥Tu : `X∞(`A1 )→Md

∥∥∥
cb

=
∥∥∥Tud ∥∥∥

Md2

where
Tu : v1⊗v2 7→

∑
x,a

Aax ex(v1)ea(v2)

Thus we need to compute the operator norm of the map

Tud = IdMd ⊗T
u :Md(`X∞(`A1 ))→Md2

Suppose that we have
∑
x,a Ex,a ⊗ex ⊗ea ∈Md(`X∞(`A1 )) with norm∥∥∥∥∥∥∥∑x,a Ex,a ⊗ex ⊗ea

∥∥∥∥∥∥∥
Md(`X∞(`A1 ))

= sup
x

∥∥∥∥∥∥∥∑a Ex,a ⊗ea

∥∥∥∥∥∥∥
Md(`A1 )

= 1

which we defined in Example 1.2.22 to be

sup
x

∥∥∥∥∥∥∥∑a Ex,a ⊗ea

∥∥∥∥∥∥∥
Md(`A1 )

= sup

∥∥∥∥∥∥∥∑a Ex,a ⊗Ba

∥∥∥∥∥∥∥
Md2
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where the supremum runs all over x ∈ X and matrices {Ba}a ⊆ Md such
that supa ‖Ba‖ ≤ 1. Finally,∥∥∥∥∥∥∥IdMd ⊗Tu(

∑
x,a

Ex,a ⊗ (ex ⊗ea))

∥∥∥∥∥∥∥
Md2

=

∥∥∥∥∥∥∥∑x,a Ex,a ⊗Aax
∥∥∥∥∥∥∥
Md2

≤
∑
x

∥∥∥∥∥∥∥∑a Ex,a ⊗A
a
x

∥∥∥∥∥∥∥
Md2

≤ Xsup
x

sup
{Ba }

∥∥∥∥∥∥∥∑a Ex,a ⊗Ba

∥∥∥∥∥∥∥
Md2

= X

where we used that {Aax }a ⊆Md satisfy supa
∥∥∥Aax ∥∥∥≤ 1 which is true by relation

4.2.3.
To complete the proof, just compose all the three maps to get the desired

estimate.

2. The proof of the second item makes use of the Fourier transform

FN : CN → CN , FN : ej 7→
N∑
k=1

e
2πi
N jkek ∀j = 1, . . . ,N

Note that the inverse map is

F −1
N : CN → CN , F −1

N : ej 7→
1
N

N∑
k=1

e−
2πi
N jkek ∀j = 1, . . . ,N

Then, the identity map 4.2.2 can be decomposed as

`X1 (`A∞)⊗ϸ `Y1 (`B∞)
ι1
→ `XA1 ⊗ϸ `

YB
1

ι2
→ `XA1 ⊗min `

YB
1

ι3
→ `X1 (`A∞)⊗min `Y1 (`B∞)

where

ι1 = (IdX ⊗FA)⊗ (IdY ⊗FB),

ι2 = Id

ι3 = (IdX ⊗F −1
A )⊗ (IdY ⊗F −1

B ) .

Here the norms of the first and the third maps are at most (AB)3/2 and
(AB)−1 respectively. Indeed, we can verify that the following estimates hold∥∥∥FN : `N∞→ `N1

∥∥∥ ≤ N3/2 and
∥∥∥F −1

N : `N1 → `N∞
∥∥∥ ≤ N−1.
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•
∥∥∥FN : `N∞→ `N1

∥∥∥ ≤ N3/2 : Suppose that ‖x‖∞ = supj |xj | = 1 and denote
F kN (x) =

∑N
j=1 xje

2πi
N jk the coefficients of its image under the transform

FN (x), for each k = 1, . . . ,N . So, we have that

‖FN (x)‖`N1 =

N∑
k=1

F kN (x)
 (cs)
≤
√
N
( N∑
k=1

F kN (x)
2 )1/2

(p)
=
√
N
( N∑
j=1

xj2 )1/2

≤
√
N

N∑
j=1

xj
≤
√
N ·N = N3/2

where inequality (cs) follows from the Cauchy-Schwarz inequality
and (p) is due to the Lemma 4.2.2 that we prove later.

•
∥∥∥F −1

N : `N1 → `N∞
∥∥∥ ≤ N−1: This is quite clear since

∑
j |xj | = 1 implies that

∥∥∥F −1
N (x)

∥∥∥
`N∞

= sup
k

 1
N

N∑
j=1
xje
− 2πi
N jk

 ≤ 1
N

N∑
j=1
|xj | =

1
N

Finally, the first map (IdX ⊗FA)⊗ (IdY ⊗FB) indeed has norm at most (AB)3/2

due to the metric mapping property of the ϸ-norm, the third map
(IdX ⊗F −1

A )⊗ (IdY ⊗F −1
B ) has norm less than or equal to (AB)−1 because of

the metric mapping property of the minimal tensor norm and the fact that
the c.b. norm of the Fourier inverse equals its operator norm (see Theorem
3.9 [9]). Finally, Grothendieck’s theorem says that the second map has
norm at most KCG . Composing the three estimates proves the assertion. �

Lemma 4.2.2. Let {ej : j = 1, . . . ,N} be the usual o.n.basis of `N2 and consider

the linear map

F = FN : `N2 → `N2 : ej 7→ fj :=
1
√
N

N∑
k=1

ωjkek, j = 1, . . . ,N

where ω := exp(2πi
N ).
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The map F is a unitary operator, and hence it preserves the `2 norm. To

see this, it is enough to verify that the family {fj} is orthonormal (hence it will

be a basis of `N2 ).

Proof. Indeed, we have

〈fj, fj′〉 =
1
N

N∑
k,k′=1

〈ωjkek,ω
j′k′ek′〉 =

1
N

N∑
k=1

ω−jkωj
′k

This is 1 if j = j′. And if j , j′, then, writing ω1 for ωj
′−j we have

1
N

N∑
k=1

ω−jkωj
′k =

1
N

N∑
k=1

ωk1 = 0

because ω1 , 1 and

(1−ω1)
N∑
k=1

ωk1 = ω1−ω
N+1
1 = 0

since ω1 is an N-th root of unity.

Here is the matrix of FN wrt {ej : j = 1, . . . ,N}:

1
√
N



ω ω2 . . . ωN−1 1
ω2 ω4 . . . . . . 1
...

... . . . . . .
...

ωN−1 ... . . . . . . 1
1 ω2(N−1) . . . . . . 1


.

�
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Entanglement in nonlocal games

The study of multiplayer games in quantum information theory is moti-
vated by the desire to develop a quantitative understanding of the nonlocal
properties of entanglement. In the previous chapters we focused on the
ratio of the entangled and classical values of games as a measure of non-
locality. In this chapter we refine the notion by investigating how other
measures of entanglement such as Schmidt rank or entropy of entangle-
ment, are reflected in the properties of nonlocal games. In the first section
we establish a more firm ground for the understanding of the notion of
entanglement while in the next section we provide upper bounds for the
ratio ω∗/ω as a function of the Schmidt rank of the entangled state.

5.1 Quantifying entanglement

In this section we will briefly present some of the notions concerning the
formalization and the quantitative understanding of entanglement. For a
more extensive approach we refer to [21] and [22].

In quantum probability theory, states are the positive operators of unit
trace on a Hilbert spaceH . The space of all states is often denoted by S(H).
States are also called density operators or even density matrices. The
extreme points of this space are the one-dimensional projections, which
are called pure states. For any unit vector |u〉, the operator |u〉〈u| is a one-
dimensional projection. Up to multiplication by a scalar of unit modulus,
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the unit vector |u〉 is uniquely determined by the pure state |u〉〈u| and
hence we often refer to |u〉 itself as the pure state. Note that |u〉〈u| is an
operator of unit trace, usually called the density operator corresponding to
the state |u〉. We first state and prove an important property of pure states
in a bipartite Hilbert space HA⊗HB. We may also denote by O(H) the set
of selfadjoint operators on H which we also call observables.

Theorem 5.1.1 (Schmidt Decomposition). Every pure state |ψ〉 ∈ HA⊗HB

can be written in terms of non-negative real coefficients {λk}dk=1, where d =

min
{
dim(HA),dim(HB)

}
, and two orthonormal sets {|φAk 〉} ⊆ HA and {|ψBk 〉} ⊆

HB as,

|ψ〉 =
d∑
k=1

λk |φ
A
k 〉|ψ

B
k 〉

where
∑d
k=1λ

2
k = 1.

Proof. Write dA = dim(HA) and dB = dim(HB) and assume that dA ≥ dB. We
can write a vector |ψ〉 ∈ HA⊗HB in terms of orthonormal bases as

|ψ〉 =
dA,dB∑
i,j=1

ai,j |iA〉|jB〉

Let E = [ai,j] ∈MdA,dB be the corresponding matrix, then, by singular value
decomposition, there exist unitaries U ∈ MdA , V ∈ MdB and a positive di-
agonal Σ ∈ MdB whose entries {λk}dBk=1 are the singular values of E, such
that

E = U

Σ0
V ∗

Thus,

|ψ〉 =
∑
i,j,k

ui,kλkvk,j |iA〉|jB〉

=

dB∑
k=1

λk |φ
A
k 〉|ψ

B
k 〉
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where the vectors {|φAk 〉} consitute an orthonormal set in HA and {|ψBk 〉}
in HB due to the fact that U,V are unitary. Moreover, since |ψ〉 is unit
vector, the corresponding matrix has Frobenius norm equal to one: ‖E‖2 =∑
i,j |ai,j |

2 = 1 which in turn implies that
∑
k λ

2
k = 1. �

Remark 5.1.2. In fact, for a vector |ψ〉 ∈ HA⊗HB we write

|ψ〉 =
r∑

k=1
λk |φ

A
k 〉|ψ

B
k 〉

where r = rank(E) is the rank of the corresponding matrix, since rank(E) =

rank(Σ), where the latter equals the number of non zero diagonal entries of

Σ.

Definition 5.1.3 (Partial trace). Let HA,HB be Hilbert spaces. The partial

trace over HB is the map

TrHB := IdHA ⊗Tr : B(HA)⊗B(HB)→B(HA)

Its action is given by

TrHB(A⊗B) = A(Tr (B))

for A ∈ B(HA) and B ∈ B(HB). Similarly, we define the partial trace overHA

as TrHA := Tr⊗ IdHB .

Given a density operator ρAB ∈ HAB := HA⊗HB, the reduced state or
marginal state on HA denoted as ρA, is obtained by tracing over HB : ρA =

TrB(ρAB). Similarly we obtain the reduced state on HB : ρB = TrA(ρAB).
Now, consider the marginals of a pure state |ψ〉 ∈ HAB. It is a simple

exercise to show that the marginals of |ψ〉 are not pure in general, they are
mixed states.

Lemma 5.1.4. The reduced states of the density operator |ψ〉〈ψ| correspond-

ing to the pure state |ψ〉 =
∑r
k=1λk |φ

A
k 〉|ψ

B
k 〉 are given by

ρA =

r∑
k=1

λ2
k |φ

A
k 〉〈φ

A
k |, ρB =

r∑
k=1

λ2
k |ψ

B
k 〉〈ψ

B
k |
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Proof. Note first that

|ψ〉〈ψ| =
∑
k,l

λkλl |φ
A
k 〉〈φ

A
k | ⊗ |ψ

B
k 〉〈ψ

B
k |

and also that TrB = IdA⊗Tr where its action on product operators is given
by TrB(T ⊗S) = (Tr (S))T . Hence,

ρA = TrB(|ψ〉〈ψ|) =
∑
k,l

λkλl |φ
A
k 〉〈φ

A
l | ·Tr(|ψBk 〉〈ψ

B
l |)

=
∑
k,l

λkλl |φ
A
k 〉〈φ

A
l | ·

〈
ψBk |ψ

B
l

〉
=

∑
k,l

λkλl |φ
A
k 〉〈φ

A
l | ·δ

k
l

=

r∑
k=1

λ2
k |φ

A
k 〉〈φ

A
k |

where we used the fact that Tr (|u〉〈v|) = 〈v|u〉. �

Thus, the marginals of a pure state are no longer pure, they are mixed
states, contrary to the classical case, where the marginals of the extreme
points of the set of joint distributions are in fact extreme points of the
set of distributions over the individual sample spaces. This important
departure from classical probability theory, leads naturally to the notion
of entanglement.

According to the Schmidt decomposition, to any pure state |ψ〉, we can
associate a probability distribution {λ2

1, . . . ,λ
2
r }.

The Shannon entropy of a classical probability distribution p= {p1, . . . ,pk}

is defined as
H(p) = −

∑
1≤i≤k,pi>0

pi logpi .

Analogously, the von Neumann entropy of a quantum state ρ is defined
as

S(ρ) := H(λ(ρ)),

where λ(ρ) is the vector of eigenvalues of ρ. The von Neumann entropy can
be also expressed as

S(ρ) = −Tr
(
ρ logρ

)
,
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where ρ logρ refers to the operator obtained by extending the function

f (t) =

t log t, if t > 0

0, if t = 0

to the case of positive semidefinite operators by defining the map

f (T ) =

m∑
k=1

f (λk)Ek

where λk are the eigenvalues and Ek are projections on the eigenspace
according to the spectral theorem.

Now, given a joint distribution over two sample spaces A,B, the Shannon
entropy of the joint distribution is always greater than the Shannon entropy
of the marginals, that is, H(AB) ≥ H(A). But in quantum systems, while
the pure states of a joint system will always have zero entropy, it is not the
case in general for their reduced states will have non-zero entropy. Indeed,
for a pure state |ψ〉 in a joint system HAB we have S(|ψ〉〈ψ|) = 0, whereas
for the marginals S(ρA) = S(ρB) = −

∑
k λ

2
k logλ2

k. In fact, for pure states of
two systems, A and B, the entropy of the reduced density matrix of either
A or B is a measure of entanglement.

Furthermore, for a bipartite pure state |ψ〉, the Schmidt decomposition
provides a way of quantifying the deviation of |ψ〉 away from a product
pure state. The number of product states in the Schmidt decomposition
and the relative weights assigned to the different product states, quantify
the entanglement of state |ψ〉.

Definition 5.1.5 (Schmidt rank). Given a bipartite pure state |ψ〉 ∈ HAB

with a Schmidt decomposition |ψ〉 =
∑r
k=1λk |φ

A
k 〉|ψ

B
k 〉,

1. The number r of non-zero coefficients λk is defined to be the Schmidt

rank of the state |ψ〉.

2. A bipartite pure state |ψ〉 is said to be entangled if it has Schmidt rank

greater than one.

3. S(ρA) (= S(ρB)) is a measure of the entanglement of the pure state |ψ〉.
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If a pure state ρ ∈ HAB is not entangled, i.e. it is written as ρ = |ψ〉〈ψ|

with |ψ〉 = |ψ1〉⊗ |ψ2〉. So, the Schmidt rank is r = 1 and also λ1 = 1, which
means that S(ρA) = S(ρB) = 0 and thus the von Neumann entropy is indeed
a legitimate way to distinguish between entangled and not entangled pure
states.

For a d-dimensional space, the von Neumann entropy of any state is
bounded from above by logd. Therefore, the maximum entanglement of a
bipartite pure state |ψ〉 ∈ HAB is logmin(dA,dB).

Remark 5.1.6. If d = min(dA,dB), the maximally entangled state inHAB

is

|ψd〉 =
1
√
d

d∑
i=1
|iA〉|iB〉

where {|iA〉} and {|iB〉} are orthonormal bases in HA and HB respectively.

5.2 Dimension-dependent bounds for two-player

games

To study the Schmidt rank, for any Bell functional M and integer d, define

ω∗d(M) = sup


∑
x,y;a,b

Ma,b
x,y 〈ψ|A

a
x ⊗B

b
y |ψ〉


where the supremum is taken over all r ≤ d, vectors |ψ〉 ∈ Ball(Cr ⊗Cr)
and families of POVM’s {Aax }a and {Bby}b in Mr . Clearly (ω∗d(M))d forms an
increasing sequence that converges to ω∗(M) as d→∞. Thus, the quantity

sup
M

ω∗d(M)
ω(M)

expresses the largest violation of a Bell inequality achievable by states of
Schmidt rank at most d. In this section we describe known bounds for this
quantity.

Proposition 5.2.1. Let G a two-player game and M a Bell functional then

for every d ≥ 1,
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1. ω∗d(G) ≤ d ω(G),

2. ω∗d(M) ≤ 2d ω(M).

Proof. 1. Consider families of POVM’s {Aax }x,a, {Bby}y,b in Md and a pure
state |ψ〉 ∈ Cd⊗Cd. By the Schmidt decomposition, we can write |ψ〉 =∑d
k=1λk |φk〉⊗ |ψk〉 where

∑d
k=1 |λk |

2 = 1. Thus,∑
x,y;a,b

Ga,bx,y 〈ψ|A
a
x ⊗B

b
y |ψ〉 =

∑
k,l

λkλl
∑
x,y;a,b

Ga,bx,y 〈φk |A
a
x |φl〉〈ψk |B

b
y |ψl〉

≤ dmax
k,l


∑
x,y;a,b

Ga,bx,y 〈φk |A
a
x |φl〉〈ψk |B

b
y |ψl〉

 (5.2.1)

where the inequality above comes from the fact that
∑k,l λkλl

 ≤ d. In-
deed, recall that ‖x‖1 ≤

√
n ‖x‖2, for all x ∈ Rn, so for x = (λk)dk=1 we have

that
∑k,l λkλl

 =
∑k λk

2
≤ d

∑
k |λk |

2 and since
∑k
k=1 |λk |

2 = 1 we have
the assertion. Now fix k, l and an x ∈ X and note that∑

a

〈φk |Aax |φl〉 ≤∑
a

〈φk |Aax |φk〉 1
2
〈φl |Aax |φl〉 1

2

≤

(∑
a

〈φk |Aax |φk〉) 1
2
(∑
a

〈φl |Aax |φl〉) 1
2

= 1

where the first two inequalities follow from the positivity of the {Aax } and the
Cauchy-Schwarz inequality while the equality in the end comes from the
fact that again each Aax is positive and add up to the identity,

∑
a A

a
x = Id

and the set {φk}k is orthonormal. Indeed, check that∑
a

〈φk |Aax |φk〉 =
∑
a

〈φk |A
a
x |φk〉 = 〈φk |

∑
a

Aax |φk〉 = ‖φk‖
2 = 1

Applying the same arguments for Bob’s POVM and using that G has non-
negative coefficients, we get that for every k, l,

∑
x,y;a,b

Ga,bx,y 〈φk |A
a
x |φl〉〈ψk |B

b
y |ψl〉

 ≤
∑
x,y;a,b

Ga,bx,y
〈φk |Aax |φl〉〈ψk |Bby |ψl〉 ≤ ω(G)
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Together with 5.2.1, this proves the first estimate.
2. For the second estimate, proceed as above to obtain again 5.2.1. It

thus suffices to show that for every k, l


∑
x,y;a,b

Ma,b
x,y 〈φk |A

a
x |φl〉〈ψk |B

b
y |ψl〉

 ≤ 2ω(M)

Fix k, l and decompose the rank-one operator ρ = |φl〉〈φk | as ρ = ρ1 + iρ2,
where ρj, j = 1,2 are selfadjoint operators with

∥∥∥ρj∥∥∥Sd1 ≤ 1. This follows from
the fact that the operator ρ has one non-zero singular value and that ‖ρ‖ =

σmax(ρ) = 1, so ‖ρ‖Sd1 = 1 and as a consequence
∥∥∥ρj∥∥∥Sd1 ≤ ‖ρ‖Sd1 = 1. By the

spectral theorem for the Hermitian operators ρj, each ρj can be expressed
as ρj =

∑d
s=1a

j
s|f

j
s〉〈f

j
s |, where a js ∈R,

∑d
s=1 |a

j
s| ≤ 1 and {|f js〉} is an orthonormal

basis of Cd for j = 1,2. Now observe that 〈φk |Aax |φl〉 = Tr
(
Aax |φl〉〈φk |

)
and

thus, by linearity of the trace,

〈φk |A
a
x |φl〉 =

d∑
s=1

a js〈f
1
s |A

a
x |f

1
s 〉+ i

d∑
s=1

a js〈f
2
s |A

a
x |f

2
s 〉.

Hence,


∑
x,y;a,b

Ma,b
x,y 〈φk |A

a
x |φl〉〈ψk |B

b
y |ψl〉

 ≤
2∑
j=1

d∑
s=1
|a js|


∑
x,y;a,b

Ma,b
x,y 〈f

j
s |A

a
x |f

j
s〉〈ψk |B

b
y |ψl〉


≤ 2 sup

P∈PC(AB |XY)


∑
x,y;a,b

Ma,b
x,y P(a|x)〈ψk |Bby |ψl〉


where in the last inequality we used that (P(a|x))x,a = (〈f |Aax |f 〉)x,a is a clas-
sical probability distribution for every unit vector |f 〉. Since the coefficients
Ma,b
x,y are real, then for every P ∈PC(AB |XY), the operator

∑
x,y;a,bM

a,b
x,y P(a|x)Bby
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is a selfadjoint operator inMd. So for any P ∈PC(AB |XY), its norm satisfies
∑
x,y;a,b

Ma,b
x,y P(a|x)〈ψk |Bby |ψl〉

 =

〈ψk |
∑
x,y;a,b

Ma,b
x,y P(a|x)Bby |ψl〉


≤

∥∥∥∥∥∥∥∥
∑
x,y;a,b

Ma,b
x,y P(a|x)Bby

∥∥∥∥∥∥∥∥
= sup
|ψ〉∈Ball(Cd)


∑
x,y;a,b

Ma,b
x,y P(a|x)〈ψ|Bby |ψ〉


≤ ω(M).

�
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Appendix A

A.1 Tensor products

We present here the definition and the main theorem concerning tensor
products of vector spaces. For proof of the following results see [23]. For a
different approach see [24].

Let E, F and M be complex vector spaces. Let also φ : E × F → M a
bilinear map.

Definition A.1.1. We say that E and F are φ-linearly disjoint if the following

holds:

Let {x1, . . . ,xn} be a finite subset of E, and {y1, . . . ,yn} a finite subset of F,

satisfying
n∑
i=1

φ(xi ,yi) = 0.

Then, if x1, . . . ,xn are linearly independent, y1 = · · · = yn = 0,

and if y1, . . . ,yn are linearly independent, x1 = · · · = xn = 0 .

Definition A.1.2. A tensor product of E and F is a pair (M,φ), consisting of

a vector space M and a bilinear map φ : E×F →M such that:

1. The image of E×F under φ, spans the space M.

2. E and F are φ-linearly disjoint.
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We will first prove the existence of the tensor product and the well-
known "universal property" which states that tensor products are unique
up to isomorphisms. Let’s see first an equivalent definition of the φ-linearly
disjointness.

Proposition A.1.3. Let E, F and M vector spaces and φ a bilinear map from

E×F into M. Then the following are equivalent"

1. E and F are φ-linearly disjoint

2. Let {xi}ni=1 and {yj}mj=1 be linearly independent sets of vectors in E and

F respectively. Then {φ(xi ,yj)}i,j are linearly independent vectors in M.

Theorem A.1.4. Let E,F be two vector spaces.

1. (Existence) There exists a tensor product of E and F.

2. (Universal property) Let (M,φ) be a tensor product of E and F. Let G be

any vector space, and b : E ×F → G any bilinear map. There exists a

unique linear map B :M → G such that the following diagram

E×F G

M

φ

b

B

is commutative.

3. (Uniqueness) If (M1,φ1) and (M2,φ2) are two tensor products of E and

F, there exists a linear isomorphism π from M1 into M2 such that the

following diagram

E×F M2

M1

φ1

φ2

π

is commutative.
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The tensor product of E and F will be denoted by E ⊗F and the bilinear

map φ of E×F into E⊗F will be denoted by

(x,y) 7→ x ⊗y

rather than φ.

Remark A.1.5. To rephrase the universal property, if G is a vector space

and b : E × F → G a bilinear map, then there exists a unique linear map

B : E⊗F →G such that B(x ⊗y) = b(x,y). That is, the space of bilinear maps

E×F → G is isomorphic to the space of linear maps E⊗F → G:

B(E×F,G) � L(E⊗F,G).

A.2 Operator theory

Definition A.2.1 (Inner product). Let V be a vector space over the field C.

An inner product on V is a map

〈·, ·〉 :V×V→ C

such that:

1. It is linear in the second argument:

〈x,λy1 +µy2〉 = λ〈x,y1〉+µ〈x,y2〉

for all x,y1,y2 ∈ V and λ, µ ∈ C

2. It is Hermitian:

〈x,y〉 = 〈y,x〉

for all x,y ∈ V

3. It is positive definite:

〈x,x〉 ≥ 0

for all x ∈ V with equality if and only of x = 0.
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Definition A.2.2. IfH is a complex vector space and 〈·, ·〉 is an inner product

on H , then we call the pair (H , 〈·, ·〉) a pre-Hilbert space. A pre-Hilbert

space becomes a normed space with the norm induced by the inner product

‖ · ‖H := 〈·, ·〉
1
2 .

Definition A.2.3. A complete pre-Hilbert space is called a Hilbert space.

Example A.2.4. The space Cn equipped with the inner product 〈x,y〉 :=∑n
i=1 xiyi is a Hilbert space, equipped with the Euclidean norm ‖x‖2 :=

√
〈x,x〉=√∑n

i=1 |xi |
2. When referring to Cn we will usually mean (Cn,‖ · ‖2) which will

be also denoted by `n2 = (Cn,‖ · ‖2).

Example A.2.5. IfH1,H2 are Hilbert spaces, then so isH1⊕H2 with inner

product

〈(v1,v2), (w1,w2)〉H1⊕H2 := 〈v1,w1〉H1 + 〈v2,w2〉H2

Similarly H1⊗H2 becomes a Hilbert space, with inner product

〈v1⊗v2,w1⊗w2〉H1⊗H2 := 〈v1,w1〉H1 · 〈v2,w2〉H2

and taking the completion as we already discussed in Section 1.1.

Remark A.2.6. Note that if T ∈ B(H1,H2) where H1,H2 Hilbert spaces,

‖T‖ = sup{‖Tx‖2 : x ∈ Ball(H1)}

= sup{| 〈y,Tx〉2 | : x ∈ Ball(H1),y ∈ Ball(H2)}

Theorem A.2.7 (adjoint). Let H1,H2 be two Hilbert spaces and T :H1 →

H2 be a bounded operator, then there exists a unique bounded operator

T ∗ :H1→H2 such that

〈T ∗x2,x1〉H1 = 〈x2,Tx1〉H2

for all x1 ∈ H1, x2 ∈ H2

The operator T ∗ : H1→ H2 is called the adjoint of T and it is a bounded
operator for which ‖T ∗‖ = ‖T‖.
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Remark A.2.8. When T = T ∗, then T is called selfadjoint or Hermitian.

Definition A.2.9 (Involution). LetA be a complex algebra. We call involution

a map A−→A : a 7→ a∗ with the following properties :

1. (a +λb)∗ = a∗+ λ̄b∗

2. a∗∗ = a

3. (ab)∗ = b∗a∗

for each a,b ∈ A and λ ∈ C

We call such an algebra a ∗-algebra.

Remark A.2.10. The map A 7→ A∗ on B(H) is an involution.

Definition A.2.11. A Banach algebraA, is an associative algebra equipped

with a norm, such that

‖x ·y‖ ≤ ‖x‖ · ‖y‖

for all x,y ∈ A and that is also a complete space (Banach) with respect to

that norm.

Definition A.2.12 (C*-algebra). Let (A,∗) be a Banach algebra with involu-

tion. We say that (A,∗) is a C*-algebra if its norm satisfies the C*-property:

‖a∗a‖ = ‖a‖2.

Definition A.2.13. A linear map φ :A→B, between C*-algebras is called a

∗-homomorphism if it preserves the products and the adjoints. If in addition

φ is a bĳection, it is called ∗-isomorphism.

Proposition A.2.14. If φ :A→B is an injective ∗-homomorphism between

Cs-algebras, then φ is isometric.

Proposition A.2.15. If H is a Hilbert space, then B(H) is a C*-algebra.
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Let A and B be two ∗-algebras. One can make their algebraic tensor
product A⊗B a ∗-algebra, by defining the operations

(a ⊗b)(c⊗d) = ac⊗bd

and
(a ⊗b)∗ = a∗⊗b∗

for all a,c ∈ A and b,d ∈ B.
If we also equip A⊗B with a norm ‖ · ‖γ that satisfies the C*-algebra

axioms

‖xy‖γ ≤ ‖x‖γ ‖y‖γ
∥∥∥x∗x∥∥∥

γ
= ‖x‖2γ

for all x,y ∈ A⊗B, then the completion with respect to such a norm, of the
algebraic tensor product A⊗B is a C*-algebra, which we denote by A⊗̂γB
or A⊗γB or simply A⊗B whenever it is clear from the context what we
mean.

Remark A.2.16. Let (E, 〈·, ·〉), (F, 〈·, ·〉) be two finite dimensional pre-Hilbert

spaces and let also {e1, . . . ,en} ⊆ E and {f1, . . . , fk} ⊆ F be two orthonormal

bases. Then,

B(E,F ) �Mk,n(C).

Indeed, every linear map T : E→ F defines a matrix [ai,j] ∈Mk,n(C) by setting

ai,j = 〈fi ,Tej〉 and every matrix A = [ai,j] defines an operator TA : E → F by

acting on column vectors of coefficients with matrix multiplication, that is: if

x =
∑n
i=1 xiei ∈ E, then TA(x) =

∑k
j=1yjfj where

y1
...

yk

 = [ai,j]


x1
...

xn

 =


∑n
j=1a1,jxj
...∑n

j=1ak,jxj.


Corollary A.2.17. Let Mn(C) be the space of n ×n matrices, we define the

selfadjoint of a matrix A = [ai,j] ∈ Mn to be A∗ = [aj,i]. Then by the above

lemma

B(Cn,Cn) �Mn(C).
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Moreover, the isomorphism preserves linearity, multiplication and the ad-

joints .

Corollary A.2.18. As `n2 = (Cn,‖ · ‖2) is a Hilbert space, then B(`n2) is a C*-

algebra. Using the identification Mn(C) � B(Cn) we conclude that Mn(C)

is also a C*-algebra if we use the induced operator norm on matrices.

More specifically the operator norm induced by the Euclidean norm, i.e.,

the spectral norm (0.3.10).

Definition A.2.19 (Trace). Let H be finite dimensional Hilbert space with

dim(H) = n. We define the Trace of an operator T :H →H , to be the trace of

its matrix representation. That is, if T defines a matrix [Ti,j] by Ti,j = 〈ei |T |ej〉,

then its trace is defined by

Tr (T ) := Tr
(
[Ti,j]

)
=

n∑
i=1
〈ei |T |ei〉.

Note that the definition of the trace does not depend on the choice of basis.

Remark A.2.20. A ‖ · ‖−closed subalgebraA⊆B(H) is a C*-algebra iff it is

selfadjoint, i.e., is it satisfies A ∈ A⇒ A∗ ∈ A.

Theorem A.2.21 (Gelfand-Naimark). Every C*-algebra A is isometrically

*-isomorphic to a closed C*-subalgebra of a B(H) for some Hilbert spaceH ,

i.e., there exists a Hilbert space H and a map π :A→B(H) that preserves

the algebraic structure and the norm.

Definition A.2.22. Suppose A is a Banach algebra with a unit 1. An

element x ∈ A is called invertible if there exists an x−1 ∈ A such that xx−1 =

x−1x = 1. We denote the set of these x by Inv(A).

Definition A.2.23 (Spectrum). SupposeA is a Banach algebra with a unit

1 and an element x ∈ A. The spectrum σ(x) of x is the set

σ(x) := {λ ∈ C : λ1−x < Inv(A)}.
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Definition A.2.24. If A is a C*-algebra and a ∈ A then:

1. If a∗a = aa∗, then a is called normal.

2. If a = a∗, then a is called selfadjoint.

3. If also A has a unit 1, an x ∈ A is called unitary if a∗a = 1 and aa∗ =

1.

4. If a = a∗ and σ(a) ⊆ R+, then a is called positive.

Remark A.2.25. If A is a C*-algebra, we may write a ≥ 0 when a ∈ A is

positive. We also say a ≥ b for a,b ∈ A if a −b ∈ A+.

Remark A.2.26. Denote by A+ the set of all positive elements of A. One

can see that A+ = {b∗b : b ∈ A} and it is also a norm-closed cone.

Definition A.2.27. 1. We say that an operator A ∈ B(H) is a positive

operator, if 〈x,Ax〉 ≥ 0 for every x ∈H . We denote the set of all positive

operators on H by B+(H).

2. If also A,B ∈ B+(H), we write A ≥ B if 〈x,Ax〉 ≥ 〈x,Bx〉 for all x ∈ H ,

that is, if A−B ∈ B+(H).

Theorem A.2.28. Let H be a Hilbert space and M ⊆H a closed subspace.

Then,

H =M ⊕M⊥.

So, for every x ∈ H we write x = PM (x) + PM⊥(x), where PM (x) ∈ M and

PM⊥(x) ∈ M⊥. The map PM : H → H is a bounded linear operator called

the projection on M.

Proposition A.2.29. An operator P ∈ B(H) is a projection if and only if it

satisfies P = P2 = P∗.

Proposition A.2.30. An operator U ∈ B(H) is unitary (i.e. UU ∗ = U ∗ = IdH )

if and only if U is isometric and surjective.

Theorem A.2.31. Let T ∈ B(H). The following properties are equivalent:
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1. T is a positive operator

2. There exists B ∈ B(H) positive, such that T = B2

3. There exists S ∈ B(H), such that T = S∗S

4. T = T ∗ and σ(T ) ⊆ R+

Proposition A.2.32. If T ∈ B(H) is selfadjoint, then

‖T‖ = sup{|〈h,Th〉| : ‖h‖ = 1}

Theorem A.2.33 (Spectral theorem). Let H be a finite dimensional Hilbert

space and T ∈ B(H) be a normal operator. Then, there exist a positive

integer m, distinct λ1, . . . ,λm ∈ C and nonzero projections E1, . . . ,Em ∈ B(H)

with
∑m
k=1Ek = IdH such that,

T =

m∑
k=1

λkEk.

Each scalar λk is an eigenvalue of T and Ek is the projection operator onto

the eigenspace corresponding to the eigenvalue λk.

Theorem A.2.34 (Spectral decomposition). Let H be an n-dimensional

Hilbert space and T ∈ B(H) a normal operator. Then, there exist an or-

thonormal basis {|ψk〉}nk=1 of H such that

T =

n∑
k=1

λk |ψk〉〈ψk |

where {λ1, · · ·λn} are the eigenvalues of T .

Remark A.2.35. Note that in the spectral decomposition of a selfadjoint

operator T , the eigenvalues {λk} are real. Moreover, if the operator is positive,

then its eigenvalues are non-negative.

Theorem A.2.36 (Singular value decomposition). Let A ∈Mn,m be a matrix

with complex coefficients, let q = min{n,m} and suppose that rank(A) = r.

Then,
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There exist unitary matrices V ∈Mn and W ∈Mm such that

A = VΣW,

where

Σ =



Σq if m = n,[
Σq 0

]
∈Mn,m if m> n,Σq0

 ∈Mn,m if m< n,

in which Σq is the diagonal matrix

Σq =


σ1 0

. . .

0 σq


where σ1 ≥ · · · ≥ σr > 0 = σr+1 = · · · = σq.

If we order the non-zero eigenvalues of the positive matrixA∗A as λ1(A∗A)≤

· · · ≤ λr(A∗A), then the parameters σ1, . . . ,σr are exactly the positive square

roots of these eigenvalues. That is, σi =
√
λi(A∗A) for all i = 1, . . . , r. The

scalars σ1, . . . ,σr are called the singular values of A.
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Blok, J. Ruitenberg, R. F. L. Vermeulen, R. N. Schouten, C. Abellán,
W. Amaya, V. Pruneri, M. W. Mitchell, M. Markham, D. J. Twitchen,
D. Elkouss, S. Wehner, T. H. Taminiau, and R. Hanson, ‘‘Experimen-
tal loophole-free violation of a Bell inequality using entangled electron
spins separated by 1.3 km,’’ 2015.

[5] J. F. Clauser, M. A. Horne, A. Shimony, and R. A. Holt,
‘‘Proposed Experiment to Test Local Hidden-Variable Theories,’’ Phys.

135

https://link.aps.org/doi/10.1103/PhysRev.47.777
https://link.aps.org/doi/10.1103/PhysicsPhysiqueFizika.1.195
https://link.aps.org/doi/10.1103/PhysRevLett.47.460


136

Rev. Lett., vol. 23, pp. 880–884, Oct 1969. [Online]. Available:
https://link.aps.org/doi/10.1103/PhysRevLett.23.880

[6] K. Parthasarathy, An Introduction to Quantum Stochastic Calculus,
ser. Monographs in Mathematics. Birkhäuser Basel, 1992.
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