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## Abstract

In this thesis we present results and techniques from random matrix theory, the theory which studies matrices whose entries are random variables, and their connection to quantum information theory.

More precisely, first we define the concept of the empirical spectral distribution of a matrix, which is the uniform discrete measure which is induced by the eigenvalues of the matrix. Next we study the limiting behaviour, in the sense of weak convergence of random variables, of the empirical spectral distribution of random matrices as their size grows. The cases we study, under certain conditions such as i.i.d. entries, finite moments and more, are the following:

1. The case of square symmetric random matrices.
2. The case of the product of a random matrix (not necessary square) with its conjugate transpose matrix, when the dimensions of the matrix are proportional.
3. The case of the product of a random matrix (not necessary square) with its conjugate transpose matrix, when one dimension grows faster than the other.

In each of these cases we show that the limit is a probability measure which is absolutely continuous to the Lebesgue measure and has compact support. Moreover, in each of these cases, we prove that the extreme eigenvalues of the matrices converge to the extreme points of the support of the corresponding limit of the empirical spectral distribution of the matrices, when the entries follow the standard Gaussian distribution.

Next we present tools from random matrix theory that are useful in quantum information theory. We define several concepts such as the $\infty$-Wasserstein distance and the random (quantum) induced states, and prove some of their properties. It is proven that the concept of random quantum state is strongly related with matrices with standard Gaussian entries. Taking advantage of this connection we apply the results of the previous chapter to the study of random quantum states.

In the last chapter, using the results that we obtain for the random quantum states, we prove the existence of a threshold function which depends only on the dimension of the space and separates with high probability the states which are entangled from those that are not entangled, having as a criterion the dimension of the space from which the states have been induced.
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## Introduction

In this thesis we are going to study the interface between random matrix theory and quantum information theory.

## Historical background and general description

Classical information theory studies the transmission, processing, extraction, and utilization of information. Abstractly, information can be thought of as the resolution of uncertainty. As quantum mechanics progressed, several information theoretic concepts were introduced such as quantum information, which is the information of the state of a quantum system, and played important role in the area. This is hardly surprising, since quantum mechanics, as usually presented, is a probabilistic theory.

However, in the 1990s quantum information theory emerged as a distinct discipline. Moreover, as quantum information theory has been progressing it has been characterized as the mathematical framework necessary for the building of a quantum computer.

On the other hand, in 1955 the nuclear physicist E. Wigner [1] introduced the concept of random matrices (i.e. matrices whose entries are random variables) making the assumption that the spacings between the lines in the spectrum of a heavy atom nucleus should resemble the spacings between the eigenvalues of a random matrix, and should depend only on the symmetry class of the underlying evolution. By that, the mathematical field of random matrix theory was born and since then it has been connected with several research areas such as asymptotic geometric analysis (and more precisely high-dimensional probability), physics, numerical analysis, mathematical statistics, theoretical neuroscience, optimal con-
trol and more.
Over the last dozen or so years, it has become clear that quantum information theory is closely linked to geometric functional analysis (Banach space theory, operator spaces, high-dimensional probability) and random matrix theory. In this thesis we study the interface between quantum information theory and random matrix theory.
We have separated the thesis in three parts.

## Part 1

Both quantum information theory and random matrix theory use tools from several research areas of mathematics such as geometric functional analysis, combinatorics, probability theory, operator theory and linear algebra. In the first part of this thesis we present all these tools and give a few proofs. We have avoided to give extended proofs in this part because if we did we would lose focus on the main goal of the thesis. More precisely this part contains the following:

- In both random matrix theory and in quantum information theory matrices play a crucial role. So it is only natural that we introduce the appropriate norms (the analogues of the $\ell_{p}$ norms in $\mathbb{R}^{n}$ or $\mathbb{C}^{n}$ ) on the matrix spaces.
- Next we present Dirac's Bra-Ket notation which is a well known way to denote elements in quantum mechanics.
- Probability theory is in the core of this thesis so several "classical" results such as the Borel-Cantelli lemma and Fubini-Tonelli theorem are presented since they are necessary
- In the same section we introduce the concept of a probability metric space, i.e a metric space equipped with the Borel $\sigma$-algebra (the smallest $\sigma$-algebra that contains the open sets produced by the metric) and a probability measure defined on that $\sigma$-algebra.

So one may define the space $\mathbb{P}(X, d)$ of the (Borel) probability measures of a metric space ( $\mathrm{X}, \mathrm{d}$ ). It has been proven (see [2]) that this space is a subspace of the dual of the space of continuous and bounded functions with the sup-norm. On this space one can construct a metric which can
metricize weak convergence, i.e the convergence with respect to the weak topology. Note that, when we are in $\mathbb{R}$, weak convergence is the convergence in distribution that we have seen in probability theory.

We also present Skorohod's theorem, a beautiful theorem which converts the convergence in distribution to almost sure convergence and Haar's theorem which states that every locally-compact group has a unique measure which is invariant under multiplication.

- As mentioned above, geometric functional analysis and high-dimensional probability are strongly related to both random matrix theory and quantum information theory. So it is natural to use several results from that area such as the isoperimetric inequality on the sphere: The $n$-dimensional sphere has a unique probability measure invariant under orthogonal transformations. There are various ways to define this probability measure but from a probabilistic point of view it can be defined as follows: Let $\left\{X_{i}\right\}_{\in[n]}$ be i.i.d. random variables all following $N(0,1)$. Then

$$
s^{n-1}(A)=\mathbb{P}\left(\frac{1}{\left(\sum_{i=1}^{n} X_{i}^{2}\right)^{1 / 2}}\left(X_{1}, X_{2}, \ldots, X_{n}\right) \in A\right) .
$$

The isoperimetric inequality on the sphere states that if $C$ is a ball with respect to the geodesic metric on the sphere then

$$
s^{n-1}\left(C_{\epsilon}\right) \leq s^{n-1}\left(A_{\epsilon}\right), \forall A \subseteq S^{n-1}: s^{n-1}(A)=s^{n-1}(C)
$$

where $A_{\epsilon}=\{x: \operatorname{dist}(x, A)<\epsilon\}$ is the $\varepsilon$-extension of $A$.
After the isoperimetric inequality we also present the well-known KreinMilman theorem which states that for a convex and compact set $K$ we have that

$$
K=\overline{\operatorname{conv}(\operatorname{ext}(K))} .
$$

Next we define several ways to "measure the size" of convex sets and mention some notions and inequalities about the volume radius, the mean width and the Gaussian mean width of sets.

The last result that we need from geometric functional analysis concerns the $\ell$-norm, the $\ell$-position and and the $M M^{*}$ estimate for convex bodies. The $\ell$-norm is defined for all matrices of $\mathbb{R}^{n}$ (or $\mathbb{C}^{n}$ ) as follows: if $G$ is an
n-dimensional vector whose coordinates are i.i.d. random variables all following $N(0,1)$ and $K$ is a convex body containing 0 in its interior then

$$
\ell_{K}(M)=\mathbb{E}\|T(G)\|_{K} .
$$

The $\ell$-position is a special position of a convex body: we say that a convex body in $\mathbb{R}^{n}$ is in $\ell$-position iff the (unique) positive semi-definite matrix $M$ of largest determinant among all matrices in the unit ball with respect to the $\ell_{K}$-norm is a multiple of the identity matrix. A useful property of convex bodies which are in the $\ell$-position is that

$$
1 \leq w(K) w\left(K^{\circ}\right) \leq C \log n
$$

where $w(K)$ denotes the mean width of $K$.

- Next we present the tensor product of two Hilbert spaces. The tensor product of Hilbert spaces is the appropriate way to define the states used in quantum mechanics.

The physical phenomena that characterize quantum states such as entanglement and separability are all defined in this section as well.

Despite the way they are defined, in the rest of the thesis we will try to avoid tensor products, as much as we can, taking advantage of the following important property. If $H_{1}, H_{2}$ are two Hilbert spaces then

$$
H_{1} \otimes H_{2}=B\left(H_{1}, H_{2}\right)
$$

where $B\left(H_{1}, H_{2}\right)$ denotes the space of linear operators from $H_{1}$ to $H_{2}$.
So, since we will work on multi-dimensional complex spaces, we will translate states into complex matrices.

- In the last section of the first part we present tools from graph theory and combinatorics such as simple graphs, trees, bipartite graphs and Hall's theorem.


## Part 2

In the second part of the thesis we present and prove several important results from random matrix theory. First we introduce the concept of the
empirical spectral distribution (E.S.D.) of an $n \times n$ matrix $A$ which will be denoted by $\mu_{A}$. More precisely, if $\left\{\lambda_{i}(A)\right\}_{i \in[n]}$ are the eigenvalues of $A$ then

$$
\mu_{A}=\frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_{i}(A)}
$$

where $\delta$ denotes the Dirac measure. In other words, the empirical spectral distribution of a matrix $A$ is exactly the discrete uniform measure on the set of the eigenvalues of $A$.

So one may note that if $A$ is a random matrix then $\mu_{A}$ is also a random measure in $\mathbb{P}(\mathbb{R})$, the set of all Borel probability measures on $\mathbb{R}$.

The three results from random matrix theory that we are going to discuss are Wigner's semicircular law [1], the Marchenko-Pastur law [3] and BaiYin's theorem on convergence to the semicircular law [4]. The first two are "classical" results in random matrix theory. The third one is not so well-known but it is very useful in our case.

Wigner's semicircular law
In this section we prove the weak convergence of the empirical spectral distribution of a sequence of random symmetric matrices with i.i.d. entries which have finite moments (the theorem has been generalised for entries with are assumed to have only finite second moment, see [5]).

Let $A_{n}$ be a sequence of matrices as above. Then $\mu_{\frac{A_{n}}{\sqrt{n}}}$ converges weakly in probability to the semicircular law, i.e the measure $\sigma$ with density (with respect to the Lebesgue measure)

$$
\sigma(x) d x=\frac{\mathbf{1}_{[-2,2]}(x)}{2 \pi} \sqrt{4-x^{2}} .
$$

There are mainly two known ways to prove such theorems: the Stieltjes method and the moment method. In this thesis we discuss the moment method.

As the name suggests, the moment method is based on establishing that the $k$-th moment of the sequence of the E.S.D. $\mu_{A_{n} / \sqrt{n}}$ converges weakly in probability to the $k$-th moment of the semicircular law. Taking into account:
(i) that since $\sigma(x)$ has bounded support it is uniquely determined by its moments,
(ii) the Weierstrass approximation theorem which states that there exist polynomials as close as we want to a continuous bounded function,
we prove that the deterministic measure $\mathbb{E}\left(\mu_{A_{n} / \sqrt{n}}\right)$ is close (as the dimension grows) to the measure $\mu_{A_{n} / \sqrt{n}}$ and we reduce the proof of the weak convergence to the semicircular law to the following:

$$
\mathbb{E}\left(\int x^{k} d \mu_{A_{n} / \sqrt{n}}\right) \rightarrow \int x^{k} d \sigma(x) \forall k \in \mathbb{N} \text { in probability. }
$$

But it easy to compute that the moments of the semicircular law are

$$
\int x^{k} d \sigma= \begin{cases}0 & \text { if } k \text { is odd } \\ C_{\frac{k}{2}} & \text { if } k \text { is even }\end{cases}
$$

where

$$
C_{n}=\frac{1}{n+1} \frac{(2 n)!}{(n!)^{2}} .
$$

So, using combinatorial analysis we prove that the limit of the $k$-th moment (when $k$ is even) of the E.S.D.'s is in fact the cardinality of the set of all the sequences $\left\{a_{j}\right\}_{j \in[k]}$ with $k$ elements which are all either +1 's or -1 's such that $\forall j \in[k-1] \sum_{m=1}^{j} a_{j} \geq 0, \sum_{j=1}^{k} a_{j}=0$.

Lastly we prove that the cardinality of the set of the sequences mentioned above is given exactly by the sequence of Catalan numbers, which ends the proof of the semicircular law.

## Convergence of the extreme eigenvalues

The next main result that we prove in the thesis is the convergence of the extreme eigenvalues of matrices seen in the Wigner's semicircular law (in the case where the entries are standard Gaussian random variables) to 2 and -2 respectively. In order to do that, we prove two well-known inequalities for the Gaussian measure:
(i) The Gaussian isoperimetric inequality, a result analogous to the spherical isoperimetric inequality, and a consequence of it, which
states that if

$$
\gamma_{n}(A)=\gamma_{1}((-\infty, a])
$$

then for any $\epsilon>0$

$$
\gamma_{n}\left(A_{\epsilon}\right) \geq \gamma_{1}(-\infty, a+\epsilon)
$$

where $\forall m \in \mathbb{N}, \gamma_{m}(A)=\mathbb{P}\left(\left(X_{1}, \ldots, X_{m} \in A\right)\right.$, where $X_{1}, \ldots, X_{m}$ are standard Gaussian random variables.
(ii) Erhard's inequality which states that for any pair of Borel sets $A, B$ in $\mathbb{R}^{n}$

$$
\Phi^{-1}\left(\gamma_{n}(\lambda A+(1-\lambda) B)\right) \geq \lambda \Phi^{-1}\left(\gamma_{n}(A)\right)+(1-\lambda) \Phi^{-1}\left(\gamma_{n}(B)\right)
$$

where $\Phi(x)$ is the distribution function of a standard Gaussian random variable.

Using the results above we prove that for any l-Lipschitz function $f$, if $M_{f}$ is its median then

$$
M_{f} \leq E_{\gamma_{n}}(f)
$$

and a concentration inequality for a 1-Lipschitz function and its median.
Applying these results for $f=\|\cdot\|_{\infty}$ we prove the convergence of the extreme eigenvalues.

## Marchenko-Pastur law

In this case we prove the weak convergence of the E.S.D. of a sequence of random matrices $X_{p \times n} X_{n \times p}^{*} / n$, where $p / n \rightarrow y \in(0,1]$ and the entries of $X_{p \times n}$ are i.i.d. random variables with finite moments, to a deterministic measure $\mu$ that has density (with respect to the Lebesgue measure)

$$
d \mu=\frac{1}{2 \pi x y} \sqrt{(b-x)(x-a) \mathbf{1}_{a \leq x \leq b}}
$$

where

$$
a(y)=(1-\sqrt{y})^{2}, b(y)=(1+\sqrt{y})^{2}
$$

Note that a similar result is true when $y \in(1, \infty)$ under the weaker assumption that just the second moment of the entries of $X_{p \times n}$ is finite.

The methods that are used in order to prove the M-P law are very similar to those used for Wigner's semicircular law. Again we use the moment method and prove that every moment of the E.S.D. tends to the respective moment of $\mu$.

Convergence of the extreme eigenvalues in M-P
As in the Wigner's law case we prove the convergence of the extreme eigenvalues of matrices in the M-P law, when the entries are Gaussian, to $a(y)$ and $b(y)$ respectively. The proof can be found in [6]. It is done by working with a more convenient matrix $Y$ which has the same eigenvalues as $X$.

The tools that are used in the proof include results about the $X$-squared distribution and the Gershgorin circle theorem which states that, for any complex matrix $A$, every eigenvalue of it lies into a circle whose radius is the sum of the 2 -norms of the elements of some of the rows of the matrix.

## Bai-Yin's convergence to the semicircular law

In this section we prove another theorem concerning the weak convergence of the E.S.D. of a sequence of random matrices $A_{p}=\frac{1}{2 \sqrt{n p}}\left(X_{p} X_{p}^{*}-\right.$ $\left.n(p) I_{p}\right)$ to the semicircular distribution.

Here $X_{p}$ is a $p \times n(p)$ random matrix with i.i.d. entries with variance 1 and finite fourth moment. Also $n(p), p \rightarrow \infty$ and $p / n(p) \rightarrow 0$.
In order to prove the convergence we prove several lemmas. The most crucial one simplifies the random matrices we work with. The precise statement is as follows:

Let $Y_{p}$ be a sequence $p \times n$ random matrices with i.i.d. entries such that
(i) $\mathbb{E} Y_{1,1}=0$ and $\mathbb{E} Y_{1,1}^{2}=1+a_{p}$, where $a_{p} \rightarrow 0$ as $p \rightarrow \infty$, and
(ii) $\left|Y_{1,1}\right| \leq \epsilon_{p} n^{1 / 4}$, where $\epsilon_{p} \rightarrow 0$ and $\epsilon_{p} n^{1 / 4} \rightarrow \infty$.

Then the matrix $Z_{p}$ with

$$
Z_{i, i}=0
$$

and

$$
Z_{i, j}=\frac{1}{2 \sqrt{n p}} \sum_{l_{p}} Y_{i, l_{p}} Y_{j, l_{p}} \quad \text { when } i \neq j
$$

has E.S.D. that converges to the semicircular distribution. For the proof we use similar methods (the combinatorial approach, the moment method) as the ones we used for Wigner's semicircular law.

Next we prove several tools which we use in order to prove that the convergence of the simplified matrices $Y_{p}$ to the semicircular law is sufficient for the convergence of the E.S.D. of $X_{p}$.

More specifically we prove that the E.S.D.'s of the truncated and centered matrices $X_{p}^{\prime}$, i.e. the matrices with entries $X_{i, j} 1_{\left|X_{i j}\right|<\epsilon_{p} n_{p}}-\mathbb{E}\left(\left.X_{i, j}\right|_{\left|X_{i j}\right|<\epsilon_{p} n_{p}}\right)$ where $X_{i, j}$ is an entry of $X_{p}$, have the same limiting behaviour as the E.S.D. of $X_{p}$. The proof is completed by combining the simplified lemma and the previous fact. The complete proof can be found in [4].

Convergence of the extreme eigenvalues in Bai-Yin's case
Like in the Marchenko-Pastur case and Wigner's case we prove the convergence of the extreme eigenvalues of matrices in Bai-Yin's case, when the entries are standard Gaussian, to -2 and 2 respectively.

In order to do that, we use the same method we used in the MarchenkoPastur case and work with more convenient matrices. This way we show that it is sufficient to prove the convergence of the extreme eigenvalues when the matrices have entries that are real standard Gaussian.

The proof is completed by the following very important lemmas from high-dimensional probability:
(i) (Slepian's inequality) Let $\left(X_{t}\right)_{t \in T}$ and $\left(Y_{t}\right)_{t \in T}$ be two Gaussian processes such that for any $t, s \in T$

$$
\mathbb{E}\left(Y_{t}-Y_{s}\right)^{2} \leq \mathbb{E}\left(X_{t}-X_{s}\right)^{2}
$$

and

$$
\mathbb{E} X_{t}^{2}=\mathbb{E} Y_{t}^{2}
$$

Then $\forall x \in \mathbb{R}$

$$
\mathbb{P}\left(\sup _{t \in T} X_{t} \geq x\right) \leq \mathbb{P}\left(\sup _{t \in T} Y_{t} \geq x\right),
$$

which implies that

$$
\mathbb{E} \sup _{t \in T} X_{t} \leq \mathbb{E} \sup _{t \in T} Y_{t} .
$$

(ii) (Gaussian interpolation) Consider two independent $n$-dimensional real random vectors $X \sim N\left(0, \Sigma^{X}\right)$ and $Y \sim N\left(0, \Sigma^{Y}\right)$. Then define the Gaussian vector

$$
Z(u)=\sqrt{u} X+\sqrt{1-u} Y \quad u \in[0,1]
$$

For any $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ which is twice diffentiable, it is true that

$$
\frac{d}{d u} \mathbb{E}\left(f(Z(u))=\frac{1}{2} \sum_{i, j}^{n}\left(\Sigma_{i, j}^{X}-\Sigma_{i, j}^{Y}\right) \mathbb{E} \frac{d^{2}}{d x_{i} d x_{j}}(Z(u)) .\right.
$$

(iii) (Chevet-Gordon inequalities) Let $B \in M_{p, n}$ be a random matrix with independent $N(0,1)$ entries. Let $K \subseteq \mathbb{R}^{n}$ and $L \subseteq S^{p-1}$ be compact sets and $r_{k}>0$ such that $K \subseteq r_{k} B_{2}^{n}$. Then

$$
\mathbb{E} \max _{u \in L} \max _{t \in K}\langle B t, u\rangle \leq w_{G}(K)+r_{k} w_{G}(L),
$$

where $w_{G}$ denotes the Gaussian-mean width of a set.
Combining the previous facts we complete the proof.

## Part 3

In this part we introduce and prove several important tools used in quantum information theory and then use the theorems from Part 2 in order to prove a threshold theorem.

RANDOM MATRICES IN gUANTUM INFORMATION THEORY
The first tool we introduce is the $\infty$-Wasserstein distance. It is defined as follows: for two probability measures $\mu_{1}, \mu_{2}$,

$$
d_{\infty}\left(\mu_{1}, \mu_{2}\right):=\inf \left\|\mu_{1}-\mu\right\|_{L_{\infty}},
$$

where the infimum is over all couples ( $X_{1}, X_{2}$ ) of random variables with (marginal) laws $\mu_{1}, \mu_{2}$ defined on a common probability space. It is shown that convergence with respect to $d_{\infty}$ of a sequence of random variables to a random variable with compact support (say $[a, b]$ ) is equivalent to the weak convergence of these random variables and the convergence of the inf and sup of the random variables to $a$ and $b$ respectively.

Next we introduce two models of random states. The most important is the random induced state. Although this model is defined as the partial trace of a random variable uniformly distributed on the sphere of $\mathbb{C}^{n} \otimes \mathbb{C}^{s}$, we prove and use that the random induced state has distribution $\frac{W_{n, s}}{\operatorname{tr}\left(W_{n, s}\right)}$ where $W_{n, s}=B B^{*}$ and $B$ is an $n \times s$ random matrix with i.i.d. entries all following $N_{\mathbb{C}}(0,1)$.

We prove an important concentration result for $\chi$-squared distribution, which shows that the element $\operatorname{tr}\left(W_{n, \mathrm{~s}}\right)$ can be virtually treated as a constant. So we conclude to the following result:

Let $\mu(A)$ denote the E.S.D. of a matrix A and let $\rho_{n, s}$ be the distribution of a random $n \times s$ induced state. If $s / n \rightarrow \lambda \in(0, \infty)$ then $\mu_{n, s}\left(s \rho_{n, s}\right)$ converges with respect to the $\infty$-Wasserstein distance to the Marchenko-Pastur distribution (a consequence of the M-P theorem and the convergence of the extreme eigenvalues).

Likewise, if $s / n, s \rightarrow \infty$ then $\mu\left(\sqrt{n s}\left(\rho_{n, s}-\frac{I}{n}\right)\right)$ converges with respect to the $\infty$-Wasserstein distance to the semicircular distribution (a consequence of Bai-Yin's theorem and the convergence of the extreme eigenvalues).

Random guantum state
In this section we prove a threshold theorem. For the proof we need the following tools:

1. For any $x, y \in \mathbb{R}^{n, 0}$, i.e $\sum_{i} x_{i}=\sum_{i} y_{i}=0$ with $y \neq 0$, and for every permutation invariant real convex function $\phi$ on $\mathbb{R}^{n}$ it is true that

$$
\phi(x) \leq \phi\left(\frac{2 n\|x\|_{\infty}}{\|y\|_{1}} y\right) .
$$

2. Let $A, B$ be two unitary invariant random self-adjoint matrices with zero trace that satisfy

$$
\mathbb{P}\left(\left(d_{\infty}\left(\mu(A), \mu_{s c}\right) \leq \epsilon\right) \geq 1-p\right.
$$

and

$$
\mathbb{E}\left(d_{\infty}\left(\mu_{s p}(A), \mu_{s c}\right) \leq \epsilon,\right.
$$

and likewise for $B$. Here $\mu_{s c}$ denotes the distribution of the semicircular law. Then

$$
\frac{1-p}{C \epsilon+1} \mathbb{E}\|A\|_{K} \leq \mathbb{E}\|B\|_{K}
$$

for any convex subset of $M_{n}^{s a, 0}$ (the set of all $n$-dimensional self-adjoint matrices with zero trace).

Combining the previous tools with the main theorem from the section of random matrices in quantum information theory, we prove that if $n / s, n \rightarrow$ $\infty$ and if $\rho_{n, s}$ is the distribution of a random quantum state and $A_{n}$ is an $n \times n$ random matrix with Gaussian entries and

$$
G_{n}=A_{n}-\operatorname{tr}\left(A_{n}\right) I,
$$

then

$$
C_{n, s}^{-1} \mathbb{E}\left\|\frac{G_{n}}{n \sqrt{s}}\right\| \leq \mathbb{E}\left\|\rho_{n, s}-\frac{I}{n}\right\|_{K} \leq C_{n, s} \mathbb{E}\left\|\frac{G_{n}}{n \sqrt{s}}\right\|_{K}
$$

for $C_{n, s} \rightarrow 1$.
Next we prove an appropriate form of the well-known concentration inequality, Lévy's inequality. More precisely, let $K$ be a convex body which is a subset of the states of $\mathbb{C}^{n}$, with inradius $r$, and let $K_{0}=K-\frac{I}{n}$ and $\rho_{n, s}$ be a random induced state. Then, if $M$ is the median of $\left\|\rho_{n, s}-\frac{I}{n}\right\|_{K}$ (and likewise for any central value) we have that for any $\epsilon>0$

$$
\mathbb{P}\left(\left|\left|\rho_{n, s}-\frac{I}{n} \|_{K_{0}}-M\right| \geq \epsilon\right) \leq \exp (-s)+2 \exp \left(-\epsilon^{2} s r^{2} n / 72\right)\right.
$$

Combining the above with results from convex geometric analysis and asymptotic geometric analysis (mentioned in Part 1) we conclude the following very important threshold theorem:
Let $s_{0}(d):=w\left(\operatorname{Sep}\left(\mathbb{C}^{d} \otimes \mathbb{C}^{d}\right)^{\circ}\right)^{2}$, where $w(K)$ denotes the mean width of a convex set $K$ and $\operatorname{Sep}(H)$ denotes the set of separable states of a Hilbert space. If $\rho$ is a random induced state of $\mathbb{C}^{d} \otimes \mathbb{C}^{d}$, induced by the environment $\mathbb{C}^{s}$, then for any $\epsilon>0$ we have that
(i) If $s \leq(1-\epsilon) s_{0}(d)$ then

$$
\mathbb{P}(\rho \text { is entangled }) \geq 1-2 \exp \left(-c(\epsilon) d^{3}\right) .
$$

(ii) If $s \geq(1+\epsilon) s_{0}(d)$ then

$$
\mathbb{P}(\rho \text { is separable }) \geq 1-2 \exp (-c(\epsilon) s)
$$

The above threshold theorem can be translated as follows:
"Given $N$ identical particles in a generic pure state, if we assign $k$ of them to Alice and $k$ of them to Bob, their shared state suddenly jumps from typically entangled to typically separable when $k$ crosses a certain threshold value $k_{N} \sim \frac{N}{5}$."

Lastly we give a result of almost sure entanglement of low-dimensional environments which is a consequence of asymptotic geometric analysis. It states that if $s, d \in \mathbb{N}$ are such that $s \leq(d-1)^{2}$ and if $\rho$ is a random $d^{2} \times s$ induced state then

$$
\mathbb{P}(\rho \text { is separable })=0
$$

## Part I

## Preliminaries

## Background

### 1.1 Matrix norms

In this section we present the concept of matrix norms; we give some examples and prove some of their properties. Note that an $n$-dimensional space of real (or complex) matrices is in fact a real (or complex) vector space of dimension $n^{2}$. But since the space of matrices is equipped with an additional operation, multiplication of matrices, one may use a slightly different method to estimate matrices.

Definition 1.1.1. Throughout this thesis we will use the following notations.

- $M_{n, m}$ for the class of $n \times m$, either real or complex, matrices and $M_{n}$ for the class of $n \times n$ matrices.
- $M_{n}^{\text {sa }}(\mathbb{C})$ for the class of self-adjoint complex matrices. Note that $M_{n}^{\text {sa }}(\mathbb{C})$ is in fact an $n^{2}$-dimensional real vector space.
- $A^{T}$ for the transpose of a matrix $A$ and $A^{*}$ for the conjugate transpose of $A$. Note that $A^{*}=A^{T}$ when $A$ has real entries.
- Given a finite dimensional complex or real Hilbert space $H$, we will denote by $B\left(H_{1}, H_{2}\right)$ the space of linear maps (operators) from $H_{1}$ to $H_{2}$ and by $B\left(H_{1}\right)$ the space of linear operators from $H_{1}$ to $H_{1}$. When $H_{1}=\mathbb{C}^{n}$ and $H_{2}=\mathbb{C}^{m}$ then $B\left(H_{1}, H_{2}\right)$ can be identified with $M_{m, n}(\mathbb{C})$.

Next we present the $\ell_{p}$-norms in $\mathbb{R}^{n}$ (equivalently $\mathbb{C}^{n}$ ) and then we will present the analogous norms for matrices.

Definition 1.1.2. We define the $\ell_{p}$-norm, $p \in[1, \infty)$, on $\mathbb{R}^{n}$ by

$$
\|x\|_{p}:=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p}
$$

for any $x \in \mathbb{R}^{n}$, while for $p=\infty$ we set

$$
\|x\|_{\infty}:=\max _{i \in[n]}\left|x_{i}\right|,
$$

where $[n]=\{1,2, \ldots, n\}$.
Next we give the definition and/or some properties of matrix norms.
Since $M_{n}$ is itself a vector space of dimension $n^{2}$, one can measure the "size" of a matrix by using any norm on $\mathbb{C}^{n^{2}}$. However, $M_{n}$ is not just a high-dimensional vector space; it has a natural multiplication operation, and, when we want to obtain estimates, it is common to relate the "size" of a product $A B$ to the "sizes" of $A$ and $B$.

Definition 1.1.3. A function $\|\cdot\|: M_{n} \rightarrow \mathbb{R}$ is a matrix norm if, for all $A, B \in M_{n}$, the following hold:

1. $\|A\| \geq 0$ and $\|A\|=0$ if and only if $A=0$,
2. $\|c \cdot A\|=|c| \cdot\|A\|$, for all $c \in \mathbb{C}$,
3. $\|A+B\| \leq\|A\|+\|B\|$,
4. $\|A \cdot B\| \leqslant\|A\| \cdot\|B\|$.

A matrix norm is sometimes called a ring norm. The first three properties of a matrix norm are identical to the axioms for a norm. A norm on matrices that does not satisfy property (4) for all $A$ and $B$ is a vector norm on matrices.

We are now ready to present the analogues of the $\ell_{p}$ norms for matrices.
Definition 1.1.4. Let $M \in M_{n, m}$ be a real or complex Euclidean space. We will denote $|M|:=\left(M^{*} M\right)^{1 / 2}$. Then we define its Schatten $p$-norm, $p \in[1, \infty)$, as

$$
\|M\|_{p}:=\left(\operatorname{tr}|M|^{p}\right)^{1 / p}
$$

Remark 1.1.5. The most commonly used norms in quantum information theory are the following.

- The Schatten 1-norm (the trace norm).
- The Hilbert-Schmidt norm (Frobenius norm) or Schatten 2-norm, which is the analogue of the $\ell_{2}$-norm. In the rest of the thesis we will use this norm if not otherwise specified.
- The Schatten $\infty$-norm, which can be considered to be the limit of $\|M\|_{p}$ as $p$ tends to infinity. This implies that Schatten $\infty$-norm is the operator norm, meaning

$$
\|M\|_{\infty}=\|M\|_{\mathrm{op}}=\sup _{\left\{x:\|x\|_{2} \leq 1\right\}}\|M x\|_{2} .
$$

An equivalent way to define the Schatten $p$-norms is via the singular values of a matrix $M$, meaning the eigenvalues of $|M|$. Denote $s(M)$ the singular values of $M$ arranged in non-increasing order. Then

$$
\|M\|_{p}=\|\boldsymbol{s}(M)\|_{p} \quad p \geq 1,
$$

where on the right-hand side of the equality the norm is the $\ell_{p}$-norm of the vector $s(M)$. By this equivalent definition it easy to show that the Schatten $p$-norms are in fact matrix norms and that the matrices $M$ and $M^{*}$ have the same Schatten $p$-norm (obviously considered as elements of different matrix spaces) since $M M^{*}$ and $M^{*} M$ have the same non-zero eigenvalues.

We end this section with a useful tool from linear algebra.
Theorem 1.1.6 (Singular value decomposition). Let $M \in M_{n, m}$ be a real or complex Euclidean space. Assume $n \leq m$. Then

$$
M=U \Sigma V
$$

where $U$ is an $n \times n$ unitary matrix, $V$ is an $m \times m$ unitary matrix and $\Sigma$ is an $n \times m$ "diagonal" matrix, i.e. $\Sigma_{i, j}=0$ when $i \neq j$, whose diagonal entries are the singular values of $M$.

Everything from this section and more about matrices and matrix norms can be found in the first chapters of [7].

### 1.2 Bra-ket notation

When working with objects related to Hilbert spaces, particularly the complex ones, we use throughout the thesis Dirac's bra-ket notation. This notation generalises the column-row vector convention for elements of real (or complex) spaces.
More precisely, if $H$ is a Hilbert space, then a standard element $x \in H$ is written $|x\rangle$ (a ket-vector). The same element $x$ can be considered as a linear mapping from $H$ to $\mathbb{C}$ which acts on an element $y \in H$ via the scalar product $\langle y, x\rangle$ and then it is being denoted by $\langle x|$.

Moreover, let $H_{1}, H_{2}$ be two finite dimensional Hilbert spaces (real or complex) and let $y_{1}, y_{2}$ be elements of $H_{1}, H_{2}$, respectively. Then we use the notation $\left|y_{1}\right\rangle\left\langle y_{2}\right|$ for the operator $H_{2} \rightarrow H_{1}$ which acts on a ket-vector $x \in H_{2}$ as

$$
|x\rangle \rightarrow\left\langle y_{2} \mid x\right\rangle\left|y_{1}\right\rangle
$$

or in the standard notation $x \rightarrow\left\langle y_{2}, x\right\rangle y_{1}$.

### 1.3 Tools from probability theory

In this section we are going to present some tools from probability theory needed in the rest of the thesis.

### 1.3.1 Weak convergence

Firstly we are going to present some properties of weak convergence of probability measures on metric spaces.

Definition 1.3.1. Let ( $X, d$ ) be a metric space. We will use the notation $B(X)$ for the Borel $\sigma$-algebra (the smallest $\sigma$-algebra that contains all open sets of X with respect to the metric $d$ ). When $(X, d)$ is separable, then equivalently $B(X)$ is the smallest $\sigma$-algebra that contains every open (or closed) ball of $X$ (with respect to the metric $d$ ). The definition of Borel sets can be extended to arbitrary topological spaces in a similar way.

Definition 1.3.2. Let $(X, d)$ be a metric space. A function $\mu: B(X) \rightarrow \mathbb{R}^{+}$ will be called a Borel probability measure if

$$
\mu(\emptyset)=0, \quad \mu(X)=1
$$

and

$$
\mu\left(\bigcup_{n=1}^{\infty} A_{n}\right)=\sum_{n=1}^{\infty} \mu\left(A_{n}\right)
$$

whenever $\left\{A_{n}\right\}_{n \in \mathbb{N}} \subseteq B(X)$ is a sequence of pairwise disjoint Borel subsets of $X$. We will use the notation $\mathbb{P}(X, d)$ for the set of all Borel probability measures of $(X, d)$. We will also use the notation $\mathbb{P}(X)$ when the underlying metric is clear from the context.

Lemma 1.3.3. Any $\mu \in \mathbb{P}(X)$ has the following properties.

1. If $\left\{A_{n}\right\}_{n \in \mathbb{N}}$ is an increasing sequence of Borel sets then

$$
\lim _{n} \mu\left(A_{n}\right)=\mu\left(\bigcup_{n} A_{n}\right)
$$

2. If $\left\{A_{n}\right\}_{n \in \mathbb{N}}$ is a decreasing sequence of Borel sets then

$$
\lim _{n} \mu\left(A_{n}\right)=\mu\left(\bigcap_{n} A_{n}\right)
$$

3. $\mu$ is inner regular, meaning that for any $B \in B(X)$,

$$
\mu(B)=\sup \{\mu(C): C \subseteq B, C \text { closed }\}
$$

4. $\mu$ is outer regular, meaning that for any $B \in B(X)$,

$$
\mu(B)=\inf \{\mu(C): U \supseteq B, U \text { open }\} .
$$

5. If $(X, d)$ is a compact metric space, then

$$
\mu(A)=\sup \{\mu(K): K \subseteq A, K \text { compact }\} .
$$

We are now ready to give the definition of weak convergence in any metric space.

Definition 1.3.4. Let $(X, d)$ be a metric space. We will use the notation

$$
C_{b}(X)=\{f: X \rightarrow \mathbb{R} \mid f \text { continuous and bounded }\}
$$

Let $\left\{\mu_{n}\right\}_{n \in \mathbb{N}} \subseteq \mathbb{P}(X)$ and $\mu \in \mathbb{P}(X)$. We will say that $\mu_{n}$ converges weakly to $\mu$ iff

$$
\int f d \mu_{n} \rightarrow \int f d \mu \quad \forall f \in C_{b}(X)
$$

Lemma 1.3.5. Let $(X, d)$ be a metric space and $\left\{\mu_{n}\right\}_{n \in \mathbb{N}} \subseteq \mathbb{P}(X)$ and $\mu \in \mathbb{P}(X)$. Then the following statements are equivalent.
(i) $\mu_{n}$ converges weakly to $\mu$.
(ii) $\int g d \mu_{n} \rightarrow \int g d \mu$ for all real uniformly continuous and bounded functions $g$ on $X$.
(iii) $\lim \sup _{n} \mu_{n}(C) \leq \mu(C)$ for every closed $C \subseteq X$.
(iv) $\liminf _{n} \mu_{n}(U) \geq \mu(U)$ for every open $U \subseteq X$.
(v) $\lim _{n} \mu_{n}(A)=\mu(A)$ for every Borel set A such that $\mu(\partial A)=0$, where $\partial A$ denotes the boundary of $A$.

Note that weak convergence is in fact the convergence in distribution of real random variables as seen in probability theory.

Definition 1.3.6. Let $\mathbb{P}(X)$ be the set of Borel probability measures of the metric space $(X, d)$. Then the function $d_{P}: \mathbb{P}(X) \times \mathbb{P}(X) \rightarrow[0,+\infty)$ defined by

$$
d_{P}(\mu, v)=\inf \left\{a>0: \mu(A) \leq v\left(A_{a}\right)+a, v(A) \leq \mu\left(A_{a}\right)+a, \forall A \in B(X)\right\}
$$

is called the Prokhorov metric on $\mathbb{P}(X, d)$. Here

$$
A_{a}=\{x \in X: d(x, A)<a\}
$$

Obviously if $A \in B(X)$, then $A_{a} \in B(X)$.

Proposition 1.3.7. The Prokhorov metric $d_{P}$ is a metric on the space $\mathbb{P}(X, d)$. Also, if $d_{P}\left(\mu_{n}, \mu\right) \rightarrow 0$ then $\mu_{n}$ converges weakly to $\mu$. Moreover, when ( $\left.X, d\right)$ is separable, then the other direction is also true, i.e.,

$$
\mu_{n} \text { converges weakly to } \mu \quad \Longleftrightarrow \quad d_{P}\left(\mu_{n}, \mu\right) \rightarrow 0 .
$$

Note that when $X=\mathbb{R}$ then there exists an equivalent way to metrize weak convergence of real random variables (or equivalently probability measures on $\mathbb{R}$ ), called Lévy's distance, defined as follows

$$
d_{L}(\mu, v)=\inf \{\epsilon>0: \mu(-\infty, t-\epsilon]-\epsilon \leq v(-\infty, t] \leq \mu(-\infty, t+\epsilon]+\epsilon \forall t \in \mathbb{R}\} .
$$

One may find the proofs of all the results of this subsection, and more about probability measures on metric spaces, in [2].

### 1.3.2 Haar measure

Now we proceed with the definition of Haar measure. The following theorem proves that in locally compact topological groups there exists a measure (essentially unique) which is invariant under the group operation.

Definition 1.3.8. A topological group ( $G, \cdot$ ) is a group with a topology such that the functions

$$
G \times G \rightarrow G:(x, y) \mapsto x \cdot y
$$

and

$$
G \rightarrow G: x \mapsto x^{-1}
$$

are continuous.
Definition 1.3.9. Let $(X, T)$ be a topological space. Then $(X, T)$ will be called locally compact if for every $x \in X$ there exist $U \in T$ and a compact subset $K$ of $X$ such that $x \in U \subseteq K$.

Definition 1.3.10. Let $(X, T)$ be a topological space. Then $(X, T)$ will be called a Hausdorff space if for all $x, y \in X$ with $x \neq y$, there exist $U, V \in T$ such that $x \in U, y \in V$ and $U \cap V=\emptyset$.

Theorem 1.3.11 (Haar). Let (G,•) be a locally compact, Hausdorff topological group. Then there exists a Borel measure $\mu$ which is invariant under left (right) multiplication, meaning that, for all $A \in B(G)$ and all $g \in G$,

$$
\mu(g A)=\mu(A) .
$$

Moreover $\mu$ is unique in the following sense: if $\mu, v$ are both invariant under left (respectively right) multiplication, then

$$
\mu=c v
$$

for some constant $c \in \mathbb{R}^{+}$. Finally, the Haar measure is finite if and only if the group $G$ is compact.

A measure which is invariant with respect to left (respectively right) multiplication will be called a left (respectively right) Haar measure.

Note that in the case $G=\mathbb{R}^{n}$ (or equivalently $\mathbb{C}^{n}$ ), with addition $\cdot=+$ as the group operation and the usual topology, any Haar measure will be a multiple of the Lebesgue measure.

Proposition 1.3.12. One may extend Haar's theorem to the space of left (respectively right) cosets of a locally compact Hausdorff topological group, on which the group acts on the left (respectively right) by multiplication.

One may find a proof of Haar's theorem and more in [8].

### 1.3.3 Skorohod's theorem

In this subsection we are going to present a beautiful theorem which converts the convergence in distribution of a sequence of real random variables to almost sure convergence.

Theorem 1.3.13 (Skorohod). Let $X_{n}$ be a sequence of real random variables that converges weakly to a random variable $X$, meaning that the Borel probability measures defined as distributions of the random variables $X_{n}$ converge weakly to the distribution of $X$. Then there exists a probability space $(\Omega, \mathcal{A}, \mathbb{P})$ and random variables $Y_{n}, n \in \mathbb{N}$, such that
(i) the random variables $Y_{n}, Y$ are all defined on the probability space $(\Omega, \mathcal{A}, \mathbb{P}) ;$
(ii) $Y_{n} \rightarrow Y$ almost surely;
(iii) $Y_{n} \sim X_{n}, n \in \mathbb{N}$, and $Y \sim X, \sim$ meaning that the corresponding random variables have the same distributions.

An important tool used in the proof of Skorohod's theorem is the generalised inverse function of a random variable, which can be found in [9].

### 1.3.4 Several results from Probability theory

We end this section with several results from Probability theory. A random variable is a measurable function defined on a probability space.

First we introduce the $\chi$-squared distribution.
Definition 1.3.14. Let $\left\{X_{i}\right\}_{i \in[n]}$ be independent random variables all following the standard Gaussian distribution $N(0,1)$. Then we will say that $X:=\sum_{i=1}^{n} X_{i}^{2}$ follows the $\chi$-squared distribution with $n$ degrees of freedom. One can check that $X \sim \Gamma\left(\frac{n}{2}, \frac{1}{2}\right)$, where $\Gamma$ denotes the gamma distribution.

Lemma 1.3.15 (Borel-Canteli Lemma). Let $\left\{A_{n}\right\}$ be a sequence of events in a probability space $\{\Omega, \mathcal{A}, \mathbb{P}\}$. Then

$$
\sum_{n \in \mathbb{N}} \mathbb{P}\left(A_{n}\right)<\infty \quad \Longrightarrow \quad \mathbb{P}\left(\lim \sup A_{n}\right)=0
$$

Definition 1.3.16. Let $\left(\Omega_{1}, \mathcal{A}, \mathbb{P}_{1}\right)$ and $\left(\Omega_{2}, \mathcal{B}, \mathbb{P}_{2}\right)$ be two probability spaces. The probability space $(\Omega, \mathcal{A} \times \mathcal{B}, \mathbb{P})$ will be called their product probability space if

1. $\Omega=\Omega_{1} \times \Omega_{2}$
2. $\mathcal{A} \times \mathcal{B}=\sigma(A \times B: A \in \mathcal{A}, B \in \mathcal{B}\}$, where for a class of sets $D$ we denote by $\sigma(D)$ the smallest $\sigma$-algebra containing $D$.
3. $\forall A \in \mathcal{A}$ and $\forall B \in \mathcal{B}$ it is true that

$$
\mathbb{P}(A \times B)=\mathbb{P}_{1}(A) \mathbb{P}_{2}(B)
$$

It is a standard fact that, given two probability spaces $\left(\Omega_{1}, \mathcal{A}, \mathbb{P}_{1}\right)$ and $\left(\Omega_{2}, \mathcal{B}, \mathbb{P}_{2}\right)$, such a product probability space always exists.

Theorem 1.3.17 (Fubini-Tonelli theorem). Let $\left(\Omega_{1}, \mathcal{A}, \mathbb{P}_{1}\right)$ and $\left(\Omega_{2}, \mathcal{B}, \mathbb{P}_{2}\right)$ be two probability spaces. Let $(\Omega, \mathcal{A} \times \mathcal{B}, \mathbb{P})$ be their product probability space. Let $X$ be a real random variable defined on that space. Then if $X$ is either integrable with respect to $\mathbb{P}$ or non-negative, we have that

$$
\int X d \mathbb{P}=\int_{\Omega_{1}} \int_{\Omega_{2}} X d \mathbb{P}_{2} d \mathbb{P}_{1}=\int_{\Omega_{2}} \int_{\Omega_{1}} X d \mathbb{P}_{1} d \mathbb{P}_{2}
$$

Now we present a useful corollary of the Fubini-Tonelli theorem.
Lemma 1.3.18. If $X$ is a real random variable defined on a probability space $(\Omega, \mathcal{A}, \mathbb{P})$, with $\mathbb{E}|X|<+\infty$, then

$$
\mathbb{E} X=\int_{0}^{\infty} \mathbb{P}(X>t) d t-\int_{-\infty}^{0} \mathbb{P}(X \leq t) d t
$$

Definition 1.3.19. Let $X, Y$ be two real random variables, not necessarily defined on a common probability space, with distribution functions $F_{X}, F_{Y}$ respectively, that is $F_{X}(x):=\mathbb{P}(X \leq x)$ and similarly for $F_{Y}$. We will use the notation $X \leq_{s t} Y$ and say that $Y$ stochastically dominates $X$ if $F_{X}(t) \geq F_{Y}(t)$ $\forall t \in \mathbb{R}$.

From the previous lemma one has the following.
Corollary 1.3.20. If $X \leq_{s t} Y$ and $\mathbb{E}|X|<+\infty$ and $\mathbb{E}|Y|<+\infty$, then

$$
\mathbb{E} X \leq \mathbb{E} Y
$$

Next we present some "classical" results from probability and measure theory.

Theorem 1.3.21. Let $\left\{X_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of real random variables.
(i) (Fatou) If $X_{n} \geq 0$ for all $n \in \mathbb{N}$, then it is true that

$$
\mathbb{E} \liminf _{n} X_{n} \leq \liminf _{n} \mathbb{E} X_{n} .
$$

(ii) (Beppo-Levi) If $X_{n} \geq 0$ for all $n \in \mathbb{N}$, then it is true that

$$
\mathbb{E} \sum_{n=1}^{\infty} X_{n}=\sum_{n=1}^{\infty} \mathbb{E} X_{n} .
$$

(iii) (Monotone Convergence Theorem) If $X_{n+1} \geq X_{n} \geq 0$ for all $n \in \mathbb{N}$, then it is true that

$$
\lim _{n} \mathbb{E} X_{n}=\mathbb{E} \lim _{n} X_{n}
$$

(iv) (Dominated Convergence Theorem) If $X_{n} \rightarrow X$ a.e. and there exists $a$ random variable $Y$ such that $\left|X_{n}\right| \leq Y$ for all $n \in \mathbb{N}$ and $\mathbb{E}|Y|<+\infty$, then

$$
\mathbb{E} X=\lim _{n} \mathbb{E} X_{n} .
$$

We end this subsection with the definition of a median of a random variable.

Definition 1.3.22. Let $(\Omega, \mathcal{A}, \mathbb{P})$ be a probability space and let $X$ be a real random variable defined on that probability space. Then a real number $M \in \mathbb{R}$ will be called median of $X$ if

$$
\min \{\mathbb{P}(X \geq M), \mathbb{P}(X \leq M)\} \geq \frac{1}{2}
$$

Remark 1.3.23. One may prove that every random variable has a median. Moreover, there are many concentration inequalities for the deviation of a random variable from its median.

All the results of this subsection, including Skorohod's theorem, can be found in any textbook on probability theory, for example in [9].

### 1.4 Tools from Convex Analysis

In this part we will gather some important results from convex analysis.

### 1.4.1 Isoperimetric inequality on the sphere

We denote by $S^{n-1}$ the unit sphere of $\mathbb{R}^{n}, n \geq 2$.
Definition 1.4.1. We will say that a set $K \subseteq \mathbb{R}^{n}$ is a convex body if it is a convex compact set with non-empty interior.

Definition 1.4.2. Consider the function $g: S^{n-1} \times S^{n-1} \rightarrow[0, \infty)$ which assigns to a pair of points $x, y \in S^{n-1}$ the angle $x \mathrm{O} y$ in the plane defined by $x, y$ and the origin. Note that $g(x, y)=2 \arcsin \left(\frac{1}{2}\|x-y\|_{2}\right)$.

The function $g$ is a metric and is equivalent with the restriction to the sphere of the metric induced by the 2-norm on $\mathbb{R}^{n}$.

Definition 1.4.3. Let $n \in \mathbb{N}$. Then we define a probability measure on the sphere $S^{n-1}$, called the spherical measure (the unique Haar probability measure on the sphere), as follows: For every Borel subset $A$ of $S^{n-1}$,

$$
s^{n-1}(A)=\frac{1}{\lambda_{n}\left(B_{2}^{n}\right)} \lambda_{n}([0,1] A)
$$

where $\lambda_{n}$ is the Lebesgue measure in $\mathbb{R}^{n}, B_{2}^{n}=\left\{x \in \mathbb{R}^{n}:\|x\|_{2} \leq 1\right\}$ and $[0,1] A=\{a t: t \in[0,1], a \in A\}$. Equivalently $s^{n-1}$ can be expressed as

$$
s^{n-1}(A)=\gamma_{n}((0,+\infty) A),
$$

where $\gamma_{n}$ denotes the standard Gaussian measure on $\mathbb{R}^{n}$, i.e., the measure on $\mathbb{R}^{n}$ with density $(2 \pi)^{-n / 2} \exp \left(-\frac{1}{2}\|x\|_{2}^{2}\right)$, $x \in \mathbb{R}^{n}$, with respect to $\lambda_{n}$.

By the rotational invariance of the Lebesgue measure $\lambda_{n}$, or equivalently by the rotational invariance of the Gaussian measure $\gamma_{n}, s^{n-1}$ is rotationally invariant. Hence it is the unique Haar probability measure on $S^{n-1}$. Indeed, $S^{n-1}$ can be identified with the set of cosets of the group of orthogonal transformations on $\mathbb{R}^{n}$ and hence its Haar measure is a measure invariant under orthogonal transformations; furthermore, this Haar measure is unique up to multiplication by a constant.

Remark 1.4.4. By the representation via the standard Gaussian measure on $\mathbb{R}^{n}$ above, $s^{n-1}$ can also be expressed as follows. Let $X_{1}, X_{2}, \ldots, X_{n}$ be
i.i.d. random variables defined on a common probability space $(\Omega, \mathbb{A}, \mathbb{P})$, such that $X_{1} \sim N(0,1)$, i.e., $X_{1}$ has a standard Gaussian distribution $\gamma_{1}$ in $\mathbb{R}$. Then for every Borel subset $A$ of $S^{n-1}$ it is true that

$$
s^{n-1}(A)=\mathbb{P}\left(\left(\sum_{i=1}^{n} X_{i}^{2}\right)^{-1 / 2}\left(X_{1}, X_{2}, \ldots, X_{n}\right) \in A\right) .
$$

In fact, integrating in polar coordinates yields

$$
\begin{aligned}
\mathbb{P}\left(\left(\sum_{i=1}^{n} X_{i}^{2}\right)^{1 / 2}\right. & \left.\in(a, b),\left(\sum_{i=1}^{n} X_{i}^{2}\right)^{-1 / 2}\left(X_{1}, X_{2}, \ldots, X_{n}\right) \in A\right) \\
& =(2 \pi)^{-n / 2} \int_{0}^{\infty} \int_{S^{n-1}} \mathbf{1}_{(a, b) \times A}(r, \partial) r^{n-1} e^{-r^{2} / 2} d \partial d r \\
& =(2 \pi)^{-n / 2} \int_{a}^{b} r^{n-1} e^{-r^{2} / 2} d r \cdot \int_{A} d \partial \\
& =\mathbb{P}\left(\left(\sum_{i=1}^{n} X_{i}^{2}\right)^{1 / 2} \in(a, b)\right) \cdot \mathbb{P}\left(\left(\sum_{i=1}^{n} X_{i}^{2}\right)^{-1 / 2}\left(X_{1}, X_{2}, \ldots, X_{n}\right) \in A\right)
\end{aligned}
$$

for all Borel $A \subseteq S^{n-1}$ and $a, b \in[0,+\infty]$ with $a<b$, and this shows that, furthermore, the random variable $\left(\sum_{i=1}^{n} X_{i}^{2}\right)^{1 / 2}$ and the random vector $\left(\sum_{i=1}^{n} X_{i}^{2}\right)^{-1 / 2}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ are also independent.

Theorem 1.4.5 (Isoperimetric inequality on the sphere). Let $n \in \mathbb{N}$ with $n \geq 2$. Consider the probability metric space ( $\left.S^{n-1}, B\left(S^{n-1}\right), s^{n-1}\right)$. Let $C$ be an open ball of the sphere and $A \subseteq S^{n-1}$ measurable such that

$$
s^{n-1}(C)=s^{n-1}(A) .
$$

Then for every $\epsilon>0$, it is true that

$$
s^{n-1}\left(C_{\epsilon}\right) \leq s^{n-1}\left(A_{\epsilon}\right) .
$$

Corollary 1.4.6. If $n>2$ and if $s^{n-1}(A) \geq \frac{1}{2}$ for some $A \in B\left(S^{n-1}\right)$, then

$$
s^{n-1}\left(A_{\epsilon}\right) \geq s^{n-1}\left(C\left(x, \frac{1}{2} \pi+\epsilon\right)\right) \geq 1-e^{-n \epsilon^{2} / 2}
$$

for any $\epsilon>0$.
One may find the isoperimetric inequality on the sphere in [7].

### 1.4.2 Krein-Milman theorem

Next we present an important result from functional analysis which implies that in Banach spaces (or more generally locally convex topological vector spaces) a convex and compact set is the convex hull of some of its elements (most of the times significantly fewer). In the thesis we use the KreinMilman theorem to simplify several proofs.

Definition 1.4.7. Let X be a Banach space and let $K \subseteq X$ be a convex subset. Then a subset $F \subseteq K$ will be called extreme subset of K if

$$
x, y \in K, \lambda \in(0,1), \lambda x+(1-\lambda) y \in F \Longrightarrow x, y \in F
$$

If $F=\{f\}$, we will call $f$ an extreme point of $K$. We will use the notation $\operatorname{ext}(K)$ for the set of the extreme points of $K$.

Theorem 1.4.8 (Krein-Milman theorem). Let $K$ be a compact and convex subset of a Banach space X. Then $\operatorname{ext}(K) \neq \emptyset$ and

$$
\overline{\operatorname{conv}(\operatorname{ext}(K))}=K .
$$

One may find the Krein-Milman theorem in [10].

### 1.4.3 Some facts about convex sets

At this point we are going to introduce some geometric parameters of convex sets (the most important one is volume, i.e., Lebesgue measure). First we give a useful inequality.

Definition 1.4.9. Let $K$ be a convex body of $\mathbb{R}^{n}$. Then we define its centroid, $g(K)$, to be

$$
g(K):=\frac{\int_{K} x d x}{\lambda_{n}(K)}
$$

where $\lambda_{n}$ denotes Lebesgue measure on $\mathbb{R}^{n}$.
Lemma 1.4.10. If $K$ is a convex body in $\mathbb{R}^{n}$ (or $\mathbb{C}^{n}$ ) with its centroid at the origin, then

$$
\lambda_{n}(K \cap(-K)) \geq 2^{-n} \lambda_{n}(K) .
$$

Proof. We will prove the lemma in several steps. First we mention the Brunn-Minkowski inequality, which is an important tool from convex geometry and will be used in the proof of this lemma.

Theorem 1.4.11 (Brunn-Minkowski inequality). Let $K, L$ be two Borel subsets of $\mathbb{R}^{n}$. Then

$$
\lambda_{n}(K+L)^{1 / n} \geq \lambda_{n}(K)^{1 / n}+\lambda_{n}(L)^{1 / n} .
$$

An equivalent statement is as follows. For any two Borel sets $K, L \subseteq \mathbb{R}^{n}$ and any $\lambda \in[0,1]$,

$$
\lambda_{n}(\lambda K+(1-\lambda) L) \geq \lambda_{n}(K)^{\wedge} \lambda_{n}(L)^{1-Л} .
$$

Note. The first inequality implies the second in the theorem above; this is an immediate consequence of the inequality $\lambda x+(1-\lambda) y \geq x^{\lambda} y^{1-\lambda}$, valid for $x, y \geq 0$ and $\lambda \in[0,1]$ :

$$
\lambda_{n}(\text { ЛK }+(1-\lambda) L) \geq\left[\text { Л } \lambda_{n}(K)^{1 / n}+(1-\lambda) A_{n}(L)^{1 / n}\right]^{n} \geq \lambda_{n}(K)^{\lambda} \lambda_{n}(L)^{1-Л} .
$$

If $H \subseteq \mathbb{R}^{n}$ is a linear or affine subspace of $\mathbb{R}^{n}$, we will use the notation $\lambda_{H}$ for the $\operatorname{dim}(H)$-dimensional Lebesgue measure on $H$.

Lemma 1.4.12. Let $K \subseteq \mathbb{R}^{n}$ be a convex body with its centroid at the origin. If $E$ is a subspace of $\mathbb{R}^{n}$ and $F$ is the orthogonal complement of $E$, then

$$
\lambda_{n}(K) \leq \lambda_{E}(K \cap E) \lambda_{F}\left(P_{F} K\right),
$$

where $P_{F}$ denotes projection onto the subspace $F$.
Proof. Define the function $D: P_{F} K \rightarrow \mathbb{R}^{+}$as follows

$$
D(x)=\lambda_{E+x}(K \cap E+x)^{1 / k} .
$$

Here $k=\operatorname{dim}(E)$. By convexity and by Theorem 1.4.11 we see that the function $D$ is concave. Applying the Fubini-Tonelli theorem and Hölder's inequality we get that

$$
\lambda_{n}(K)=\int_{P_{F} K} D(x)^{k} d x \leq \lambda_{F}\left(P_{F} K\right)^{1 /(k+1)}\left(\int_{P_{F} K} D(x)^{k+1} d x\right)^{k /(k+1)} .
$$

Since $D$ is concave, there exists $y \in F$ such that for any $x \in P_{F} K$

$$
D(x) \leq D(0)+\langle x, y\rangle .
$$

It follows that

$$
\begin{aligned}
\int_{P_{F} K} D(x)^{k+1} d x & \leqslant \int_{P_{F} K} D(x)^{k}(D(0)+\langle x, y\rangle) d x \\
& =D(0) \int_{P_{F} K} D(x)^{k} d x=D(0) \lambda_{n}(K),
\end{aligned}
$$

because, since the centroid of $K$ is at the origin we have $\int_{P_{F}(K)} D(x)^{k}\langle x, y\rangle d x=$ 0 . It follows that

$$
\lambda_{n}(K) \leq \lambda_{F}\left(P_{F} K\right)^{1 /(k+1)} D(0)^{k /(k+1)} \lambda_{n}(K)^{k /(k+1)} .
$$

Since $D(0)^{k}=\lambda_{E}(K \cap E)$, the inequality follows.
We can apply the previous lemma for the convex body $K \times-K \subseteq \mathbb{R}^{n} \times \mathbb{R}^{n}$ and the subspaces $E=\left\{(x, x) x \in \mathbb{R}^{n}\right\}$ and $F=\left\{(x,-x), x \in \mathbb{R}^{n}\right\}$. Note that

1. $\lambda_{2 n}(K \times(-K))=\lambda_{n}(K) \lambda_{n}(-K)=\lambda_{n}(K)^{2}$,
2. $\lambda_{n}(K \times(-K) \cap E)=2^{n / 2} \lambda(K \cap(-K))$,
3. $\lambda_{n}\left(P_{F} K \times(-K)\right)=2^{-n / 2} \lambda_{n}(K-(-K))$.

Using also the fact that $\lambda_{n}(K-(-K))=\lambda_{n}(2 K)=2^{n} \lambda(K)$ we conclude the proof of Lemma 1.4.10.

Definition 1.4.13. Let $V$ be a (real or complex) Hilbert space. Let also $K$ be a convex subset of $V$ with the origin in its interior. We call the function $\|\cdot\|_{K}$ defined below the gauge of $K$ (or Minkowski functional of $K$ ):

$$
\|x\|_{K}:=\inf \{t>0: x \in t K\} .
$$

It is easy to prove that if $K$ is an origin symmetric convex body then $\|\cdot\|_{K}$ is a norm. In the case where $K$ is not symmetric, then the gauge is not a norm because there exists $x \in V$ such that

$$
\|x\|_{K} \neq\|(-1) x\|_{K} .
$$

Definition 1.4.14. Let $K$ be a convex subset of $\mathbb{R}^{n}$ with the origin in its interior. Then we define the set

$$
K^{\circ}:=\left\{y \in \mathbb{C}^{n}:\langle y, x\rangle \leq 1 \forall x \in K\right\}
$$

and call it the polar set of $K$.
Definition 1.4.15. Let $K \subseteq \mathbb{R}^{n}$ be a Borel set. The volume radius of $K$ is defined as

$$
\operatorname{vrad}(K):=\left(\frac{\lambda(K)}{\lambda\left(B_{2}^{n}\right)}\right)^{1 / n},
$$

where $\lambda$ is the Lebesgue measure on $\mathbb{R}^{n}$ and $B_{2}^{n}$ is the unit ball of $\mathbb{R}^{n}$ with respect to the 2 -norm. In words, the volume radius of $K$ is the radius of the Euclidean ball which has the same volume as $K$.

Equivalently, if $K$ is a convex body, then

$$
\operatorname{vrad}(K)=\int_{S^{n-1}}\|\partial\|_{K}^{-n} d s^{n-1}(\partial)
$$

where $S^{n-1}$ is the unit sphere of $\mathbb{R}^{n}$ and $s^{n-1}$ is the spherical measure.
Definition 1.4.16. Let $K$ be a convex body of $\mathbb{R}^{n}$. Then we define the mean width of $K$ as follows:

$$
w(K):=\iint_{S^{n-1}} \sup _{x \in K}\langle u, x\rangle d s^{n-1}(u) .
$$

Alternatively,

$$
w(K)=\int_{S^{n-1}}\|u\|_{K^{\circ}} d s^{n-1}(u)
$$

Definition 1.4.17. Let $Z_{1}, Z_{2}$ be two i.i.d. random variables both following $N(0,1)$. Then we will use the notation $N_{\mathbb{C}}(0,1)$ for the distribution of the complex random variable $Z=\frac{1}{\sqrt{2}}\left(Z_{1}+i Z_{2}\right)$

Definition 1.4.18. Let $V$ be a real (resp. complex) finite-dimensional Hilbert space equipped with a Euclidean (resp. Hilbertian) norm. By definition, the standard Gaussian vector in $V$ is a $V$-valued random variable whose coordinates with respect to any orthonormal basis of $V$ are independent real (resp. complex) standard normal (Gaussian) random variables.

Remark 1.4.19. A standard Gaussian vector in $\mathbb{R}^{n}\left(\right.$ or $\left.\mathbb{C}^{n}\right)$ is an $n$-dimensional random vector whose entries are independent $N(0,1)$ (or $N_{\mathbb{C}}(0,1)$ )-variables.

Many results, such as the (multivariate) central limit theorem, can be generalised in all vector spaces (real or complex) using a standard Gaussian vector of the space.

Remark 1.4.20. Let $G$ be a standard Gaussian vector in a Hilbert space $V$. Then $D:=G /\|G\|$ is uniformly distributed, i.e., distributed according to the normalized Haar measure, on the unit sphere of $V$. Moreover, $D$ is stochastically independent from $\|G\|$.

To see this, consider the case of a real vector space first. Fix an orthonormal basis $\left\{v_{1}, \ldots, v_{n}\right\}$ of $V$, where $n=\operatorname{dim}(V)$, and consider the isomorphism $J: \mathbb{R}^{n} \rightarrow V$ defined by $J\left(e_{i}\right)=v_{i}, i \in\{1, \ldots, n\}$, and then extended by linearity on $\mathbb{R}^{n}$, where $\left\{e_{1}, \ldots, e_{n}\right\}$ is the standard (say) orthonormal basis of $\mathbb{R}^{n}$. To show that $D$ is distributed according to the normalized Haar measure on the unit sphere of $V$, one has to show that the distribution of $D$ is invariant under the unitary group of $V$, i.e. the group of linear transformations on $V$ satisfying $T^{*} T=I_{V}$, where $I_{V}$ the identity operator on $V$. The random variables $\left\langle v_{1}, G\right\rangle, \ldots,\left\langle v_{n}, G\right\rangle$ are i.i.d. $N(0,1)$ random variables, hence one may invoke Remark 1.4.4. Hence, for any Borel subset $A$ of the unit sphere $S_{V}$ of $V$ and any $a, b \in[0,+\infty]$ with $a<b$, one has that

$$
\begin{aligned}
& \mathbb{P}\left(\|G\| \in(a, b),\|G\|^{-1} G \in A\right)=\mathbb{P}\left(\|G\| \in(a, b),\|G\|^{-1} J^{-1}(G) \in J^{-1}(A)\right) \\
& =\mathbb{P}\left(\left(\sum_{i=1}^{n}\left|\left\langle v_{i}, G\right\rangle\right|^{2}\right)^{1 / 2} \in(a, b),\left(\sum_{i=1}^{n}\left|\left\langle v_{i}, G\right\rangle\right|^{2}\right)^{-1 / 2} \sum_{i=1}^{n}\left\langle v_{i}, G\right\rangle e_{i} \in J^{-1}(A)\right) \\
& =\mathbb{P}\left(\left(\sum_{i=1}^{n}\left|\left\langle v_{i}, G\right\rangle\right|^{2}\right)^{1 / 2} \in(a, b)\right) \mathbb{P}\left(\left(\sum_{i=1}^{n}\left|\left\langle v_{i}, G\right\rangle\right|^{2}\right)^{-1 / 2} \sum_{i=1}^{n}\left\langle v_{i}, G\right\rangle e_{i} \in J^{-1}(A)\right) \\
& =\mathbb{P}(\|G\| \in(a, b)) \mathbb{P}\left(\left(\sum_{i=1}^{n}\left|\left\langle v_{i}, G\right\rangle\right|^{2}\right)^{-1 / 2} \sum_{i=1}^{n}\left\langle v_{i}, G\right\rangle v_{i} \in A\right) \\
& =\mathbb{P}(\|G\| \in(a, b)) \mathbb{P}(D \in A),
\end{aligned}
$$

which shows the independence of $\|G\|$ and $D$. Furthermore, for any linear
transformation $T \in B(V)$ satisfying $T^{*} T=I_{V}$,

$$
\begin{aligned}
\mathbb{P}(T(D) \in A) & =\mathbb{P}\left(\|G\|^{-1} T(G) \in A\right) \\
& =\mathbb{P}\left(\|G\|^{-1} J^{-1} T J\left(J^{-1}(G)\right) \in J^{-1}(A)\right) \\
& =\mathbb{P}\left(\left(\sum_{i=1}^{n}\left|\left\langle v_{i}, G\right\rangle\right|^{2}\right)^{-1 / 2} J^{-1} T J\left(\sum_{i=1}^{n}\left\langle v_{i}, G\right\rangle e_{i}\right) \in J^{-1}(A)\right) \\
& =\mathbb{P}\left(\left(\sum_{i=1}^{n}\left|\left\langle v_{i}, G\right\rangle\right|^{2}\right)^{-1 / 2} \sum_{i=1}^{n}\left\langle v_{i}, G\right\rangle e_{i} \in J^{-1}(A)\right) \\
& =\mathbb{P}\left(\left(\sum_{i=1}^{n}\left|\left\langle v_{i}, G\right\rangle\right\rangle^{2}\right)^{-1 / 2} \sum_{i=1}^{n}\left\langle v_{i}, G\right\rangle v_{i} \in A\right) \\
& =\mathbb{P}(D \in A),
\end{aligned}
$$

the fourth equality using the fact that $J T J^{-1}$ is an orthogonal transformation in $\mathbb{R}^{n}$ and that $\left(\sum_{i=1}^{n}\left|\left\langle v_{i}, G\right\rangle\right|^{2}\right)^{-1 / 2} \sum_{i=1}^{n}\left\langle v_{i}, G\right\rangle e_{i}$ is Haar (uniformly) distributed on the sphere $S^{n-1}$.

Definition 1.4.21. Let $G$ be a standard Gaussian vector in $\mathbb{R}^{n}$. Then, for any non empty bounded set $K \subseteq \mathbb{R}^{n}$ we define the Gaussian mean width of $K$ as

$$
w_{G}(K)=\int_{\mathbb{R}^{n}} \frac{1}{(2 \pi)^{n / 2}} \sup _{x \in K}\langle u, x\rangle e^{-\|u\|_{2}^{2} / 2} d u .
$$

We next compare the mean width, the Gaussian mean width and the volume radius of convex bodies.

Lemma 1.4.22 (Urysohn inequality). Let $K$ be a convex body in $\mathbb{R}^{n}$. Then

$$
\operatorname{vrad}(K) \leq w(K)
$$

Moreover the above result is true for all bounded Borel sets.
Proof. We will give a sketch of the proof.
For a probability space $(\Omega, A, \mu)$, where $\mu$ is a discrete probability measure or the limit of discrete probability measures, the following generalisation of the Brunn-Minkowski inequality holds:

$$
\begin{equation*}
\int_{\Omega} A_{n}\left(K_{t}\right)^{1 / n} d \mu(t) \leq A_{n}^{1 / n}\left(\int_{\Omega} K_{t} d \mu(t)\right) . \tag{1.4.1}
\end{equation*}
$$

When the measure $\mu$ is purely atomic with $N$ atoms, the result can be proved by induction on $N$, the case $N=2$ being exactly the Brunn\{Minkowski inequality. Moreover, the continuous case can then be derived by approximation. The inequality above makes sense when the function $t \rightarrow w\left(K_{t}, \partial\right)$ is measurable for every $\partial \in \mathbb{R}^{n}$.

If we equip the space $O(n)$ (where $O(n)$ is the class of $n \times n$ orthogonal matrices) with the Haar measure, and set $K_{t}=t(K), t \in O(n)$ then the convex body $L:=\int_{O(n)} t(K) d \mu(t)$ is necessarily a Euclidean ball centered at the origin. Computing the width of $L$ in an arbitrary direction we see that $L$ is a Euclidean ball of radius $w(K)$. So, by applying (1.4.1) one may show that Urysohn's inequality holds.

For a more detailed proof see [7, Exercise 4.49].
Lemma 1.4.23. Let $\gamma_{n}=\mathbb{E}\|G\|_{2}$ where $G$ is a standard Gaussian vector in $\mathbb{R}^{n}$ and $\|\cdot\|_{2}$ is the 2 -norm. Then one may compute that

$$
\sqrt{n-1} \leq \gamma_{n} \leq \sqrt{n}
$$

Moreover, for any convex body $K$ in $\mathbb{R}^{n}$ it is true that

$$
w_{G}(K)=\gamma_{n} w(K) .
$$

Proof. For the first part we know that if $X \sim \chi^{2}(n)$ then

$$
\mathbb{E}\|G\|_{2}=\mathbb{E} \sqrt{X}
$$

So, if $f_{X}$ is the probability density function of $X$ and $f_{Z}$ is the probability density function of a $\chi$-squared random variable with $n+1$ degrees of freedom, we get

$$
\begin{aligned}
\mathbb{E} \sqrt{X} & =\int_{\mathbb{R}} \sqrt{x} f_{X}(x) d x=\int_{0}^{\infty}\left(\frac{1}{2}\right)^{n / 2} x^{\frac{n+1}{2}-1} \exp \left(-\frac{x}{2}\right) \frac{1}{\Gamma\left(\frac{n}{2}\right)} d x \\
& =\frac{\sqrt{2} \Gamma((n+1) / 2)}{\Gamma(n / 2)} \int_{0}^{\infty} f_{Z}(x) d x=\sqrt{2}\left(\frac{\Gamma((n+1) / 2)}{\Gamma(n / 2)}\right) .
\end{aligned}
$$

In order to prove the first assertion of the lemma we need several well known properties of the $\Gamma$-function.

1. $\forall x \in \mathbb{R}^{+}$it is true that $\Gamma(x+1)=x \Gamma(x)$,
2. $\Gamma(0)=1$ and $\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}$,
3. The function $\log \Gamma$ is concave.

The first two properties imply that $\forall n \in \mathbb{N}$ it is true that $\Gamma(n)=(n-1)$ !.
In order to get the lower bound for $\gamma_{n}$ we use induction. The basic observation, which follows from the properties of the $\Gamma$-function, is that $\gamma_{n} \gamma_{n+1}=n$. For $n=1$, the lower bound obviously holds, because $\sqrt{2 / \pi}>0$. Assuming that the lower bound is true for some $k \leq n$, we use the induction hypothesis and the recursion formula to write

$$
\gamma_{n+1}=\frac{n}{\gamma_{n}} \geq \frac{n}{\sqrt{n}}=\sqrt{n} .
$$

For the upper bound we note that, by the Cauchy\{Schwarz inequality,

$$
\mathbb{E} \sqrt{x} \leq(\mathbb{E} x)^{1 / 2}=\sqrt{n}
$$

as needed.
The second part of the lemma is a simple consequence of Remark 1.4.20.

### 1.4.4 $\ell$-norm, $\ell$-position and the $M M^{*}$-estimate

Next we present a norm on the space of $n$-dimensional real (or complex) operators, the so-called $\ell$-norm, and some useful properties of it.

Definition 1.4.24. Let $K \subseteq \mathbb{R}^{n}$ be a convex body containing 0 in its interior. Then, for any $T \in M_{n}$ we define the quantity

$$
\ell_{K}(T)=\mathbb{E}\|T(G)\|_{K}
$$

where $G$ is a standard Gaussian vector in $\mathbb{R}^{n}$ (or $\mathbb{C}^{n}$ ).
The function $\ell_{K}: M_{n} \rightarrow \mathbb{R}^{+}$is a norm and is called $\ell$-norm.
Proposition 1.4.25. If $K$ is a convex body with the origin in its interior then
(i) $\ell_{K}$ obeys the ideal property: for any $S, T \in M_{n}$,

$$
\ell_{K}(T S) \leq \ell_{K}(T)\|S\|_{\mathrm{op}}
$$

(ii) $\ell_{K}(\mathbb{I})=w_{G}\left(K^{\circ}\right)=w\left(K^{\circ}\right) \mathbb{E}\|G\|_{2}$.
(iii) If $T \in M_{n}$ is 1-1 then $\ell_{K}(T)=\ell_{T^{-1} K}(\mathbb{I})$.
(iv) If $P_{E}$ denotes the orthogonal projection onto a subspace $E \subseteq \mathbb{R}^{n}$ then

$$
\ell_{K}\left(P_{E}\right)=w_{G}\left((K \cap E)^{\circ}\right)=w_{G}\left(P_{E} K\right)
$$

where we denote by $(K \cap E)^{\circ}$ the polar of $K \cap E$ inside $E$.
Proof. The only part of the proposition which is not straightforward is (i).
Let $S, T \in M_{n}$. By homogeneity we may assume that $\|S\|_{o p}=1$ and since $\ell$ is a norm we may also assume that $S$ is an extreme point of the unit ball of $M_{n}$ with respect to the operator norm. One may show that $T$ is an $n$-dimensional orthogonal matrix.

Since $G$ is assumed to be a standard Gaussian vector in $\mathbb{R}^{n}$ (or $\mathbb{C}^{n}$ ), we know that under any orthogonal transformation $G$ will remain a standard Gaussian vector. So, $\ell_{K}(T)=\ell_{K}(T S)$.

We now introduce the $\ell$-position.
Proposition 1.4.26. For any convex body $K \subseteq \mathbb{R}^{n}$ containing 0 in its interior, there exists a unique positive semi-definite matrix $T_{0}$ that is a solution to the maximization problem

$$
\max \left\{\operatorname{det}(T): T \text { is a positive semi-definite matrix, } \ell_{K}(T) \leq 1\right\} .
$$

If this unique solution is a multiple of the identity matrix (equivalently operator) then we say that $K$ is in the $\ell$-position.

Proof. We will prove that the solution of the maximization problem in the statement of the proposition is unique.

Assume that there exist $T_{1}, T_{2}$ which both solve the maximization problem. Consider the matrix $T=\left(T_{1}+T_{2}\right) / 2$. Note that $\ell_{K}(T) \leq 1$.

We will show that the function $\log$ det is strictly concave on the set of positive semi-definite matrices, which will lead to a contradiction.

We know that a function is concave iff its restriction to any line that intersects its domain is also concave.

So, we will prove that the function $g(t)=\log (\operatorname{det}(A+t B))$ is self-adjoint where $B \neq 0$ is self-adjoint and $A$ is positive semi-definite. Since $A$ is semi-definite the matrices $A^{1 / 2}$ and $A^{-1 / 2}$ are well defined and so we get:

$$
\begin{aligned}
g(t) & =\log \operatorname{det}(A+t B)=\log \operatorname{det}\left(A^{1 / 2}\left(I+t A^{1 / 2} B A^{-1 / 2}\right) A^{1 / 2}\right. \\
& =\log \operatorname{det}(A)+\sum_{i=1}^{n}\left(1+t \lambda_{i}\right),
\end{aligned}
$$

where $\left\{\lambda_{i}\right\}_{\epsilon[n]}$ are the eigenvalues of $A^{-1 / 2} B A^{-1 / 2}$. But the function $\sum \log (1+$ $t \lambda_{i}$ ) is concave. So $g(t)$ is concave and as a result the function log det is concave, which ends the proof.

Now we present a crucial result from geometric analysis called " $M M^{*}$ estimate".

Theorem 1.4.27 ( $M M^{*}$-estimate). For any convex body $K$ which is in the $\ell$ - position we have that

$$
1 \leq w(K) w\left(K^{0}\right) \leq C \log n .
$$

Proof. See [7].

Another crucial result about the $\ell$-position is the following.
Lemma 1.4.28. Let $K$ be a symmetric convex body in $\mathbb{R}^{n}\left(\right.$ or $\left.\mathbb{C}^{n}\right)$ and let $\Gamma$ be the isometry group of $K$ (i.e. the set of all orthogonal transformations $U$ such that $U K=K$ ). Then there exists a linear map $T$ such that $T K$ is in the $\ell$-position and

$$
T=\sum_{i} \lambda_{i} P_{E_{i}},
$$

where $\lambda_{i}>0$ and $E_{i}$ are subspaces invariant under the action of $\Gamma$.

The proof of all the results from Convex Analysis that we presented can be found in [7].

In the next parts of the thesis we present and prove some additional tools from convex analysis, such as the Gaussian isoperimetric inequality 2.1.27 and Erhard's inequality 2.1.26.

### 1.5 Guantum information theory

In this section we give several definitions from quantum information theory.

Firstly we need to present the tensor product of Hilbert spaces. Throughout this thesis, all Hilbert spaces will be meant to be complex Hilbert spaces unless we specify differently.

Definition 1.5.1. Let $A, B$ and $C$ be finite dimensional Hilbert spaces. Then a mapping $f: A \times B \rightarrow C$ is called bilinear if

$$
\begin{aligned}
f\left(x_{1}+x_{2}, y\right) & =f\left(x_{1}, y\right)+f\left(x_{2}, y\right) \\
f\left(x, y_{1}+y_{2}\right) & =f\left(x, y_{1}\right)+f\left(x+y_{2}\right) \\
f(\lambda x, y) & =f(x, \lambda y)=\lambda f(x, y)
\end{aligned}
$$

for all vectors $x, y \in A \times B$ and $\lambda \in \mathbb{C}$.

Definition 1.5.2. Let $A, B$ be finite dimensional Hilbert spaces. Then we say that a Hilbert space $P$ is a tensor product of $A, B$ with a bilinear mapping $f: A \times B \rightarrow P$ if $f$ has the following properties:

- The closed linear hull of $f(A \times B)$ is $P$.

$$
\cdot\left\langle f\left(x_{1}, y_{1}\right), f\left(x_{2}, y_{2}\right)\right\rangle_{P}=\left\langle x_{1}, x_{2}\right\rangle_{A}\left\langle y_{1}, y_{2}\right\rangle_{B}
$$

Lemma 1.5.3. Let $A, B$ be two complex finite dimensional Hilbert spaces. Then their tensor product exists and is unique under isomorphism.

Proof. For a proof see [11].

So, we will use the notation $A \otimes B$ for the space and $\otimes$ for the bilinear function $f$.

Fact: Let $H_{1}, H_{2}$ be two finite dimensional complex Hilbert spaces of dimension $n$ and $m$ respectively. Let $\left\{e_{i}\right\}_{i \in[n]}$ and $\left\{f_{j}\right\}_{j \in \mathbb{N}}$ be bases of $H_{1}$ and $H_{2}$ respectively. Then the set $\left\{e_{i} \otimes f_{j}\right\}_{i_{i j} \in[n] \times[m]}$ is a basis for $H_{1} \otimes H_{2}$.

Lemma 1.5.4. Let $H_{1}$ and $H_{2}$ be two finite dimensional complex Hilbert Spaces. Then,

$$
B\left(H_{1} \otimes H_{2}\right)=B\left(H_{1}\right) \otimes B\left(H_{2}\right)
$$

Proof. Let $S \in B\left(H_{1}\right)$ and $T \in B\left(H_{2}\right)$. Then consider the function

$$
S \otimes T: H_{1} \otimes H_{2} \rightarrow H_{1} \otimes H_{2}
$$

with $x \otimes y \mapsto S(x) \otimes T(y)$. This proves that $B\left(H_{1}\right) \otimes B\left(H_{2}\right) \subseteq B\left(H_{1} \otimes H_{2}\right)$.
On the other hand, for any m-dimensional complex Hilbert space $A$ it is true that $B(A) \cong M_{m}(\mathbb{C})$ since we can associate every linear map to its matrix. So,

$$
\operatorname{dim}(B(A))=m^{2}
$$

This implies that $\operatorname{dim}\left(B\left(H_{1} \otimes H_{2}\right)\right)=n^{2} m^{2}$ and $\operatorname{dim}\left(B\left(H_{1}\right) \otimes B\left(H_{2}\right)\right)=n^{2} m^{2}$, which completes the proof.

Lemma 1.5.5. Let $H_{1}, H_{2}$ be two Hilbert spaces of dimension $m$ and $n$ respectively. Then it is true that

$$
H_{1} \otimes H_{2} \cong B\left(H_{1}, H_{2}\right) .
$$

Proof. Fix bases $\left\{e_{j}\right\}_{j \in[n]}$ and $\left\{f_{i}\right\}_{i \in[m]}$ of $H_{1}$ and $H_{2}$ respectively. Consider the function vec : $H_{1} \otimes H_{2} \rightarrow B\left(H_{1}, H_{2}\right)$ with

$$
\operatorname{vec}\left(e_{i} \otimes f_{j}\right)=\left|e_{i}\right\rangle\left\langle f_{j}\right|
$$

and extend it linearly to all the elements of $H_{1} \otimes H_{2}$ by $\mathbb{C}$-linearity. The function we obtain is a canonical identification between the two spaces.

Corollary 1.5.6. From the previous lemma, if $H_{1}=\mathbb{C}^{n}$ and $H_{2}=\mathbb{C}^{m}$ where $m, n \in \mathbb{N}$ we get

$$
\mathbb{C}^{n} \otimes \mathbb{C}^{m} \cong M_{n, m}(\mathbb{C})
$$

In general, in quantum information theory, tensors are more suitable to describe and model the problems; the previous proposition allows us to identify tensor products as spaces of matrices.

Next we give several definitions necessary in quantum information theory.

Definition 1.5.7. Let $H$ be a finite dimensional Hilbert space. Then the set

$$
D(H)=\left\{\rho \in B_{\mathrm{sa}}(H): \rho \geq 0, \operatorname{tr}(\rho)=1\right\}
$$

is called the set of states of $H$.

Definition 1.5.8. Let $H$ be a finite dimensional Hilbert space. Then a state $\rho$ of $H$ is called pure if there exists a unitary vector $y$ such that

$$
\rho=|y\rangle\langle y| .
$$

Definition 1.5.9. If $H$ is the tensor product of a finite family of finite dimensional Hilbert spaces, i.e.

$$
H=H_{1} \otimes H_{2} \otimes \cdots \otimes H_{n}
$$

then a pure state $\rho$ of $H$ is called pure separable if the unit vector $x \in H$ for which $\rho=|x\rangle\langle x|$ is a tensor product of unit vectors i.e

$$
x=x_{1} \otimes x_{2} \otimes \cdots \otimes x_{n}
$$

where $x_{i} \in H_{i}$ are unit vectors.
In general, a state of $H$ is called separable if it can be written as a convex combination of pure separable states.

We will use the notation $\operatorname{Sep}(H)$ for the set of all separable states of $H$.
Remark 1.5.10. The set $\operatorname{Sep}(H)$ is a convex body containing 0 in its interior.

Definition 1.5.11. The states of a tensorized Hilbert space which are not separable are called entangled.

### 1.6 Tools from Combinatorics and Graph theory

In this section we give several definitions and results from combinatorics that are used in the rest of the thesis.

Definition 1.6.1. We will call (simple) graph a couple ( $V, E$ ) if $V$ is a finite set (the vertex set) and $E$ is a subset of $V \times V$ : for all $e \in E,|e|=2$ (the edge set).

Moreover, if $\mathcal{A}$ is the set of all graphs, we will work on the set $\mathcal{A} / \sim$. Here the relation $\sim$ is an equivalence relation defined as follows: for two graphs $G$, $H$ we have $G \sim H$ iff there exists $f: V(G) \rightarrow V(H)$ such $f$ is an isomorphism and

$$
\forall x, y \in V(G),\{x, y\} \in E(G) \Longleftrightarrow\{f(x), f(y)\} \in E(H) .
$$

Remark 1.6.2. In the previous definition, if we assume that $|e| \leq 2$ for all $e \in E$, we have allowed loops to exist in the graph.

Moreover if we assume that the set $E$ is oriented, meaning that $(x, y) \in E$ does not imply that $(y, x) \in E$, then we get an oriented graph.

In the rest of the thesis we might come across to oriented graphs and/or graphs with loops but it is sufficient for us to present and use properties for simple graphs.

Definition 1.6.3. Let $G=(V, E)$ be a simple graph. We will say that $G$ is connected iff

$$
\forall x, y \in V \exists v_{1}, v_{2}, \ldots, v_{k} \in V:\left\{x, v_{1}\right\},\left\{v_{1}, v_{2}\right\}, \ldots,\left\{v_{k}, y\right\} \in E \text {, }
$$

meaning that we can "travel", via edges, from any vertex to any vertex.
Any set of consecutive edges via which we can travel from $x$ to $y$ is called a path that connects $x$ and $y$.

Proposition 1.6.4. If $G$ is a connected graph, then

$$
|E(G)| \geq|V(G)|-1 .
$$

Definition 1.6.5. A graph $G$ will be called a tree iff it is connected and there exists a unique path from any vertex to any other.

One may also define a tree as a connected graph with no circles (meaning that we cannot travel from any vertex to any other in two different ways).

Proposition 1.6.6. Let $G$ be a connected graph. Then $G$ is a tree iff $E(G)=$ $V(G)-1$.

We end this section with a well-known theorem from combinatorics.

Definition 1.6.7. Let $G$ be a graph. Then we will call $G$ bipartite iff there exist two disjoint sets $X, Y \subseteq V(G)$ with $X \cup Y=V(G)$, such that

$$
\{x, y\} \in E \Longrightarrow x \in X, y \in Y
$$

Definition 1.6.8. Let $G$ be a simple graph. Let $M \subseteq E$. We will call $M$ a matching of $G$ iff

$$
\forall e, e^{\prime} \in M \Longrightarrow e \cap e^{\prime}=\emptyset
$$

If $M$ is a matching, then a vertex $x \in V$ such that $\exists e \in M: x \in e$ will be said to be covered by $M$.

Moreover we will say that $G$ has a perfect matching iff $\exists M \subseteq E$ such that

$$
\left(\forall x \in V \exists e_{x} \in M: x \in e_{x}\right)
$$

Theorem 1.6.9 (Hall). Let $G$ be a bipartite graph with parts $X$ and $Y$. Then $G$ has a matching that covers all the vertices in $X$ iff for any subset $A \subseteq X$ it is true that

$$
|\{y \in Y: \exists x \in A:\{x, y\} \in E\}| \geq|A|
$$

The proof of the results presented in this section can be found in [12].

## Part II

## Random Matrix Theory

## Convergence of the empirical spectral distribution

In this chapter we prove three classical results from random matrix theory. First we introduce the concept of the empirical spectral distribution (E.S.D.) of an $n \times n$ matrix $A$ which will be denoted by $\mu_{A}$. More precisely, if $\left\{\lambda_{i}(A)\right\}_{i \in[n]}$ are the eigenvalues of $A$ then

$$
\mu_{A}=\frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_{i}(A)}
$$

where $\delta$ denotes the Dirac measure. In other words, the empirical spectral distribution of a matrix $A$ is exactly the discrete uniform measure on the set of the eigenvalues of $A$.

So one may note that if $A$ is a random matrix then $\mu_{A}$ is also a random measure in $\mathbb{P}(\mathbb{R})$, the set of all Borel probability measures on $\mathbb{R}$.

Then we present Wigner's semicircular law [1], the Marchenko-Pastur law [3] and Bai-Yin's theorem on convergence to the semicircular law [4].

### 2.1 Wigner's semicircular law

### 2.1.1 Convergence of the E.S.D.

In this subsection we present and prove a fundamental result from random matrix theory first proved in [1] by Wigner.

Definition 2.1.1. A matrix $[A]_{i, j} \in M_{n, m}[\mathbb{F}]$ will be called a random matrix if $\exists i_{0}, j_{0} \in[n] \times[\mathrm{m}]$ and a probability space $(\Omega, \mathbb{A}, \mathbb{P})$ such that $A_{i_{0}, j_{0}}$ is a
random variable from that probability space to $\mathbb{F}$. Here $\mathbb{F}$ is the field we are working with. Normally it will be either $\mathbb{R}$ or $\mathbb{C}$. In the next chapters we will work on either $\mathbb{R}$ or $\mathbb{C}$ and it will be insignificant to further clarify $\mathbb{F}$.

Also, we assume that if there are more than one entries that are random, all of them are defined on the same probability space.

Definition 2.1.2. Suppose $A \in M_{n}$. Then the following measure is called the empirical spectral distribution (E.S.D.) of $A$ :

$$
\mu_{A}=\frac{1}{n} \sum_{i \in[n]} \delta_{\lambda_{i}},
$$

where $\lambda_{1}, \ldots, \lambda_{n}$ are the eigenvalues of $A$ in increasing order and $\delta_{\lambda_{i}}$ is the Dirac measure at the eigenvalue $\lambda_{i}$.

Remark 2.1.3. Note that if $A$ is random then the E.S.D. will be a random probability measure.

Definition 2.1.4. The semicircular distribution is the probability measure with density function

$$
\sigma(x)=\frac{1_{[-2,2]}(x)}{2 \pi} \sqrt{4-x^{2}}
$$

with respect to the Lebesgue measure.

Remark 2.1.5. Note that the support of the semicircular distribution is the closed interval [-2, 2].

We are ready now to present the main result of this subsection.
Theorem 2.1.6 (Semicircular law). Suppose $A_{n}, n \in \mathbb{N}$, is a sequence of random matrices such that

1. $A_{n} \in M_{n}[\mathbb{R}]$ and $A_{n}$ is symmetric for all $n \in \mathbb{N}$, or $A_{n} \in M_{n}(\mathbb{C})$ and $A_{n}$ is Hermitian for all $n \in \mathbb{N}$.
2. For every $n$, all the entries of $A_{n}$ are independent random variables with zero mean. Moreover the diagonal entries of $A_{n}$ are identically distributed. Likewise for the non-diagonal entries.
3. For every $n \in \mathbb{N}, \mathbb{E}\left(A_{n}(1,2)^{2}\right)=1$, and for every $k \in \mathbb{N}$,

$$
\max \left\{\mathbb{E}\left|A_{n}(1,2)\right|^{k}, \mathbb{E}\left|A_{n}(1,1)\right|^{k}\right\}<\infty .
$$

Here $A_{n}(1,2)$ is the $(1,2)$-entry of the matrix $A_{n}$ and $A_{n}(1,1)$ is the $(1,1)$-entry of $A_{n}$.
4. For every $n \in \mathbb{N}$ we have that $A_{n}(1,1)$ is i.i.d. with $A_{n+1}(1,1)$ and $A_{n}(1,2)$ is i.i.d. with $A_{n+1}(1,2)$, where, again, $A_{n}(i, j)$ is the $(i, j)$-entry of $A_{n}$.

Let $X_{n}=(1 / \sqrt{n}) A_{n}, n \in \mathbb{N}$. Then the empirical spectral distribution of $X_{n}$ converges weakly in probability to the semicircular distribution.

We will use the following notation: for any probability measure $\mu$ on $\mathbb{R}$ and every function $f$,

$$
\langle\mu, f\rangle:=\int_{\mathbb{R}} f d \mu,
$$

and if $X_{n}=(1 / \sqrt{n}) A_{n}$ are the matrices above, then

$$
\mu_{n}:=\frac{1}{n} \sum_{i \in[n]} \delta_{\lambda_{i}}
$$

and

$$
\bar{\mu}_{n}:=\mathbb{E}\left(\frac{1}{n} \sum_{i \in[n]} \delta_{\lambda_{i}}\right) .
$$

In order to prove the theorem we will need a number of lemmas and the next remark.

Remark 2.1.7. It is easy to compute the moments of the semicircular law. They are given by

$$
\left\langle\sigma, x^{k}\right\rangle= \begin{cases}0 & \text { if } k \text { is odd } \\ C_{\frac{k}{2}} & \text { if } k \text { is even },\end{cases}
$$

where

$$
C_{n}=\frac{1}{n+1} \frac{(2 n)!}{(n!)^{2}}
$$

$n \in \mathbb{N}$, are the Catalan numbers.

Lemma 2.1.8. For any positive integer $k,\left\langle\bar{\mu}_{n}, x^{k}\right\rangle$, converges to $\left\langle\sigma, x^{k}\right\rangle$ as $n$ tends to infinity .

Note. Note that $\bar{\mu}_{n}$ is not a random measure.
Proof. Our starting point is

$$
\left\langle\mu_{X_{n}}, x^{k}\right\rangle=\int_{\mathbb{R}} x^{k} d \mu_{X_{n}}=\frac{1}{n} \operatorname{tr} X_{n}^{k},
$$

which holds true because both sides of the equality are equal to

$$
(1 / n)\left(\lambda_{1}^{k}+\cdots+\lambda_{n}^{k}\right) .
$$

Taking expectations and writing $\zeta_{i, j}$ for the (i,j)-entry of $X_{n}$, we get that

$$
\begin{equation*}
\left\langle\bar{\mu}_{n}, x^{k}\right\rangle=\frac{1}{n} \sum_{i_{1}, i_{2}, \ldots, i_{n}=1}^{n} \mathbb{E} \zeta_{i_{1}, i_{2}} \cdots \zeta_{i_{k-1}, i_{k}} \zeta_{i_{k}, i_{1}} . \tag{2.1.1}
\end{equation*}
$$

To compute the sum in the right hand side of the equality we will use combinatorial analysis. Consider a sequence $I=\left(i_{1}, i_{2}, \ldots, i_{k}\right)$. This sequence can be thought of as a (multi)graph $G_{I}=\left(V_{I}, E_{I}\right)$ as follows:

1. It has as vertex set $V_{I}$ the set of distinct points of $I$.
2. A vertex in this graph corresponding to an $i_{j}$ in $I$ is connected via an (undirected) edge with the vertex corresponding to $i_{j+1}$, for each $j \in\{1, \ldots, k\}$, with $i_{k+1}=i_{1}$.

Observe that there may be multiple edges between two given vertices and that the number of edges in the graph $G_{I}$ (i.e., the cardinality of $E_{I}$ ) is always $k$.

For each sequence $I$ we define the weight of $I$, denoted by $t_{I}$, as the cardinality of the vertex set $V_{I}$ of the corresponding graph (or equivalently the cardinality of $I$ ). From the independence between entries and the fact that each entry has zero mean, it follows that it suffices to only consider those sequences $I$ for which each edge in the corresponding graph $G_{I}$ appears at least twice, as otherwise the expectation in (2.1.1) will be zero and the sequence will not contribute to the total sum. So we only need to compute
the sum over all sequences $I$ for which $t_{I} \leq k / 2+1$, because if a sequence $I$ has weight $t_{I}>k / 2+1$, then there are $t_{I}$ indices $j_{1}<j_{2}<\cdots<j_{t_{I}}$ in [ $k$ ] for which the corresponding vertices in the graph are distinct and since there is an edge of the graph connecting each $i_{j_{l}}$ with $i_{j_{l}+1}$, there would be at least $t_{I}-1>k / 2$ edges in the graph between the distinct ${ }^{1}$ pairs of vertices $\left\{\dot{j}_{1}, j_{j_{1}+1}\right\},\left\{j_{j_{2}}, i_{j_{2}+1}\right\}, \ldots,\left\{j_{j_{t-1}}, i_{j_{t-1}+1}\right\}$, and as there are exactly $k$ edges in each graph corresponding to a sequence, there would not be enough edges left to satisfy the requirement that each edge $\{u, v\}$ in the graph appears at least twice.

Furthermore, we say that two sequences $I=\left(i_{1}, \ldots, i_{k}\right)$ and $J=\left(j_{1}, \ldots, j_{k}\right)$ are equivalent, if there exists a bijection in $S_{n}$, i.e., a permutation of [ $n$ ], which, for every $a \in[k]$, maps $i_{a}$ to $j_{a}$. Obviously, if two sequences $I$ and $J$ are equivalent they have the same weight, as $i_{a}=i_{b} \Longleftrightarrow j_{a}=j_{b}$, but more importantly, since the diagonal entries of $X_{n}$ are i.i.d., and the same is true for all non diagonal entries, their corresponding terms in (2.1.1) are equal. Moreover, observe that the number of distinct equivalence classes depends on $k$ but not on $n$, since each class has a representative where all $i_{1}, i_{2}, \ldots, i_{k}$ are in $\{1, \ldots, k\}$ (we can assume that $n>k$ since we will be concerned with the limit as $n$ tends to infinity).

Given a sequence $I=\left(i_{1}, \ldots, i_{k}\right)$ with weight $t$, the number of sequences equivalent to it is

$$
\begin{equation*}
n(n-1) \cdots(n-t+1) \leq n^{t} \tag{2.1.2}
\end{equation*}
$$

because we obtain a sequence equivalent to $I$ as follows. If $\left\{v_{1}, \ldots, v_{t}\right\}$ are the distinct elements of the set $\left\{i_{1}, \ldots, i_{k}\right\}$, i.e., the vertex set $V_{I}$ of the graph $G_{I}$, we obtain a sequence $J=\left(\pi\left(i_{1}\right), \ldots, \pi\left(i_{k}\right)\right)$ equivalent to $I$, where $\pi$ is a permutation of $[n]$, simply by choosing the values $\pi\left(v_{1}\right), \ldots, \pi\left(v_{t}\right)$, and there are $n(n-1) \cdots(n-t+1)$ ways of doing this if these values are to be distinct and lie in the set [ $n$ ]. This then completely determines $J$, because for each $a \in[k], i_{a}=v_{p}$ for some $p \in[t]$ and hence $j_{a}=\pi\left(i_{a}\right)=\pi\left(v_{p}\right)$.

As a result, for a sequence $I=\left(i_{1}, \ldots, i_{k}\right)$ with weight $t_{I}<k / 2+1$ we

[^0]have that
$$
\frac{1}{n} \mathbb{E} \zeta_{i_{1}, i_{2}} \cdots \zeta_{i_{k-1}, i_{k}} \zeta_{i_{k}, i_{1}} \leq C_{k, t} \cdot \frac{1}{n} \cdot \frac{1}{\sqrt{n} k}
$$
with $C_{k, t}$ being a constant depending only on $k$ and $t$ (since $A_{n}$ has uniformly bounded moments for all $n$ ). So the total sum of all the sequences equivalent with $I$ in the sum in (2.1.1) is $\mathrm{O}\left(n^{t-k / 2-1}\right)$. So it is negligible as $n \longrightarrow \infty$.

Also, if $k$ is odd then $t \neq k / 2+1$, so the limit is zero (as one might suspect from the previous remark). Next we focus on the case where $k$ is even and the equivalent classes with weight $t=k / 2+1$ (and $k / 2$ unique edges since we can distinct $k / 2$ edges by assigning every vertex, except $i_{k}$, to an edge which has this vertex as first coordinate and appears for the first time in the sequence). For each such $I$ we get that there are no loops in the graph (meaning there are no equal successive points in the sequence) since otherwise we could obtain the simple sub-graph, of that graph, with all the vertices and all the edges (each edge once), except the loops. Call that graph $G$. Then $G$ is a connected (since there exists a path from any vertex to any other vertex) simple graph. But $|E(G)|<|V(G)|-1$ which would be a contradiction. As a result we get that in every sequence with $t=k / 2+1$ we must have every edge appearing exactly twice. So for each such sequence we have that

$$
\begin{equation*}
\frac{1}{n} \mathbb{E} \zeta_{i_{1}, i_{2}} \cdots \zeta_{i_{k-1}, i_{k}} \zeta_{i_{k}, i_{1}}=\frac{1}{n} \cdot \frac{1}{\sqrt{n^{k}}} \tag{2.1.3}
\end{equation*}
$$

since all the non diagonal entries of $A_{n}$ have variance one.
So by (2.1.2) and (2.1.3), we get that if $k$ is even, and writing $m$ for the number of equivalence classes of sequences with weight $k / 2+1$ and length $k$,

$$
\lim _{n \rightarrow \infty}\left\langle\bar{\mu}_{n}, x^{k}\right\rangle=m .
$$

But since every class has a representative with vertices in [ $k$ ] and every type sequence with vertices in [ $k$ ] belongs to a class, it does not depend of $n$. For every sequence, with weight $t=k / 2+1$, as above we define its type
sequence $\left(s_{j}\right)_{j=1}^{k}$ as

$$
s_{j}=\sum_{i=1}^{j} a_{i}
$$

where $a_{j}=1$ if the edge $\{j, j+1\}$ appears for the first time in the sequence, and $a_{j}=-1$ otherwise. So every type sequence has the following properties:
(i) It starts with 1 ends with 0 .
(ii) $\left|s_{j}-s_{j-1}\right|=1 \forall j \in[k]$.
(iii) $s_{j} \geq 0 \forall j \in[k]$.

We will show that these properties characterize type sequences, i.e., every sequence with these properties is a type sequence for some equivalence class.

Proposition 2.1.9. Two sequences in [ $k$ ] are equivalent iff they have the same type sequence.

Proof. If two sequences (call them $I$ and $J$ ) are equivalent then they have the same type sequence since an edge will appear for the first time in $I$ if and only if it appears for the first time in $J$, which is true by what was done before.

For the other direction we will use induction: For $k=2$ the assertion is true (obvious).

Suppose it is true for all $m \leq k-1$. Then let $I, J$ be two sequences with the same type sequence $\left(\{s\}_{i=1}^{k}\right)$.
(i) We know that the corresponding graph of $I$ and $J$ is a tree. So there exist at least two leaves in $I$ and in $J$ respectively. The leaves in the sequences are the vertices that appear only once in the sequence (otherwise, there would be at least four edges in the sequence that would participate and since each distinct edge appears exactly twice we would have a contradiction).
(ii) Every leaf of the corresponding tree of $I$ belongs to a symmetric subsequence of $I$ with the leaf in the center of it (meaning a sub-sequence
such that every edge appears twice, a first time before the leaf and a second after, and every vertex appears also exactly twice, and in each appearance it has the same distance from the leaf). Pick the maximum such sequence for every leaf.
(iii) Note that a maximal sub-sequence of a leaf corresponds to a maximal sub-sequence of the type sequence of $I$ (or $J$ ) with the property that it has the same number of +1 's and -1 's with the +1 's preceding in the sequence.
(iv) Every maximum sub-sequence of the type sequence of $I$ (or $J$ ) which has the same number of +1 's and -1 's and the +1 appearing first, corresponds to a path, with every edge appearing twice, in the graph of $I$ (or $J$ ) starting and ending at the same point. If not (let the length of the sub-sequence be $h$ ) this implies that there exists $i$ such that the $i$-th ( $i>h / 2$ ) element of the sequence is -1 does not represent the edge that appears at the $i-h / 2$ spot of the sub-sequence. Then there exists a circle in the corresponding graph of $I$ starting and ending at the first vertex of the edge which appears at the $i$-th spot of the subsequence. This is a contradiction since the corresponding graph is a tree.
(v) The end-point of every path mentioned in (iv) (the center vertex in the corresponding sub-sequence of $I$ or $J$ ) must be a leaf. For a given path call that point $a$. This is true, otherwise there would exist a cycle in the corresponding graph (from the vertex that connects with $a$ in the path to the vertex that does not belong in the path but connects with $a$ and to $a$ ) which would be a contradiction since the corresponding graph is a tree.

So we have proven that a vertex is a leaf in the sequence $I$ (or $J$ ) if and only if there exists a maximal sub-sequence in the type sequence which has the same amount of +1 's and -1 's and starts with +1 . So a vertex is a leaf in $I$ if and only if the corresponding vertex in $J$ is a leaf. So by deleting
two leaves of $I$ and the corresponding leaves of $J$ and using the induction hypothesis we get that $I$ and $J$ are equivalent.

Proposition 2.1.10. Every sequence with the properties (i)-(iii) is the type sequence of an equivalence class.

Proof. We will use induction. For $k=2$ the statement is true.
Assume that the result holds true for all $m<k$. Suppose that $\left\{s_{i}\right\}_{i=1}^{k}$ is a sequence that satisfies (i)-(iii).

Using the same techniques we used in the previous proposition we get that we can delete a maximal sub-sequence of $s_{i}$ that contains the same amount of +1 's and -1 's in non-increasing order (since all terms of the sequence are non-negative there exists at least one). If the remaining sequence is empty then we associate the sequence to the sequence with weight $k / 2+1$ and length $k$

$$
\mathbf{i}=\left(i_{1}, \ldots, i_{k / 2}, i_{k / 2+1}, i_{k / 2}, \ldots, i_{1}\right),
$$

where $\left(i_{1}, i_{2}, \ldots, i_{k / 2+1}\right) \subseteq[k]$. If the remaining sequence is not empty then we can apply the induction hypothesis and since the deleted sequence corresponds to a path as mentioned in the previous proposition we get that there exists an equivalent class with type sequence $s_{i}$.

So we need to count the type sequences of length $k$. We start by choosing any subset of [ $k$ ] of length $k / 2$. Then we assign the value +1 to every $a_{j}$ with $j$ in the chosen subset and -1 for every other $j$. But this way we have allowed $s_{j}$ to be negative for some $j \in[k-1]$.

We will prove next that in order to count all the sequences with a negative term it suffices to count all the subsets of $[k]$ with cardinality $k / 2-1$. We start with the next observation.

Fact: If $X$ and $Y$ are two finite sets for which there exists a surjective map $f: X \rightarrow Y$, then $|Y| \leq|X|$.

The proof of this fact is elementary since for every $y$ in $Y$ we can pick a point $x$ in $X$ so that $f(x)=y$. Let $A$ be the subset of all these points $x$ in $X$. Then, $|Y|=|A| \leq|X|$.

So let

$$
X=\left\{A \subseteq[k]:|A|=\frac{k}{2}-1\right\}
$$

and

$$
Y=\left\{[s]_{j=0}^{k}: \exists j_{0} \in[k]: s_{j_{0}}<0\right\} \cap\left\{\left|s_{j}-s_{j-1}\right|=1\right\} \cap\left\{s_{k}=0\right\} \cap\left\{s_{0}=0\right\} .
$$

We will prove that $X$ and $Y$ have the same cardinality using the previous fact. For each sequence $[s]_{j=0}^{k} \in Y$, define $a_{j}=s_{j}-s_{j-1}, j \in\{1, \ldots, k\}$. Since $[s]_{j=0}^{k}$ determines $[a]_{j=0}^{k}$ and vice-versa, we can equivalently think of $Y$ as the set of sequences of length $k$, with the same number of +1 's and -1 's, for which there exists $j \in\{2, \ldots, k\}$ such that there are more -1 's than +1 's in the set of coordinates up to $j$.

Let $f: X \rightarrow Y$ be defined as follows. For $A \in X$ define $f(A)$ by setting $a_{j}=+1$ for every $j \in A$ and also $j$ is the largest integer with the property that

$$
\begin{equation*}
|[j] \cap[k] \backslash A|=\max \{|[i] \cap[k] \backslash A|, i \in[k]\} . \tag{2.1.4}
\end{equation*}
$$

We will prove that $f$ is well defined. Let $A, B \in X$ such that $f(A) \neq f(B)$.Then there exists $i \in[k]$ such that $f(A)_{i} \neq f(B)_{i}$. Without loss of generality suppose that $f(A)_{i}=1$.

Then either $i \in A$ in which case (since $f(B)_{i}=-1 \Longrightarrow i \in B^{c}$ ) we get that $B \neq A$ either $i$ satisfies (2.1.4) for $A$ and not for $B$ (otherwise $f(B)_{i}=1$ ) so $A \neq B$.

Also $f$ is surjective since for every $y \in Y$ we can define $A$ to be the set of all $j$ with $s_{j}-s_{j-1}=+1$ except for the largest $j$ for which $s_{j-1}=\min \left\{s_{i}, i \in[k]\right\}$. Then $f(A)=y$.

Conversely, let $g: Y \rightarrow X$ be defined as follows. Let $\left\{s_{i}\right\}_{i=1}^{k} \in Y$. Pick the smallest negative term. Note that the smallest negative term must be an odd number. So let $2 l-1$, where $l \in[k / 2]$, be that number. We create a new sequence $\left\{d_{i}\right\}_{i=1}^{k}$ setting

$$
d_{i}= \begin{cases}s_{i} & \text { if } i \leq 2 l-1 \\ -s_{i} & \text { otherwise }\end{cases}
$$

Define $g\left(\left\{s_{i}\right\}_{i=1}^{k}\right)$ to be the set of $j$ with $d_{j}-d_{j-1}=+1$. Note that the cardinality of the set of $j$ with $d_{j}-d_{j-1}=+1$ will be exactly $k / 2-1$ (since $2 l-1$ was the first negative term).

The map described by the procedure above is well defined. Also, given a subset (call it $A$ ) of [ $k$ ] with cardinality $k / 2-1$ :
(i) We find the smallest coordinate that does not belong to $A$ and there are more coordinates which do not belong in $A$ than the coordinates that belong to $A$, until that point.
(ii) After that point we follow the reverse procedure to the one described above for all the coordinates (assume that every coordinate in $A$ is assigned with +1 and every coordinate not in $A$ with -1 ).
(iii) The result of that procedure will be a sequence in $Y$ whose $g$-image will be $A$. So, $g$ is onto.
(iv) From the previous remark we have that $|X|=|Y|$. As a result, since $Y$ is exactly the set of all the sequences which are not type sequences, the cardinality of the set of all the type sequences is:

$$
\binom{k}{\frac{k}{2}}-\binom{k}{\frac{k}{2}-1}=C_{\frac{k}{2}},
$$

which proves the lemma.

Lemma 2.1.11. Fix $\epsilon>0$ and $k \in \mathbb{N}$. Then:

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\left|\left\langle\mu_{n}, \chi^{k}\right\rangle-\left\langle\bar{\mu}_{n}, \chi^{k}\right\rangle\right|>\epsilon\right)=0 .
$$

Proof. From Chebychev's inequality we get:

$$
\mathbb{P}\left(\left|\left\langle\mu_{n}, \chi^{k}\right\rangle-\left\langle\bar{\mu}_{n}, \chi^{k}\right\rangle\right|>\epsilon\right) \leq \frac{1}{\epsilon^{2}}\left|\mathbb{E}\left(\left\langle\mu_{n}, \chi^{k}\right\rangle^{2}\right)-\left(\mathbb{E}\left\langle\mu_{n}, \chi^{k}\right\rangle\right)^{2}\right| .
$$

Again, as in the previous lemma, we can rewrite moments in terms of matrix traces:

$$
\begin{align*}
\mathbb{E}\left(\left\langle\mu_{n}, \chi^{k}\right\rangle^{2}\right)-\left(\mathbb{E}\left\langle\mu_{n}, \chi^{k}\right\rangle\right)^{2} \mid & =\frac{1}{n^{2}}\left|\mathbb{E}\left(\operatorname{tr} X_{n}^{k}\right)^{2}-\left(\mathbb{E} \operatorname{tr} X_{n}^{k}\right)^{2}\right|  \tag{2.1.5}\\
& =\frac{1}{n^{2}} \sum_{I, J}\left|\mathbb{E} \zeta_{I} \zeta_{J}-\mathbb{E} \zeta_{I} \mathbb{E} \zeta_{J}\right|,
\end{align*}
$$

where $\zeta_{I}$ stands for the product $\zeta_{i_{1}, i_{2}} \cdots \zeta_{i_{k-1}, i_{k}} \zeta_{k_{k}, i_{1}}, I=\left(i_{1}, i_{2}, \ldots, i_{k}\right) \in[n]^{k}$ and $\zeta_{i, j}$ is the $(i, j)$-entry of $X_{n}$. Similarly for $\zeta_{J}$.

As before, each pair $(I, J)$ generates a (multi)graph with vertices

$$
V_{I, J}=\left(i_{1}, i_{2}, \ldots, i_{k}\right) \cup\left(j_{1}, j_{2}, \ldots, j_{k}\right)
$$

and edges

$$
E=\left(i_{1} i_{2}, \ldots, i_{k} i_{1}\right) \cup\left(j_{1} j_{2}, \ldots, j_{k} j_{1}\right) .
$$

As before, the weight of $(I, J)$ is defined as the cardinality of $V_{I, J}$. Also, as in the previous lemma, two pairs $(I, J)$ and $(W, D)$ are called equivalent if there exists a bijection on $S_{n}$ mapping corresponding indices. As in the previous lemma, equivalent pairs of sequences have the same weight and contribute the same in the sum in (2.1.5).

Also if a term in (2.1.5) corresponding to $(I, J)$ is non-zero then we necessarily have:
(i) Each edge in $E_{I, J}$ should appear at least twice since the entries of $X_{n}$ have mean zero and are pairwise independent.
(ii) The graphs generated by $I$ and $J$ (as in the previous lemma) should have at least one edge in common, otherwise from independence, $\mathbb{E} \zeta_{I} \zeta_{J}=\mathbb{E} \zeta_{I} \mathbb{E} \zeta_{J}$.

So, as in the previous lemma, we get that for a pair $(I, J)$ to be non-zero we must have $t \leq k / 2+1+k / 2+1-1=k+1$. More precisely, $t \leq k$. To see this, suppose that $t=k+1$. Then, since the graph produced by $I$, and equivalently for $J$, must contain each edge twice, there could not exist a common edge in $I$ and $J$ which is a contradiction.

Also, given a pair of sequences $(I, J)$ there are $n(n-1) \cdots(n-t+1) \leq n^{k+1}$ equivalent pairs (as in the previous lemma). Moreover, the contribution of each such sequence in the sum (2.1.5) is $\mathbb{O}\left(1 / n^{k+2}\right)$ since $X_{n}=A_{n} / \sqrt{n}$, the entries of $X_{n}$ are independent, and the moments of $A_{n}$ are uniformly bounded for every $n$. Thus, the equivalent classes with weight $t \leq k+1$ contribute an asymptotically negligible $\left(\mathbb{O}\left(\frac{1}{n^{2}}\right)\right)$ amount to (2.1.5). Finally, since the number of equivalent classes depends on $k$ and not on $n$ (as in the previous lemma) the sum in (2.1.5) tends to zero as $n \rightarrow \infty$.

We are now ready to prove the theorem.
Proof of Theorem 2.1.6. To conclude that $\mu_{n} \rightarrow \sigma$ in probability, in the weak sense, we need to prove that for any bounded continuous function $f: \mathbb{R} \longrightarrow$ $\mathbb{R}$,

$$
\left\langle\mu_{n}, f\right\rangle \longrightarrow\langle\sigma, f\rangle \quad \text { in probability. }
$$

The trick is to replace $f$ by a polynomial (by the Weierstrass theorem) and thus, we can rewrite the integrals above as a linear combination of the moments (since integrals are linear). Because $f$ needs to be compactly supported (and since $\sigma$ has support [ $-2,2$ ) by Markov's inequality we get that

$$
\left.\left.\mathbb{P}\left(\left.\left\langle\mu_{n},\right| x\right|^{k} 1_{|x| \geq 5}\right\rangle \geq \epsilon\right) \leq \frac{1}{\epsilon} \mathbb{E}\left(\left.\left\langle\mu_{n},\right| x\right|^{k} 1_{|x| \geq 5}\right\rangle\right) \leq \frac{\left\langle\overline{\mu_{n}}, x^{2 k}\right\rangle}{\epsilon 5^{k}} .
$$

In the last inequality we used the fact that $\chi^{k} / 5^{k} \geq 1$ inside the interval. Using the fact that $C_{k} \leq 4^{k}$ and the previous lemma, we let $n$ tend to infinity and get

$$
\left.\limsup _{n \rightarrow \infty} \mathbb{P}\left(\left.\left\langle\mu_{n},\right| x\right|^{k} 1_{|x| \geq 5}\right\rangle \geq \epsilon\right) \leq\left\langle\sigma, x^{2 k}\right\rangle \leq \frac{4^{k}}{5^{k} \epsilon},
$$

which holds true for every $k \in \mathbb{N}$. Since the left hand side becomes larger as $k$ grows (the sets become bigger as $k$ becomes bigger), the right hand side must either be strictly increasing as $k$ gets larger or zero. Since the right hand side is decreasing as $k$ grows, we get that the left hand side is zero.

Next, consider $\delta>0$ and let $f: \mathbb{R} \rightarrow \mathbb{R}$ be bounded and continuous (we can assume that $f$ has compact support, say $[-5,5]$, considering what was done previously). Let $p_{\delta}$ be a polynomial such that $\left|p_{\delta}(x)-f(x)\right|<\delta / 4$ for all $x \in[-5,5]$. Then, from the triangle inequality we get

$$
\left|\left\langle\mu_{n}, f\right\rangle-\langle\sigma, f\rangle\right| \leq\left|\left\langle\mu_{n}, f-p_{\delta}\right\rangle 2-\left\langle\sigma, f-p_{\delta}\right\rangle\right|+\left|\left\langle\mu_{n}, p_{\delta}\right\rangle-\left\langle\sigma, p_{\delta}\right\rangle\right| .
$$

Splitting $p_{\delta}$ into the parts where it is smaller or bigger than five in the first inequality, and by the way it was chosen, we get:

$$
\begin{aligned}
\left|\left\langle\mu_{n}, f\right\rangle-\langle\sigma, f\rangle\right| & \leq \frac{\delta}{2}+\left|\left\langle\mu_{n}, p_{\delta} 1_{|x| \geq 5}\right\rangle\right|+\left|\left\langle\mu_{n}, p_{\delta}\right\rangle-\left\langle\overline{\mu_{n}}, p_{\delta}\right\rangle\right| \\
& +\left|\left\langle\overline{\mu_{n}}, p_{\delta}\right\rangle-\left\langle\sigma, p_{\delta}\right\rangle\right| .
\end{aligned}
$$

Applying this inequality we get

$$
\begin{aligned}
\mathbb{P}\left(\left|\left\langle\mu_{n}, f\right\rangle-\langle\sigma, f\rangle\right| \geq \delta\right) & \leq \mathbb{P}\left(\left|\left\langle\mu_{n}, p_{\delta} 1_{|x| \geq 5}\right\rangle\right| \geq \frac{\delta}{2}\right) \\
& +\mathbb{P}\left(\left|\left\langle\mu_{n}, p_{\delta}\right\rangle-\left\langle\overline{\mu_{n}}, p_{\delta}\right\rangle\right| \geq \frac{\delta}{2}\right) \\
& +\mathbb{P}\left(\left|\left\langle\overline{\mu_{n}}, p_{\delta}\right\rangle-\left\langle\sigma, p_{\delta}\right\rangle\right| \geq \frac{\delta}{2}\right) .
\end{aligned}
$$

The first term in this inequality tends to zero from what was done before, and the same is true for the second and the third by the previous lemmas.

We can also prove that the convergence can be stronger (meaning almost surely).
Remark 2.1.12. For any fixed k there exists a constant $C_{k}$ not depending on $n$ such that for sufficient large $n$ :

$$
\mathbb{E}\left(\left\langle\mu_{n}, \chi^{k}\right\rangle\right)^{2}-\left(\mathbb{E}\left\langle\mu_{n}, \chi^{k}\right\rangle\right)^{2} \left\lvert\, \leq \frac{C_{k}}{n^{2}}\right.
$$

We have essentially proven in lemma 3.9 that the term above is $\mathbb{O}\left(1 / n^{2}\right)$.
Corollary 2.1.13. The convergence in the semicircular law is with probability 1 (almost surely).

Proof. By Chebyshev's inequality,

$$
\begin{aligned}
\sum_{n=1}^{\infty} \mathbb{P}\left(\left|\left\langle\mu_{n}, \chi^{k}\right\rangle-\left\langle\bar{\mu}_{n}, \chi^{k}\right\rangle\right|>\epsilon\right) & \leq \sum_{n=1}^{\infty} \frac{1}{\epsilon^{2}}\left|\mathbb{E}\left(\left\langle\mu_{n}, \chi^{k}\right\rangle\right)^{2}-\left(\mathbb{E}\left\langle\mu_{n}, \chi^{k}\right\rangle\right)^{2}\right| \\
& \leq c+\sum_{n=1}^{\infty} \frac{C_{k}}{n^{2}},
\end{aligned}
$$

where $c$ is a constant, since the inequality in the previous corollary is true for large $n$.

So, the corollary follows from the Borel-Cantelli lemma. Using the same techniques as in the proof of the semicircular law we conclude the proof.

Remark 2.1.14. It has been proven that for the convergence as presented in Corollary 2.1.13 we can assume that only the second moment of the entries is finite. The proof of this generalisation is done by approximation via matrices with entries which have all their moments finite. For a proof, see [13].

### 2.1.2 Gaussian isoperimetry

In this subsection we present the main isoperimetric inequalities for the Gaussian measure on $\mathbb{R}^{n}$ and concentration inequalities that are consequences of them and will be used in the next subsection. We start with the definition of the concentration function in the general setting of a metric probability space.

Definition 2.1.15. Let $(X, d, \mu)$ be a metric probability space. The concentration function of the space is defined on $(0, \infty)$ as follows:

$$
a_{\mu}(t)=\sup \left\{1-\mu\left(A_{t}\right): \mu(A) \geq \frac{1}{2}\right\},
$$

where $A_{t}=\{x \in X: d(x, A) \leq t\}$.
Proposition 2.1.16. The concentration function satisfies

$$
\lim _{t \rightarrow \infty} a_{\mu}(t)=0
$$

Proof. It is clear that the concentration function is decreasing. Now, let $0<\epsilon<\frac{1}{2}$ and $x \in X$. Note that since

$$
\lim _{n \rightarrow \infty} B(x, n)=\bigcup_{n=1}^{\infty} B(x, n)=X,
$$

by the continuity of the measure we get that there exists $r \in \mathbb{N}$ such that

$$
\mu(B(x, r)) \geq 1-\epsilon .
$$

Then, for any Borel subset $A$ of $X$ with $\mu(A)>\frac{1}{2}$ we get that

$$
\mu(A \cap B(x, r))>0,
$$

which implies that $B(x, r) \subseteq A_{2 r}$, since there exists $a \in A$ such that $d(a, x)<$ $r$, and hence for every $y \in B(x, r)$ we get $d(y, a) \leq d(x, y)+d(y, a)<2 r$. Then, for every $t \geq 2 r$,

$$
1-\mu\left(A_{t}\right) \leq 1-\mu\left(A_{2 r}\right) \leq 1-\mu(B(x, r))<\epsilon .
$$

Now we are going to present Erhard's inequality and, as a consequence, the Gaussian isoperimetric inequality. We are going to give a sketch of the proofs of both these fundamental results but we will not get into the details. For more detailed proofs see [14].

Definition 2.1.17. We use the notation $\gamma_{n}$ for the probability measure on $\mathbb{R}^{n}$ with density function (with respect to the Lebesque measure on $\mathbb{R}^{n}$ )

$$
d y_{n}(x)=(2 \pi)^{-\frac{n}{2}} e^{-\|x\|_{2}^{2} / 2} d x
$$

Note: The probability measure $\gamma_{n}$ can be thought as follows. For every $A \in B\left(\mathbb{R}^{n}\right)$

$$
\gamma_{n}(A)=\mathbb{P}(X \in A)
$$

where $X$ is an $n$-dimensional random vector whose entries are independent random variables such that $X_{i} \sim N(0,1)$ for all $i \in[n]$.

Definition 2.1.18. We use the notation $\Phi(x)$ for the distribution function of the standard normal random variable.

Definition 2.1.19. Let $n \in \mathbb{N}$ and $k \in[n]$. Let $F$ be an $(n-k)$-dimensional subspace of $\mathbb{R}^{n}$ and let $e$ be any unit vector orthogonal to $F$. For every $A \subseteq \mathbb{R}^{n}$ which is open or closed, we define $A^{\prime} \subseteq \mathbb{R}^{n}$ (which will be called the Gaussian $k$-symmetrization of $A$ with respect to $F$ along $e$ ) as follows. For every $x \in F$
(i) If $\gamma_{k}\left(A \cap\left(x+F^{\perp}\right)\right)=0$ then $A^{\prime} \cap\left(x+F^{\perp}\right)=\emptyset$.
(ii) If $\gamma_{k}\left(A \cap\left(x+F^{\perp}\right)\right)=1$ then $A^{\prime} \cap\left(x+F^{\perp}\right)=x+F^{\perp}$.
(iii) If $0<\gamma_{k}\left(A \cap\left(x+F^{\perp}\right)\right)<1$ then: if $A$ is open we set $A^{\prime} \cap\left(x+F^{\perp}\right)=$ $H(e, a) \cap\left(x+F^{\perp}\right)$, while if $A$ is closed we set $A^{\prime} \cap\left(x+F^{\perp}\right)=\overline{H(e, a)} \cap(x+$ $\left.F^{\perp}\right)$. Here $a$ is defined so that $\gamma_{k}\left(A \cap\left(x+F^{\perp}\right)\right)=\gamma_{k}\left(H(e, a) \cap\left(x+F^{\perp}\right)\right)$.

We may also use the notation $S(A)$ or $S_{F, e}(A)$ for the Gaussian symmetrization of $A$.

For every $x \in \mathbb{R}^{n}$ and any $r \in \mathbb{R}$ we use the notation

$$
H(x, r)=\left\{y \in \mathbb{R}^{n}:\langle y, x\rangle>r\right\}
$$

Lemma 2.1.20. For any $n \in \mathbb{N}$ and every $k \in[n]$, any $k$-Gaussian symmetrization $S$ has the following properties:
(i) If $A \subseteq B$ then $S(A) \subseteq S(B)$.
(ii) If $\left\{A_{j}\right\}_{j \in \mathbb{N}}$ are open subsets of $\mathbb{R}^{n}$ then $S\left(\cup_{j} A_{j}\right)=\cup_{j} S\left(A_{j}\right)$.
(iii) $S_{F, u}\left(A^{c}\right)=\left[S_{F,-u}(A)\right]^{c}$.
(iv) $\mathrm{S}_{F, u}(A)+(F+\langle u\rangle)^{\perp}=S_{F, u}(A)$.
(v) For any $z \in F$ we have $S(A+z)=S(A)+z$.
(vi) If $B \in B\left(\mathbb{R}^{n}\right)$ and $F^{\perp}+B=B$ then

$$
\gamma_{n}(B \cap A)=\gamma_{n}\left(B \cap S_{F, u}(A)\right) .
$$

Moreover,

$$
\gamma_{n}(A)=\gamma_{n}(S(A)) .
$$

(vii) If $S$ is a 1 or 2-Gaussian symmetrization and $A$ is a closed subset of $\mathbb{R}^{n}$ then $S(A)$ is also a closed subset of $\mathbb{R}^{n}$.

Theorem 2.1.21. If $C \in \mathbb{R}^{n}$ is closed and convex then every Gaussian symmetrization $S(C)$ of $C$ is convex too.

For the proof of Theorem 2.1.21 we need some lemmas.
Lemma 2.1.22. Let $F_{1}, F_{2}, F_{3}$ be pairwise orthogonal subspaces of $\mathbb{R}^{n}$ and let $u \in S^{n-1}$ be orthogonal to $F_{i}$. Define $S_{1}=S_{F_{1}+F_{2}, u}$ and $S_{2}=S_{F_{2}+F_{3}, u}$. If $A$ and $S_{2}(A)$ are closed subsets of $\mathbb{R}^{n}$ then

$$
S_{1}\left(S_{2}(A)\right)=S_{F_{2}, u}(A) .
$$

Proof. Set $F=\left(F_{1}+F_{2}+F_{3}+\langle u\rangle\right)^{\perp}$. By Lemma 2.1.20 (claim (iv)) we have that, for every closed set $A$,

$$
S_{1}(A)=S_{1}(A)+\left(F_{1}+F_{2}+\langle u\rangle\right)^{\perp}=S_{1}(A)+F_{3}+F
$$

and

$$
\mathrm{S}_{2}(A)=\mathrm{S}_{2}(A)+F_{1}+F
$$

Also, by the previous lemma, since $F_{1} \subseteq F_{1}+F_{2}$ we get that

$$
S_{1}\left(S_{2}(A)\right)=S_{1}\left(S_{2}(A)\right)+F_{1}
$$

Using the previous equalities we get

$$
S_{1}\left(S_{2}(A)\right)=S_{1}\left(S_{2}(A)\right)+\left(F_{2}+\langle u\rangle\right)^{\perp} .
$$

From Lemma 2.1.20, again, we have

$$
S_{F_{2}, u}(A)=S_{F_{2}, u}(A)+\left(F_{2}+\langle u\rangle\right)^{\perp} .
$$

Since for the sets $S_{1}\left(S_{2}(A)\right)$ and $S_{F_{2}, u}(A)$ we may apply claim (v) of Lemma 2.1.20, and since symmetrization preserves measure, if $k=\operatorname{dim}\left(F_{2}^{\perp}\right)$ then for every $x \in F_{2}$ and for the set $R_{x}=x+F_{2}^{\perp}$ we have

$$
\gamma_{k}\left(S_{2}(A) \cap R_{x}\right)=\gamma_{k}\left(A \cap R_{x}\right)=\gamma_{k}\left(S_{1}(A) \cap R_{x}\right)=\gamma_{k}\left(S_{1}\left(S_{2}(A) \cap R_{x}\right)\right) .
$$

It follows that $S_{1}\left(S_{2}(A)\right)=S_{F_{2}, u}(A)$.
Lemma 2.1.23. Let $m \in \mathbb{N}$ with $m>2$ and $k \in[m]$ with $k>1$. For any $k$-Gaussian symmetrization $S_{F, u}$ we can find 2-Gaussian symmetrizations $T_{1}, T_{2}, \ldots, T_{k-1}$ so that

$$
S_{F, u}=T_{1} \circ T_{2} \circ \cdots \circ T_{k-1} .
$$

Proof. Let $v \in(F+\langle u\rangle)^{\perp}$. We define three subspaces as follows:

$$
F_{3}=(F+\operatorname{span}\{u, v\})^{\perp}, F_{2}=F, F_{1}=\langle v\rangle,
$$

and apply the previous lemma for the symmetrizations

$$
S_{1}=S_{F_{1}+F_{2}, u}, S_{2}=S_{F_{2}+F_{3}, u}
$$

Note that $S_{2}$ is a 2-symmetrization so it preserves closeness of sets. So, for every closed set $A$ we get

$$
S_{1} \circ S_{2}(A)=S_{F_{2}, u}
$$

Setting $T_{k-1}=S_{2}$ and continuing inductively we can prove the lemma.

Proof of Theorem 2.1.21. We will prove the assertion of the theorem for every 2 -Gaussian symmetrization and by the previous lemma the theorem will be true for every $k \in \mathbb{N}$.

Firstly we will prove it for 1-Gaussian symmetrizations. Let $u \in S^{n-1}$, set $F=\langle u\rangle^{\perp}$ and consider the 1-symmetrization $S_{F, u}$. The symmetrization is done along the lines of the form $R_{x}=x+\langle u\rangle$ where $x \in F$. Let $A \subseteq \mathbb{R}^{n}$ be convex and closed. We clearly have

$$
A \cap R_{x}=x+D\langle u\rangle
$$

where $D \subseteq \mathbb{R}$. Then $D$ is convex, since both $A$ and $R_{x}$ are convex. So let $a, b \in D$. Then for any $c$ such that $a<c<b$ we have that

$$
c=\left(1-\frac{b-c}{b-a}\right) b+\frac{b-c}{b-a} a \in D .
$$

So, $D$ is an interval. Also, since $A$ and $R_{x}$ are closed, we get that $D$ is also closed. So,

$$
R_{x} \cap A=x+\left[a_{x}, b_{x}\right], \quad a_{x}, b_{x} \in \mathbb{R} \cup\{-\infty,+\infty\}, \quad a_{x}<b_{x} .
$$

As a result we get that since $S(A) \cap R_{x}=H\left(u, c_{x}\right) \cap R_{x}$ and hence $\gamma_{1}\left(A \cap R_{x}\right)=$ $\gamma_{1}\left(H\left(u, c_{x}\right) \cap R_{x}\right)$, we must have

$$
S(A) \cap R_{x}=\left[c_{x}, \infty\right] u+x
$$

where $c_{x}=-\Phi^{-1}\left(\Phi\left(b_{x}\right)-\Phi\left(a_{x}\right)\right)$. So, for the convexity of $S(A)$ it is sufficient to show that, for every $x, y \in F$ and any $\lambda \in[0,1]$,

$$
S(A) \cap R_{\lambda x+(1-\lambda) y} \supseteq \lambda\left(S(A) \cap R_{x}\right)+(1-\lambda)\left(S(A) \cap R_{y}\right),
$$

which is equivalent to the following inequality:

$$
\left[c_{\lambda x+(1-\lambda) y}, \infty\right] \supseteq \lambda\left[c_{x}, \infty\right]+(1-\lambda)\left[c_{y}, \infty\right] .
$$

So it is sufficient to show that

$$
c_{\lambda x+(1-\lambda) y} \leq \lambda c_{x}+(1-\lambda) c_{y},
$$

which is equivalent to the following:

$$
\begin{aligned}
& \Phi^{-1}\left(\Phi\left(b_{\lambda x+(1-\lambda) y)}\right)-\Phi\left(a_{\lambda x+(1-\lambda) y}\right)\right) \\
& \quad \geq \lambda \Phi^{-1}\left(\Phi\left(b_{x}\right)-\Phi\left(a_{x}\right)\right)+(1-\lambda) \Phi^{-1}\left(\Phi\left(b_{y}\right)-\Phi\left(a_{y}\right)\right)
\end{aligned}
$$

Let $d_{1} \in R_{x} \cap A$ and $d_{2} \in R_{y} \cap A$. Then, for any $\lambda \in[0,1]$, we have that $\lambda d_{1}+(1-\lambda) d_{2} \in[\lambda x+(1-\lambda) y+\langle u\rangle]$ and $\lambda d_{1}+(1-\lambda) d_{2} \in A$ since $A$ is convex. So,
$\lambda x+(1-\lambda) y+\lambda\left[a_{x}, b_{x}\right]+(1-\lambda)\left[a_{y}, b_{y}\right] \subseteq \lambda x+(1-\lambda) y+\left[a_{\lambda x+(1-\lambda) y)}, b_{\lambda x+(1-\lambda) y}\right]$,
which implies

$$
a_{\lambda x+(1-\lambda) y} \leq \lambda a_{x}+(1-\lambda) a_{y} \leq \lambda b_{x}+(1-\lambda) b_{y} \leq b_{\lambda x+(1-\lambda) y} .
$$

Then, we show the following, which will imply the desired inequality:

$$
\begin{aligned}
& \Phi^{-1}\left(\Phi\left(\lambda b_{x}+(1-\lambda) b_{y}\right)-\Phi\left(\lambda a_{x}+(1-\lambda) a_{y}\right)\right) \\
& \quad \geq \lambda \Phi^{-1}\left(\Phi\left(b_{x}\right)-\Phi\left(a_{x}\right)\right)+(1-\lambda) \Phi^{-1}\left(\Phi\left(b_{y}\right)-\Phi\left(a_{y}\right)\right)
\end{aligned}
$$

So we need to prove that the function $g(a, b)=\Phi^{-1}(\Phi(b)-\Phi(a))$ on $\{(a, b) \in$ $\left.\mathbb{R}^{2}: a<b\right\}$ is concave, which can be proven by computing the Hessian matrix of $g$.

In order to show the theorem for any 2 -symmetrization, it is now enough to prove the following.

Lemma 2.1.24. Any 2 -symmetrization in $\mathbb{R}^{n}$ is the limit a sequence of compositions of 1-symmetrizations.

Proof. We will show the lemma in $\mathbb{R}^{2}$. One can check that the following sequence $\left\{T_{j}\right\}_{j \in \mathbb{N}}$ of symmetrizations approaches any 2 -symmetrization in $\mathbb{R}^{2}$ :

$$
T_{j}=S_{j} \circ S_{j-1} \circ \cdots \circ S_{1} \circ S_{0},
$$

where

$$
S_{j}=S_{e_{j+1}^{+}, e_{j}}
$$

and

$$
e_{j}:=\left[\cos \left(\frac{3 \pi}{2}+2^{-j} \pi\right), \sin \left(\frac{3 \pi}{2}+2^{-j} \pi\right)\right] .
$$

Note that $e_{j}+e_{0} \perp e_{j+1}$ and $e_{j} \rightarrow-e_{0}$.

Proposition 2.1.25. Note that for every $c, c^{\prime}>0$ and any closed $A \subseteq \mathbb{R}^{n}$, and $x \in T_{j}(A)$,

$$
x+c e_{0}+c^{\prime} e_{j} \in T_{j}(A)
$$

Proof. For a proof see [14].
Combining the previous lemma with the fact that every 1-symmetrization preserves convexity we get that every 2 -symmetrization preserves convexity.

Theorem 2.1.26 (Erhard's inequality). For every pair of non-empty closed convex subsets $A, B \subseteq \mathbb{R}^{n}$ the following inequality is true for every $A \in[0,1]$ :

$$
\Phi^{-1}\left(\gamma_{n}(\lambda A+(1-\lambda) B)\right) \geq \lambda \Phi^{-1}\left(\gamma_{n}(A)\right)+(1-\lambda) \Phi^{-1}\left(\gamma_{n}(B)\right) .
$$

Proof. A sketch of the proof is the following. Firstly suppose that $A$ and $B$ are also compact. Then consider the sets

$$
A^{\prime}=A \times\{1\}, B^{\prime}=B \times\{0\}
$$

and

$$
C=\left\{y \in \mathbb{R}^{n+1}: y=\lambda a+(1-\lambda) b, a \in A^{\prime}, b \in B^{\prime}, \lambda \in[0,1]\right\} .
$$

Let $e=(0,0, \ldots, 1) \in \mathbb{R}^{n+1}$ and $u=(1,0, \ldots, 0) \in \mathbb{R}^{n+1}$. Obviously, $u$ is a unit vector orthogonal to $\langle e\rangle$. Since $C$ is convex, we have that $S_{\langle e\rangle, u}(C)$ is also convex. So it is true that

$$
\begin{equation*}
S(C) \cap\left(\mathbb{R}^{n} \times\{\lambda x+(1-\lambda y)\}\right) \supseteq \lambda S(C) \cap\left[\mathbb{R}^{n} \times\{x\}\right]+(1-\lambda) S(C) \cap\left[\mathbb{R}^{n} \times\{y\}\right] \tag{2.1.6}
\end{equation*}
$$

since $S(C)$ is convex. But for any $z \in \mathbb{R}$ we know that $S(C) \cap\left(R^{n} \times\{z\}\right)=$ $H\left(u, r_{z}\right) \cap\left(\mathbb{R}^{n} \times\{z\}\right)$, where $r_{z}$ is defined by

$$
\gamma_{n}\left(C \cap\left(\mathbb{R}^{n} \times\{z\}\right)\right)=\gamma_{n}\left(H\left(u, r_{z}\right) \cap\left(\mathbb{R}^{n} \times\{z\}\right)\right),
$$

which implies that

$$
\Phi\left(-r_{z}\right)=\gamma_{n}\left(C \cap\left(\mathbb{R}^{n} \times\{z\}\right)\right) .
$$

So, $r_{z}=-\Phi^{-1}\left(\gamma_{n}\left(\left(C \cap\left(\mathbb{R}^{n} \times\{z\}\right)\right)\right.\right.$. But, by (2.1.6),

$$
r_{\lambda x+(1-\lambda) y} \leq \lambda r_{x}+(1-\lambda) r_{y} .
$$

Therefore, the function

$$
\Theta(Л)=\Phi^{-1}\left(\gamma_{n}\left(C \cap\left(\mathbb{R}^{n} \times\{\lambda\}\right)\right)\right)=\Phi^{-1}\left(\gamma_{n}(\lambda A+(1-\lambda) B)\right)
$$

is concave on $[0,1]$. This completes the proof of Erhard's inequality, since it is equivalent with the following inequality:

$$
G(\lambda) \geq(1-\lambda) G(0)+\lambda G(1) .
$$

In the case of non-compact sets we can approximate them from the "inside" by compact sets and thus prove the desired inequality in the general case.

Next we present the isoperimetric inequality for the Gaussian measure.
Theorem 2.1.27 (Gaussian isoperimetric inequality). Let $A \subseteq \mathbb{R}^{n}$ be a Borel set and define $a \in \mathbb{R}$ by the equation

$$
\gamma_{1}((-\infty, a])=\gamma_{n}(A) .
$$

Then, for any $\epsilon>0$ we have

$$
\gamma_{n}\left(A_{\epsilon}\right) \geq \gamma_{1}(-\infty, a+\epsilon),
$$

or equivalently

$$
\Phi^{-1}\left(\gamma_{n}\left(A_{\epsilon}\right)\right) \geq \Phi^{-1}\left(\gamma_{n}(A)\right)+\epsilon .
$$

A first proof may be given via Erhard's inequality.
Proof of Theorem 2.1.27. Let $A \subseteq \mathbb{R}^{n}$ and $B_{2}^{n}=\left\{x \in \mathbb{R}^{n}:\|x\|_{2} \leq 1\right\}$. Note that

$$
A_{\varepsilon}=A+\epsilon B_{2}^{n}=(1-\lambda)\left[(1-\lambda)^{-1} A\right]+\lambda\left(\lambda^{-1} \epsilon B_{2}^{n}\right) .
$$

From Erhard's inequality we get

$$
\Phi^{-1}\left(\gamma_{n}\left(A_{\epsilon}\right)\right) \geq(1-\lambda) \Phi^{-1}\left(\gamma_{n}\left((1-\lambda)^{-1} A\right)\right)+\lambda \Phi^{-1}\left(\gamma_{n}\left(\lambda^{-1} \epsilon B_{2}^{n}\right)\right) .
$$

Now letting $\lambda \rightarrow 0^{+}$it is clear by the continuity of $\Phi^{-1}$ and the continuity of $\gamma_{n}$ that the first term of the right hand side of the previous inequality tends to $\Phi^{-1}\left(\gamma_{n}(A)\right)$. For the second term we observe that

$$
\lambda \Phi^{-1}\left(\gamma_{n}\left(\lambda^{-1} \epsilon B_{2}^{n}\right)\right)=\epsilon\left(\lambda^{-1} \epsilon\right)^{-1} \Phi^{-1}\left(\gamma_{n}\left(\lambda^{-1} \epsilon B_{2}^{n}\right)\right) \rightarrow \epsilon,
$$

which proves the desired inequality.

We shall give a second proof of the Gaussian isoperimetric inequality using the spherical isoperimetric inequality and the next lemma which is attributed to Poincaré although it seems it was known before Poincaré.

Lemma 2.1.28. Let $n \in \mathbb{N}$. Then for any $N>n$ we denote by $P_{N+1, n}$ the projection from $\mathbb{R}^{N+1}$ onto $\mathbb{R}^{n}$. Let $\sigma^{N}=\sqrt{N} s^{N}$ be the Haar probability measure of the sphere $\sqrt{N} S^{N}$ of radius $\sqrt{N}$ in $\mathbb{R}^{N+1}$. Then, for every Borel subset $A$ of $\mathbb{R}^{n}$,

$$
\lim _{N \rightarrow \infty} \sigma^{N}\left(P_{N+1, n}^{-1}(A) \cap \sqrt{N} S^{N}\right)=\gamma_{n}(A) .
$$

Proof. A sketch of the proof is as follows: Let $\left\{g_{i}\right\}_{i \in \mathbb{N}}$ be a sequence of independent random variables such that $g_{i} \sim N(0,1)$ for all $i \in \mathbb{N}$. Also, for every $k \geq 1$ let $R_{k}^{2}=\sum_{i=1}^{k} g_{i}^{2}$. Then the distribution of the random vector $\frac{\sqrt{N}}{R_{N+1}}\left(g_{1}, g_{2}, \ldots, g_{N+1}\right)$ is $\sigma^{N}$. So, the distribution of $\frac{\sqrt{N}}{R_{N+1}}\left(g_{1}, g_{2}, \ldots, g_{n}\right)$ is $\sigma^{N}\left(P_{N+1, n}\right)$. Note that $R_{n}^{2}, R_{N+1}^{2}-R_{n}^{2}$ and $\frac{1}{R_{n}}\left(g_{1}, g_{2}, \ldots, g_{n}\right)$ are pairwise independent random variables. So, $R_{n}^{2} / R_{N+1}^{2}$ and $\frac{1}{R_{n}}\left(g_{1}, g_{2}, \ldots, g_{n}\right)$ are independent. Also note that from the properties of the $\chi$-squared distribution (see the previous subsection) $R_{n}^{2} \sim \operatorname{Gamma}(n / 2,2)$ and $R_{N+1}^{2}-R_{n}^{2} \sim$ $\operatorname{Gamma}((N+1-n) / 2,2)$. So $\frac{R_{n}^{2}}{R_{n}^{2}+R_{N+1}^{2}-R_{n}^{2}} \sim \operatorname{Beta}\left(\frac{n}{2}, \frac{(N+1-n)}{2}\right)$. It follows that

$$
\begin{aligned}
\sigma^{N}\left(P_{N+1, n}^{-1}(A) \cap \sqrt{N} S^{N}\right) & =\mathbb{P}\left(\frac{\sqrt{N}}{R_{N+1}}\left(g_{1}, g_{2}, \ldots, g_{n}\right) \in A\right) \\
& =\mathbb{P}\left(\frac{\sqrt{N} R_{n}}{R_{N+1}} \frac{1}{R_{n}}\left(g_{1}, \ldots, g_{n}\right) \in A\right),
\end{aligned}
$$

which implies that

$$
\begin{aligned}
& \sigma^{N}\left(P_{N+1, n}^{-1}(A) \cap \sqrt{N} S^{N}\right) \\
& =\int_{S^{n-1}} \int_{0}^{1} 1_{\{t \in[0,1]: x \sqrt{N} t \epsilon A\}} \frac{1}{B(n / 2,(N+1-n) / 2)} t^{\frac{n}{2}-1}(1-t)^{\frac{N+1-n}{2}-1} d t d \sigma^{n}(x) .
\end{aligned}
$$

Setting $r=\sqrt{N t}$ we get

$$
\begin{aligned}
& \sigma^{N}\left(P_{N+1, n}^{-1}(A) \cap \sqrt{N} S^{N}\right) \\
& =B(n / 2,(N+1-n) / 2)^{-1} \frac{2}{N^{n / 2}} \int_{S^{n-1}} \int_{0}^{\sqrt{N}} 1_{A}(r x) r^{n-1}\left(1-\frac{r^{2}}{N}\right)^{\frac{N+1-n}{2}-1} d r d \sigma^{n}(x) .
\end{aligned}
$$

By the dominated convergence theorem we get

$$
\lim _{N \rightarrow \infty} \sigma^{N}\left(P_{N+1, n}^{-1}(A) \cap \sqrt{N} S^{N}\right)=\frac{2}{\Gamma(n / 2) 2^{n / 2}} \int_{S^{n-1}} \int_{0}^{\infty} 1_{A}(r x) r^{n-1} e^{-\frac{r^{2}}{2}} d r d \sigma^{n}(x)
$$

which is exactly $\gamma_{n}(A)$ in polar coordinates.

Now we can return to the proof of the Gaussian isoperimetric inequality.
Second proof of Theorem 2.1.27. Firstly note that for $S^{n-1}$, the unit sphere in $\mathbb{R}^{n}$ equipped with the geodesic metric, there exists a similar result to the Gaussian isoperimetric inequality, the spherical isoperimetric inequality, which states that:

Given $a \in(0,1)$ let $B_{q}(x, r)$ the ball with the geodesic metric $q(x, y)$, such that $s^{n}\left(B_{q}(x, r)\right)=a$. Then, for every $A \subseteq S^{n-1}$ such that $s^{n}(A)=a$ and for every $t>0$ we have that

$$
s^{n}\left(A_{t}\right) \geq s^{n}\left(B_{q}(x, r+t)\right) .
$$

So the previous lemma reduces the proof to the isoperimetric inequality on the sphere. Moreover, for a Borel set $A \subseteq \mathbb{R}^{n}$ and an $a \in \mathbb{R}$ such that $\Phi(a)=\gamma_{n}(A)$ it is true that, for sufficient large $N \in \mathbb{N}$ and any $b<a$,

$$
\sigma^{N}\left(P_{N+1, n}^{-1}(A) \cap \sqrt{N} S^{N}\right) \geq \sigma^{N}\left(P_{N+1,1}^{-1}(-\infty, b) \cap \sqrt{N} S^{N}\right) .
$$

Also, for any $t>0$ one can show that

$$
P_{N+1, n}^{-1}\left(A_{t}\right) \cap \sqrt{N} S^{N} \supseteq\left[P_{N+1, n}^{-1}(A) \cap \sqrt{N} S^{N}\right]_{t} .
$$

Here in the right hand side of the inclusion the $t$-extension is taken with respect to the geodesic metric. A very important observation is that the set $P_{N+1,1}^{-1}(-\infty, b) \cap \sqrt{N} S^{N}$ is a geodesic ball in $\sqrt{N} S^{N}$. So, by the isoperimetric inequality on the sphere, we have

$$
\begin{aligned}
s^{N}\left(P_{N+1, n}^{-1}\left(A_{t}\right) \cap \sqrt{N} S^{N}\right) & \geq s^{N}\left(\left[P_{N+1, n}^{-1}(A) \cap \sqrt{N} S^{N}\right]_{t}\right) \\
& \geq \sigma^{N}\left(\left[P_{N+1,1}^{-1}(-\infty, b) \cap \sqrt{N} S^{N}\right]_{t}\right) .
\end{aligned}
$$

One can show that

$$
\left[P^{-1}(-\infty, b) \cap \sqrt{N} S^{N}\right]_{t}=P^{-1}\left(-\infty, b+a_{N}\right) \cap \sqrt{N} S^{N}
$$

where

$$
\lim _{N \rightarrow \infty} a_{N}=t .
$$

So, by the previous lemma,

$$
\gamma_{n}\left(A_{t}\right) \geq \Phi(b+t) .
$$

Since this last inequality is true for any $b<a$, we get that

$$
\gamma_{n}\left(A_{t}\right) \geq \Phi(a+t)
$$

A consequence of the isoperimetric inequality is the following lemma.
Lemma 2.1.29. If $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is 1-Lipschitz and $M_{f}$ is the median of the function on the probability space $\left(\mathbb{R}^{n}, \gamma_{n}, B\left(\mathbb{R}^{n}\right)\right)$ then

$$
\gamma_{n}\left(\left|f-M_{f}\right| \geq t\right) \leq 2 \gamma_{1}(t, \infty) .
$$

Proof. Let $A=\left\{x \in \mathbb{R}^{n}: f(x) \geq M_{f}\right\}$ and $B=\left\{x \in \mathbb{R}^{n}: f(x) \leq M_{f}\right\}$. From the definition of the median we have $\gamma_{n}(A) \geq \frac{1}{2}$ and $\gamma_{n}(B) \geq \frac{1}{2}$.

So, there exist $a, b \geq 0$ such that $\gamma_{1}(-\infty, a)=\gamma_{n}(A)$ and $\gamma_{1}(-\infty, b)=\gamma_{n}(B)$. Also, since $f$ is 1-Lipschitz we get that if $y \in A_{t}$ then there exists $x \in A$ such that $\|x-y\|_{2}<t$ and hence

$$
f(y)=f(x)-f(x)+f(y) \geq-d(y, x)+M_{f} \geq M_{f}-t .
$$

Similarly, if $y \in B_{t}$ then there exists $x \in B$ such that $\|x-y\|_{2}<t$. Therefore,

$$
f(y)=f(x)-f(x)+f(y) \leq d(x, y)+M_{f} \leq t+M_{f}
$$

It follows that if $y \in A_{t} \cap B_{t}$ then

$$
\left|f(y)-M_{f}\right|<t,
$$

which implies that

$$
\gamma_{n}\left(\left|f-M_{f}\right| \geq t\right) \leq \gamma_{n}\left(A_{t}^{c} \cup B_{t}^{c}\right) \leq \gamma_{n}\left(A_{t}^{c}\right)+\gamma_{n}\left(B_{t}^{c}\right)
$$

On the other hand, by the isoperimetric inequality we have

$$
\gamma_{n}\left(A_{t}^{c}\right) \leq \gamma_{1}(a+t,+\infty) \leq \gamma_{1}(t,+\infty)
$$

and

$$
\gamma_{n}\left(B_{t}^{c}\right) \leq \gamma_{1}(b+t,+\infty) \leq \gamma_{1}(t,+\infty)
$$

since $a, b \geqslant 0$.

Finally, we shall also need the next simple lemma.
Lemma 2.1.30. If $Z \sim N(0,1)$ then $\mathbb{P}(Z>z) \leq e^{\frac{-z^{2}}{2}}$ for any $Z>0$.
Proof. For any $\lambda>0$ and any $z>0$ we have that

$$
\mathbb{P}(Z>z)=\mathbb{P}\left(e^{\lambda Z-\lambda z} \geq 1\right) \leq e^{-\lambda z} \mathbb{E}\left(e^{\lambda Z}\right)=e^{-\lambda z} \frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{\lambda x} e^{-\frac{x^{2}}{2}} d x .
$$

But

$$
\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{\pi x} e^{-\frac{x^{2}}{2}} d x=e^{\frac{\pi^{2}}{2}} \frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-\frac{(x-\pi)^{2}}{2}} d x=e^{\frac{\pi^{2}}{2}}
$$

since the density function for a random variable $X \sim N(Л, 1)$ is

$$
f_{X}(x)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{(x-\pi)^{2}}{2}} .
$$

As a result we get

$$
\mathbb{P}(Z>Z) \geq e^{-\lambda Z+\frac{\lambda^{2}}{2}}
$$

For $\lambda=z$ we get the desired inequality.

### 2.1.3 Convergence of the extreme eigenvalues

In this subsection we seek the limit of the extreme eigenvalues of $A_{n}$ when $A_{i, j} \sim N(0,1)$.

Lemma 2.1.31. If $A$ is a symmetric $n \times n$ matrix on $\mathbb{R}$ (or hermitian, respectively, on $\mathbb{C}$ ) then

$$
\|A\|_{\infty}=\max \left\{-\lambda_{1}, \lambda_{n}\right\},
$$

where $\lambda_{1}$ is the smallest eigenvalue of $A$ and $\lambda_{n}$ is the largest one.
Proof. If $A$ is symmetric then there exists an orthogonal matrix $Q$ and a diagonal matrix $D$ such that

$$
A=Q D Q^{*} .
$$

Also, if $x \in \mathbb{R}^{n}$ is such that $\|x\|_{2}=1$ we get that $\left\|Q^{*} x\right\|_{2}=1$ and the function

$$
x \mapsto Q^{*} x
$$

is a bijection. So,

$$
\begin{aligned}
\|A\|_{\infty} & =\sup _{\left\{x \in \mathbb{R}^{n}:\| \| \|_{2}=1\right\}}\left|x^{*} A x\right|=\sup _{\left\{x \in \mathbb{R}^{n}\| \| \|_{2}=1\right\}}\left|x^{*} G D Q^{*} x\right| \\
& =\sup _{\left\{y \in \mathbb{R}^{n}:\|y\|_{2}=1\right\}}\left|y^{*} D y\right|=\max \left\{-\lambda_{1}, A_{n}\right\} .
\end{aligned}
$$

Lemma 2.1.32. If $A$ is an $n \times n$ symmetric or hermitian matrix then we have

$$
\|A\|_{\infty} \leq\|A\|_{\mathrm{HS}}
$$

Proof. Let $\left\{\lambda_{i}\right\}_{i \in[n]}$ be the eigenvalues of $A$. Then, for every $i \in[n]$,

$$
\left|\boldsymbol{A}_{i}\right| \leq\left(\sum_{j=1}^{n} \lambda_{j}^{2}\right)^{\frac{1}{2}}
$$

So,

$$
\max _{i \in[n]}\left|A_{i}\right| \leq\left(\sum_{j=1}^{n} A_{j}^{2}\right)^{\frac{1}{2}} .
$$

Therefore, in the space $M_{n}^{s a}$ of all symmetric (or Hermitian) $n \times n$ matrices with the Hilbert-Schmidt norm, all we get is that the function $\|\cdot\|_{\infty}$ is 1 Lipschitz.

Proposition 2.1.33. Let $A_{n}$ be a symmetric (or Hermitian) random matrix whose entries are independent random variables with standard normal distribution. Then,

$$
\mathbb{E}\left\|A_{n}\right\|_{\infty}<2 \sqrt{n} .
$$

Proof. We will prove it for Hermitian matrices. The symmetric case is similar.

Let $A \in M_{n}(\mathbb{C})$ be a Hermitian matrix whose entries are independent random variables such that

$$
\left\{a_{j, j}\right\}_{j \in \mathbb{N}},\left\{\sqrt{2} \operatorname{Re}\left(a_{j, k}\right)\right\}_{j<k},\left\{\sqrt{2} \operatorname{Im}\left(a_{j, k}\right)\right\}_{j<k} \sim N\left(0, \sigma^{2}\right)
$$

So, the probability distribution $\mu$ of $A$ (as a probability measure on the set $M_{n}^{\text {sa }}(\mathbb{C})$ of self-adjoint matrices) has density

$$
d \mu(H)=c_{1} \exp \left(-\frac{\operatorname{tr}\left(H^{2}\right)}{2 \sigma^{2}}\right) d H
$$

where

$$
c_{1}=\frac{1}{\left(2 \pi \sigma^{2}\right)^{n^{2} / 2}}
$$

and $d H$ is the Lebesque measure on $M_{n}^{s a}(\mathbb{C})$.
If we consider the set

$$
\Lambda_{n}=\left\{\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) \in \mathbb{R}^{n}: \lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}\right\}
$$

it is known (see [15]) that the function $h: M_{n}^{\text {sa }} \rightarrow \Lambda_{n}$ which sets the eigenvalues of a self-adjoint matrix in increasing order maps the probability measure $\mu$, mentioned above, to

$$
h(d \mu)=d \mu\left(h^{-1}\right)=c_{2} \prod_{1 \leq j<k \leq n}\left(\lambda_{j}-\lambda_{k}\right)^{2} \exp \left(\frac{-1}{2 \sigma^{2}} \sum_{k=1}^{n} \lambda_{k}^{2}\right) d \lambda_{1} d \lambda_{2} \cdots d \lambda_{n},
$$

where $c_{2}>0$ is another normalization constant:

$$
c_{2}=\left(\pi^{n(n-1) / 2} \prod_{j=1}^{n-1}(j!)\right)^{-1} .
$$

Hence, after averaging over all permutations of $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ we get that for any symmetric function $\phi: \mathbb{R}^{n} \rightarrow \mathbb{C}$ one has (when both integrals are defined)

$$
\int_{M_{n}^{s a}} \phi\left(\lambda_{1}(H), \lambda_{2}(H), \ldots, \lambda_{n}(H)\right) d H=\int_{\mathbb{R}^{n}} \phi(\lambda) g(\lambda) d \lambda_{1} d \lambda_{2} \cdots d \lambda_{n}
$$

where

$$
g(\lambda)=\frac{c_{2}}{n!} \prod_{1 \leq j<k \leq n}\left(\lambda_{j}-\lambda_{k}\right)^{2} \exp \left(\frac{-1}{2 \sigma^{2}} \sum_{k=1}^{n} \lambda_{k}^{2}\right) .
$$

The marginal density

$$
h(\lambda)=\int_{\mathbb{R}^{n-1}} g\left(\lambda, \lambda_{2}, \ldots, \lambda_{n}\right) d \lambda_{2} \cdots d_{\lambda_{n}}
$$

can be computed explicitly (see [15]). Moreover, for $\sigma^{2}=\frac{1}{2}$ we have

$$
h(Л)=\sum_{k=0}^{n-1} \phi_{k}^{2}(\text { Л })
$$

where

$$
\phi_{k}(x)=\frac{1}{\left(\sqrt{\pi} k!2^{k}\right)^{1 / 2}} e^{-\frac{x^{2}}{2} H_{k}(x)} .
$$

Here $\left\{H_{k}\right\}_{k \in \mathbb{N}_{0}}$ are the Hermite polynomials defined as follows:

$$
H_{k}(x)=(-1)^{k} e^{x^{2}}\left(\frac{d^{k}}{d x^{k}} e^{-x^{2}}\right) .
$$

So, in general one can show that for any $\sigma^{2}$

$$
h(\lambda)=\frac{1}{n \sqrt{2 \sigma^{2}}} \sum_{k=0}^{n-1} \phi_{k}\left(\frac{\lambda}{\sqrt{2 \sigma^{2}}}\right) .
$$

In order to prove the proposition we need the following lemma.
Lemma 2.1.34. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a Borel function and consider the mapping $A \mapsto f(A), a \in M_{n}^{\text {sa }}(\mathbb{C})$ obtained by the usual function calculus for self-adjoint operators on Hilbert space. Then,

$$
\mathbb{E}(\operatorname{tr}(f(A)))=n \int_{\mathbb{R}} f(\lambda) h(\lambda) d \lambda
$$

given that the right hand side of the equality is well defined, i.e. either $f \geq 0$ or $\int_{\mathbb{R}}|f h| d \lambda<\infty$.

Proof. By what was done before, and since the function

$$
\operatorname{tr}(f(A))=\sum_{i=1}^{n} f\left(\lambda_{i}(A)\right)
$$

is a symmetric function over the eigenvalues of $A$, we have

$$
\mathbb{E}\left(\operatorname{tr}(f(A))=\int_{\mathbb{R}^{n}} \sum_{j=1}^{n} f\left(\lambda_{j}\right) g\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) d \lambda_{1} d \lambda_{2} \cdots d \lambda_{n} .\right.
$$

But one can easily verify that $g$ is invariant under permutations of the $\lambda_{i}$ 's, so

$$
\mathbb{E}(\operatorname{tr}(f(A)))=n \int_{\mathbb{R}} f(\lambda) h(\lambda) d \lambda .
$$

For the general case we can consider $f^{+}$and $f^{-}$.
Corollary 2.1.35. For any $s \in \mathbb{C}$,

$$
\begin{aligned}
\mathbb{E}(\operatorname{tr}(\exp (s A))) & =\frac{1}{n \sigma \sqrt{2}} \int_{\mathbb{R}} e^{s \lambda} \sum_{k=0}^{n-1} \phi_{k}\left(\frac{\lambda}{\sigma \sqrt{2}}\right) d \lambda \\
& =n \exp \left(\frac{s^{2} \sigma^{2}}{2}\right) \Phi\left(1-k, 2,-s^{2} \sigma^{2}\right)
\end{aligned}
$$

where $\Phi$ is the hyper-geometric function defined for any $a, c, x \in \mathbb{C}$ by

$$
\Phi(a, c, x)=\sum_{n=0}^{\infty} \frac{(a)_{n} x^{n}}{(c)_{n} n!}
$$

In order to proceed we need the following lemma.
Lemma 2.1.36. Let $\sigma=1$. Define $C(p, n)=\mathbb{E}\left(\operatorname{tr}\left(A^{2 p}\right)\right)$. Then, $C(0,1)=n$, $C(1, n)=n^{2}$ and for every $n \in \mathbb{N}$ the numbers $C(p, n)$ satisfy the recursion formula

$$
C(p+1, n)=n \frac{C(p, n)(4 p+2)}{p+2}+\frac{p\left(4 p^{2}-1\right)}{p+2} C(p-1, n) .
$$

Proof. Let $a, c \in \mathbb{C}$ such that $c \in \mathbb{Z} \backslash \mathbb{N}$. Then the function

$$
x \rightarrow \Phi(a, c, x)
$$

is an entire function which satisfies the differential equation $(y=\Phi(a, c, x))$

$$
x \frac{d^{2} y}{d x^{2}}+(c-x) \frac{d y}{d x}-a y=0
$$

(see [16]). By what was done before we get

$$
\mathbb{E}\left(\operatorname{tr}(\exp (s A))=n \exp \left(\frac{s^{2} \sigma^{2}}{2}\right) \Phi\left(1-n, 2,-s^{2}\right)\right.
$$

But since all the moments of $s A$ are finite, by the properties of the moment generating function (note that $A$ has the same distribution as $-A$ so $\mathbb{E}\left(\operatorname{tr}\left(A^{2 q-1}\right)\right)=0$ for any $\left.q \in \mathbb{N}\right)$ we get

$$
\mathbb{E}(\exp (s A))=\sum_{p=0}^{\infty} \frac{s^{2 p}}{(2 p)!} \mathbb{E}\left(\operatorname{tr}\left(A^{2 p}\right)\right)
$$

It follows thus, that $\frac{C(p, n)}{(2 p)!}$ is the coefficient of $x^{p}$ in the power series expansion of the function

$$
\sigma_{n}(x)=n \exp \left(\frac{n}{2}\right) \Phi(1-n, 2,-x)
$$

Since $\Phi(a, b, x)$ satisfies the differential equation mentioned above, we get

$$
x \sigma_{n}^{\prime \prime}(x)+2 \sigma_{n}^{\prime}(x)-\left(\frac{x}{4}+n\right) \sigma_{n}(x)=0
$$

Therefore, $\sigma_{n}(x)=\sum_{p=0}^{\infty} a_{p} x^{p}$ where $a_{p}=\frac{C(p, n)}{(2 p)!}$. Going back to the differential equation and equating the power series we get

$$
(p+1)(p+2) a_{p+1}-n a_{p}-\frac{1}{4} a_{p-1}=0
$$

for $p \in \mathbb{N}$ and

$$
2 a_{1}-n a_{0}=0
$$

So, since $\left.\operatorname{tr}\left(I_{n}\right)=\operatorname{tr}\left(A^{0}\right)\right)=n$ we get the recursion formulas.
The above discussion shows that the quantity $d_{p}:=\mathbb{E}\left(\operatorname{tr}\left(A^{2 p}\right)\right) \frac{1}{n^{22^{2 p}}}$ for $p \geq 1$ and $d_{0}=1$ satisfies the recursion formula

$$
d_{p}=\frac{2 p-1}{2 p+2}\left(d_{p-1}+\frac{p(p-1)(2 p-3)}{4 n^{2} 2 p} d_{p-2}\right)
$$

and $d_{1}=\frac{n}{4}$. Since we know that for $p \in\{0,1\}$

$$
d_{p} \leq n\binom{2 p}{p} \frac{1}{2^{2 p}(p+1)} \prod_{j=1}^{p}\left(1+\frac{j(j-1)}{4 n^{2}}\right),
$$

we may use induction and prove that for any $p \in \mathbb{N}_{0}$ the previous inequality is true.

Next, using successively Stirling's formula to majorize the binomial coefficient, the inequalities $\sum_{j=1}^{p} j(j-1) \leq \frac{p^{3}}{3}$ and $1+x \leq e^{x}$ to estimate the product, and denoting $t=p n^{-2 / 3}$, we arrive at the following estimate:

$$
d_{p} \leq n \frac{e^{\frac{p^{3}}{12 n^{2}}}}{\sqrt{\pi} p^{\frac{3}{2}}}=\frac{e^{\frac{t^{3}}{12}}}{\sqrt{t^{3} \pi}} .
$$

This is valid for $t>0$, at least if the corresponding value of $p=t n^{2 / 3}$ is an integer. So, for $t=1,3$ and for sufficiently large $p$, by the continuity of


$$
d_{p} \leq e^{-0.3}<1 \Longrightarrow \mathbb{E} \operatorname{tr}\left(A^{2 p}\right)^{1 / 2 p}<2 \sqrt{n} .
$$

By Jensen inequality and since for any $p \in \mathbb{N}$ it is true that $\operatorname{tr}\left(A^{2 p}\right) \geq\left\|A^{2 p}\right\|_{\infty}$, we get

$$
\mathbb{E}\|A\|_{\infty} \leq \mathbb{E}\left(\left\|A^{2 p}\right\|_{\infty}\right)^{1 / 2 p} \leq \mathbb{E}\left(\operatorname{tr}\left(A^{2 p}\right)\right)^{1 / 2 p}<2 \sqrt{n} .
$$

Lemma 2.1.37. If $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a convex function then the median $M_{f}$ of $f$ with respect to the standard Gaussian measure $\gamma_{n}$ on $\mathbb{R}^{n}$ satisfies

$$
M_{f} \leq \mathbb{E}(f)
$$

Proof. Firstly we are going to prove that the function $g: t \rightarrow \Phi^{-1}\left(\gamma_{n}\{f \leq t\}\right)$ is concave. Note that, since $f$ is convex, for any $t \in \mathbb{R}$ the set $A_{t}:=\left\{x \in \mathbb{R}^{n}\right.$ : $f(x) \leq t\}$ is convex: for any $x, y \in A$ and $\lambda \in(0,1)$ we have that

$$
f(\lambda x+(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y) \leq \lambda t+(1-\lambda) t .
$$

Applying Erhard's inequality we have

$$
\lambda \Phi^{-1}\left(\gamma_{n}\left(A_{t_{1}}\right)\right)+(1-\lambda) \Phi^{-1}\left(\gamma_{n}\left(A_{t_{2}}\right)\right) \leq \Phi^{-1}\left(\gamma_{n}\left(\lambda A_{t_{1}}+(1-\lambda) A_{t_{2}}\right)\right),
$$

which proves that $g$ is concave. Note that $g\left(M_{f}\right)=0$ so there exists a supporting line to the graph of $g$. More precisely, there exists $a>0$ such that, for all $t \in \mathbb{R}$,

$$
g(t) \leq a\left(t-M_{f}\right)+g\left(M_{f}\right)=a\left(t-M_{f}\right)
$$

An equivalent way to express the previous inequality is

$$
\gamma_{n}(\{f \leq t\}) \leq \mathbb{P}(Z \leq t),
$$

where $Z \sim N\left(M_{f}, a^{-2}\right)$. Since stochastic domination implies inequality for the means of random variables we have

$$
M_{f} \leq \mathbb{E}(f)
$$

Now we can state and prove the main result of this subsection.
Theorem 2.1.38. Let $A_{n}$ a sequence of $n \times n$ real symmetric (or complex Hermitian) random matrices whose entries are independent random variables all following the standard normal distribution. Then, for any epsilon $>0$,

$$
\mathbb{P}\left(\lambda_{1}\left(\frac{1}{\sqrt{n}} A_{n}\right) \geq 2+\epsilon\right) \rightarrow 0
$$

and

$$
\mathbb{P}\left(\lambda_{n}\left(\frac{1}{\sqrt{n}} A_{n}\right) \leq-2-\epsilon\right) \rightarrow 0
$$

where $\left\{\lambda_{i}(A)\right\}_{i \in[n]}$ are the eigenvalues of an $n \times n$ matrix $A$ in decreasing order.

Proof. Note that

$$
\begin{aligned}
& \max \left\{\mathbb{P}\left(\lambda_{1}\left(\frac{1}{\sqrt{n}} A_{n}\right) \geq 2+\epsilon\right), \mathbb{P}\left(\lambda_{n}\left(\frac{1}{\sqrt{n}} A_{n}\right) \leq-2-\epsilon\right)\right\} \\
& \quad=\mathbb{P}\left(\left\|\frac{1}{\sqrt{n}} A_{n}\right\|_{\infty} \geq 2+\epsilon\right)
\end{aligned}
$$

by Lemma 2.1.31. We have also proven in Lemma 2.1.32 that $\|\cdot\|_{\infty}$ is a convex 1-Lipschitz function on the space of the $n \times n$ symmetric (or Hermitian) matrices with the Hilbert-Schmidt norm. So,

$$
\mathbb{P}\left(\left\|\frac{1}{\sqrt{n}} A_{n}\right\|_{\infty} \geq 2+\epsilon\right)=\gamma_{n}\left(\left\{\|x\|_{\infty} \geq 2 \sqrt{n}+\epsilon \sqrt{n}\right\}\right.
$$

Since the infinity norm is also convex, from Lemma 2.1.37 we have

$$
M_{\|\cdot\|_{\infty}} \leq \mathbb{E}_{\gamma_{n}}\left(\|\cdot\|_{\infty}\right) \leq 2 \sqrt{n}
$$

So by the previous lemmas we get that

$$
\mathbb{P}\left(\left\|A_{n}\right\|_{\infty} \geq 2 \sqrt{n}+\epsilon \sqrt{n}\right) \leq 2 \gamma_{1}(\epsilon \sqrt{n}, \infty) \leq 2 e^{\frac{-\varepsilon^{2} n}{2}} \rightarrow 0 .
$$

Since it is obvious that $\mathbb{P}\left(\limsup \sin _{n} \lambda_{n} \leq-2\right)=0$ and $\mathbb{P}\left(\liminf _{n} \lambda_{1} \geq 2\right)=0$, by the semicircular law the proof is complete.

Corollary 2.1.39. By the Borel-Cantelli lemma we conclude that

$$
\lambda_{1}\left(A_{n}\right) \rightarrow-2 \text { a.s. }
$$

and

$$
A_{n}\left(A_{n}\right) \rightarrow 2 \text { a.s. }
$$

### 2.2 Marchenko-Pastur Law

### 2.2.1 Convergence of E.S.D.

We are going to present now another important theorem in random matrix theory which can be thought as a generalisation of the semicircular law and was first proven in [3] by Marchenko-Pastur. The techniques and the notation we are going to use are similar to the ones we used in the proof of the semicircular law.

Theorem 2.2.1. Let $X_{n} \in M_{p \times n}$ be a sequence of random matrices such that all the entries are i.i.d., $\mathbb{E}\left(X_{1,1}\right)=0$ and $\mathbb{E}\left(X_{1,1}^{2}\right)=1$ and $X_{1,1}$ has finite moments, as in the previous theorem. Let

$$
S_{n}=\frac{1}{n} X \cdot X^{*} \in M_{p}
$$

Also let $\mu_{n}$ be the the E.S.D. of $S_{n}$. Assume that $p(n) / n \rightarrow y \in(0,1]$. Then $\mu_{n}$ converges (weakly) to $\mu$ almost surely, where $\mu$ is the deterministic measure with density (with respect to the Lebesque measure)

$$
d \mu=\frac{1}{2 \pi x y} \sqrt{(b-x)(x-a)} \mathbf{1}_{a \leq x \leq b}
$$

and

$$
a(y)=(1-\sqrt{y})^{2}, b(y)=(1+\sqrt{y})^{2} .
$$

Remark 2.2.2. Observe that if $y=1$ then $\mu$ is the semicircular distribution under the mapping $x \rightarrow x^{2}$.

In order to prove the theorem we will need the following.
Remark 2.2.3. It is easy to compute that:

$$
\int x^{k} d \mu=\sum_{r=1}^{k-1} \frac{y^{r+1}}{r+1}\binom{k}{r}\binom{k-1}{r} .
$$

Lemma 2.2.4. It is true that

$$
\left\langle\mu_{n}, x^{k}\right\rangle \longrightarrow\left\langle\mu, x^{k}\right\rangle
$$

Proof. Some details of the proof will not be explained because the techniques that are used are the same as in the proof of the semicircular law. We have

$$
\begin{align*}
\left\langle\mu_{n}, x^{k}\right\rangle & =\frac{1}{p} \mathbb{E}\left(\sum_{i=1}^{p} \lambda_{i}\right)=\frac{1}{p} \mathbb{E}\left(\frac{\operatorname{tr}\left(X \cdot X^{*}\right)^{k}}{n^{k}}\right)  \tag{2.2.1}\\
& =\frac{1}{p n^{k}} \sum_{I, J} \mathbb{E}\left(X_{i_{1} j_{1}} X_{i_{2}, j_{1}} X_{i_{2}, j_{2}} \cdots X_{i_{k}, j_{k}} X_{i_{1} j_{k}}\right),
\end{align*}
$$

where $I \in[p]^{k}$ and $J \in[n]^{k}$.
Note that each term in the sum (2.2.1) is associated with a bipartite (multi)graph with vertex set $V=I \cup J$ and edge set the coordinates on each term of the product in (2.2.1), meaning $E=\cup_{m \in[k]}\left(i_{m}, j_{m}\right) \cup_{m \in[k]}\left(i_{m+1}(\bmod k), j_{m}\right)$. We can imagine the edge set as a sequence $E=\left(i_{1}, j_{1}, i_{2}, j_{2}, \ldots, i_{k}, j_{k}, i_{1}\right)$ such that any two successive terms of the sequence are edges.

As in the previous theorem, in order for a term to be non-zero, each edge must appear twice meaning that we have at most $k$ edges, and as a result at most $k+1$ vertices in each such graph.

Suppose that the vertex set of a term $(I, J)$ has cardinality $\leq k$. Then let $V=A+B$ where $A$ is the cardinality of $I$ and $B$ is the cardinality of $J$. Then the total number of ways of choosing $A$ vertices for $I$ and $B$ vertices for $J$ is bounded by $C p^{A} n^{B}$, where $C$ is a constant independent from $n$. So, the contribution of these terms in the expectation is

$$
O\left(p^{A} n^{B} / p n^{k}\right) \longrightarrow_{n \rightarrow \infty} 0
$$

Thus we need to look at graphs with exactly $k+1$ vertices and $k$ edges (meaning there are no loops and every edge appears exactly twice in the sequence and more importantly in reverse, meaning ( $i, j$ ) and ( $j, i$ )).

Let $(I, J)$ be a pair, where $\operatorname{card}(I)=r+1$ and $\operatorname{card}(J)=k-r$. The number of equivalence classes (there exists a bijection of $[n] \times[p]$ mapping each term of one graph to another) is the number of permutations of $r+1$ objects from $p$ distinct objects and the same respectively for $k-r$ objects from $n$ distinct objectd. So,

$$
\binom{p}{r+1}\binom{n}{k-r}=n p\left(\frac{p}{n}\right)^{r}\left(1+\mathbb{O}\left(\frac{1}{n}\right)\right)
$$

Thus:

$$
\begin{equation*}
\left\langle\mu_{n}, x^{k}\right\rangle=\frac{1}{p n^{k}} \sum_{I, J} \mathbb{E}\left(X_{i_{1} j_{1}} X_{i_{2}, j_{1}} X_{i_{2} j_{2}} \cdots X_{i_{k}, j_{k}} X_{i_{1} j_{k}}\right)=\sum_{r=1}^{k-1}\left(\frac{p}{n}\right)^{r}\left(1+\mathbb{O}\left(\frac{1}{n}\right)\right) \times D_{r}, \tag{2.2.2}
\end{equation*}
$$

where $D_{r}$ is the number of equivalence classes with $r+1 I$-vertices and $k-r$ $J$-vertices. Letting $n \rightarrow \infty$ in (2.2.2) we get that it is sufficient to show that:

$$
D_{r}=\frac{1}{r+1}\binom{k}{r}\binom{k-1}{r} .
$$

So we need to count $D_{r}$. In order to do that, for every equivalence class we define its type sequence $\left[s_{i}\right]_{i=1}^{2 k}=1$ if in the edge $(j, j+1), j+1$ appears for the first time in the sequence and $j+1 \in I$, and $=-1$ if in the edge $(j, j+1)$, $j$ appears for the last time in the sequence and $j \in I$, Otherwise, we set $=0$.

Proposition 2.2.5. Every type sequence is well defined, meaning that each sequence in an equivalence class has the same type sequence.

Proof. Given two pairs $(I, J)$ and ( $W, V$ ) with the same type sequence $\{s\}_{i=1}^{2 k}$ we can use Proposition 2.1.9 for the sequence $\left\{d_{i}\right\}_{i=1}^{2 r}=\left\{s_{i}: s_{i} \in\{-1,1\}\right\}$ to find a subgraph of each pair which are equivalent. So we can prove the proposition by adding at the graph above all vertices of $J$ and $V$ respectively, join all edges between an element of $I$ and an element of $J$ that are successive with the same direction, and lastly delete all vertices amongst $I$ and $W$ respectively. Using the same technique for the a sequence with $J$ and $W$ to be non zero and Proposition 2.1.9, we get which points are equal and that $J$ and $W$ are equivalent. So after we merge the elements of $J$ and $W$ that are equal we get the same graph. As a result the two pairs are equivalent.

Proposition 2.2.6. Every sequence has the following properties which uniquely determine it:
(i) If $i$ is odd then $s_{i} \in\{0,-1\}$.
(ii) If $i$ is even then $s_{i} \in\{1,0\}$.
(iii) For every $l \in[2 k]$ we have that $\sum_{i=1}^{l} s_{i} \geq 0$.
(iv) $\#\left\{i: s_{i}=1\right\}=\#\left\{i: s_{i}=-1\right\}=r$ (since $\forall i \in I$ we get that $i$ appears exactly once for the first time and once for the last time and those times can not be the same).
(v) As a result of the previous properties, $\sum_{i=1}^{2 k} s_{i}=0$.

Every type sequence has the properties above (obviously) and every sequence with the properties (i)-(v) is a type sequence.

Proof. Given a sequence $\left[s_{i}\right]_{i=1}^{2 k}$ with the properties above firstly we distinct the non zero terms and construct a graph as in the equivalent case in Proposition 2.1.10. After that we use the same method as in Proposition 2.1.9 and construct the graph we want.

So we need to count all the sequences with the properties (i)-(v). If $A$ is the set of all those sequences and $X_{b}=(j \subseteq[b]:|j|=r)$ then we define

$$
f: A \longrightarrow X_{k} \times X_{k-1}
$$

where $f$ sends every sequence to the support of the even elements of the sequence (under the mapping $2 m \rightarrow m$ ) times the support of the odd elements of the sequence (under the mapping $2 m-1 \rightarrow m$ ). Note that $s_{2 k}=0$ so we just need a subset of $[k-1]$.

Obviously, $f$ is well-defined and 1-1. Also, every subset of $X_{k} \times X_{k-1}$ under the mapping $f^{-1}$ satisfies the properties (i), (ii), (iv) and (v). So we just need to count all the subsets which fail property (iii).

So let $\left\{s_{i}\right\}_{i=1}^{2 k}$ be a sequence that fails property (iii). Then there exists $l \in[k]$ such that $\sum_{i=1}^{2 l-1} s_{i}<0$. We pick the smallest $l$ with that property. Then we create the following sequence:

$$
\begin{array}{cc}
d_{i}=s_{i} & \forall i \in[2 l-1] \cup\{2 k\} \\
\left(d_{2 i}, d_{2 i+1}\right)=\left(s_{2 i}, s_{2 i+1}\right) & \text { if } \quad l \leq i \leq k-1 \quad \text { and } \\
{\left[\left(s_{i}, s_{i+1}\right)=(0,0) \quad \text { or } \quad\left(s_{i}, s_{i+1}\right)=(1,-1)\right]} \\
\left(d_{i}, d_{i+1}\right)=\left(s_{i+1}, s_{i}\right) & \text { otherwise. }
\end{array}
$$

Now the sequence $d_{i}$ has $r+1$ odd elements assigned with -1 (and the rest 0 ) and $r-1$ even elements assigned with +1 (and the rest 0 ). The mapping above is clearly well-defined (since there will be one more +1 in $[2 l, 2 k]$ so in the "reflected" sequence $d_{i}$ this will be reversed so there will be two -1 's more than +1 's). Also the procedure above is reversible. Given a sequence with $r+1$ odd elements assigned with -1 and $r-1$ assigned with +1 , and the rest 0 , firstly find the first odd number with more -1 's than +1 's until that point, and then follow the reversed procedure. So the set of sequences with a negative term has cardinality equal to the number of ways in which we can pick $r+1-1$ 's from $k$ of them and $r-1+1$ 's from $k-1$ of them. So:

$$
D_{r}=\binom{k-1}{r}\binom{k}{r}-\binom{k-1}{r-1}\binom{k}{r+1}=\frac{1}{r+1}\binom{k-1}{r}\binom{k}{r} .
$$

Lemma 2.2.7. It is true that:

$$
\operatorname{Var}_{\mu_{n}}\left(x^{k}\right) \leq \frac{C_{k}}{n^{2}}
$$

Proof of Theorem 2.2.1. The proof of the lemma above and as a result the proof of Marchenko-Pastur law are exactly the same as the proof of the corresponding steps in the proof of the semicircular law.

Remark 2.2.8. If $y>1$ then one can show that a similar result is true. A sketch of the proof is the following: Since $\operatorname{rank}\left(S_{n}\right)=\min \{p, n\}$ we will have roughly $n(y-1)$ zero eigenvalues. Since $\mu_{n}=\frac{1}{p} \sum_{i=1}^{p} \delta_{\lambda_{i}}$ we see that there will be $\left(1-y^{-1}\right)$ at 0 in the limiting measure. Since the non-zero eigenvalues of $X X^{*}$ and $X^{*} X$ are the same we get that the limiting distribution is

$$
\left(1-y^{-1}\right) \delta_{\{0\}}+\mu,
$$

where $\mu$ is the same as in the Marchenko-Pastur law.

### 2.2.2 Convergence of the extreme eigenvalues

We will continue this section with the proof of some results about the limits of the extreme eigenvalues of $S_{n}=\frac{1}{n} X_{n} X_{n}^{*}$, where $X_{p, n}$ is a matrix as in the beginning of this section, with i.i.d. entries that have distribution $N(0,1)$. The results presented where first proved in [6].

Theorem 2.2.9. Let $X_{p, n}$ be as above. Let $\lambda_{1}\left(\frac{1}{n} X_{p, n} X_{p, n}^{*}\right)$ be the smallest eigenvalue of the matrix $\frac{1}{n} X_{p, n} X_{p, n}^{*}$ and $p / n \rightarrow y$ where $y \in(0,1]$. Then

$$
\lim _{p, n \rightarrow \infty} \lambda_{1}\left(\frac{1}{n} X_{p, n} X_{p, n}^{*}\right)=(1-\sqrt{y})^{2} .
$$

Proof. First note that the conditions of the Marchenko-Pastur law are satisfied. So we get

$$
\mu_{n} \rightarrow \mu \quad \text { weakly almost surely }
$$

where $\mu_{n}$ is the E.S.D. of $\frac{1}{n} X_{p, n} X_{p, n}^{*}$ and $\mu$ is the measure with density (with respect to the Lebesque measure)

$$
d \mu=\frac{1}{2 \pi x y} \sqrt{(b-x)(x-a)} \mathbf{1}_{a \leq x \leq b}
$$

$$
a(y)=(1-\sqrt{y})^{2}, b(y)=(1+\sqrt{y})^{2} .
$$

Let $S_{p}=\frac{1}{n} X_{p, n} X_{p, n}^{*}$. The proof of the theorem is based on the following lemma and definition.

Lemma 2.2.10 (Gershgorin circle theorem). Let A be a complex $n \times n$ matrix with entries $a_{i, j}$. For each $i \in[n]$ let $R_{i}=\sum_{i \neq j}\left|a_{i, j}\right|$ be the sum of the absolute values of all the non-diagonal entries of the $i$-th row. Let $D_{i}\left(a_{i, i}, R_{i}\right)$ be the closed disc with center $a_{i, i}$ and radius $R_{i}$. Then every eigenvalue of $A$ lies in at least one of those discs.

Proof. Let $A$ be an eigenvalue of $A$. Choose a corresponding eigenvector $x=\left(x_{j}\right)$ so that one of its components $x_{i}$ is equal to 1 and the others are of absolute value less than or equal to 1 . We may always assume that such an $x$ exists, simply by dividing any eigenvector by its component with largest modulus. Since $A x=\lambda x$, in particular we have

$$
\sum_{j} a_{i j} x_{j}=\lambda x_{i}=\lambda
$$

So, splitting the sum and taking into account once again that $x_{i}=1$, we get

$$
\sum_{j \neq j} a_{i, j} x_{j}+a_{i, i}=\lambda .
$$

Therefore, applying the triangle inequality,

$$
\left|\lambda-a_{i, i}\right|=\left|\sum_{j \neq j} a_{i, j} x_{j}\right| \leq \sum_{j \neq i}\left|a_{i, j}\right|\left|x_{j}\right| \leq \sum_{j \neq i}\left|a_{i, j}\right|=R_{i}
$$

Returning to the theorem, note that since $\mu$ is positive to the right of $\left(1-y^{1 / 2}\right)^{2}$ we immediately get

$$
\lim \sup \lambda_{1}\left(S_{p}\right) \leq\left(1-y^{1 / 2}\right)^{2}
$$

Definition 2.2.11. Let $\left\{X_{i}\right\}$ be a sequence of independent standard Gaussian random variables. Then, for every $n \in \mathbb{N}$ we denote by $X^{2}(n)$ the random variable

$$
X^{2}(n)=\sum_{i=1}^{n} X_{i}^{2}
$$

Now we can return to the proof of the theorem. Assume that $p<n$ (since $p / n \rightarrow y<1$ ). We will show inductively that we can replace $S_{p}$ by a matrix which is easier to work with. Let $O_{n}^{1}$ be the matrix whose first column is the first row of $X_{p \times n}$ normalized, by the Gram-Schmidt method, and the rest columns are non-random linearly independent $n$-dimensional vectors. Then, $X_{p \times n}^{1}=X_{p \times n} O_{n}^{1}$. After calculation one can see that the first row of $X_{p \times n}^{1}$ is $\left(X_{n}, 0, \ldots, 0\right)$, where $X_{n}^{2} \sim X^{2}(n)$ and $X_{n} \geq 0$, while the remaining rows are made up by independent $N(0,1)$ random variables. Now let $O_{p}^{1}$ be a $p \times p$ orthogonal matrix of the form

$$
O_{p}^{1}=\left[\begin{array}{cc}
1 & \mathbf{0} \\
\mathbf{0} & O_{p-1}^{1}
\end{array}\right]
$$

where $O_{p-1}^{1}$ is orthogonal, its first row is the normalization (by the GramSchmidt method) of the first column (without the first element) of $X_{p \times n}^{1}$, as a vector in $\mathbb{R}^{p-1}$, and the remaining columns are linearly independent. So, after calculations one can verify that

$$
O_{p}^{1} X_{p \times n}^{1}=\left[\begin{array}{cc}
X_{n} & \mathbf{0} \\
Y_{p-1} & W_{(p-1) \times(n-1)} \\
\mathbf{0} & .
\end{array}\right],
$$

where $Y_{p-1}^{2} \sim \chi^{2}(p-1)$ and $Y_{p-1} \geq 0$, while $W_{(p-1) \times(n-1)}$ is a $(p-1) \times(n-1)$ random matrix made up by i.i.d. $N(0,1)$ entries.

Following the same technique one can show inductively that there exist two orthogonal matrices $O_{p \times p}$ and $O_{n \times n}$ such that

$$
O_{p \times p} X_{p \times n} O_{n \times n}=\left[\begin{array}{ccccccc}
X_{n} & 0 & 0 & 0 & 0 & \ldots & 0 \\
Y_{p-1} & X_{n-1} & 0 & 0 & 0 & \ldots & 0 \\
0 & Y_{p-2} & X_{n-2} & 0 & 0 & \ldots & 0 \\
0 & 0 & . & . & . & \ldots & 0 \\
. & . & . & . & . & . & . \\
. & . & . & . & . & . & . \\
. & . & . & . & . & . & \\
0 & 0 & 0 & 0 & Y_{1} & X_{s-(n-1)} \ldots 0 & 0
\end{array}\right] .
$$

So, after calculations one can show that $S_{p}$ is orthogonally similar (so with the same eigenvalues) to the matrix $D_{p}$ with the following rows:

$$
\begin{aligned}
D_{1} & =\frac{1}{n}\left(X_{n}^{2}, X_{n} Y_{p-1}, 0,0, \ldots, 0\right) \\
D_{p} & =\frac{1}{n}\left(0,0, \ldots, X_{n-p+2} Y_{1}, Y_{1}^{2}+X_{n-p+1}^{2}\right)
\end{aligned}
$$

and for every $j \in[p-2]$ the $(j+1)$-th row has non-zero diagonal element

$$
D_{j+1, j+1}=\frac{1}{n} Y_{p-j}^{2}+X_{n-j}^{2}
$$

and non-diagonal elements

$$
\frac{1}{n} X_{n-j+1} Y_{p-j}, \frac{1}{n} X_{n-j} Y_{p-j-1},
$$

where $\left\{Y_{i}\right\}_{n \in \mathbb{N}},\left\{X_{i}\right\}_{n \in \mathbb{N}}$ is an independent sequence of random variables such that $X_{i}^{2}, Y_{i}^{2} \sim \chi^{2}(i)$ and $X_{i}, Y_{i} \geq 0$, for each $i$.

By Gershgorin's circle theorem we get

$$
\begin{aligned}
\lambda_{1} & \geq \min \left\{\frac{1}{n}\left(X_{n}^{2}-X_{n} Y_{p-1}\right), \frac{1}{n}\left(Y_{1}^{2}+X_{n-p+1}^{2}-X_{n-p+2} Y_{1}\right),\right. \\
& \left.\min _{j} \frac{1}{n}\left(Y_{p-j}^{2}+X_{n-j}^{2}-X_{n-j+1} Y_{p-j}-X_{n-j} Y_{p-j-1}\right)\right\} .
\end{aligned}
$$

Now notice that for a sequence of independent random variables $\left\{Z_{n}\right\}_{n \in \mathbb{N}}$ such that $Z_{n} \sim \chi^{2}(1)$ for every $n \in \mathbb{N}$ we have

$$
\mathbb{P}\left(Z_{1}=\infty\right)=0 \Longrightarrow \lim _{m} \frac{Z_{1}}{m}=0 \quad \text { a.s. }
$$

and by Kolmogorov's strong law of large numbers for i.i.d. random variables and the fact that $\mathbb{E}\left(Z_{1}\right)=1$,

$$
\frac{\chi^{2}(m)}{m}=\frac{\sum_{n=1}^{m} Z_{m}}{m} \rightarrow_{m \rightarrow \infty} 1 \quad \text { a.s. }
$$

From these results and the assumption that $p / n \rightarrow y \in(0,1]$ we get

$$
\frac{1}{n}\left(X_{n}^{2}-X_{n} Y_{p-1}\right)=\frac{X_{n}^{2}}{n}-\frac{\sqrt{p-1}}{\sqrt{n}} \frac{X_{n}}{\sqrt{n}} \frac{Y_{p-1}}{\sqrt{p-1}} \rightarrow 1-\sqrt{y} \cdot 1 \quad \text { a.s. }
$$

and likewise

$$
\frac{Y_{1}^{2}+X_{n-p+1}^{2}-X_{n-p+2} Y_{1}}{n} \rightarrow 1-y \quad \text { a.s. }
$$

Notice that

$$
1-y \geq 1-\sqrt{y} \geq(1-\sqrt{y})^{2}
$$

Also, for $0<\epsilon<1$ and $s, m \in \mathbb{N}$, by Markov's inequality we see that

$$
\begin{aligned}
\mathbb{P}\left(e^{t \chi^{2}(m)-t m} \geq e^{t s \epsilon}\right) & \leq e^{-t s \epsilon} \mathbb{E}\left(e^{t \chi^{2}(m)-t m}\right)=e^{-t s \epsilon-t m} \mathbb{E}\left(e^{\sum_{n=1}^{m} Z_{n} t}\right) \\
& =e^{-t s e}\left(\mathbb{E}\left(e^{\left(Z_{1}-1\right) t}\right)\right)^{m}
\end{aligned}
$$

Now we will show a concentration inequality for a random variable $Z \sim$ $X^{2}(1)$. Let $t \in(0,1 / 4)$. Then

$$
\mathbb{E}\left(\exp (t(Z-1))=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{t\left(Z^{2}-1\right)} e^{\frac{-z^{2}}{2}} d z\right.
$$

Setting $y=\sqrt{1-2 t z}$ we get

$$
\mathbb{E}\left(\exp (t(Z-1))=\frac{e^{-t}}{\sqrt{1-2 t}} \int_{-\infty}^{\infty} e^{\frac{-y^{2}}{2}} d y=\frac{e^{-t}}{\sqrt{1-2 t}}\right.
$$

But $t \in(0,1 / 4)$, and hence

$$
\frac{e^{-t}}{\sqrt{1-2 t}} \leq e^{2 t^{2}}
$$

It follows that for $t_{0} \in\left(0, \min \left\{\frac{1}{4}, \frac{\epsilon}{2}\right\}\right)$ and $m \in[s]$,

$$
\mathbb{P}\left(e^{t \chi^{2}(m)-t m} \geq e^{t s e}\right) \leq e^{-t s e}\left(\mathbb{E}\left(e^{\left(Z_{1}-1\right) t}\right)\right)^{m} \leq e^{2 t^{2} m-t s e} \leq e^{\left(2 t^{2}-t \epsilon\right) s}<1 .
$$

Similarly one can show that for every $0<\epsilon<1$ and $s \in \mathbb{N}$ there exists a constant $c<1$, depending only on $\epsilon$, such that for all $m \in[s]$

$$
\mathbb{P}\left(e^{-t x^{2}+t m}>e^{t s \epsilon}\right) \leq c^{s}
$$

So we can conclude that for every $\epsilon \in(0,1), s \in \mathbb{N}$ and $m \in[s]$ there exists a constant $a \in(0,1)$, depending only on $\epsilon$, such that

$$
\mathbb{P}\left(\left|\frac{\chi^{2}(m)}{s}-\frac{m}{s}\right|>\epsilon\right) \leq 2 a^{s} .
$$

Returning to the proof of the theorem we have that, for $\epsilon \in(0,1)$,

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \mathbb{P}\left(\left\{\max _{n-(p-2) \leq m \leq n}\left|\frac{X^{2}(m)}{n}-\frac{m}{n}\right|>\epsilon\right\} \cup\left\{\max _{m \leq p-1}\left|\frac{X^{2}(m)}{n}-\frac{m}{n}\right|>\epsilon\right\}\right) \\
& \left.\leq \sum_{n=1}^{\infty}(2 p(n)-1) 4 a^{n}\right)<\infty .
\end{aligned}
$$

Thus, by the Borel-Cantelli lemma, the following is valid almost surely:

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\max \left[\left\{\max _{n-(p-2) \leq m \leq n}\left|\frac{X^{2}(m)}{n}-\frac{m}{n}\right|\right\},\left\{\max _{m \leq p-1}\left|\frac{X^{2}(m)}{n}-\frac{m}{n}\right|\right\}\right]\right)=0 . \tag{2.2.3}
\end{equation*}
$$

In order to continue we need the following inequality.
Lemma 2.2.12. For any non-negative real numbers $a_{1}, a_{2}, b_{1}, b_{2} \geq 0$ it is true that

$$
\left|a_{1} b_{1}-a_{2} b_{2}\right| \leq\left|a_{2}^{2}-a_{1}^{2}\right|^{1 / 2} \| b_{2}^{2}-\left.b_{1}^{2}\right|^{1 / 2}+\left|a_{2}^{2}-a_{1}^{2}\right|^{1 / 2}\left|b_{1}\right|+\left|a_{1}\right|\left|b_{2}^{2}-b_{1}^{2}\right|^{1 / 2}
$$

Proof. We will use the following two facts.
Fact 1: For any two non-negative numbers,

$$
a+b \leq(\sqrt{a}+\sqrt{b})^{2} \Longrightarrow \sqrt{a+b} \leq \sqrt{a}+\sqrt{b} .
$$

Fact 2: For any two non-negative numbers $a, b$ we have that

$$
|a-b| \leq\left|a^{2}-b^{2}\right|^{1 / 2}
$$

To see this, assume without loss of generality that $a \leq b$. Then

$$
2 a^{2} \leq 2 a b \Longrightarrow(a-b)^{2} \leq b^{2}-a^{2} \Longrightarrow|a-b| \leq\left|b^{2}-a^{2}\right|^{1 / 2}
$$

By the previous facts we have

$$
\begin{aligned}
\left|a_{1} b_{1}-a_{2} b_{2}\right| & \leq a_{1}\left|b_{1}-b_{2}\right|+b_{2}\left|a_{1}-a_{2}\right| \\
& \leq a_{1}\left|b_{1}-b_{2}\right|+\left(\left|b_{2}-b_{1}\right|+b_{1}\right)\left|a_{1}-a_{2}\right| \\
& \leq a_{1}\left|b_{1}^{2}-b_{2}^{2}\right|^{1 / 2}+\left(\left|b_{2}^{2}-b_{1}\right|^{1 / 2}+b_{1}\right)\left|a_{1}^{2}-a_{2}^{2}\right|^{1 / 2} .
\end{aligned}
$$

So,

$$
\begin{aligned}
A_{j}^{n}:= & \left\lvert\, \frac{1}{n}\left(Y_{p-j}^{2}+X_{n-j}^{2}-X_{n-j+1} Y_{p-j}-X_{n-j} Y_{p-j-1}\right)\right. \\
& \left.\quad-\left(\frac{p-j}{n}+\frac{n-j}{n}-\frac{\sqrt{n-j+1}}{\sqrt{n}} \frac{\sqrt{p-j}}{\sqrt{n}}-\frac{\sqrt{n-j}}{\sqrt{n}} \frac{\sqrt{p-j-1}}{\sqrt{n}}\right) \right\rvert\, \\
\leq & \left|\frac{Y_{p-j}^{2}-p-j}{n}\right|+\left|\frac{X_{n-j}^{2}-n-j}{n}\right|+\left|\frac{X_{n-j+1} Y_{p-j}-\sqrt{n-j} \sqrt{p-j}}{n}\right| \\
& \quad+\left|\frac{X_{n-j} Y_{p-j-1}-\sqrt{n-j} \sqrt{p-j-1}}{n}\right| .
\end{aligned}
$$

From the previous inequality and (2.2.3) we get

$$
\max _{j \leq p-2} A_{j}^{n} \longrightarrow 0 \quad \text { a.s. }
$$

But the expression

$$
\left|\frac{p-j}{n}+\frac{n-j}{n}-\frac{\sqrt{n-j+1}}{\sqrt{n}} \frac{\sqrt{p-j}}{\sqrt{n}}-\frac{\sqrt{n-j}}{\sqrt{n}} \frac{\sqrt{p-j-1}}{\sqrt{n}}\right|
$$

achieves its smallest value for $j=1$. So,

$$
\frac{p-1}{n}+\frac{n-1}{n}-\frac{\sqrt{p-1}}{\sqrt{n}}-\sqrt{\frac{n-1}{n}} \sqrt{\frac{p-2}{n}} \rightarrow y+1-2 \sqrt{y} .
$$

For the maximal eigenvalue, the proof of $\lambda_{\max } \rightarrow\left(1+y^{1 / 2}\right)^{2}$ is similar. We use the same matrix $D_{p}$ and the fact that for every eigenvalue $\lambda$ of a matrix $A$ we have $\lambda_{i} \leq \max \left\{\sum_{i=1}^{p}\left|a_{i j}\right|\right\}$ from Gershgorin's circle theorem.

### 2.3 Bai-Yin's Convergence to the semicircular

## law

### 2.3.1 Convergence of the E.S.D.

In this subsection we prove another generalisation of the semicircular law, first proved in [4] by Bai-Yin. We are going to use the notation we used in the discussion of the semicircular law.

Theorem 2.3.1. Let $X_{n} \in M_{p \times n}$ be a random matrix with i.i.d. entries for all $p$ and $n$ (also i.i.d. amongst different $p$ and $n$ ). Assume that $n(p) \longrightarrow \infty$ and $p / n \longrightarrow 0$, also that $\mathbb{E}\left|X_{1,1}\right|^{4}<\infty$ and $\operatorname{Var}\left(X_{1,1}\right)=1$. Let

$$
A_{p}=\frac{1}{2 \sqrt{n p}}\left(X X^{*}-n I_{p}\right)
$$

Then:

$$
\mu_{A_{p}} \rightarrow \sigma \quad \text { a.s. }
$$

where $\sigma$ is the semicircular distribution with density function $\mathbf{1}_{|x| \leq 1} \frac{2}{\pi} \sqrt{1-x^{2}}$ and $\mu_{A}$ is the E.S.D. of A.

Note that the $k$-th moment of $\sigma$ is $\frac{1}{2^{k}} C_{k / 2}$ when $k$ is odd and zero otherwise.

In order to prove the theorem we need several lemmas.
Lemma 2.3.2. For each $p$ let $Y_{p}=\left[X_{i j_{p}}\right]$ be a $p \times n$ random matrix with i.i.d. entries, where $n=n(p) \rightarrow \infty$ and $p / n \rightarrow 0$ as $p$ tends to infinity, such that:

1. $\mathbb{E} X_{1,1_{p}}=0$ and $\mathbb{E} X_{1,1_{p}}^{2}=1+a_{p}$, where $a_{p} \rightarrow 0$.
2. $\left|X_{11_{p}}\right| \leq \epsilon_{p} n^{\frac{1}{4}}$, where $\epsilon_{p} \rightarrow 0$ but $\epsilon_{p} n^{\frac{1}{4}} \rightarrow+\infty$.

Let $B_{p}=\left[Z_{i, j}\right]$ be a $p \times p$ random matrix such that $Z_{i, i}=0$ and

$$
Z_{i, j}=\frac{1}{2 \sqrt{n p}} \sum_{l=1}^{n} X_{i, l} X_{j, l_{p}}, \quad i \neq j
$$

Then, $\mu_{B_{p}}$ converges to the semicircular distribution $\sigma(x)$ almost surely.
Proof. As in the semicircular law we will prove the following:

1. $\left\langle\mu_{B_{p}}, x^{k}\right\rangle \rightarrow\left\langle\sigma, x^{k}\right\rangle$.
2. $\sum_{p=1}^{\infty} \operatorname{Var}_{\mu_{B_{p}}}\left(x^{k}\right)<\infty$.

Firstly we prove (i). We write:

$$
\begin{aligned}
\left\langle\mu_{B_{p}}, x^{k}\right\rangle & =\mathbb{E}\left(\frac{1}{p} \operatorname{tr} B_{P}^{k}\right) \\
& =\frac{1}{p(2 \sqrt{p n})^{k}} \sum_{I, J} \mathbb{E}\left(X_{i_{1}, j_{1}} X_{i_{2}, j_{1}} X_{i_{2}, j_{2}} X_{i_{2}, j_{3}} \cdots X_{i_{k}, j_{k}} X_{i_{1}, j_{k}}\right),
\end{aligned}
$$

where $I \subseteq[p]^{k}$ and $J \subseteq[n]^{k}$.
Notation: We shall use the following notation:

- $\psi\left(e_{1}, e_{2}, \ldots, e_{m}\right)$ is the number of distinct elements among $e_{1}, \ldots, e_{m}$.
- $I=\left(i_{1}, \ldots, i_{k}\right)$ and $J=\left(j_{1}, \ldots, j_{k}\right)$.
$\cdot i_{a} \in[p]$ and $j_{b}=[n]$, where $a, b \in[k]$.
- $r=\psi(I)$ and $c=\psi(J)$.
- $\Gamma(I, J)$ denotes the multi-graph defined as follows: Let the $I$-line and the $J$-line be two parallel lines, plot $i_{1}, \ldots, i_{k}$ on the $I$-line and $j_{1} \ldots, j_{k}$ on the $J$-line. These are the vertices. The graph has $2 k$ distinct edges joining the vertices as follows: $i_{1}, j_{1}, i_{2}, j_{2}, \ldots, i_{k}, j_{k}, i_{1}$.

Let $d_{m}$ denote the number of edges of multiplicity $m$ (meaning the vertices that are connected with exactly $m$ edges). Obviously, for a given multigraph $\Gamma(I, J)$ we have

$$
d_{1}+2 d_{2}+\cdots+2 k d_{2 k}=2 k,
$$

since each edge in $\Gamma(I, J)$ has multiplicity in $[2 k]$.
Now define

$$
A(r, c)=\left\{(I, J): \psi(I)=r, \psi(J)=c, d_{1}=0, i_{1} \neq i_{2} \cdots \neq i_{k} \neq i_{1}\right\} .
$$

By the above definition we get:

$$
\begin{aligned}
\left\langle\mu_{B_{p}}, x^{k}\right\rangle & =\frac{1}{p(2 \sqrt{p n})^{k}} \sum_{r, c=1}^{k} \sum_{A(r, c)} \mathbb{E}\left(X_{i_{1} j_{1}} X_{i_{2}, j_{1}} X_{i_{2}, j_{2}} X_{i_{2}, j_{3}} \cdots X_{i_{k}, j_{k}} X_{i_{1}, j_{k}}\right) \\
& =\sum_{r, c=1}^{k} S_{r, c},
\end{aligned}
$$

where

$$
S(r, c)=\frac{1}{p(2 \sqrt{p n})^{k}} \sum_{A(r, c)} \mathbb{E}\left(X_{i_{1}, j_{1}} X_{i_{2}, j_{1}} X_{i_{2}, j_{2}} X_{i_{2}, j_{3}} \cdots X_{i_{k}, j_{k}} X_{i_{1}, j_{k}}\right) .
$$

We will prove that $S_{r, c} \rightarrow 0$ as $p \rightarrow \infty$ unless if $r=k / 2+1$ and $c=k / 2$. Note that

$$
\begin{aligned}
\mathbb{E}\left|X_{i_{1}, j_{1}} X_{i_{2} j_{1}} X_{i_{2}, j_{2}} X_{i_{2}, j_{3}} \cdots X_{i_{k}, j_{k}} X_{i_{1}, j_{k}}\right| & \leq\left|\mathbb{E} X_{1,1}\right|^{d_{1}}\left|\mathbb{E} X_{1,1}^{2}\right|^{d_{2}} \cdots\left|\mathbb{E} X_{1,1}^{2 k}\right|^{d_{2 k}} \\
& \leq\left|1+a_{p}\right|^{k}\left(\epsilon_{p} n^{1 / 4}\right)^{2 k-2\left(d_{2}+\cdots+d_{2 k}\right)} .
\end{aligned}
$$

Since $r+c$ are the distinct vertices of the graph, we get that $r+c \leq d_{1}+$ $d_{2}+\cdots+d_{2 k}+1$, because $d_{1}+d_{2}+\cdots+d_{2 k}$ is the cardinality of the distinct edges. Also,

$$
|A(r, c)| \leq\binom{ p}{r}^{k} c^{k}\binom{n}{c} \leq p^{r} n^{c} r^{k} c^{k} .
$$

It follows that

$$
\begin{equation*}
|S(r, c)| \leq \frac{1}{p(2 \sqrt{p n})^{k}}\left|1+a_{p}\right|^{k}\left(\epsilon_{p} n^{1 / 4}\right)^{2 k-2(r+c-1)} p^{r} n^{c} r^{k} c^{k} \tag{2.3.1}
\end{equation*}
$$

We need one more inequality for $S(r, c)$. Let $l_{1}, l_{2}, \ldots, l_{c}$ be the different values of $J$. Then,

$$
\begin{aligned}
E:=\mathbb{E}\left(X_{i_{1}, j_{1}} X_{i_{2}, j_{1}} X_{i_{2}, j_{2}} X_{i_{2}, j_{3}} \cdots X_{i_{k}, j_{k}} X_{i_{1}, j_{k}}\right) & =\prod_{b=1}^{c} \mathbb{E}\left(\prod_{j_{a}=l_{b}}\left(X_{i_{a}, j_{a}} X_{i_{a+1}, j_{a}}\right)\right) \\
& =\prod_{b=1}^{c} \mathbb{E}\left(X_{1,1}^{n_{b 1}}\right) \mathbb{E}\left(X_{1,1}^{n_{b 2}}\right) \cdots \mathbb{E}\left(X_{1,1}^{n_{b s} s}\right)
\end{aligned}
$$

where $n_{b 1}, n_{b 2}, \ldots, n_{b s}$ are all $\geq 2$ (or else the mean will be zero) and $s \geq 2$ depends on $b$ (meaning how many vertices from $I$ are connected with the $b$-th element of $J$ ). Then,

$$
\begin{equation*}
|E| \leq \prod_{b=1}^{c}\left(\epsilon_{p} n^{1 / 4}\right)^{\sum_{a} n_{b a}-2 s}\left(1+\left|a_{p}\right|\right)^{2} \leq\left(\epsilon_{p} n^{1 / 4}\right)^{2 k-4 s}\left(1+\left|a_{p}\right|\right)^{k} . \tag{2.3.2}
\end{equation*}
$$

Now, suppose that $r \neq k / 2+1$ and $c \neq k / 2$. We distinguish three cases:
Case 1: $r>k / 2+1$. Then since $c+r \leq k+1$ we have

$$
\frac{1}{2}(r+c-1-k) \leq 0 .
$$

By (2.3.1) and the assumption that $p / n \rightarrow 0$, we get that $|S(r, c)| \rightarrow 0$.
Case 2: $c>k / 2$. Any $J$-vertex cannot be connected via an edge with only one $I$-vertex since every two successive vertices are different, so there would be at least $4 c$ edges, which is impossible
Case 3: $r<k / 2+1, c<k / 2$. In this case $S(r, c) \rightarrow 0$ by (2.3.2). So we just need to compute the case that $k=2 m$ is even and $r=m+1, c=m$. In this case, and since $d_{1}=0$, we have that
$k+1=r+c \leq d_{2}+d_{3}+\cdots+d_{2 k} \leq 1 / 2\left(2 d_{2}+3 d_{3}+\cdots+2 k d_{2 k}\right)+1=k+1$,
so

$$
d_{3}=\cdots=d_{2 k}=0
$$

So, each edge appears exactly twice. Define two pairs $I, J$ and $W, V$ to be equivalent if the following holds: two vertices are equal in $I, J$ if and only if the equivalent vertices are equal in $W, V$. Now by assigning to each edge +1 if it appears for the first time and -1 otherwise we get, by the corresponding lemma in the proof of the semicircular law, that the cardinality of the equivalence classes is $C_{m}$ (the Catalan number). So:

$$
\left\langle\mu_{B_{p}}, x^{2 m}\right\rangle=S(m, m+1)=\frac{1}{p(2 \sqrt{n p})^{k}} C_{m}\left(1+a_{p}\right)^{k}=\mathbb{O}(1) .
$$

Letting $p \rightarrow \infty$ and using the same method as in the proof of the semicircular law we conclude the proof of (i).

The proof of (ii) is similar to the one of Corollary 2.1.13.
Lemma 2.3.3. Let $X$ be a real random variable such that $E|X|<\infty$. Then

$$
\sum_{n=1}^{\infty} \mathbb{P}(|X| \geq n)<\infty
$$

Proof. Let $A_{n}=\left\{\omega \in \Omega: n \leq\left|X_{n}(\omega)\right|<n+1\right\}$. Then

$$
\sum_{i=1}^{\infty} n \mathbf{1}_{A_{n}} \leq|X| .
$$

So, by integration,

$$
\mathbb{E} \sum_{i=1}^{\infty} n \mathbf{1}_{A_{n}} \leq \mathbb{E}|X| .
$$

But, by the Beppo-Levi and Tonelli theorems,

$$
\begin{aligned}
\mathbb{E} \sum_{i=1}^{\infty} n \mathbf{1}_{A_{n}} & =\sum_{i=1}^{\infty} n \mathbb{P}\left(A_{n}\right)=\sum_{i=1}^{\infty} \mathbb{P}\left(A_{n}\right) \sum_{k=1}^{n} 1 \\
& =\sum_{k=1}^{\infty} \sum_{n=k}^{\infty} \mathbb{P}\left(A_{n}\right)=\sum_{k=1}^{\infty} \mathbb{P}(|X| \geq k) .
\end{aligned}
$$

Lemma 2.3.4. If $\mathbb{E}\left(X^{4}\right)<\infty$ then there exists $\left\{\epsilon_{p}\right\}_{p \in \mathbb{N}}$ such that

1. $\epsilon_{p} \rightarrow 0$, but $e_{p} p^{1 / 4} \rightarrow \infty$.
2. $\mathbb{P}\left(|X| \geq \epsilon_{p} n^{1 / 4}\right) \leq \epsilon_{p} / n$.

Proof. Since $p / n \rightarrow 0$ we have that $p<n$ if $n$ is sufficient large. So, we can assume that $p(n)<n$ for all $n \in N$.

Let $\left\{a_{p}\right\}$ be a decreasing sequence such that $a_{p} \rightarrow 0$ but $a_{p} p^{1 / 4} \rightarrow \infty$ increasingly. We denote by $\delta_{p}$ the sequence

$$
\delta_{p}=\sqrt[5]{\mathbb{E}\left(X^{4} \mathbf{1}_{|X|>a_{p} p^{1 / 4}}\right)}
$$

Note that $\delta_{p}$ is a decreasing sequence which tends to zero by the dominated convergence theorem (for all $p \in \mathbb{N}$ we have that $X^{4} \geq X^{4} \mathbf{1}_{|X|>a_{p} p^{1 / 4}}$ ). Then, define

$$
\epsilon_{p}:=\max \left\{\delta_{p}, a_{p}\right\} .
$$

Since $a_{p} \leq \epsilon_{p}$ we get that $\epsilon_{p} p^{1 / 4} \rightarrow \infty$. Note also that $\epsilon_{p}$ is non-increasing and tends to zero as it is the maximum of two non-increasing sequences which tend to zero. So,

$$
\begin{aligned}
n \mathbb{P}\left(|X|>\epsilon_{p} n^{1 / 4}\right) & \leq n \mathbb{P}\left(|X|>\epsilon_{n} n^{1 / 4}\right) \leq \frac{\mathbb{E}\left(X^{4} 1_{|X|>\epsilon_{n} p^{1 / 4}}\right)}{\epsilon_{n}^{4}} \\
& =\frac{\delta_{n}^{5}}{\epsilon_{n}^{4}} \leq \delta_{n} \leq \epsilon_{n} \leq \epsilon_{p} .
\end{aligned}
$$

Lemma 2.3.5. Let $Y_{1}, Y_{2}, Y_{3}, \ldots$ be i.i.d. random variables such that $\mathbb{P}\left(Y_{1}=\right.$ $1)=q=1-\mathbb{P}\left(Y_{1}=0\right)$. Then,

$$
\mathbb{P}\left(\sum_{i=1}^{n} Y_{i}-n q \geq n \epsilon\right) \leq e^{-n h(\epsilon-q h)}
$$

for all $\epsilon>0, n \in \mathbb{N}$ and $h \in[0,1 / 2]$.
Proof. Let $\epsilon>0, n \in \mathbb{N}$ and $h \in\left[0, \frac{1}{2}\right]$. Then, by Markov's inequality and since the $Y_{i}$ 's are i.i.d. we get

$$
\begin{aligned}
\mathbb{P}\left(\sum_{i=1}^{n} Y_{i} \geq n(q+\epsilon)\right) & =\mathbb{P}\left(e^{\sum_{i=1}^{n} h Y_{i}} \geq e^{h n(q+\epsilon)}\right) \leq e^{-h n(q+\epsilon)} \mathbb{E} \prod_{i=1}^{n} e^{h Y_{i}} \\
& =e^{-h n(q+\varepsilon)} \prod_{i=1}^{n} \mathbb{E} e^{h Y_{i}}=e^{-h n(q+\varepsilon)}\left(\mathbb{E} e^{h Y_{1}}\right)^{n} .
\end{aligned}
$$

But, $\mathbb{E} e^{h Y_{1}}=e^{h} q+1-q=\left(e^{h}-1\right) q+1$ and since for all $x \in(0,+\infty]$ we have $x+1 \leq e^{x}$ and $e^{h}-1<(h+1) h$, we get that

$$
\mathbb{E}\left(e^{h Y_{1}}\right) \leq e^{\left(e^{h}-1\right) q} \leq e^{(h+1) h q} .
$$

So,

$$
\mathbb{P}\left(\sum_{i=1}^{n} Y_{i} \geq n(q+\epsilon)\right) \leq e^{-h n(q+\epsilon)} e^{(h+1) h n q}
$$

which proves the lemma.

Remark 2.3.6. Note that if $F, G$ are the mass functions (with respect to the Lebesque measure) of two empirical spectral distributions of size $n$ then

$$
\int|F(x)-G(x)| d x=\frac{1}{n} \sum_{i=1}^{n}\left|\lambda_{i}-\mu_{i}\right|
$$

where $\lambda_{i}$ are the eigenvalues of the matrix which corresponds to $F$ in increasing order and similarly for $\mu_{i}$ and $G$.

Lemma 2.3.7. Let $\left\{\left(a_{i}, b_{i}\right), i \in \mathbb{N}\right\}$ be the set of all intervals with rational endpoints and length less than 1. Let

$$
f_{i}(x)=\int_{-\infty}^{x} \mathbf{1}_{\left(a_{i}, b_{i}\right)}(t) d t
$$

and

$$
D(F, G)=\sum_{i} \frac{1}{2^{i}}\left|\int f_{i} d(F(x)-G(x))\right|
$$

where $F, G$ are empirical spectral distributions. Then $D\left(F_{n}, F\right) \rightarrow 0$ implies that $F_{n} \rightarrow F$ weakly.

Proof. In order to prove the lemma we are going to use the characterization of weak convergence from Lemma 1.3 .5 which says that a sequence $\mu_{n}$ of Borel probability measures on a metric space ( $X, d$ ) converges weakly to a probability measure $\mu$ if and only if, for all open subsets $U$ of $X$,

$$
\liminf _{n \rightarrow \infty} \mu_{n}(U) \geq \mu(U)
$$

Let $\mu$ be the probability measure on $\mathbb{R}$ with distribution $F$, and likewise $\mu_{n}$ for $F_{n}$. It is easy to compute, using Fubini's theorem, that for every $i \in \mathbb{N}$,

$$
\left|\int f_{i} d(F(x)-G(x))\right|=\left|\left(\mu_{n}-\mu\right)\left(\left(a_{i}, b_{i}\right)\right)\right|,
$$

which tends to zero as $n$ tends to infinity. Also, for all $x \in \mathbb{R}$. Given an open subset $U$ of $\mathbb{R}$, we write it as a infinite (countable) union of disjoint intervals with rational endpoints and length less than 1 plus a countable set. Let $U=\cup_{i=1}^{\infty} U_{i}$ be these intervals. Since $D\left(F_{n}, F\right) \rightarrow 0$ we get that $\mu_{n}\left(U_{i}\right) \rightarrow \mu\left(U_{i}\right)$. So, if $i, n \in \mathbb{N}$ then

$$
\mu_{n}(U) \geq \sum_{k=1}^{i} \mu_{n}\left(U_{k}\right)
$$

As a result, since this is true for every $n$,

$$
\liminf _{n \rightarrow \infty} \mu_{n}(U) \geq \sum_{k=1}^{i} \liminf \mu_{n}\left(U_{k}\right)=\sum_{k=1}^{i} \mu(U)
$$

and since this is true for every $i$ we get

$$
\liminf _{n \rightarrow \infty} \mu_{n}(U) \geq \sum_{k=1}^{\infty} \mu\left(U_{k}\right)=\mu(U)
$$

Lemma 2.3.8. Let $A, B$ be two $p \times p$ symmetric matrices with eigenvalues $\left\{\lambda_{1} \leq \lambda_{2} \cdots \leq \lambda_{p}\right\}$ and $\left\{\mu_{1} \leq \mu_{2} \cdots \leq \mu_{p}\right\}$ respectively. Then,

$$
\sum_{i=1}^{p}\left(\lambda_{i}-\mu_{i}\right)^{2} \leq \operatorname{tr}(A-B)^{2} .
$$

Proof. We begin by diagonalizing $A$ and $B$. Since they are symmetric, there exist orthogonal matrices $U, V$ and diagonal matrices $\Lambda$ and $M$, which have as entries the eigenvalues of $A$ and $B$ respectively (in the order we have mentioned), such that

$$
A=U \Lambda U^{*}
$$

and

$$
B=V M V^{T *} .
$$

So,

$$
\operatorname{tr}(A B)=\operatorname{tr}\left(U \Lambda U^{*} V M V^{*}\right)=\operatorname{tr}\left(\left(V U^{*}\right) \Lambda\left(V^{*} U\right) M\right)
$$

Setting $W=V^{*} U$ and after some calculations we get:

$$
\operatorname{tr}(A B)=\sum_{1 \leq i, j \leq p} \lambda_{i} \mu_{j} W_{i, j}^{2} .
$$

In order to proceed we need some definitions.
Definition 2.3.9. An $n \times n$ matrix will be called doubly stochastic if all its entries are non-negative and the sum of the elements of each row and each column is equal to 1 .

Definition 2.3.10. Let $A$ be a $p \times p$ matrix. Then $A$ will be called a permutation matrix if there exists $p \in S_{n}$ such that $A_{i, j}=1 \Longleftrightarrow p(i)=j$ and $A_{i, j}=0 \Longleftrightarrow p_{i} \neq j$.

Note: Since every $p \in S_{n}$ is a bijection from [ $n$ ] to [ $n$ ], every permutation matrix is doubly stochastic.

Now, since $W$ is orthogonal we get $\sum_{i=1}^{p} W_{i, j}^{2}=1$ for each $j$ and $\sum_{j=1}^{p} W_{i, j}^{2}=1$ for each $i$. So, setting $u_{i, j}=W_{i, j}^{2}$ we have that $\left\{u_{i j}\right\}_{i, j=1}^{p}$ is doubly stochastic. Let $D_{p}$ denote the set of all doubly stochastic $p \times p$ matrices. Then,

$$
\operatorname{tr}(A B)=\sum_{1 \leq i, j \leq p} \lambda_{i} \mu_{j} u_{i, j} \leq \sup _{\left(a_{i, j}\right) \in D_{p}} \sum_{1 \leq i, j \leq p} A_{i} \mu_{j} a_{i, j}
$$

Note that $D_{p}$ is convex (any convex combination of doubly stochastic $p \times p$ matrices will remain doubly stochastic) and the function

$$
\left\{a_{i, j}\right\}_{i, j=1}^{p} \mapsto \sum_{1 \leq i, j \leq p} \lambda_{i} \mu_{j} a_{i, j}
$$

is linear. Therefore, the supremum on $D_{p}$ is achieved at an extreme point of $D_{p}$.

We will prove that the extreme points of $D_{p}$ are the permutation matrices (Birkhoff Theorem).

The proof that every permutation matrix is an extreme point is elementary since, if $A, B$ are doubly stochastic matrices, $P$ is a permutation matrix and $r \in(0,1)$ such that

$$
r A+(1-r) B=P,
$$

then for each $i, j \in[p]$ such that $p_{i, j}=0$ we have that $r a_{i, j}=-(1-r) b_{i, j}$ and since every entry of a doubly stochastic matrix is non-negative we get

$$
a_{i, j}=b_{i, j}=0 .
$$

So, since the sum of the elements of each row and column of $A$ and $B$ must be equal to 1 , we get that $A=B=P$.

In order to prove the opposite direction, we will prove that every doubly stochastic matrix is a convex combination of permutation matrices. To prove this, we will need another definition and a very important lemma:

Definition 2.3.11. For every doubly stochastic $p \times p$ matrix $A$ we define its associated graph $G$ with

$$
V(G)=\left\{i_{k}: k \in[p]\right\} \cup\left\{j_{k}: k \in[p]\right\}
$$

and

$$
E(G)=\left\{\left(i_{k}, j_{m}\right): A_{k, m}>0\right\} .
$$

Note: The graph of every doubly stochastic matrix is bipartite.
The idea behind this definition is that for a doubly stochastic matrix we create its graph by turning each row and each column into a vertex and we connect a row (call it $i$ ) and a column (call it $j$ ) via an edge if the element on the spot $(i, j)$ is not zero.

Lemma 2.3.12. The graph of every doubly stochastic matrix has a perfect matching.

Proof. Assume, by way of contradiction, that there exists a doubly stochastic matrix such that its graph does not have a perfect matching. Call this matrix $A$, and call $R(A)$ the first part (the rows) and $C(A)$ the other part the columns). By Hall's theorem, without loss of generality, we get that there exists $B \subseteq V(R(A))$ such that $N(B)<|B|$. Now, we see that

$$
\sum_{i \in B, j \in N(B)} A_{i, j}=|B| .
$$

This is true since for any vertex (column) in $B$ every row connected to it belongs to $N(B)$, and since the matrix is doubly stochastic we get that the
sum above gives the cardinality of $B$ (a term 1 for each vertex in $B$ ). But the fact that $A$ is doubly stochastic gives that the same sum equals to the cardinality of $N(B)$ which is a contradiction.

So in order to prove the opposite direction of Birkhoff's theorem, we will use induction on the number of non-zero entries of a matrix. For $k=2$ the opposite direction is true.

Let the opposite direction be true for all $m<k$ and let $A$ be a matrix with $k$ non-zero elements. By the previous lemma, the associated graph of $A$ has a perfect matching. Underline the entries associated to the edges of the perfect matching. Since the edges in the perfect matching are disjoint we get that there is exactly one element in each row and column. Let $P$ be the permutation matrix with entries 1 exactly at the positions of the underlined elements. Let $c$ be the minimum of those entries. If $c=1$ then $A=P$. If not, then the matrix $M=A-c P /(1-c)$ is doubly stochastic with one non-zero entry less than the ones for $A$. So, since $A=(1-c) M+c P$, and by the induction hypothesis, the proof is complete.

Now we can return to the proof of Lemma 2.3.8. By what was done above we get that

$$
\operatorname{tr}(A B) \leq \max _{\sigma \in S_{p}} \sum_{1 \leq i \leq p} \lambda_{i} \mu_{\sigma(i)}
$$

Using the fact that $\mu_{i}$ and $\lambda_{i}$ are in non-decreasing order we will prove that the maximum is achieved by the identity permutation. If not, then for $i>j$

$$
\lambda_{i} \mu_{i}+\lambda_{j} \mu_{j}-\lambda_{j} \mu_{i}-\lambda_{i} \mu_{j}=\left(\lambda_{j}-\lambda_{i}\right)\left(\mu_{i}-\mu_{j}\right) \geq 0 .
$$

Let $\sigma \in S_{p}$ be a permutation different than the identity. So, there exist $i, j \in[p]$ such that $j<i$ and $\sigma(j)<\sigma(i)$. Let $\sigma^{\prime}$ be a permutation with the property that $\sigma^{\prime}(i)=i, \sigma^{\prime}(j)=j$ and for all $d \in[p] \backslash\{i, j\}$ we have $\sigma^{\prime}(d)=\sigma(d)$. The permutation $\sigma$ has one more order reversal than $\sigma^{\prime}$. Iterating this process we see that the sum is maximized for the permutation id. So,

$$
\operatorname{tr}(A B) \leq \sum_{i=1}^{p} \lambda_{i} \mu_{i}
$$

Finally since $\operatorname{tr} A^{2}=\sum_{i=1}^{p} A_{i}^{2}$ and $\operatorname{tr} B^{2}=\sum_{i=1}^{p} \mu_{i}^{2}$ we get:

$$
\begin{aligned}
\sum_{i=1}^{p}\left(\lambda_{i}-\mu_{i}\right)^{2} & =\sum_{i=1}^{p} \lambda_{i}^{2}+\mu_{i}^{2}-2 \lambda_{i} \mu_{i} \\
& \leq \sum_{i=1}^{p} \lambda_{i}^{2}+\sum_{i=1}^{2} \mu_{i}^{2}-2 \operatorname{tr} A B \\
& =\operatorname{tr} A^{2}+\operatorname{tr} B^{2}-2 \operatorname{tr} A B=\operatorname{tr}(A-B)^{2} .
\end{aligned}
$$

Definition 2.3.13. Given a matrix $A \in M_{n}$, the matrix obtained after deleting the $i$-th row and the $i$-th column of $A$ for some $i \in[n]$ is called principal sub-matrix of $A$.

Definition 2.3.14. Let $A$ be symmetric or Hermitian matrix in $M_{n}\left(\mathbb{R}^{n}\right)$ or $M_{n}\left(\mathbb{C}^{n}\right)$ respectively. Consider the standard inner product $\langle\cdot, \cdot\rangle$ on $\mathbb{R}^{n}$ or $\mathbb{C}^{n}$. The Rayleigh-Rietz quotient is the function

$$
R_{A}(x)=\frac{\langle A x, x\rangle}{\langle x, x\rangle}
$$

defined on all the non-zero elements of $\mathbb{R}^{n}$ or $\mathbb{C}^{n}$.
Lemma 2.3.15 (min-max theorem). Let $A$ be a symmetric matrix $A \in M_{n}$ and let $\left\{J_{i}\right\}_{i=1}^{n}$ be the eigenvalues of $A$ in non-decreasing order. For every $k \in[n]$ let

$$
\mathcal{A}_{k}=\left\{U \subseteq \mathbb{R}^{n}: \operatorname{dim}(U)=k\right\} .
$$

Then,

$$
\lambda_{k}=\min _{U \in \mathcal{A}_{k}} \max _{x \in U \backslash\{0\}} R_{A}(x)
$$

and

$$
\lambda_{k}=\max _{U \in \mathcal{A}_{n-k+1}} \min _{x \in U \backslash\{0\}} R_{A}(x) .
$$

Proof. Since $A$ is symmetric it is diagonalizable and we can chose an orthogonal basis of eigenvectors $\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$, where $u_{i}$ is the eigenvector corresponding to $\lambda_{i}$ for each $i \in[n]$. If $U$ is a subspace of dimension $k$ then its intersection with $\operatorname{span}\left\{u_{k}, u_{k+1}, \ldots, u_{n}\right\}$ is non-empty. Let
$u \in \operatorname{span}\left\{u_{k}, u_{k+1}, \ldots, u_{n}\right\} \cap U \backslash\{0\}$. Then we can write $u$ as

$$
u=\sum_{i=k}^{n} a_{i} u_{i},
$$

and its Rayleigh quotient is

$$
R_{A}(u)=\frac{\sum_{i=k}^{n} a_{i}^{2} \lambda_{i}}{\sum_{i=k}^{n} a_{i}^{2}} \geq \lambda_{k} \frac{\sum_{i=k}^{n} a_{i}^{2}}{\sum_{i=k}^{n} a_{i}^{2}}=\lambda_{k} .
$$

Since this is true for every subspace $U$ we get:

$$
\lambda_{k} \leq \min _{U \in \mathcal{A}_{k}} \max _{x \in U \backslash\{0\}} R_{A}(x) .
$$

For the other direction note that for the subspace $V=\operatorname{span}\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}$ and for every $u \in V$ we have

$$
R_{A}(u) \leq \lambda_{k},
$$

since $\lambda_{k}$ is the largest eigenvalue for $U$. So,

$$
\lambda_{k}=\min _{U \in \mathcal{A}_{k}} \max _{x \in U \backslash\{0\}} R_{A}(x)=\max _{v \in V \backslash\{0\}} R_{A}(v) .
$$

The proof of the other equality is similar. In the case where $U$ is a subspace of dimension $n-k+1$, we proceed in a similar fashion: Consider the $k$ dimensional subspace $\operatorname{span}\left\{u_{1}, \ldots, u_{k}\right\}$. Its intersection with $U$ is not $\{0\}$ (by simply checking dimensions) and hence there exists a non-zero vector $v$ in this intersection, which we can write as

$$
v=\sum_{i=1}^{k} a_{i} u_{i}
$$

So,

$$
R_{A}(v)=\frac{\sum_{i=1}^{k} a_{i}^{2} \lambda_{i}}{\sum_{i=1}^{k} a_{i}^{2}} \leq \lambda_{k}
$$

and since this is true for all $U$ we have the first inequality.
To get the other inequality, note again that every eigenvector $u$ of $\lambda_{k}$ is contained in $V=\operatorname{span}\left\{u_{k}, \ldots, u_{n}\right\}$ so that we can conclude the equality. Also, as before, we get

$$
\lambda_{k}=\max _{U \in \mathcal{A}_{n-k+1}} \min _{x \in U \backslash\{0\}} R_{A}(x)=\min _{x \in V \backslash\{0\}} R_{A}(v) .
$$

Lemma 2.3.16 (Cauchy interlacing theorem). Let A be a symmetric (or Hermitian in $\mathbb{C}$ ) matrix in $M_{n}$. Let $B$ be a principal sub-matrix of $A$ and let $\left\{\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}\right\}$ be the eigenvalues of $A$ and $\left\{\mu_{1} \leq \mu_{2} \leq \cdots \leq \mu_{n-1}\right\}$ be the eigenvalues of $B$, both in non-decreasing order. Then:

$$
\lambda_{1} \leq \mu_{1} \leq \lambda_{2} \leq \mu_{2} \leq \lambda_{3} \cdots \leq \lambda_{n-1} \leq \mu_{n-1} \leq \lambda_{n} .
$$

Proof. Assume without loss of generality that we have deleted the $n$-th row, and so, let

$$
A=\left[\begin{array}{ll}
B & x \\
x & z
\end{array}\right]
$$

Let $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be the eigenvectors of $A$ and let $\left\{y_{1}, \ldots, y_{n-1}\right\}$ be the eigenvectors of $B$. We define the following vector spaces:

$$
\begin{aligned}
V & =\operatorname{span}\left\{x_{k}, \ldots, x_{n}\right\} \\
W & =\operatorname{span}\left\{y_{1}, \ldots, y_{k}\right\} \\
W^{\prime} & =\left\{\binom{w}{0}: w \in W\right\} .
\end{aligned}
$$

Since $\operatorname{dim}(V)=n-k+1$ and $\operatorname{dim}\left(W^{\prime}\right)=\operatorname{dim}(W)=k$ we see that the intersection of $W^{\prime}$ and $V$ is non-trivial, meaning that there exists $u \in$ $W^{\prime} \cap V \backslash\{0\}$. So,

$$
u=\binom{w}{0}
$$

for some $w \in W$. Then

$$
u^{*} A u=\left[\begin{array}{ll}
w^{*} & 0
\end{array}\right]\left[\begin{array}{ll}
B & x \\
x & z
\end{array}\right]\left[\begin{array}{l}
w \\
0
\end{array}\right]=w^{*} B w
$$

But from the min-max theorem we get

$$
\lambda_{k}=\min _{v \in V} R_{A}(v)
$$

and

$$
\mu_{k}=\max _{d \in W} R_{B}(d) .
$$

So, $\lambda_{k} \leq \mu_{k}$.

The proof of the other inequality is similar. We now define the vector spaces

$$
\begin{aligned}
V & =\operatorname{span}\left\{x_{1}, \ldots, x_{k+1}\right\} \\
W & =\operatorname{span}\left\{y_{k}, \ldots, y_{n-1}\right\} \\
W^{\prime} & =\left\{\binom{w}{0}: w \in W\right\}
\end{aligned}
$$

Since $\operatorname{dim}(V)=k+1$ and $\operatorname{dim}(W)=\operatorname{dim}\left(W^{\prime}\right)=n-k$, there exists $u \in$ $W^{\prime} \cap V \backslash\{0\}$. So, as before,

$$
u=\binom{w}{0}
$$

for some $w \in W$. Then we have $u^{*} A u=w^{*} B w$. So, again from the min-max theorem,

$$
\lambda_{k+1}=\max _{v \in V} R_{A}(v) \geq R_{A}(u)=R_{B}(w) \geq \min _{d \in W} R_{B}(d)=\mu_{k}
$$

Note: In the previous theorem we can replace $\mathbb{R}^{n}$ with $\mathbb{C}^{n}$ and the symmetric matrix with a Hermitian matrix.

We are now ready to prove the main theorem of this chapter.
Proof. By Lemma 2.3.4 we can choose $\epsilon_{p}$ such that $\epsilon_{p} \rightarrow 0$ and $\epsilon_{p} p^{1 / 4} \rightarrow \infty$ such that $\mathbb{P}\left(\left|X_{1,1}\right| \geq \epsilon_{p} n^{1 / 4}\right) \leq \epsilon_{p} / n$. Define

$$
X_{p}^{\prime}=\left[X_{i, j}^{\prime}: i=1,2 \ldots, p ; j=1,2 \ldots, n\right]
$$

where

$$
X_{i, j}^{\prime}=X_{i, j} \mathbf{1}_{\left|X_{i, j}\right|<\epsilon_{p} n^{1 / 4}}
$$

Let

$$
A_{p}^{\prime}=\frac{1}{2 \sqrt{n p}}\left(X_{p}^{\prime} X_{p}^{\prime *}-n I_{p}\right)
$$

and

$$
h_{i, j}=\mathbf{1}_{\left|X_{i, j}\right| \geq \epsilon_{p} n^{1 / 4}}
$$

Proposition 2.3.17. The following inequality holds true:

$$
\sup _{x}\left|F^{A_{p}}(x)-F^{A_{p}^{\prime}}(x)\right| \leq \frac{1}{p} \sum_{i=1}^{p} \sum_{j=1}^{n} h_{i, j} .
$$

Proof. Firstly note that

$$
\sup _{x}\left|F^{A_{p}}(x)-F^{A_{p}^{\prime}}(x)\right|=\sup _{x}\left|F^{X_{p} X_{p}^{*}}(x)-F^{X_{p}^{\prime} X_{p}^{\prime *}}(x)\right| .
$$

Since

$$
\operatorname{det}\left(A_{p}-x I_{p}\right)=\frac{1}{(2 \sqrt{n p})^{p}} \operatorname{det}\left(X_{p} X_{p}^{*}-(n+2 x \sqrt{p n}) I_{p}\right),
$$

substituting $u:=n+x 2 \sqrt{p n}$ we see that the roots with respect to $u$ are the eigenvalues of $X_{p} X_{p}^{\prime}$. So, solving for $x$ we get that if $\lambda_{i}$ is the $i$-th (in non-decreasing order) eigenvalue of $A_{p}$ and $d_{i}$ is the $i$-th eigenvalue of $X_{p} X_{p}^{*}$ then we have

$$
\lambda_{i}=n+d_{i} 2 x \sqrt{p n} .
$$

Since the same is true for $A_{p}^{\prime}$ and since we are interested in the supremum over all $x$, we see that we can investigate the eigenvalues of $X X^{*}$ and $X^{\prime} X^{\prime *}$ instead.

Let $x \in \mathbb{R}$ and let

$$
L_{p}=\left\{(i, j) \in[p] \times[n]: X_{i, j} \neq X_{i, j}^{\prime}\right\} .
$$

We will prove that, for every $p \in \mathbb{N}$, if $g \leq p$ and $X_{p} X_{p}^{*}$ is the matrix defined above for $p, n(p)$, and

$$
g=p\left|F^{X_{p} X_{p}^{*}}(x)-F^{X_{p}^{\prime} X_{p}^{\prime *}}(x)\right|,
$$

then

$$
g \leq\left|L_{p}\right|,
$$

using induction on $p$.
For $p=1$ the assertion is true; if not, we would have $X_{1}=X_{1}^{\prime}$ i.e. the two matrices would be equal but with different eigenvalues (the root of the polynomial $f=X_{1}-1 \cdot \lambda$ ) which would be a contradiction.

Suppose that for all $m \leq p-1$ the statement is true. Consider the matrices $X_{p} X_{p}^{*}$ and $X_{p}^{\prime} X_{p}^{\prime *}$ as before. If

$$
\left|F^{X_{p} X_{p}^{*}}(x)-F^{X_{p}^{\prime} X_{p}^{* *}}(x)\right|=0
$$

then obviously

$$
\left|F^{X_{p} X_{p}^{*}}(x)-F^{X_{p}^{\prime} X_{p}^{*}}(x)\right| \leq\left|L_{p}\right| .
$$

If not, then there exist $i, j$ such that $X_{i, j} \neq X_{i, j}^{\prime}$. Without loss of generality let $i=p$. Let $B$ be the principal sub-matrix of $X_{p} X_{p}^{*}$ deleting the $p$-th row and column, and similarly let $B^{\prime}$ be the corresponding sub-matrix for $X_{p}^{\prime} X_{p-1}^{\prime}$. Note that $B=X_{p-1} X_{p-1}^{*}$ and $B^{\prime}=X_{p-1}^{\prime} X_{p-1}^{\prime *}$. So, we can apply the induction hypothesis for $B$ and $B^{\prime}$, which gives that

$$
p\left|F^{B}(x)-F^{B}(x)\right| \leq\left|L_{p-1}\right|
$$

But, by Cauchy's interlacing theorem, we get that

$$
p\left|F^{X_{p} X_{p}^{*}}(x)-F^{X_{p}^{\prime} X_{p}^{\prime *}}(x)\right| \leq p\left|F^{X_{p-1} X_{p-1}^{*}}(x)-F_{p-1}^{X_{p-1}^{\prime} X_{p-1}^{*}}(x)\right|+1 .
$$

Also, since there exists an element on the $p$-th row such that $X_{p, j} \neq X_{p, j}^{\prime}$ for some $j$, we get that

$$
\left|L_{p-1}\right|+1 \leq\left|L_{p}\right| .
$$

It follows that

$$
p\left|F^{X_{p} X_{p}^{*}}(x)-F^{X_{p}^{\prime} X_{p}^{\prime *}}(x)\right| \leq p\left|F^{X_{p-1} X_{p-1}^{*}}(x)-F^{X_{p-1}^{\prime} X_{p-1}^{\prime \prime}}(x)\right|+1 \leq\left|L_{p-1}\right|+1 \leq\left|L_{p}\right| .
$$

The inequality above is true for all $x \in \mathbb{R}$ and for all $p \in \mathbb{N}$. Also note that if $h_{i, j}$ denotes the event that the $(i, j)$-th element of $X_{p}$ is different from the element in the same spot of $X_{p}^{\prime}$, we get that

$$
\left|L_{p}\right| \leq \sum_{i=1}^{p} \sum_{j=1}^{n} h_{i, j} .
$$

So, the proof of the proposition is complete.

Since $\mathbb{P}\left(h_{i, j}=1\right)=\mathbb{P}\left(\left|X_{i, j}\right| \leq \epsilon_{p} n^{1 / 4}\right)=q_{p}$ (say), if $\delta>0$, by what was done before we get

$$
\begin{aligned}
\mathbb{P}\left(\sup _{x}\left|F^{A_{p}}-F_{A_{p}^{\prime}}\right| \geq \delta\right) & \leq \mathbb{P}\left(\frac{1}{p} \sum_{i} \sum_{j} h_{i, j} \geq \delta\right) \\
& =\mathbb{P}\left(\sum_{i} \sum_{j} h_{i, j}-p n q_{p} \geq p n \frac{\delta}{n}-q_{p}\right) \\
& \leq \exp \left(-n p h\left(\frac{\delta}{n}-q_{p}-q_{p} h\right)\right) \\
& \leq \exp \left(-n q h\left(\frac{\delta}{n}-(1+h) \frac{\epsilon_{p}}{n}\right)\right) \\
& \leq \exp \left(-p \frac{\delta h}{2}\right)
\end{aligned}
$$

for $\epsilon_{p}<\delta / 3$. We can choose $h=1 / 2$. Thus, by the Borel-Cantelli lemma,

$$
\sup _{x}\left|F^{A_{p}}(x)-F^{A_{p}^{\prime}}(x)\right| \rightarrow 0 \quad \text { a.s. }
$$

Note that we can replace $X_{p}^{\prime}$ with $Y_{p}=X_{P}^{\prime}-\mathbb{E}\left(X_{p}\right)$ and we would have the same result (see [17] p. 81 and A-46)). But by Lemma 2.3.2 we know that

$$
\sup _{x}\left|F^{A_{p}}-F_{B_{p}}\right| \rightarrow 0 \quad \text { a.s. }
$$

where $B_{p}$ is defined as in Lemma 2.3.2 starting from the matrix $Y_{p}$ defined above. Thus in order to prove the theorem it is sufficient to prove that

$$
D\left(F^{A_{p}^{\prime \prime}}, F^{B_{p}}\right)=\sum_{i} \frac{1}{2^{i}}\left|\int f_{i} d\left(F^{A_{p}^{\prime \prime}}(x)-F^{B_{p}}(x)\right)\right| \rightarrow 0
$$

as in Lemma 2.3.7. Here, $A_{p}^{\prime \prime}=\frac{1}{2 \sqrt{p n}}\left(Y_{p} Y_{p}^{*}-n I\right)$, also $X_{i, j}^{\prime \prime}=X_{i, j}^{\prime}-\mathbb{E}\left(X_{i, j}^{\prime}\right)$, and $\lambda_{i}$ are the eigenvalues of $A_{p}^{\prime \prime}$ and $\mu_{i}$ the eigenvalues of $B_{p}$. So by integration by parts, Remark 2.3.6 and Lemma 2.3.8 we get that

$$
\begin{aligned}
D^{2}\left(F^{A_{p}^{\prime \prime}}, F^{B_{p}}\right) & \leq\left(\frac{1}{p} \sum_{i=1}^{p}\left|\lambda_{i}-\mu_{i}\right|\right)^{2} \leq \frac{1}{p} \sum_{i=1}^{p}\left(\lambda_{i}-\mu_{i}\right)^{2} \leq \frac{1}{p} \operatorname{tr}\left(A_{p}^{\prime \prime}-B_{p}\right)^{2} \\
& =\frac{1}{4 n p^{2}} \sum_{i=1}^{p}\left[\sum_{m=1}^{n}\left(X_{i, m}^{\prime \prime}-1\right)\right]^{2} \\
& \leq \frac{1}{2 n p^{2}} \sum_{i=1}^{p}\left[\sum_{m=1}^{n}\left(X_{i, m}^{\prime \prime 2}-\mathbb{E}\left(X_{i, m}^{\prime \prime 2}\right)\right]^{2}+\frac{n}{2 p}\left(1-\mathbb{E} X_{i, m}^{\prime \prime 2}\right)^{2}\right.
\end{aligned}
$$

For sufficiently large $p$ we have:

$$
\frac{n}{2 p}\left(1-\mathbb{E} X^{\prime \prime 2}\right) \leq \frac{n}{2 p} \frac{4}{n \epsilon_{p}^{4}} \mathbb{E}^{2} X_{1,1}^{4} \rightarrow 0
$$

So, for the first term on the right hand side of the inequality we have:

$$
\begin{aligned}
& \frac{1}{4 n p^{2}} \sum_{i=1}^{p}\left[\sum_{m=1}^{n}\left(X_{i, m}^{\prime \prime}-1\right)\right]^{2} \\
& \leq \frac{1}{2 n p^{2}} \sum_{i=1}^{p}\left[\sum_{m=1}^{n}\left(X_{i, m}^{\prime \prime 2}-\mathbb{E}\left(X_{i, m}^{\prime \prime 2}\right)\right)\right]^{2} \\
& \leq \frac{1}{2 p^{2} n} \sum_{i=1}^{p} \sum_{m=1}^{n}\left[X_{i m}^{\prime \prime 2}-\mathbb{E}\left(X_{i, m}^{\prime \prime 2}\right)\right]^{2} \\
& +\frac{1}{2 n p^{2}} \sum_{i=1}^{p} \sum_{m_{1} \neq m_{2}}\left(X_{i, m_{1}}^{\prime \prime 2}-\mathbb{E} X_{i, m_{1}}^{\prime \prime 2}\right)\left(X_{i, m_{2}}^{\prime \prime 2}-\mathbb{E} X_{i, m_{2}}^{\prime \prime 2}\right) \\
& =S_{1, p}+S_{2, p}
\end{aligned}
$$

Then, for any $\epsilon>0$, by Markov's inequality we have:

$$
\begin{aligned}
\sum_{p=1}^{\infty} \mathbb{P}\left(\left|S_{2, p}\right|>\epsilon\right) & =\sum_{p=1}^{\infty} \mathbb{P}\left(S_{2, p}^{2}>\epsilon^{2}\right) \\
& \leq \frac{1}{\epsilon^{2}} \sum_{p=1}^{\infty} \mathbb{E}\left(S_{2, p}^{2}\right) \\
& =\sum_{p=1}^{\infty} \frac{1}{2 n p^{2}} \sum_{m=1}^{p} 2 n(n-1) \mathbb{E}^{2}\left(X_{1,1}^{\prime \prime 2}-\mathbb{E} X_{1,1}^{\prime \prime 2}\right)^{2} \\
& \leq \sum_{p=1}^{\infty} \frac{1}{2 p^{3}} \mathbb{E}^{2} X_{1,1}^{4}<\infty
\end{aligned}
$$

Thus, by the Borel-Cantelli lemma we get

$$
S_{2, p} \rightarrow 0 \quad \text { a.s. }
$$

For $S_{1, p}$ we have

$$
\begin{aligned}
S_{1, p} & =\frac{1}{2 p^{2} n} \sum_{i=1}^{p} \sum_{m=1}^{n}\left[X_{i m}^{\prime \prime 2}-\mathbb{E}\left(X_{i, m}^{\prime \prime 2}\right)\right]^{2} \\
& \leq \frac{1}{2 p^{2} n} \sum_{i=1}^{p} \sum_{m=1}^{n} X_{i m}^{\prime \prime 4}+\mathbb{E}^{2}\left(X_{i, m}^{\prime \prime 2}\right) \\
& \left.\leq \frac{1}{2 p^{2} n} \sum_{i=1}^{p} \sum_{m=1}^{n} X_{i m}^{\prime \prime 4}-\mathbb{E}\left(X_{i, m}^{\prime \prime 4}\right)\right]+\frac{K}{p} \mathbb{E} X_{1,1}^{4}=\Delta_{p}+\frac{K}{p} \mathbb{E} X_{1,1}^{4}
\end{aligned}
$$

for some $K>0$. So, as before, we have

$$
\begin{aligned}
\sum_{p=1}^{\infty} \mathbb{E} \Delta_{p}^{2} & =\sum_{p=1}^{\infty} \frac{1}{4 p^{4} n^{4}} \sum_{i=1}^{p} \sum_{m=1}^{n} \mathbb{E}\left(X_{i m}^{\prime \prime 4}-\mathbb{E}\left(X_{i, m}^{\prime \prime 4}\right)\right)^{2} \\
& \leq \sum_{p=1}^{\infty} \frac{K^{2}}{4 n^{2} p^{4}}\left(n^{\frac{1}{4}} \epsilon_{p}\right) \mathbb{E} X_{1,1}^{4}<\infty .
\end{aligned}
$$

This completes the proof.

### 2.3.2 Convergence of the extreme eigenvalues

In this subsection we are going to prove the convergence of the extreme eigenvalues of $A_{p}$ to -2 and 2 respectively (using the same notation as in the previous subsection) under the assumption that all the entries of $X_{p} \in M_{p \times n}$ follow the standard normal distribution, and $n(p) \rightarrow \infty$ and $p / n \rightarrow 0$. By the convergence to the semicircular law we have that $\mu_{A_{p}} \rightarrow \sigma$ (here, again, we use the same notation as in the previous subsection). We will use similar arguments as in the previous similar cases. So we need the following:

Proposition 2.3.18. Let $B$ be a random $p \times n$ matrix whose entries are independent random variables with distribution $N_{\mathbb{C}}(0,1)$. Then, for any $t>0$,

$$
\mathbb{P}\left(\|B\|_{\mathrm{op}} \geq \sqrt{n}+\sqrt{p}+t\right) \leq 2 e^{-t^{2} / 2}
$$

Also, if $n>p$ then for any $t>\frac{4 \sqrt{2 \ln p}}{\sqrt{\frac{\pi}{p}}-1}$ it is true that

$$
\mathbb{P}\left(s_{n}(B) \leq \sqrt{n}-\sqrt{p}-t\right) \leq 2 e^{\frac{-t^{2}}{4}},
$$

where $s_{n}(B)$ denotes the smaller singular value of $B$
Suppose that the previous proposition is proven. Then we get

$$
\begin{aligned}
\mathbb{P}\left(\|B\|_{\mathrm{op}}\right. & \geq \sqrt{n}+\sqrt{p}+t) \\
\quad= & \mathbb{P}\left(\|B\|_{\mathrm{op}}^{2}-n \geq t^{2}+p+2 t \sqrt{n}+2 \sqrt{n p}+2 t \sqrt{p}\right) \\
\quad= & \mathbb{P}\left(\left(\|B\|_{\mathrm{op}}^{2}-n\right) \frac{1}{\sqrt{n p}} \geq \frac{t^{2}}{\sqrt{n p}}+\sqrt{\frac{p}{n}}+\frac{2 t}{\sqrt{p}}+2+\frac{2 t}{\sqrt{n}}\right) .
\end{aligned}
$$

Letting ( $p, n$ ) $\rightarrow \infty$ we get that

$$
\lim _{(p, n) \rightarrow \infty} f(n, s)=0
$$

where

$$
f(n, s)=\frac{t^{2}}{\sqrt{n p}}+\sqrt{\frac{p}{n}}+\frac{2 t}{\sqrt{p}}+\frac{2 t}{\sqrt{n}}
$$

and since this is true for any $t>0$ we get

$$
\mathbb{P}\left(\lim \sup \left\|A_{n, s}\right\|_{\text {op }} \geq 2\right)=0 .
$$

Then, since the E.S.D of $A_{n, s}$ tends to the semicircular law and the operator norm is the largest eigenvalue of a matrix we get that

$$
\mathbb{P}\left(\liminf \left\|A_{n, p}\right\|_{\mathrm{op}} \leq 2\right)=0 .
$$

Likewise one can show that the second part of the proposition implies the convergence of the smallest eigenvalue of $A_{n, p}$. So it is sufficient to prove the proposition.

Proof of Proposition 2.3.18. In order to prove the first part of the proposition we need the following lemmas

Lemma 2.3.19. It is true that

$$
\mathbb{E}\|B\|_{\mathrm{op}} \leq \sqrt{n}+\sqrt{p}
$$

Proof. Using the same method as the one we used in the corresponding subsection for the Marchenko-Pastur law we get that for any $p \leq n$ and any $p \times n$ random matrix $A$ with independent entries which all follow $N(0,1)$
there exist an orthogonal $p \times p$ matrix $U$ and an orthogonal $n \times n$ matrix $V$ such that

$$
A=U R V
$$

where $R$ is a $p \times n$ matrix whose entries $r_{i, j}$ have the following properties:

- The entries of $R$ are independent random variables.
- For all $i \in[p]$ we have that $r_{i, i} \sim x(n-i+1)$.
- For all $i \in\{2,3, \ldots, p\}$ we have that $r_{i, i-1} \sim x(p+1-i)$.
- All the other entries are almost surely zero.

Here, for any $m \in \mathbb{N}$ the notation $x(m)$ is used for a positive random variable such that $\chi^{2}(m)$ is a chi-squared random variable with $m$ degrees of freedom.

Likewise one can show that for any $p \leq n$ and any $p \times n$ random matrix $B$ such that all the entries of $B$ are independent random variables which all follow $N_{\mathbb{C}}(0,1)$ there exist an orthogonal $p \times p$ matrix $U$ and an $n \times n$ orthogonal matrix $V$ such that

$$
B=\sqrt{2} U S V
$$

where the entries $s_{i, j}$ of $S$ are independent random variables such that:

- For all $i \in[p]$ we have that $s_{i, i} \sim x(2 n+2-2 i)$.
- For all $i \in\{2,3, \ldots, p\}$ we have that $s_{i, i-1} \sim x(2 p+2-2 i)$.
- All the other entries are almost surely zero.

So, we can consider both $A$ (a $2 p \times 2 n$ random matrix with i.i.d. standard normal entries) and $B$ (a $p \times n$ random matrix with i.i.d. standard complex normal entries) defined on a common probability space in such a way that $s_{i, j} \leq r_{i, j}$ almost surely (where $s_{i, j}$ and $r_{i, j}$ are the entries of the matrices $S$ and $R$ respectively, as defined before). This can be done since $2 n+2-2 i \leq$ $2 n+1-i$ and $2 p+2-2 i \leq 2 p+1-i$ so we can couple the matrices in a common
probability space in such a way that $r_{i, j}$ is the square root of the sum of the same standard normal random variables as $s_{i, j}$ plus $i-1$ additional standard normal random variables. Hence, since the eigenvalues of $A$ and $B$ are also the eigenvalues of $R$ and $\sqrt{2} S$ respectively, and since both $R$ and $S$ have non-negative entries (so they are both positive), we get that

$$
\|B\|_{\mathrm{op}} \leq \frac{1}{\sqrt{2}}\|A\|_{\mathrm{op}} \quad \Longrightarrow \quad \mathbb{E}\|B\|_{\mathrm{op}} \leq \frac{1}{\sqrt{2}} \mathbb{E}\|A\|_{\mathrm{op}}
$$

So it is sufficient to prove that for any $p \times n$ random matrix $A$ with independent $N(0,1)$ entries it is true that

$$
\mathbb{E}\|A\|_{\mathrm{op}} \leq \sqrt{n}+\sqrt{p}
$$

In order to do this, we need some definitions and lemmas.
Definition 2.3.20. A Gaussian process $X=\left(X_{t}\right)_{t \in T}$ is simply a family of jointly Gaussian random variables, usually with mean zero, defined on some probability space $\Omega$, which may or may not be specified.

For more details see [18].
Lemma 2.3.21 (Slepian's inequality). Let $X=\left(X_{t}\right)_{t \in T}$ and $Y=\left(Y_{t}\right)_{t \in T}$ be Gaussian processes such that for any $t, s \in T$

$$
\mathbb{E}\left(Y_{t}-Y_{s}\right)^{2} \leq \mathbb{E}\left(X_{t}-X_{s}\right)^{2}
$$

and

$$
\mathbb{E} Y_{t}^{2}=\mathbb{E} X_{t}^{2}
$$

Then for any $x \in \mathbb{R}$

$$
\mathbb{P}\left(\sup _{t \in T} X_{t} \geq x\right) \leq \mathbb{P}\left(\sup _{t \in T} Y_{t} \geq x\right) .
$$

Consequently, by stochastic dominance we have

$$
\mathbb{E}\left(\sup _{t} X_{t}\right) \leq \mathbb{E}\left(\sup _{t} Y_{t}\right) .
$$

Note: To avoid measurability issues, we study random processes through their finite sub-processes meaning that we interpret $\mathbb{E} \sup _{t} X_{t}$ as

$$
\sup _{\left\{T_{0} \subseteq T:\left|T_{0}\right|<\infty\right\}} \mathbb{E} \max _{t \in T_{0}} X_{t} .
$$

Proof. We shall assume that $|T|<\infty$ and then we can generalise the result (since the supremum of a quantity depending on an infinite set is the supremum of the same quantity over all finite subsets).

Suppose that $|T|=n$. Then $X$ and $Y$ are both Gaussian random vectors in $\mathbb{R}^{n}$. We may also assume that $X$ and $Y$ are independent (by constructing the analogous product space). So we define the Gaussian random vector $Z(u)$ in $\mathbb{R}^{n}$ that continuously interpolates between $Z(0)=Y$ and $Z(1)=X$ :

$$
Z(u):=\sqrt{u} X+\sqrt{1-u} Y, \quad u \in[0,1]
$$

Fix $d \in \mathbb{R}$. We need to show that the function $\mathbb{E} f\left(Z(u)\right.$ ) (where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is defined by $\left.f(x)=\mathbf{1}_{\max _{i \in[n]} x_{i} \leq d}(x)\right)$ is increasing in $u$, which will give us

$$
\mathbb{E} f(Z(0)) \leq \mathbb{E} f(Z(1))
$$

which implies the desired inequality.
Firstly we will show that:
Lemma 2.3.22. Let $X \sim N(0,1)$ and $f: \mathbb{R} \rightarrow \mathbb{R}$ be a differentiable function. Then,

$$
\mathbb{E} f^{\prime}(X)=\mathbb{E}(X f(X))
$$

Proof. Let $p(x)$ be the density function of $X$. Then, by integration by parts, we have

$$
\mathbb{E} f^{\prime}(X)=\int_{\mathbb{R}} f^{\prime}(x) p(x) d x=-\int_{\mathbb{R}} f(x) p^{\prime}(x) d x
$$

Combining this equality with the fact $p^{\prime}(x)=-p(x) x$ we get the lemma.

Note: For a random variable $X \sim N(0, \sigma)$ it is true that

$$
\mathbb{E}\left(f^{\prime}(X)\right)=\sigma^{2} \mathbb{E}(f(X) X)
$$

since $X=\sigma Z$ where $Z \sim N(0,1)$. By what was done before we have the following generalisation.

Lemma 2.3.23. Let $X \sim N(0, \Sigma)$ be a Gaussian random vector in $\mathbb{R}^{n}$. Then

$$
\mathbb{E}(X f(X))=\Sigma \mathbb{E}(\nabla f(X))
$$

Proof. Let $X=\Sigma^{1 / 2} Z$, where $Z \sim N\left(0, I_{n}\right)$. So,

$$
X_{i}=\sum_{k=1}^{n}\left(\Sigma^{1 / 2}\right)_{i, k} Z_{k}
$$

and

$$
\mathbb{E}\left(X_{i} f(X)\right)=\sum_{k=1}^{n}\left(\Sigma^{1 / 2}\right)_{i, k} \mathbb{E}\left(Z_{k} f\left(\Sigma^{1 / 2} Z\right)\right)
$$

So, using the previous lemma for $\mathbb{E}\left(Z_{k} f\left(\Sigma^{1 / 2} Z\right)\right.$ conditionally on all random variables except $Z_{k} \sim N(0,1)$ and simplifying we get the desired equality.

Lemma 2.3.23 is equivalent to the following: For any $i \in[n]$ it is true that

$$
\mathbb{E}\left(X_{i} f(X)\right)=\sum_{j=1}^{n} \Sigma_{i j} \mathbb{E}\left(\frac{d f}{d x_{j}}(X)\right) .
$$

Lemma 2.3.24 (Gaussian interpolation). Consider two independent Gaussian random vectors $X \sim N\left(0, \Sigma^{X}\right)$ and $Y \sim N\left(0, \Sigma^{Y}\right)$. Define the interpolating Gaussian random vector

$$
Z(u)=\sqrt{u} X+\sqrt{1-u} Y, \quad u \in[0,1] .
$$

Then for any twice differentiable function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ we have that

$$
\frac{d}{d u} \mathbb{E}(f(Z(u)))=\frac{1}{2} \sum_{i, j=1}^{n}\left(\Sigma_{i, j}^{X}-\Sigma_{i, j}^{Y}\right) \mathbb{E}\left(\frac{d^{2}}{d x_{i} d x_{j}}(Z(u))\right) .
$$

Proof. Using the chain rule we have

$$
\begin{aligned}
\frac{d}{d u} \mathbb{E}(f(Z(u))) & =\sum_{i=1}^{n} \mathbb{E}\left(\frac{d f}{d x_{i}}(Z(u)) \frac{d Z_{i}}{d u}\right) \\
& =\frac{1}{2} \sum_{i=1}^{n} \mathbb{E}\left(\frac{d f}{d x_{i}}(Z(u)) \frac{X_{i}}{\sqrt{u}}-\frac{Y_{i}}{\sqrt{1-u}}\right) .
\end{aligned}
$$

Let us break this sum into two, and first compute the contribution of the terms containing $X_{i}$. To this end, we condition on $Y$ and express

$$
\frac{1}{2} \sum_{i=1}^{n} \frac{1}{\sqrt{u}} \mathbb{E}\left(\frac{d f}{d x_{i}}(Z(u)) X_{i}\right)=\frac{1}{2} \sum_{i=1}^{n} \frac{1}{\sqrt{u}} \mathbb{E}\left(X_{i} g\left(X_{i}\right)\right),
$$

where $g_{i}(X)=\frac{d f}{d x_{i}}(\sqrt{u} X+\sqrt{1-u} Y)$. So by the previous lemma we have

$$
\mathbb{E}\left(X g_{i}(X)\right)=\sum_{j=1}^{n} \Sigma_{i j}^{X} \mathbb{E}\left(\frac{d g_{i}}{d x_{j}}(X)\right)=\sum_{j=1}^{n} \Sigma_{i j}^{X} \mathbb{E}\left(\frac{d^{2} f}{d_{x_{i} x_{j}}}(\sqrt{u} X+\sqrt{1-u} Y) \sqrt{u}\right) .
$$

So,

$$
\frac{1}{2 \sqrt{u}} \sum_{i=1}^{n} \mathbb{E}\left(X_{i} \frac{d f}{d x_{i}}(Z(u))\right)=\frac{1}{2} \sum_{i, j=1}^{n} \Sigma_{i, j}^{X} \mathbb{E}\left(\frac{d^{2} f}{d_{x_{i} x_{j}}}(\sqrt{u} X+\sqrt{1-u} Y)\right) .
$$

Taking expectation of both sides with respect to $Y$, we lift the conditioning on $Y$.

Similarly we can evaluate the second part of the sum and by that prove the lemma.

Now we can return to the proof of the Slepian's inequality. Firstly note that for any $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ such that

$$
\frac{d f}{d x_{i} d x_{j}} \geq 0
$$

for all $i \neq j$ we get that $\mathbb{E} f(X) \geq \mathbb{E} f(Y)$ which follows from Lemma 2.3.23 and the fact that the assumptions in Slepian's inequality imply that for any $i \in[n]$ it is true that $\Sigma_{i, i}^{X}=\Sigma_{i, i}^{Y}$ and that for any $i, j \in[n]$ it is true that $\Sigma_{i, j}^{X} \geq \Sigma_{i, j}^{Y}$.

Now we are going to approximate an indicator function $\mathbf{1}_{x \leq d}$ by a sequence of twice differentiable functions. Let $n \in \mathbb{N}$. Consider the 5-th degree polynomial $g_{n}$ with the following properties:

$$
\begin{aligned}
& g_{n}\left(d-\frac{1}{n}\right)=1 \\
& \cdot g_{n}\left(d+\frac{1}{n}\right)=0 \\
& g_{n}^{\prime}\left(d-\frac{1}{n}\right)=g_{n}^{\prime \prime}\left(d-\frac{1}{n}\right)=0
\end{aligned}
$$

$$
\begin{aligned}
& g_{n}^{\prime}\left(d+\frac{1}{n}\right)=g_{n}^{\prime \prime}\left(d+\frac{1}{n}\right)=0 \\
& g_{n}(x) \geq 0, x \in\left[d-\frac{1}{n}, d+\frac{1}{n}\right]
\end{aligned}
$$

Now consider the following function

$$
h_{n}(x)= \begin{cases}1_{x \leq d} & x \in \mathbb{R} \backslash\left(d-\frac{1}{n}, d+\frac{1}{n}\right) \\ g_{n}(x) & x \in\left[d-\frac{1}{n}, d+\frac{1}{n}\right]\end{cases}
$$

By the definition of $g_{n}$ we have that $h_{n}$ is twice differentiable and the sequence of functions $h_{n}(x)$ approximates the indicator function $\mathbf{1}_{x \leq d}$. Note that for all $n \in \mathbb{N}$ the function $h_{n}$ is non-increasing.

Fix $m, n \in \mathbb{N}$. By what was done before, we have that the function $f_{m}: \mathbb{R}^{n} \rightarrow \mathbb{R}$

$$
f_{m}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\prod_{i=1}^{n} h_{m}\left(x_{i}\right)
$$

is twice differentiable. The sequence of functions $f_{m}(x)$ is an approximation to the indicator function $\mathbf{1}_{\max _{i} x_{i} \leq d}$.

But

$$
\frac{d f_{m}}{d_{x_{i} d_{x_{j}}}}=h_{m}^{\prime}\left(x_{i}\right) h_{m}^{\prime}\left(x_{j}\right) \prod_{k \in[n] \backslash\{i, j\}} h_{m}\left(x_{k}\right) .
$$

But, by construction, the third part of the product is non-negative and the first two are both non-positive (since $h_{m}$ is non-increasing). So, the product is non-negative.

As a result we have

$$
\mathbb{E}\left(f_{m}(X)\right) \geq \mathbb{E}\left(f_{m}(Y)\right)
$$

Lemma 2.3.25 (Chevet-Gordon inequalities). Let $B \in M_{p, n}$ be a random matrix with independent $N(0,1)$ entries. Let $K \subseteq \mathbb{R}^{n}$ and $L \subseteq S^{p-1}$ be compact sets and $r_{k}>0$ such that $K \subseteq r_{k} B_{2}^{n}$ ( $K$ is a subset of the Euclidean ball of $\mathbb{R}^{n}$ with center at zero and radius $r_{k}$ ). Then,

$$
\mathbb{E} \max _{u \in L} \max _{t \in K}\langle B t, u\rangle \leq w_{G}(K)+r_{K} w_{G}(L)
$$

Proof. Let $G$ be a Gaussian vector in $\mathbb{R}^{n} \oplus \mathbb{R}^{p}$. We are going to compare the following Gaussian processes induced by $(t, u) \in K \times L$ :

$$
\begin{aligned}
X_{t, u} & =\langle B t, u\rangle, \\
Y_{t, u} & =\left\langle G, t \oplus r_{k} u\right\rangle .
\end{aligned}
$$

One can check that, for any $(t, u),\left(t^{\prime}, u^{\prime}\right) \in K \times L$ it is true that

$$
\mathbb{E}\left(X_{t, u}-X_{t^{\prime}, u^{\prime}}\right)^{2} \leq \mathbb{E}\left(Y_{t, u}-Y_{t^{\prime}, u^{\prime}}\right)^{2} .
$$

So, by Slepian's inequality we get

$$
\mathbb{E} \max _{u \in L} \max _{t \in K}\langle B t, u\rangle \leq \mathbb{E} \max _{u \in L} \max _{t \in K} Y_{t, u}=w_{G}(K)+r_{k} w_{G}(L) .
$$

Since $\sup _{t \in S^{n-1}} \sup _{u \in S^{p-1}}\langle B t, u\rangle=\|B\|_{\text {op }}$ for any matrix $B \in M_{n, p}$, for a matrix $A \in M_{n, p}$ with independent $N(0,1)$ random entries one has

$$
\mathbb{E}\|A\|_{\mathrm{op}} \leq w_{G}\left(S^{n-1}\right)+w_{G}\left(S^{p-1}\right) .
$$

But, by definition, one has that for any $m \in \mathbb{N}$ it is true that $w_{G}\left(S^{m-1}\right)=\mathbb{E}|G|$ where $G$ is the Gaussian vector of $\mathbb{R}^{m}$. So, by Jensen's inequality,

$$
\mathbb{E}\|G\|_{2} \leq\left(\mathbb{E}\|G\|_{2}^{2}\right)^{1 / 2}=\sqrt{m},
$$

which proves the desired inequality.

So, since the operator norm is convex and 1-Lipschitz with respect to the Hilbert Schmidt norm, if $M$ is the median of $\|B\|_{\text {op }}$ we have that $M \leq \sqrt{n}+\sqrt{p}$ by Lemma 2.1.37. Therefore, as in the proof of the semicircular law we get that

$$
\mathbb{P}\left(\|B\|_{\mathrm{op}} \geq \sqrt{n}+\sqrt{p}+t\right) \leq 2 e^{-t^{2} / 2} .
$$

Now we can start the proof of the second part of the proposition. Since $s_{n}$ is 1 -Lipschitz with respect to the Hilbert-Schmidt norm, if $M$ is the median of $s_{n}(B)$ then for any $t>0$ we have that

$$
\frac{1}{2} \exp \left(-t M^{2}\right) \leq \mathbb{E} \exp \left(-t B B^{*}\right) \leq n \exp \left(-(\sqrt{n}-\sqrt{p})^{2} t^{2}+(s+n)^{2} t\right)
$$

The first part of the previous inequality is true since $M \leq \mathbb{E}\left(s_{n}(B)\right)$ (see Lemma 2.1.37) and for the second part see [19, Lemma 7.2]. So, for $t=$ $\sqrt{(n+p) \ln (2 p)}$ and by the inequality $\sqrt{a-b} \geq \sqrt{a}-\frac{b}{\sqrt{a}}$ which is valid for any $a \geq b \geq 0$, we get

$$
M \geq \sqrt{n}-\sqrt{p}-2 \frac{\sqrt{p+n} \sqrt{\ln (2 p)}}{\sqrt{n}-\sqrt{p}}
$$

So, for $t \geq \frac{4 \sqrt{\ln (2 n)}}{\sqrt{\frac{n}{p}-1}}$

$$
\mathbb{P}\left(s_{n}(B) \leq \sqrt{n}-\sqrt{p}-t\right) \leq \mathbb{P}\left(s_{n}(B) \leq M-\frac{t}{2}\right) \leq 2 e^{-t^{2} / 2}
$$

The last inequality can be proved with the same method as the one that we used for the semicircular law.

## Part III

## Guantum information theory

## Random matrices in quantum information theory

In this part we study some results about random matrices that are strongly related to quantum information theory. Before that, we "translate" the results in quantum information theory terms.

In this chapter we are going to use the following notation: $M_{n}^{\text {sa }}(\mathbb{R})$ (or $\mathbb{C}$ ) will denote the subspace of symmetric (or Hermitian) $n \times n$ matrices in $M_{n}$.

We denote by $M_{n}^{s a, 0}(\mathbb{F})$ the subspace of matrices in $M_{n}^{s a}(\mathbb{F})$ with trace equal to zero. Here $\mathbb{F}$ is either $\mathbb{R}$ or $\mathbb{C}$.

For any $A \in M_{n}$ we will also write $\left\{\lambda_{i}(A)\right\}_{i=1}^{n}$ for the eigenvalues of $A$ in non increasing order and $\mu_{A}$ for the E.S.D. of $A$.

### 3.1 The $\infty$ - Wasserstein distance

Definition 3.1.1. Let $\mu_{1}, \mu_{2}$ be two probability measures on $\mathbb{R}$. Their $\infty$-Wasserstein distance is defined as

$$
d_{\infty}\left(\mu_{1}, \mu_{2}\right):=\inf \left\|\mu_{1}-\mu_{2}\right\|_{L_{\infty}},
$$

where the infimum is over all couples ( $X_{1}, X_{2}$ ) of random variables with (marginal) laws $\mu_{1}, \mu_{2}$ defined on a common probability space. Similarly, if $Y_{1}, Y_{2}$ are real random variables, their $\infty$-Wasserstein distance will be meant to be the $\infty$-Wasserstein distance of their laws.

Note: The definition of the $\infty$-Wasserstein distance can be generalised on a metric space $(E, d)$ by replacing $\inf \left\|X_{1}-X_{2}\right\|_{L_{\infty}}$ by the smallest $\Delta$ such that $\mathbb{P}\left(d\left(X_{1}, X_{2}\right) \leq \Delta\right)=1$.

We will now describe an alternative way to compute the $\infty$-Wasserstein distance.

Lemma 3.1.2. For any real random variables $X, Y$ we have

$$
d_{\infty}(X, Y)=\inf \left\{\epsilon>0: F_{X}(t-\epsilon) \leq F_{Y}(t) \leq F_{X}(t+\epsilon), \forall t \in \mathbb{R}\right\} .
$$

Proof. Let $(\Omega, \mathcal{A}, \mathbb{P})$ and $X^{\prime}, Y^{\prime}$ be real random variables such that $X^{\prime} \sim X$ and $Y^{\prime} \sim Y$ defined on this probability space. Let $d:=\|X-Y\|_{L_{\infty}}$ denote the $L_{\infty}$ distance in this probability space. Then, for any $t>0$

$$
\mathbb{P}(X \leq t-d) \leq \mathbb{P}(X+|Y-X| \leq t) \leq \mathbb{P}(Y \leq t)
$$

and likewise

$$
\mathbb{P}(Y \leq t) \leq \mathbb{P}(X \leq t+d)
$$

So

$$
\begin{aligned}
&\left\{d>0: \exists(\Omega, \mathcal{A}, \mathbb{P}): X^{\prime}, Y^{\prime}:(\Omega, \mathcal{A}, \mathbb{P}) \rightarrow \mathbb{R}\right. \\
&\left.\|X-Y\|_{L_{\infty}((\Omega, \mathcal{A}, \mathbb{P}))}=d, X^{\prime} \sim X, Y^{\prime} \sim Y\right\} \\
& \subseteq\left\{\epsilon>0: F_{X}(t-\epsilon) \leq F_{Y}(t) \leq F_{X}(t+\epsilon), \forall t \in \mathbb{R}\right\} .
\end{aligned}
$$

It follows that

$$
d_{\infty}(X, Y) \leq \inf \left\{\epsilon>0: \forall t \in \mathbb{R}, F_{X}(t-\epsilon) \leq F_{Y}(t) \leq F_{X}(t+\epsilon)\right\} .
$$

Conversely, let $\epsilon_{0} \in\left\{\epsilon>0: \forall t \in \mathbb{R}, F_{X}(t-\epsilon) \leq F_{Y}(t) \leq F_{X}(t+\epsilon)\right\}$. Consider the probability space $((0,1), B(0,1), \lambda)$ (here $\lambda$ stands for Lebesque measure) and the random variables $X^{\prime}(\omega)=\left\{\inf t: F_{X}(t) \geq \omega\right\}$ and $Y^{\prime}(\omega)=$ $\left\{\inf t: F_{Y}(t) \geq \omega\right\}$.
Fix $\omega \in(0,1)$ and set $I_{\omega}=\left\{t: F_{X}(t) \geq \omega\right\}$. Note that $I_{\omega}$ is non-empty since $\lim _{n \rightarrow \infty} F(n)=1$. Also, $I_{\omega}$ is an interval because $F_{X}$ is increasing (if $t \in I_{\omega}$ then $[t,+\infty) \subseteq I_{\omega}$ ). But since $I_{\omega} \neq \mathbb{R}$ (because $\lim _{n \rightarrow \infty} F_{X}(-n)=0$ ) and since any distribution function is right-continuous, which implies that $I_{\omega}$ is closed, we get that $I_{\omega}$ has the form

$$
I_{\omega}=[b(\omega), \infty),
$$

and since $\inf I_{\omega}=X^{\prime}(\omega)$ we get that $b(\omega)=X^{\prime}(\omega)$. Note that

$$
t \in I_{\omega} \Longleftrightarrow X^{\prime}(\omega) \leq t
$$

So, for any $t \in \mathbb{R}$,

$$
\begin{aligned}
F_{X^{\prime}}(t) & =\mathbb{P}\left(X^{\prime} \leq t\right)=\lambda\left(\left\{\omega \in(0,1): X^{\prime}(\omega) \leq t\right\}\right)=\lambda\left(\left\{\omega \in(0,1): t \in I_{\omega}\right\}\right) \\
& =\lambda\left(\left\{\omega \in(0,1): F_{x}(t) \geq \omega\right\}\right)=F_{x}(t)
\end{aligned}
$$

So $X \sim X^{\prime}$, and similarly $Y \sim Y^{\prime}$. The functions $X^{\prime}$ and $Y^{\prime}$ are called generalised inverse functions of $F_{X}$ and $F_{Y}$ respectively. As a result we have, for any $\omega \in(0,1)$,

$$
\left.\left\{t: F_{X}\left(t-\epsilon_{0}\right) \geq \omega\right\} \subseteq\left\{t: F_{Y}(t) \geq \omega\right\}\right\} \subseteq\left\{t: F_{X}\left(t+\epsilon_{0}\right) \geq \omega\right\}
$$

But

$$
\left\{t: F_{Y}\left(t-\epsilon_{0}\right) \geq \omega\right\}=\left\{s+\epsilon_{0}: F_{Y}(s) \geq \omega\right\}
$$

and similarly

$$
\left\{t: F_{Y}\left(t+\epsilon_{0}\right) \geq \omega\right\}=\left\{s-\epsilon_{0}: F_{Y}(s) \geq \omega\right\}
$$

which implies that

$$
\begin{aligned}
& \inf \left\{t: F_{Y}\left(t-\epsilon_{0}\right) \geq \omega\right\}=Y^{\prime}(\omega)+\epsilon_{0} \\
& \inf \left\{t: F_{Y}\left(t+\epsilon_{0}\right) \geq \omega\right\}=Y^{\prime}(\omega)-\epsilon_{0}
\end{aligned}
$$

Therefore, we get that

$$
Y^{\prime}(\omega)-\epsilon_{0} \leq X^{\prime}(\omega) \leq Y^{\prime}(\omega)+\epsilon_{0} \quad \Longrightarrow \quad\left\|X^{\prime}-Y^{\prime}\right\|_{L_{\infty}((0,1), B(0,1), \lambda)} \leq \epsilon_{0}
$$

which shows that

$$
d_{\infty}(X, Y) \geq \inf \left\{\epsilon>0: \forall t \in \mathbb{R}, F_{X}(t-\epsilon) \leq F_{Y}(t) \leq F_{X}(t+\epsilon)\right\}
$$

Lemma 3.1.3. The $d_{\infty}$ distance is greater than the Lévy distance $d_{L}$ which metricizes weak convergence.

Proof. Let $X, Y$ be two real random variables. For any $\epsilon \in\left\{\epsilon: F_{X}(t-\epsilon) \leq\right.$ $\left.F_{Y}(t) \leq F_{X}(t+\epsilon)\right\}$ we get that $\epsilon \in\left\{\epsilon: F_{X}(t-\epsilon)-\epsilon \leq F_{Y}(t) \leq F_{X}(t+\epsilon)+\epsilon\right\}$. Hence
$\left\{\epsilon: F_{X}(t-\epsilon) \leq F_{Y}(t) \leq F_{X}(t+\epsilon)\right\} \subseteq\left\{\epsilon: F_{X}(t-\epsilon)-\epsilon \leq F_{Y}(t) \leq F_{X}(t+\epsilon)+\epsilon\right\}$,
which implies

$$
\begin{aligned}
d_{\infty}(X, Y) & =\inf \left\{\epsilon: F_{X}(t-\epsilon) \leq F_{Y}(t) \leq F_{X}(t+\epsilon)\right\} \\
& \geq \inf \left\{\epsilon: F_{X}(t-\epsilon)-\epsilon \leq F_{Y}(t) \leq F_{X}(t+\epsilon)+\epsilon\right\} \\
& =d_{L}(X, Y) .
\end{aligned}
$$

Note: Convergence with respect to $d_{\infty}$ implies weak convergence.
Lemma 3.1.4. Let $Z$ be a real random variable distributed according to $a$ probability measure $v_{Z}$ whose support is a bounded interval $[a, b]$. If $\left\{Y_{n}\right\}_{n \in \mathbb{N}}$ is a sequence of random variables then the following are equivalent:

1. $d_{\infty}\left(Y_{n}, Z\right) \rightarrow 0$.
2. $Y_{n} \rightarrow Z$ weakly and sup $Y_{n} \rightarrow b, \inf Y_{n} \rightarrow a$.

Note: By sup and inf we mean the essential supremum and infimum respectively.

Proof. (i) $\Longrightarrow$ (ii): We have already proven that convergence with respect to the $\infty$-Wasserstein distance implies weak convergence. Also, we have

$$
\max \left\{\left|\sup Y_{n}-\sup Z\right|,\left|\inf Y_{n}-\inf Z\right|\right\} \leq\left\|Y_{n}-Z\right\|_{L_{\infty}} .
$$

This proves this direction.
(ii) $\Longrightarrow$ (i): Given $\epsilon>0$ choose $a=x_{1}<x_{2}<x_{3} \cdots x_{r}=b$ such that

$$
x_{j+1}-x_{j}<\epsilon
$$

for all $j \in[r-1]$. Suppose also that $\left\{x_{i}\right\}_{i=1}^{r-1}$ are points of continuity of $F_{Z}$ (we may assume this, because the points of discontinuity of any distribution
function form a countable set, and hence the set of points of continuity is dense). Since the support of $v_{Z}$ is the interval $[a, b]$, we have that $F_{Z}$ is strictly increasing on $[a, b]$, and hence there exists $c>0$ such that $F_{Z}\left(x_{j+1}\right) \geq F_{Z}\left(X_{j}\right)+c$ for all $0 \leqslant j<r$. Also, for large enough $n$ we get that

$$
\inf Y_{n}>a-\epsilon
$$

and

$$
\sup Y_{n}<b+\epsilon
$$

and since $\left\{x_{j}\right\}_{j=1}^{r}$ is a set of points of continuity of $F_{Z}$ we have

$$
\left|F_{Z}\left(x_{j}\right)-F_{Y_{n}}\left(x_{j}\right)\right|<c .
$$

Let $t \geq b+\epsilon$. Then,

$$
\begin{aligned}
F_{Y_{n}}(t) & =\mathbb{P}\left(Y_{n} \leq t\right) \geq \mathbb{P}\left(Y_{n}<b+\epsilon\right) \geq \mathbb{P}\left(Y_{n} \leq \sup Y_{n}\right)=1 \\
& \geq \mathbb{P}(Z \leq t-2 \epsilon)=F_{Z}(t-2 \epsilon) .
\end{aligned}
$$

Let $t \leq x_{2}$. Since $x_{2}-x_{1}<2 \epsilon$ we get that $t-2 \epsilon \leq x_{2}-2 \epsilon<x_{1}$. So

$$
F_{Z}(t-2 \epsilon) \leq F_{Z}\left(x_{1}\right)=F_{Z}(a)=0 \leq F_{Y_{n}}(t) .
$$

Note that this is true since $a$ is a continuity point of $F_{Z}$. Finally, let $t \in$ $\left(x_{2}, b+\epsilon\right)$. Pick $j$ such that $j \in[r]$ satisfies

$$
x_{j-1} \leq t \leq x_{j} .
$$

Then, $t \leq x_{j} \leq x_{j-2}+2 \epsilon$. Hence

$$
\begin{aligned}
F_{Z}(t-2 \epsilon) & \leq F_{Z}\left(x_{j-2}\right) \leq F_{Z}\left(x_{j-1}\right)-c \leq F_{Z}\left(x_{j-1}\right)-\left|F_{Y_{n}}\left(x_{j-1}\right)-F_{Z}\left(x_{j-1}\right)\right| \\
& \leq F_{Y_{n}}\left(x_{j-1}\right) \leq F_{Y_{n}}(t) .
\end{aligned}
$$

So, for every $t \in \mathbb{R}$ we have

$$
F_{Z}(t-2 \epsilon) \leq F_{Y_{n}}(t) .
$$

Likewise, we can prove the inequality

$$
F_{Y_{n}}(t) \leq F_{Z}(t+2 \epsilon) .
$$

As a result, for sufficiently large $n$ we get

$$
d_{\infty}\left(Z, Y_{n}\right) \leq 2 \epsilon
$$

### 3.2 Wishart matrices and random induced states

Definition 3.2.1. Consider the space $M_{n}^{\text {sa }}(\mathbb{C})$ of complex Hermitian $n \times n$ matrices equipped with the Hilbert-Schmidt norm. We say that a matrix $A \in M_{n}^{\text {sal }}(\mathbb{C})$ is a GUE( $n$ )-matrix (Gaussian Unitary Ensemble) if

$$
\begin{array}{ll}
a_{i, j} \sim N_{\mathbb{C}}(0,1) & i \neq j \\
a_{i, j} \sim N_{\mathbb{R}}(0,1) & i=j
\end{array}
$$

and the entries of $A$ are pairwise independent.
Note that if $U$ is a unitary matrix then $U A U^{*} \sim A$.
Definition 3.2.2. Consider the space $M_{n}^{s a, 0}(\mathbb{C})$ equipped with the HilbertSchmidt norm. Then if $A$ is in $\operatorname{GUE}(n)$ we say that the matrix $B=A-\frac{\operatorname{tr} A}{n} I$ is in $\operatorname{GUE}_{0}(n)$.

Note that the coefficient $\frac{\mathrm{tr} A}{n}$ has distribution $N(0,1 / n)$ and is independent from $B$.

Definition 3.2.3. Let $n, s \in \mathbb{N}$. Consider the space $M_{n \times s}$ and let $B \in M_{n \times s}$ be a random matrix whose entries are independent random variables all following $N_{\mathbb{C}}(0,1)$. Then the matrix $W=B B^{*}$, which is in $M_{n}^{s a}$, is called Wishart matrix and its distribution is denoted by Wishart $(n, s)$.

There are several models that can be used to study random states. Next we are presenting two of them.

Definition 3.2.4. (i) A random $n \times s$ state is a matrix generated by the following procedure. Consider independent unit vectors $\left\{\psi_{i}\right\}_{\epsilon[s]}$ distributed uniformly on the sphere of $\mathbb{C}^{n}$ and consider the average of the corresponding pure states, i.e.

$$
\rho=\frac{1}{s} \sum_{i=1}^{s}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| .
$$

We are now going to present some results about tensor products that can lead to a closely related and often better model of random states. A fundamental concept in quantum information theory is the partial trace which we define bellow:

Definition 3.2.5. Let $H_{1} \otimes H_{2}$ be a bipartite Hilbert space (meaning that it is the tensor product of two finite dimensional Hilbert spaces). A function $\operatorname{tr}_{H_{2}}: B\left(H_{1}\right) \otimes B\left(H_{2}\right) \rightarrow B\left(H_{1}\right)$ is called partial trace over $H_{2}$ if and only if

$$
\operatorname{tr}_{H_{2}}(A \otimes B)=\operatorname{tr}(B) A
$$

for all $A \in B\left(H_{1}\right)$ and $B \in B\left(H_{2}\right)$.
Lemma 3.2.6. If $y \in \mathbb{C}^{n} \otimes \mathbb{C}^{m}$ then by Corollary 1.5 .6 there exists $M \in M_{n, m}(\mathbb{C})$ such that $M=y$. So

$$
\operatorname{tr}_{C^{m}}|y\rangle\langle y|=M M^{*} .
$$

Proof. In order to prove the lemma we need the following useful tool.
Lemma 3.2.7 (Schmidt decomposition). Let $H_{1}, H_{2}$ be two Hilbert spaces. Then, every pure state $|\psi\rangle \in H_{1} \otimes H_{2}$ can be written as a linear combination

$$
|\psi\rangle=\sum_{k=1}^{d} \lambda_{k}\left|\phi_{k}^{1}\right\rangle\left|\psi_{k}^{2}\right\rangle,
$$

where $d=\min \left\{\operatorname{dim}\left(H_{1}\right), \operatorname{dim}\left(H_{2}\right)\right\},\left\{\left|\phi_{k}^{1}\right\rangle\right\} \subseteq H_{1}$ and $\left\{\left|\psi_{k}^{2}\right\rangle\right\} \subseteq H_{2}$ are orthonormal sets, and $\left\{\lambda_{k}\right\}_{k=1}^{d}$ are non-negative real coefficients with $\sum_{k=1}^{d} \lambda_{k}^{2}=1$.

Proof. We denote $d_{1}=\operatorname{dim}\left(H_{1}\right)$ and $d_{2}=\operatorname{dim}\left(H_{2}\right)$ and assume that $d_{1} \geq d_{2}$. We can write a vector $|\psi\rangle \in H_{1} \otimes H_{2}$ in terms of orthonormal bases $\left\{i_{k}^{1}\right\}_{k=1}^{d_{1}}$ and $\left\{j_{l}^{2}\right\}_{l=1}^{d_{2}}$

$$
|\psi\rangle=\sum_{k, l=1}^{d_{1}, d_{2}} a_{i, j}\left|i_{k}^{1}\right\rangle\left|j_{l}^{2}\right\rangle
$$

Let $E=\left[a_{i j}\right] \in M_{d_{1}, d_{2}}$ be the corresponding matrix. Now we can apply the singular value decomposition to the matrix $E$, which implies that there exist unitary matrices $U \in M_{d_{1}}, V \in M_{d_{2}}$ and a positive diagonal matrix $\Sigma \in M_{d_{2}}$ whose entries $\left\{\lambda_{k}\right\}_{k=1}^{d_{2}}$ are the singular values of $E$ (since the nonzero singular values of $E$ are at most $d_{2}$ ), such that

$$
E=U\left[\begin{array}{l}
\Sigma \\
0
\end{array}\right] V^{*}
$$

It follows that

$$
|\psi\rangle=\sum_{i, j, k} u_{i, k} \lambda_{k} v_{k, j}\left|i^{1}\right\rangle\left|j^{2}\right\rangle=\sum_{k=1}^{d_{2}} \lambda_{k}\left|\phi_{k}^{1}\right\rangle\left|\psi_{k}^{2}\right\rangle,
$$

where the vectors $\left\{\left|\phi_{k}^{1}\right\rangle\right\}$ constitute an orthonormal set in $H_{1}$, and the same for $\left\{\left|\psi_{k}^{2}\right\rangle\right\}$ in $H_{2}$, due to the fact that $U, V$ are unitary. Finally, since $|\psi\rangle$ is a unit vector, the corresponding matrix has Hilbert-Schmidt norm equal to one: in other words, $\|E\|_{2}^{2}=\sum_{i, j}\left|a_{i, j}\right|^{2}=1$ which in turn implies that $\sum_{k} \lambda_{k}^{2}=1$.

Now, let $y \in \mathbb{C}^{n} \otimes \mathbb{C}^{m}$. Write $\left\{x_{i}\right\}_{i \in[n]}$ for the $n$-dimensional standard basis and $\left\{\phi_{j}\right\}_{j \in[m]}$ for the $m$-dimensional standard basis. From the Schmidt decomposition we have that there exist $\lambda_{i, j}$ such that

$$
y=\sum_{i} \lambda_{i} x_{i} \otimes \phi_{i}
$$

So,

$$
|y\rangle\langle y|=\sum_{i, j} \lambda_{i} \lambda_{j}|x\rangle_{i}\left\langle\left. x\right|_{j} \otimes y_{i} \otimes y_{j}\right.
$$

Let $\delta_{i}(j)=1_{j=i}$. By linearity of the partial trace, and since the set $\left\{\phi_{i}\right\}_{\in[m]}$ is orthogonal, we have

$$
\begin{aligned}
\operatorname{tr}_{\mathbb{C}^{m}}|y\rangle\langle y| & =\sum_{i, j} \lambda_{i} \lambda_{j}|x\rangle_{i}\left\langle\left. x\right|_{j}\left\langle\left.\phi\right|_{i} \mid \phi\right\rangle_{j}=\operatorname{sum}_{i j} \lambda_{i} \lambda_{j} \mid x\right\rangle_{i}\left\langle\left. x\right|_{j} \delta_{i}(j)\right. \\
& =\sum_{i} \lambda_{i}^{2}|x\rangle_{i}\left\langle\left. x\right|_{i}\right.
\end{aligned}
$$

which is exactly the matrix $B B^{*}$, where $B$ is the matrix which is equivalent to the state $y$.

Now we are ready to give the definition of another random state model, which is slightly different from the previous one, and sometimes better. Recall that the first one was given in Definition 3.2.4.

Definition 3.2.8. Let $m, n \in \mathbb{N}$ and let $y$ be uniformly distributed on the sphere of $\mathbb{C}^{n} \otimes \mathbb{C}^{m}$. Then, the partial trace $\operatorname{tr}_{\mathbb{C}^{n}}|y\rangle\langle y|$ of $y$ over $\mathbb{C}^{n}$ (likewise on $\mathbb{C}^{m}$ ) is called random $n \times m$ induced state.

We also use the notation $\mu_{n, s}$ for the distribution of the random $n \times s$ induced state.

In the rest of the thesis we will work on with random induced states. The next lemma shows that a random induced state is a normalization of Wishart matrices. More precisely:

Lemma 3.2.9. The distribution of a random $n \times s$ induced state is $\frac{W}{\operatorname{tr} W}$ where $W \sim \operatorname{Wishart}(n, s)$ and the random induced state is independent from $\operatorname{tr} W_{n, s}$.

Proof. The first part of the lemma is merely a combination of the fact that a random vector uniformly distributed on the sphere of $\mathbb{C}^{n} \otimes \mathbb{C}^{s}$ is an $n \times s$-matrix whose entries are independent random variables all following $N_{\mathbb{C}}(0,1)$ and Lemma 3.2.6 which implies that the partial trace of $y$ over $\mathbb{C}^{n}$ is exactly what the lemma says.

For the second part, the proof is a simple consequence of Remark 1.4.20.

The results that we have presented for the Empirical Spectral Distribution have applications to random induced states. In order to state and prove them, we need the following concentration lemmas.

Lemma 3.2.10. Let $X \sim X^{2}(n)$.Then

$$
\mathbb{P}(|X-n| \geq \epsilon n) \leq 2 \exp \left(-\frac{n \epsilon^{2}}{4+8 \epsilon / 3}\right)
$$

Proof. By the definition of the $\chi^{2}(n)$-distribution there exist i.i.d. random variables $\left\{Z_{i}\right\}_{i \in[n]}$ such that $Z_{i} \sim N(0,1)$ and $X=\sum_{i=1}^{n} Z_{i}^{2}$. So, for any $s \in\left(0, \frac{1}{2}\right)$, by independence and isonomy we have that

$$
\mathbb{E}(\exp (s X))=\mathbb{E}\left(\exp \sum_{i=1}^{n} s Z_{i}^{2}\right)=\mathbb{E}\left(\prod_{i=1}^{n} \exp \left(s Z_{i}^{2}\right)\right)=\prod_{i=1}^{n} \mathbb{E} \exp \left(s Z_{i}^{2}\right)
$$

But

$$
\begin{aligned}
\mathbb{E} \exp \left(s Z^{2}\right) & =\int_{\mathbb{R}} \frac{1}{\sqrt{2 \pi}} \exp \left(s x^{2}\right) \exp \left(-\frac{1}{2} x^{2}\right) d x \\
& =\frac{1}{(1-2 s)^{1 / 2}} \int \frac{(1-2 s)^{1 / 2}}{(2 \pi)^{1 / 2}} \exp \left(-\frac{1}{2} x^{2}(1-2 s)\right) d x \\
& =(1-2 s)^{-1 / 2}
\end{aligned}
$$

since the probability density function of a random variable $Y \sim N(0,(1-2 s))$ is $f_{Y}(x)=\frac{(1-2 s)^{1 / 2}}{(2 \pi)^{1 / 2}} \exp \left(-\frac{1}{2} x^{2}(1-2 s)\right)$. It follows that

$$
\mathbb{E}(\exp (s X))=(1-2 s)^{-n / 2}
$$

So, given $\epsilon>0$ and for $s=\frac{\epsilon}{2(1+\epsilon)}$, by Markov's inequality we get

$$
\begin{aligned}
\mathbb{P}(X \geq(1+\epsilon) n) & =\mathbb{P}(s X \geq s(1+\epsilon) n)=\mathbb{P}(\exp (s X) \geq \exp (1+\epsilon) s n) \\
& \leq[(1+\epsilon) \exp (-\epsilon)]^{n / 2} .
\end{aligned}
$$

From the inequality $1+\epsilon \leq \exp \left(\epsilon-\left(\epsilon^{2}-\epsilon^{3}\right) / 2\right)$ we see that

$$
\mathbb{P}(X \geq(1+\epsilon) n) \leq \exp \left(-\left(\epsilon^{3}-\epsilon^{2}\right) n / 2\right) .
$$

Similarly, for $s=\frac{\epsilon}{2(1-\epsilon)}$ we get

$$
\mathbb{P}(X \leq(1-\epsilon))=\mathbb{P}(\exp (-s X) \geq \exp (-s(1-\epsilon) n)) \leq \exp \left(-\left(\epsilon^{3}-\epsilon^{2}\right) n / 4\right)
$$

Therefore, for any $\epsilon \in(0,1)$ we get the desired inequality.
Lemma 3.2.11. Let $W$ be $a \operatorname{Wishart}(n, s)$ matrix. Then, for any $t>0$ we have that

$$
\mathbb{P}(|\operatorname{tr} W-n s| \geq t n s) \leq 2 \exp \left(-\frac{n s t}{2+4 t / 3}\right)
$$

Proof. If $W=B B^{*}$ then

$$
2 \operatorname{tr} W=\sum_{i, j=1}^{n} 2\left|\operatorname{Re}\left(B_{i, j}\right)\right|^{2}+2\left|\operatorname{Im}\left(B_{i, j}\right)\right|^{2}
$$

This sum is exactly the sum of $n s$ squared independent $N(0,1)$ random variables. So, combining this observation with the previous lemma we conclude the proof.

Corollary 3.2.12. For any $\epsilon>0$

$$
\mathbb{P}\left(\left|\frac{\operatorname{tr} W_{n, s}}{n s}-1\right| \geq \epsilon\right) \rightarrow 0 .
$$

Moreover, the convergence is stronger (meaning almost surely) by the BorelCantelli lemma.

We are now ready to translate all the random matrix theory results of Part II to the language of random induced states.

Theorem 3.2.13. Given $n, s \in \mathbb{N}$, let $\rho_{n, s}$ be a random induced state with probability distribution $\mu_{n, s}$. Then
(i) If $n$ is fixed and s tends to infinity then $C \sqrt{s}\left(\rho_{n, s}-\frac{I}{n}\right)$ converges in distribution towards a $\mathrm{GUE}_{0}(n)$ matrix, where $C$ is an absolute constant.
(ii) If $\lim s / n=\lambda \in(0, \infty)$ then $\mu_{n s}\left(s \rho_{n, s}\right)$ (the E.S.D.) converges weakly in distribution towards $\mu_{M P(\lambda)}$ (the Marchenko-Pastur distribution). If $\lambda \geq$ 1 then the convergence is also true for the $\infty$-Wasserstein distance.
(iii) If $s / n, s \rightarrow \infty$ then $\mu_{s n}\left(\sqrt{n s}\left(\rho_{n, s}-\frac{I}{n}\right)\right)$ converges in probability with respect to the $\infty$-Wasserstein distance towards the semicircular law $\mu_{\mathrm{SC}}$.

Proof. (i) By the multivariate central limit theorem for the vector space $M_{n}^{s a, 0}$, if $\left\{G_{i}\right\}_{i \in \mathbb{N}}$ is a sequence of standard normal vectors in $\mathbb{C}^{n}$ and $A_{i}=$ $\left|G_{i}\right\rangle\left\langle G_{i}\right|$, and since $\operatorname{tr} W_{n, s}$ can be virtually treated as a constant, we have

$$
\frac{\sum_{i=1}^{s} A_{i}-s I}{\sqrt{s}} \rightarrow \operatorname{GUE}_{0}(n) \Longrightarrow n \sqrt{s}\left(\rho_{n, s}-\frac{I}{n}\right) \rightarrow \operatorname{GUE}_{0}(n) .
$$

(ii) In the general case, where $\lambda \in(0, \infty)$, the proof follows from the next facts:

FACT 1: If $X_{n}$ and $Y_{n}$ are sequences of random variables defined on a common probability space that converge in probability towards the random variables $X$ and $Y$ respectively, then $X_{n} Y_{n}$ converges in probability towards $X Y$.

Fact 2: From the results of the section on the Marchenko-Pastur theorem, if $W_{n, s}$ is a Wishart matrix then $\mu\left(W_{n, s} / n\right)$ converges in probability towards the Marchenko-Pastur distribution (see 2.2.1).
FACt 3: By 3.2.12 we have that $\operatorname{tr} W_{n, s} / n s$ converges weakly towards 1 .
In the case where $\lambda \geq 1$ we have that the extreme eigenvalues of $W_{n, s}$ also converge in probability towards the infimum and the maximum of
the Marchenko-Pastur density function. So, by the characterization of the $\infty$-Wasserstein distance and Facts 1 and 3, the proof is complete. (see 2.2.9).
(iii) The proof is similar with the one of (ii) by Proposition 2.3.18 and Theorem 2.3.1.

## Random quantum states

### 4.1 Miscellaneous tools

In the first section of this chapter we give some necessary definitions and prove some important tools.

### 4.1.1 Majorization inequalities

Definition 4.1.1. Let $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right)$ in $\mathbb{R}^{n}$. Let also $\sigma \in S_{n}$ be a permutation of $n$ elements such that the coordinates of $x$ via $\sigma$ are being arranged in decreasing order, and let $d$ be a permutation of $n$ elements such that the coordinates of $y$ via $d$ are also being arranged in decreasing order. Let $x^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right), y^{\prime}=\left(y_{1}^{\prime}, \ldots, y_{n}^{\prime}\right)$ be the $n$-dimensional vectors that we obtain when we apply the permutations $\sigma$ and $d$ to $x$ and $y$ respectively. If $\sum_{i=1}^{n} x_{i}=\sum_{i=1}^{n} y_{i}$ we will say that $x$ is majorized by $y$ and write $x<y$ if

$$
\text { for all } k \in[n] \text { we have that } \sum_{i=1}^{k} x_{i}^{\prime} \leq \sum_{i=1}^{k} y_{i}^{\prime} \text {. }
$$

The next lemma provides some simple properties of majorization.
Lemma 4.1.2 (properties of majorization). Let $n \in \mathbb{N}$ and $x, y, z \in \mathbb{R}^{n}$. Then:
(i) If $x<y$ and $y<z$ then $x<z$.
(ii) If $\lambda \in(0, \infty)$ and $x<y$ then $\lambda x<\lambda y$.
(iii) If $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{R}^{n}$ are such that $\sum_{i=1}^{n} x_{i}=$ $\sum_{i=1}^{n} y_{i}=0$ and $x<y$ then for any $\lambda \in(0,1)$ we have that $\lambda x<y$.
(iv) If $x<z$ and $y<z$ then for any $\lambda \in(0,1)$ we have that

$$
\lambda x+(1-\lambda) y<z
$$

Proof. Let $x^{\prime}, y^{\prime}, z^{\prime} \in \mathbb{R}^{n}$ be the vectors with the same elements as $x, y, z$ respectively, arranged in decreasing order.
(i) By the assumption we have that for any $k \in[n]$

$$
\sum_{i=1}^{k} x_{i}^{\prime} \leq \sum_{i=1}^{k} y_{i}^{\prime} \leq \sum_{i=1}^{k} z_{i}^{\prime}
$$

which proves that $x<z$ since it is also true that $\sum_{i=1}^{n} x_{i}=\sum_{i=1}^{n} y_{i}=\sum_{i=1}^{n} z_{i}$. (ii) Since $\sum_{i=1}^{n} x_{i}=\sum_{i=1}^{n} y_{i}$ we get that $\sum_{i=1}^{n}\left(\lambda x_{i}\right)=\sum_{i=1}^{n}\left(\lambda y_{i}\right)$. Also, since

$$
\sum_{i=1}^{k} x_{i}^{\prime} \leq \sum_{i=1}^{k} y_{i}^{\prime}
$$

for every $k \in[n]$ and $\lambda>0$, we see that

$$
\text { Л } \sum_{i=1}^{k} x_{i}^{\prime} \leq \text { Л } \sum_{i=1}^{k} y_{i}^{\prime}
$$

for every $k \in[n]$.
(iii) Firstly note that $\sum_{i=1}^{n} x_{i}=\sum_{i=1}^{n} y_{1}=\sum_{i=1}^{n}\left(\lambda x_{i}\right)=0$.

Secondly since $\lambda \in(0,1)$ the rearrangement of the elements of the vector $x$ in decreasing order will arrange the elements of $\lambda x$ in decreasing order as well. Also, for any $k \in[n]$, we have $\sum_{i=1}^{k} x_{i}^{\prime} \geq 0$, and hence

$$
\sum_{i=1}^{k}\left(\lambda x_{i}^{\prime}\right) \leq \sum_{i=1}^{k} x_{i}^{\prime}
$$

So, $\lambda x<x$. Then, using (i) for the vectors $\lambda x, x, y$ we get $\lambda x<y$.
(iv) Let $\lambda \in(0,1)$. Note that

$$
\sum_{i=1}^{n} \lambda x_{i}+(1-\lambda) y_{i}=\lambda \sum_{i=1}^{n} z_{i}+(1-\lambda) \sum_{i=1}^{n} z_{i}=\sum_{i=1}^{n} z_{i}
$$

Then, by (ii), for any $k \in[n]$ we have that

$$
\sum_{i=1}^{k} \lambda x_{i}^{\prime}+(1-\lambda) y_{i}^{\prime} \leq \sum_{i=1}^{k} \lambda z_{i}+\sum_{i=1}^{k}(1-\lambda) z_{i}=\sum_{i=1}^{k} z_{i} .
$$

Next, we present several characterizations of majorization.
Lemma 4.1.3. Let $x, y \in \mathbb{R}^{n}$. Suppose also that $\sum_{i=1}^{n} x_{i}=\sum_{i=1}^{n} y_{i}$. Then, the following are equivalent:
(i) $x<y$.
(ii) $x$ can be written as a convex combination of coordinate-wise permutations of $y$.
(iii) There exists a doubly stochastic $n \times n$ matrix $B$ such that $B x=y$.
(iv) If $\phi$ is a permutation invariant convex function on $\mathbb{R}^{n}$ then $\phi(x) \leq \phi(y)$.
(v) For every $t \in \mathbb{R}$ we have that $\sum_{i=1}^{n}\left|x_{i}-t\right| \leq \sum_{i=1}^{m}\left|y_{i}-t\right|$.
(vi) For every $t \in \mathbb{R}$ we have that $\sum_{i=1}^{n}\left(x_{i}-t\right)^{+} \leq \sum_{i=1}^{m}\left(y_{i}-t\right)^{+}$where, for any $z \in \mathbb{R}$ we use the notation $z^{+}=\max \{z, 0\}$.

Proof. Given a vector $a \in \mathbb{R}^{n}$ we will use the notation $a^{\downarrow}$ for the vector in $\mathbb{R}^{n}$ which the same elements as $a$ but in decreasing order.

For the equivalence of (i) and (ii) consider the set

$$
A_{y}=\left\{z \in \mathbb{R}^{n}: z<y\right\} .
$$

Note that $A_{y}$ is convex and its extreme points are permutations of $y$, meaning those $z \in \mathbb{R}^{n}$ that satisfy $z^{\downarrow}=y^{\downarrow}$. Now, the equivalence follows by the Krein-Milman theorem.

For the equivalence of (ii) and (iii), similarly, we use the classical Birkhoff theorem, which asserts that the extreme points of the set of doubly stochastic matrices are exactly the permutation matrices. So the equivalence is implied by using the same permutation whose convex combination is $B$ to receive $x$ from extreme elements of $A_{y}$ and vice-versa.

The implications (ii) $\Longrightarrow$ (iv) $\Longrightarrow$ (v) are obvious.
For the equivalence of (v) and (vi) we just combine the facts that $|x|=$ $2 x^{+}-x$ and $\sum_{i=1}^{n} x_{i}=\sum_{i=1}^{n} y_{i}$

Finally for the implication (vi) $\Longrightarrow$ (i) set $t=y_{k}^{\downarrow}$ for some $k \in[n]$. Then

$$
\sum_{i=1}^{n}\left(y_{i}-t\right)^{+}=\sum_{i=1}^{k} y_{i}^{\downarrow}-k t
$$

but

$$
\sum_{i=1}^{n}\left(x_{i}-t\right)^{+}=\sum_{i=1}^{n}\left(x_{i}^{\downarrow}-t\right)^{+} \geq \sum_{i=1}^{k} x_{i}^{\downarrow}-k t
$$

which ends the proof.
Definition 4.1.4. We will use the notation $\mathbb{R}^{n, 0}$ for the hyperplane

$$
\mathbb{R}^{n, 0}=\left\{x \in \mathbb{R}^{n}: \sum_{i=1}^{n} x_{i}=0\right\}
$$

Lemma 4.1.5. Let $x, y \in \mathbb{R}^{n, 0}$. Assume that $\|y\|_{\infty} \leq 1$ and $\|y\|_{1} \geq$ an for some $a \in(0,1]$. Then

$$
x<\left(\frac{2}{a}-1\right)\|x\|_{\infty} y
$$

Proof. By homogeneity and property (ii) of majorization we may assume that $\|x\|_{\infty} \leq 1$. So we need to show that for any $x \in \mathbb{R}^{n, 0}$ with $\|x\|_{\infty} \leq 1$ it is true that $x<\left(\frac{2}{a}-1\right) y$. Consider the set

$$
A_{\left(\frac{2}{a}-1\right) y}=\left\{z \in \mathbb{R}^{n, 0}: z<\left(\frac{2}{a}-1\right) y\right\}
$$

We will also use the notation $B_{\infty}^{n, 0}$ for the $n$-dimensional unit ball with respect to the infinity norm restricted on the hyperplane $\mathbb{R}^{n, 0}$.

By the properties of majorization we get that the set $A_{\left(\frac{2}{a}-1\right) y} \cap B_{\infty}^{n, 0}$ is convex. So, if we show that

$$
\operatorname{ext}\left(B_{\infty}^{n, 0}\right) \subseteq A_{\left(\frac{2}{a}-1\right) y} \cap B_{\infty}^{n, 0}
$$

then by the Krein-Milman theorem we will have

$$
B_{\infty}^{n, 0}=A_{\left(\frac{2}{a}-1\right) y} \cap B_{\infty}^{n, 0}
$$

which will prove the lemma. Here for a convex set $D \subseteq \mathbb{R}^{n}$ we use the notation $\operatorname{ext}(D)$ for the set of extreme points of $D$.

In order to do this, we need first to specify which are the extreme points of $B_{\infty}^{n, 0}$.

Lemma 4.1.6. If $n \in 2 \mathbb{N}$ then

$$
\operatorname{ext}\left(B_{\infty}^{n, 0}\right)=\left\{x \in B_{\infty}^{n, 0}:\left|\left\{i \in[n]: x_{i}=1\right\}\right|=\left|\left\{i \in[n]: x_{i}=-1\right\}\right|=\frac{n}{2}\right\},
$$

and if $n \in 2 \mathbb{N}+1$ then

$$
\operatorname{ext}\left(B_{\infty}^{n, 0}\right)=\left\{x \in B_{\infty}^{n, 0}:\left|\left\{i \in[n]: x_{i}=1\right\}\right|=\left|\left\{i \in[n]: x_{i}=-1\right\}\right|=\frac{n-1}{2}\right\} .
$$

Note: In the case where $n$ is odd, if $x \in \operatorname{ext}\left(B_{\infty}^{n, 0}\right)$ then the coordinates of $x$ which are not equal to 1 or -1 must be equal to zero since $\sum_{i \in[n]} x_{i}=0$.

Proof. We assume that $n \in 2 \mathbb{N}$. The case where $n$ is odd is very similar and is omitted.
$(\supseteq)$ Let $d \in\left\{x \in B_{\infty}^{n, 0}:\left|\left\{i \in[n]: x_{i}=1\right\}\right|=\left|\left\{i \in[n]: x_{i}=-1\right\}\right|=\frac{n}{2}\right\}$. Suppose that there exist $y, z \in B_{\infty}^{n, 0}$ and $\lambda \in(0,1)$ such that

$$
d=\lambda y+(1-\lambda) z
$$

We will prove that $y=z$. If there exists $i \in[n]$ such either $\left|y_{i}\right|<1$ or $\left|z_{i}\right|<1$ then

$$
\left|\lambda y_{i}+(1-\lambda) z_{i}\right| \leq \lambda\left|y_{i}\right|+(1-\lambda)\left|z_{i}\right|<1,
$$

which is a contradiction.
So $\left|y_{i}\right|=\left|z_{i}\right|=1$ for all $i \in[n]$. Suppose now that there exists $i \in[n]$ such that $z_{i}=-y_{i}$. Then $2 \lambda y_{i}+z_{i} \in\{-1,1\}$. But then, $\lambda \in\{-1,0,1\}$, which is a contradiction. Therefore, $z=y$ and as a result $d$ is an extreme point of $B_{\infty}^{n, 0}$.
(C) Let $d \in \operatorname{ext}\left(B_{\infty}^{n, 0}\right)$. Suppose that there exists $j \in[n]$ such that $0<\left|d_{i}\right|<1$. Since $\sum_{i=1}^{n} d_{i}=0$ there must exist another coordinate $k \in[n], k \neq j$ such that $0<\left|d_{k}\right|<1$ and $d_{k} d_{j}<0$. Without loss of generality we may assume that $d_{j}>0>d_{k}$. We may find an $\epsilon>0$ such that $d_{j}+\epsilon<1, d_{j}-\epsilon>0$, $d_{k}-\epsilon>-1, d_{k}+\epsilon<0$. Then, consider the vectors $z$ and $y$ with

$$
\forall i \in[n] \backslash\{j, k\} \quad z_{i}=d_{i}, z_{k}=d_{k}-\epsilon, z_{j}=d_{j}+\epsilon
$$

and

$$
\forall i \in[n] \backslash\{j, k\} \quad y_{i}=d_{i}, y_{k}=d_{k}+\epsilon, y_{j}=d_{j}-\epsilon .
$$

Then,

$$
d=\frac{1}{2} y+\frac{1}{2} z
$$

and by the way $\epsilon$ was chosen $z, y \in B_{\infty}^{n, 0}$ which shows that $d$ can not have a non-zero coordinate different from 1 and -1 .

Suppose that there exists $j$ such that $d_{j}=0$. By what was done before and since $\sum_{i=1}^{n} d_{i}=0$ there must exist $k \in[n], k \neq j$ such that $d_{k}=0$. But then, for the vectors $z$ and $y$ with

$$
\forall i \in[n] \backslash\{j, k\} \quad z_{i}=d_{i}, z_{j}=-z_{k}=1
$$

and

$$
\forall i \in[n] \backslash\{j, k\} \quad z_{i}=d_{i}, \quad z_{j}=-z_{k}=-1,
$$

we have that $z, y \in B_{\infty}^{n, 0}$ and, as before,

$$
d=\frac{1}{2} z+\frac{1}{2} y .
$$

So $d$ cannot be an extreme point.
The conclusion is that an extreme point of $B_{\infty}^{n, 0}$ must have all its coordinates non-zero and with absolute value 1 . But since the sum of all its coordinates must be zero we see that the cardinality of the set of coordinates equal to 1 must be equal to the cardinality of the set of coordinates equal to -1 . So, the proof is complete.

Returning now to the proof of the main lemma we need to show that for any $x \in \operatorname{ext}\left(B_{\infty}^{n, 0}\right)$ we have

$$
x<\left(\frac{2}{a}-1\right) y
$$

We may also assume that $\|y\|_{1}=a n$, by the properties of majorization, and that $n \in 2 \mathbb{N}$ (the proof in the case where $n$ is odd is very similar and is omitted).

Let $x \in \operatorname{ext}\left(B_{\infty}^{n, 0}\right)$. Consider the sets

$$
C=\left\{i \in[n]: y_{i} \geq 0\right\}
$$

and

$$
D=\left\{i \in[n]: y_{i}<0\right\} .
$$

Both sets are non-empty, since $\sum_{i \in[n]}\left|y_{i}\right|>0$ so there exists at least one non-zero coordinate and $y \in \mathbb{R}^{n, 0}$ and as a result there exists at least another coordinate with different value than the previous one. Also it is obvious that

$$
C \cup D=[n]
$$

Since $y \in \mathbb{R}^{n, 0}$, it is true that

$$
\sum_{i \in C} y_{i}=-\sum_{i \in D} y_{i}
$$

and as a result, since $\|y\|_{1}=a n$, we get

$$
\sum_{i \in C} y_{i}+\sum_{i \in D}-y_{i}=a n \quad \Longrightarrow \quad \sum_{i \in C} y_{i}=\frac{a n}{2}=-\sum_{i \in D} y_{i}
$$

Finally, since $\|y\|_{\infty} \leq 1$,

$$
\frac{a n}{2} \leq|C| \quad \text { and } \quad|D| \leq 1-\frac{a n}{2}
$$

Suppose without loss of generality that $|D| \leq|C|$. Now consider the vector $y^{\prime}$ with

$$
y_{i}^{\prime}=\frac{\sum_{i \in C} y_{i}}{|C|} \text { for all } i \in|C| \text { and } y_{i}^{\prime}=\frac{\sum_{i \in D} y_{i}}{|D|} \text { for all } i>|C|
$$

Obviously, $y^{\prime} \in \mathbb{R}^{n, 0}$. By the previous inequalities we have that

$$
\frac{a}{2-a} \leq\left|y_{i}^{\prime}\right|
$$

Now consider the vector $d$ with

$$
d_{i}=y_{i}^{\prime} \text { for all } i \in[n / 2] \quad \text { and } \quad d_{i}=\frac{\sum_{i>\frac{n}{2}} y_{i}^{\prime}}{n / 2} \text { for all } i>n / 2
$$

Finally we have constructed a vector with the first $n / 2$ coordinates equal and positive and the last $n / 2$ coordinates equal and negative. So, we have that $\frac{a}{2-a} x<\left|d_{1}\right| x=d$. Note that, by construction, the elements of both $d$ and $y^{\prime}$ are in decreasing order. Now, let $k \in[n]$.

If $k \leq \frac{n}{2}$ then

$$
\sum_{i=1}^{k} d_{i}=\sum_{i=1}^{k} y_{i}^{\prime}
$$

If $k \geq \frac{n}{2}$ then obviously

$$
n-k \leq|C| \quad \Longrightarrow \quad \sum_{i=k+1} y_{i}^{\prime} \leq \frac{(n-k)}{n / 2} \sum_{i>n / 2} y_{i}^{\prime}
$$

which implies that

$$
\sum_{i=1}^{k} d_{i} \leq \sum_{i=1}^{k} y_{i}^{\prime}
$$

So, we have proven that $d<y^{\prime}$.
Let $z$ be a vector of $\mathbb{R}^{n}$ with the same coordinates as $y$ but arranged in decreasing order.

Note: Let $\left\{a_{m}\right\}_{m \in \mathbb{N}}$ be a sequence in decreasing order. Then, for any $N \in \mathbb{N}$,

$$
a_{N+1} \leq \frac{\sum_{i=1}^{N} a_{i}}{N}
$$

Using the same method inductively for the coordinates of the vector $y$ we have that for any $k \in[|C|-1]$

$$
\sum_{i=k+1}^{|C|} \frac{y_{i}}{|C|-k} \leq \sum_{i=1}^{k} \frac{y_{i}}{k} \Longrightarrow \sum_{i=1}^{k} y_{i}^{\prime} \leq \sum_{i=1}^{k} z_{i}
$$

Obviously, we have that $\sum_{i=1}^{|C|} y_{i}^{\prime}=\sum_{i=1}^{|C|} z_{i}$.
Likewise, for any $|C|<k<n$ using again the note inductively we get

$$
\sum_{i=|C|+1}^{k} y_{i}^{\prime} \leq \sum_{i=1}^{k} z_{i} \Longrightarrow \sum_{i=|C|+1}^{k} y_{i}^{\prime} \leq \sum_{i=1}^{k} z_{i}
$$

Then we must have that $y^{\prime}<z$, which is equivalent to $y^{\prime}<y$. So we have proven that

$$
\frac{a}{2-a} x<d<y^{\prime}<y
$$

Using the properties of majorization we get $\frac{a}{2-a} x<y$, and this completes the proof.

Lemma 4.1.7. Let $x, y \in \mathbb{R}^{n, 0}$ and $y \neq 0$. Then

$$
x<\frac{2 n\|x\|_{\infty}}{\|y\|_{1}} y
$$

Proof. By homogeneity, we may assume that $\|y\|_{\infty}=1$ and the result follows from the previous lemma.

Proposition 4.1.8. Let $x, y \in \mathbb{R}^{n, 0}$. Assume that $\|x-y\|_{\infty}<\epsilon$ and $\|y\|_{1} \geq$ an for some $a>0$. Then

$$
x<\left(1+\frac{2 \epsilon}{a}\right) y
$$

Proof. We use the following elementary property of majorization: If $x_{1}<\lambda_{1} y$ and $x_{2}<\lambda_{2} y$ for some positive $\lambda_{1}, \lambda_{2}$ then

$$
x_{1}+x_{2} \prec\left(\lambda_{1}+\lambda_{2}\right) y
$$

Setting $x_{1}=y, x_{2}=x-y, \lambda_{1}=1$ and using the previous lemma we see that we can also set $\lambda_{2}=\frac{2 \epsilon}{a}$ and the proposition follows.

### 4.1.2 Spectra and norms of unitarily invariant random matrices

At this point we are going to work on the spectra of norms of unitarily invariant matrices in order to approximate a specific gauge or norm.

It is convenient to work in the hyperplane $M_{n}^{s a, 0}$ of self-adjoint complex $n \times n$ matrices with trace zero. We say that a $M_{n}^{s a, 0}$-valued random variable $A$ is unitarily invariant if, for any $U \in U(n)$, the random matrices $A$ and $U A U^{*}$ have the same distribution. We will also use the notation $\mu_{S C}$ for the semicircular distribution, $\mu_{s p}(A)$ for the empirical spectral distribution of a self-adjoint matrix $A$, and $d_{\infty}$ for the $\infty$-Wasserstein distance.

Proposition 4.1.9. Let $A$ and $B$ be two $M_{n}^{\text {sa,0 }}$-valued random variables which are unitarily invariant and satisfy the conditions

$$
\mathbb{P}\left(d_{\infty}\left(\mu_{s p}(A), \mu_{\mathrm{SC}}\right) \leq \epsilon\right) \geq 1-p
$$

and

$$
\mathbb{E}\left(d_{\infty}\left(\mu_{s p}(A), \mu_{\mathrm{SC}}(A)\right) \leq \epsilon\right.
$$

for some $\epsilon, p \in(0,1)$ and similarity for $B$. Then, for any convex and compact set $K \subseteq M_{n}^{s a, 0}$ containing the origin in its interior, we have that

$$
\frac{1-p}{1+C \epsilon} \mathbb{E}\|A\|_{K} \leq \mathbb{E}\|B\|_{K} \leq \frac{1+C \epsilon}{1-p} \mathbb{E}\|A\|_{K}
$$

where $C>0$ is an absolute constant.
Proof. Consider a (product) probability space $(\Omega, A, \mathbb{P})$ such that both $A$ and $B$ are defined there and are independent.

Let $\phi: \mathbb{R}^{n, 0} \rightarrow \mathbb{R}$ be the function defined by

$$
\phi(x)=\mathbb{E}_{U}\left\|U \operatorname{Diag}(x) U^{*}\right\|_{K},
$$

where $U \in U(n)$ denotes a Haar-distributed random unitary matrix (independent of everything else) and $\operatorname{Diag}(x)$ is the diagonal matrix whose $i i$-th entry is $x_{i}$. By unitary invariance we have that

$$
\mathbb{E}\|A\|_{K}=\mathbb{E} \phi(\operatorname{spec}(A))
$$

and similarly for $B$. Consider the event

$$
E=\left\{d_{\infty}\left(\mu_{\mathrm{SP}}(B), \mu_{\mathrm{SC}}\right) \leq \epsilon\right\} .
$$

In order to continue we need the following lemma.
Lemma 4.1.10. Let $f: \mathbb{R} \rightarrow \mathbb{R}^{+}$be an L-Lipschitz function and set $g=$ $(f-L \epsilon)^{+}$. If $d_{\infty(X, Y)} \leq \epsilon$ then

$$
\mathbb{E} f(Y) \geq \mathbb{E} g(X)
$$

Proof. If $\|X-Y\|_{L_{\infty}} \leq$ then, obviously, $f(X) \geq g(Y)$. So by the definition of the $\infty$-Wasserstein distance the lemma follows.

Assume for the moment that the event $E$ holds. Then by Lemma 4.1.10 we have

$$
\begin{aligned}
\|B\|_{1} & =n \int|x| d \mu_{\mathrm{SP}}(B) \geq n \int_{-2}^{2}(|x|-\epsilon)^{+} d \mu_{S p}(x) \\
& \geq n \int_{-2}^{2}(|x|-1)^{+} d \mu_{\mathrm{SC}}(x)=n a .
\end{aligned}
$$

Applying Lemma 4.1.5 for $C=\frac{2}{a}$ we get

$$
\operatorname{spec}(A)<\left(1+C d_{\infty}\left(\mu_{\mathrm{SP}}(A), \mu_{\mathrm{SP}}(B)\right)\right) \operatorname{spec}(B)
$$

But since $\phi$ is convex and permutation invariant, by the characterization of majorization we get

$$
\phi(\operatorname{spec}(A)) \leq\left(1+C d_{\infty}\left(\mu_{S P}(A), \mu_{\mathrm{SP}}(B)\right)\right) \phi(\operatorname{spec}(B)) .
$$

So by taking expectation over $A$ and then over $B$ (recall that we have assumed that they are defined on a product probability space), and taking into consideration the fact that $d_{\infty}\left(\mu_{S P}(A), \mu_{S P}(B)\right) \leq \epsilon+d_{\infty}\left(\mu_{\mathrm{SP}}(B), \mu_{\mathrm{SC}}\right)$, we get

$$
\mathbb{E} \phi(\operatorname{spec}(A)) \leq(1+2 C \epsilon) \mathbb{E} \phi(\operatorname{spec}(B))
$$

So, in the general case we get by independence

$$
\mathbb{E} \phi(\operatorname{spec}(B)) \geq \mathbb{E} \phi(\operatorname{spec}(B)) \mathbf{1}_{E} \geq(1+2 C \epsilon)^{-1} \mathbb{P}(E) \mathbb{E} \phi(\operatorname{spec}(A)) .
$$

Since $\mathbb{P}(E) \geq 1-p$, the proof of the inequality is complete. The other inequality follows by symmetry.

A very similar result is the following.
Proposition 4.1.11. Let $A, B$ be two $M_{n}^{s a, 0}$-valued random matrices which are unitarily invariant. Assume that

$$
\mathbb{P}\left(\|A\|_{1} \geq c_{1} n\right) \geq 1-p
$$

and

$$
\mathbb{E}\|A\|_{\infty} \leq C_{2} .
$$

Let $K \subseteq M_{n}^{\text {sa,0 }}$ be a convex body containing the origin in its interior. Then

$$
C^{-1} \mathbb{E}\|A\|_{K} \leq \mathbb{E}\|B\|_{K} \leq C \mathbb{E}\|A\|_{K},
$$

where $C=(1-p)^{-1} 2 C_{2} / c_{1}$.
Proof. The proof is similar with the proof of the previous lemma. First define $A$ and $B$ in the same probability space. Then, suppose that the event $E=\left\{\|B\|_{1} \geq c_{1} n\right\}$ holds. Finally, use Proposition 4.1.8 and continue with the same method as in the previous proposition.

### 4.1.3 Gaussian approximation to induced states

We are going to investigate typical properties of random induced states, in the large dimension regime. Their spectral properties were discussed in previous sections, and are described either by the Marcenko-Pastur distribution (when $s$ is proportional to $n$ ) or by the semicircular distribution (when $s \gg n$ ).

However, we are also interested in properties that cannot be inferred from the spectrum (the main example being separability vs. entanglement on a bipartite system). In this context, it is useful to compare induced states with their Gaussian approximation. Indeed, the Gaussian model allows us to connect with tools from convex geometry, such as the mean width.

It is convenient to work in the hyperplane $M_{n}^{\text {sa,0 }}$ and to consider the shifted operators $\rho-I / n$, which we compare with a $\operatorname{GUE}_{0}(n)$ random matrix. The following proposition compares the expected value of any norm (or gauge) computed for both models. First we give a definition.

Definition 4.1.12. Let $H$ be a Hilbert space and let $A \subseteq H$ be a convex body. We say that $r>0$ is the inradius of $A$ if it is the largest radius of a Euclidean ball contained in $A$.

Likewise, we say that $r$ is the outer radius of $A$ if it is the smallest radius of a Euclidean ball that contains $A$.

Proposition 4.1.13. Let $n, s \in \mathbb{N}$ and write $\rho_{n, s}$ for a random induced state on $\mathbb{C}^{n}$ with distribution $\mu_{n, s}$ and $G_{n}$ for an $n \times n \mathrm{GUE}_{0}$ random matrix. Let $C_{n, s}$ be the smallest constant such that the following holds: For any convex body $K \in M_{n}^{s a, 0}$ containing 0 in its interior,

$$
C_{n, s}^{-1} \mathbb{E}\left\|\frac{G_{n}}{n \sqrt{s}}\right\|_{K} \leq \mathbb{E}\left\|\rho-\frac{I}{n}\right\|_{K} \leq C_{n, s} \mathbb{E}\left\|\frac{G_{n}}{n \sqrt{s}}\right\|_{K} .
$$

Then, if $\left(n_{k}\right)$ and $\left(s_{k}\right)$ are two sequences such that $\lim _{k \rightarrow \infty} n_{k}=\lim _{k \rightarrow \infty} s_{k} / n_{k}=$ $\infty$, we have that $\lim C_{n_{k}, s_{k}}=1$.

Proof. Firstly we will prove the following lemma.

Lemma 4.1.14. Let $X$ and $Y$ be two $\mathbb{R}^{n}$-valued random vectors with the property that for any $t \in S^{n-1}$

$$
0<\mathbb{E}|\langle X, t\rangle|, \mathbb{E}|\langle Y, t\rangle|<\infty .
$$

There exists a constant $C$ depending on ( $n, X, Y$ ) such that, for any convex body $K$ containing 0 in its interior,

$$
\mathbb{E}\|X\|_{K} \leq C \mathbb{E}\|Y\|_{K} .
$$

Proof. Let $Z$ be the random variable defined by

$$
\mathbb{P}\left(Z=e_{i}\right)=\mathbb{P}\left(Z=-e_{i}\right)=\frac{1}{2 n},
$$

where $\left\{e_{i}\right\}_{\in[n]}$ is the standard basis in $\mathbb{R}^{n}$. Assume also that $Z$ is independent from $X$ and $Y$.

Then, by the assumptions we made for $X$ and by independence we get that

$$
\begin{aligned}
\mathbb{E}\|X\|_{K} & \leq \sum_{i=1}^{n} \mathbb{E}\left|X_{i}\right|\left\|e_{i} \operatorname{sign}\left(X_{i}\right)\right\|_{K}=2 n \sum_{i=1}^{n} \mathbb{E}\left|X_{i}\right|\left\|e_{i} \operatorname{sign} X_{i}\right\|_{K} \mathbf{1}_{Z=e_{i} \operatorname{sign} X_{i}} \\
& =2 n \sum_{i=1}^{n} \mathbb{E}\left|X_{i}\right|\|Z\|_{K} \mathbf{1}_{Z=e_{i} \operatorname{sign} X_{i}} \leq 2 n \sum_{i=1}^{n} \mathbb{E}\left|X_{i}\right|\|Z\|_{K}=2 n \mathbb{E}|X|_{1} \mathbb{E}\|Z\|_{K} .
\end{aligned}
$$

So, we may set $C_{1}=2 n \mathbb{E}|X|_{1}$.
For the second part let $\mathcal{A}=\left\{\mathbb{E}\left(Y \mathbf{1}_{A}\right)\right.$, where $A$ is measurable $\}$. Note that for any $y \in \operatorname{conv}(\mathcal{A})$ we have $\|y\|_{K} \leq \mathbb{E}\|Y\|_{K}$. Note also that the interior of $\operatorname{conv}(\mathcal{A})$ contains 0 in its interior, otherwise there would exist $t_{0} \in S^{n-1}$ such that

$$
\mathbb{E}\left|\left\langle t_{0}, Y\right\rangle\right|=0,
$$

which is a contradiction.
So, there exists $\epsilon>0$ such that

$$
\pm \epsilon e_{i} \in \operatorname{conv}(\mathcal{A}) \text { for all } i \in[n] .
$$

Then $\epsilon \mathbb{E}\|Z\|_{K} \in \operatorname{conv}(\mathcal{A})$. So, for $C=\frac{1}{C_{1} \epsilon}$ we get the desired inequality.

We can now continue with the proof of the proposition. Assume that the sequences $s:=s_{k}$ and $n:=n_{k}$ have the property that both $n_{k}$ and $s_{k} / n_{k}$ tend to infinity. Then, let $A_{k}=\sqrt{n s}\left(\rho_{n, s}-I / n\right)$ and $B_{k}=G_{n} / \sqrt{n}$.

We will also use the notation

$$
X_{k}=d_{\infty}\left(\mu_{s p}\left(A_{k}\right), \mu_{S C}\right)
$$

and

$$
Y_{k}=d_{\infty}\left(\mu_{s p}\left(B_{k}\right), \mu_{S C}\right) .
$$

Firstly note that

$$
X_{k} \leq\left\|A_{k}\right\|_{\infty}+2
$$

and

$$
Y_{k} \leq\left\|B_{k}\right\|_{\infty}+2 .
$$

We have proven in Theorem 2.1.38, Proposition 2.1.33, Lemma 2.3.19 and Proposition 2.3.18 that the means of $\left\|A_{k}\right\|_{\infty}$ and $\left\|B_{k}\right\|_{\infty}$ are bounded by absolute constants and that both $A_{k}$ and $B_{k}$ tend almost surely to 2 . We will prove that

$$
\lim \mathbb{E} X_{k}=\lim \mathbb{E} Y_{k}=0
$$

We write

$$
\mathbb{E}\left\|B_{k}\right\|_{\infty} \leq 2 \quad \Longrightarrow \quad \liminf \mathbb{E}\left\|B_{k}\right\|_{\infty} \leq 2,
$$

and since $\left\|B_{k}\right\|_{\infty} \rightarrow 2$ in probability we have $\lim \inf \left\|B_{K}\right\|_{\infty}=2$. By Fatou's lemma,

$$
\liminf \mathbb{E}\left\|B_{k}\right\|_{\infty}=2
$$

Now let $f_{k}=2+\left\|B_{k}\right\|_{\infty}-Y_{k}$. Applying again Fatou's lemma we get

$$
\mathbb{E} \lim \inf f_{k} \leq \liminf \mathbb{E} f_{k} \quad \Longrightarrow \mathbb{E} \lim \sup Y_{k} \geq \lim \sup \mathbb{E} Y_{k} .
$$

Finally, since $Y_{k}$ converges in probability to zero we get that $\lim \sup Y_{k}=0$. We argue in the same way for $X_{k}$.

Note that equivalently if we had only assumed convergence in probability then we could have used Skorohod's theorem.

So we can apply Proposition 4.1 .9 for two sequences $\left\{\epsilon_{k}\right\}$ and $\left\{p_{k}\right\}$ with $\epsilon_{k} \rightarrow 0$ and $p_{k} \rightarrow 0$ to conclude the proof.

Remark 4.1.15. The previous result can be generalised by removing the assumption of $n, s / n \rightarrow \infty$ and then one may show that for any $a>0$ we have $\sup \left\{C_{n, s}: s \geq a n\right\}<\infty$. For a proof see [7, Chapter 10].

Remark 4.1.16. We emphasize that the quantity $\mathbb{E}\left\|G_{n}\right\|_{K}$ appearing in Proposition 4.1.13 is exactly the Gaussian mean width of the polar set $K^{\circ}$. Indeed, consider $G_{n}$ in the space $M_{n}^{\text {sa,0 }}$ (equipped with the Hilbert-Schmidt scalar product, as always) which is exactly a $\operatorname{GUE}_{0}(n)$ random matrix. We could have equivalently formulated Proposition 4.1.13 using the usual mean width: if $C_{n, s}^{\prime}$ denotes the smallest constant such that the inequalities

$$
w\left(K^{\circ}\right) \frac{C_{n, s}^{\prime-1}}{\sqrt{s}} \leq \mathbb{E}\left\|\rho_{n, s}-\frac{I}{n}\right\|_{K} \leq \frac{C_{n, s}^{\prime}}{\sqrt{s}} w\left(K^{\circ}\right),
$$

then the conclusion of Proposition 4.1.13 holds for $C_{n, s}^{\prime}$ as well.

### 4.1.4 Concentration for gauges of induced states

We present a concentration result which is valid for any gauge evaluated on random induced states. We start with some concentration inequalities.

Lemma 4.1.17 (Lévy's lemma). Let $n>2$. Iff $: S^{n-1} \rightarrow \mathbb{R}$ is an L-Lipschitz function and $M_{f}$ is the median off then, for every $t>0$,

$$
s^{n-1}\left(\left|f-M_{f}\right|>t\right) \leq \exp \left(-n t^{2} / 2 L^{2}\right)
$$

Proof. Let $A=\left\{f<M_{f}\right\}$ and set $\epsilon=\frac{t}{L}$. Since $f$ is L-Lipschitz it is easy to prove that

$$
A_{\epsilon} \subseteq\left\{f \leq M_{f}+t\right\} .
$$

Likewise, one can show that if $B=\left\{f>M_{f}\right\}$ then

$$
B_{\epsilon} \subseteq\left\{f \geq M_{f}+t\right\} .
$$

So by Corollary 1.4.6 we get the desired inequality.
Definition 4.1.18. Let $f: S^{n-1} \rightarrow \mathbb{R}$. A value $M$ will be called central value of $f$ if either it is the mean value of $f$ or

$$
s^{n-1}(f \geq M) \text { and } s^{n-1}(f \leq M) \geq \frac{1}{4}
$$

An equivalent way to define the central values is via the first and the third quartile of a random variable $Y$ defined on an probability space $(\Omega, A, \mathbb{P})$.
The first quartile of $Y$ is defined by

$$
\mu=\inf \left\{t \in \mathbb{R}: \mathbb{P}(Y \geq t) \geq \frac{1}{4}, \mathbb{P}(Y \leq t) \geq \frac{1}{4}\right\},
$$

and the third quartile of $Y$ is defined by

$$
M=\sup \left\{t \in \mathbb{R}: \mathbb{P}(Y \geq t) \geq \frac{1}{4}, \mathbb{P}(Y \leq t) \geq \frac{1}{4}\right\} .
$$

So a central value of a random variable $Y$ on a probability space $(\Omega, A, \mathbb{P})$ (in particular on the sphere) is defined to be either the mean value of $Y$ or some $t \in \mathbb{R}$ such that $\mu \leq t \leq M$.

The goal is to generalise Lévy's lemma for any central value of a function $f$ defined on the probability metric space ( $S^{n-1}, s^{n-1}, g, B\left(S^{n-1}\right)$ ), where $g$ is the geodesic metric.

Proposition 4.1.19. Iff is an L-Lipschitz function with median $M_{f}$ and $M$ is any central value off then

$$
\left|M-M_{f}\right| \leq \sqrt{2 \log (2)} n^{-1 / 2}
$$

and

$$
\mathbb{P}(f \geq M+t) \leq \exp \left(-n t^{2} / 4 L^{2}\right)
$$

In order to prove this generalisation of Lévy's lemma we need the following lemma.

Lemma 4.1.20. Let $Y$ be a real random variable and let $M$ be any central value of $Y$. Let $a \in \mathbb{R}$ and let $A \geq 1 / 2$ and $\lambda>0$ be constants such that for any $t>0$ it is true that

$$
\max \{\mathbb{P}(Y>a+t), \mathbb{P}(Y<a-t)\} \leq A \exp \left(-\lambda t^{2}\right)
$$

Then, $|M-a| \leq \sqrt{\lambda^{-1} \log (4 A)}$ and consequently. for any $t \geq \sqrt{\lambda \log (4 A)}$,

$$
\max \{\mathbb{P}(Y>M+t), \mathbb{P}(Y<M-t)\} \leq 4 A^{2} \exp \left(-\lambda^{-1} t^{2} / 2\right)
$$

Proof. First note that if $|M-a| \leq \sqrt{A^{-1} \log (4 A)}$ then for $t \geq \sqrt{\log (4 A) A^{-1}}$ by hypothesis we have that
$\mathbb{P}(Y \geq M+t) \leq \mathbb{P}\left(Y \geq a-\sqrt{\lambda^{-1} \log (4 A)}+t\right) \leq A \exp \left(-\lambda\left(t-\sqrt{\lambda^{-1} \log (4 A)}\right)^{2}\right)$.
Since for any $c, d \in \mathbb{R}$ it is true that $4 c d \leq c^{2}+4 d^{2}$ we then get that

$$
\mathbb{P}(Y \geq M+t) \leq 4 A^{2} \exp \left(-\lambda t^{2} / 2\right)
$$

Likewise, one can show that the quantity $\mathbb{P}(Y \leq M-t)$ is bounded by $4 A^{2} \exp \left(-\lambda t^{2} / 2\right)$. So we get the desired inequality.

Thus, in order to prove the lemma we just need to prove that

$$
\begin{equation*}
|M-a| \leq \sqrt{A^{-1} \log (4 A)} \tag{4.1.1}
\end{equation*}
$$

Firstly we will prove the inequality (4.1.1) for the mean of $Y$. For simplicity we will assume that $\lambda=1$ and by linearity the result will be true in general.

Let $Y_{0}$ be a random variable such that $\mathbb{P}\left(Y_{0} \geq t\right) \leq A \exp \left(-t^{2}\right)$. Then by the properties of the mean we get

$$
\begin{aligned}
\mathbb{E} Y_{0} & \leq \mathbb{E} Y_{0}^{+}=\int_{0}^{\infty} \mathbb{P}\left(Y_{0}^{+} \geq t\right) d t \leq A \int_{0}^{\infty} \exp \left(-t^{2}\right) d t \\
& =A \sqrt{\pi} / 2 \int_{0}^{\infty} f_{z}(t) d t
\end{aligned}
$$

where $f_{Z}$ is the density function of a random variable $Z \sim N(0,1 / 2)$, taking also into account the inequality $\int_{u}^{\infty} \exp \left(-t^{2}\right) d t \leq\left(\sqrt{u^{2}+1}-u\right) \exp \left(-u^{2}\right)$ which holds true for any $u \geq 0$. So, for $u=\sqrt{\log ^{+}(A)}$ we get

$$
\mathbb{E} Y_{0} \leq \int_{0}^{\sqrt{\log ^{+} A}} \exp \left(-t^{2}\right) d t+\int_{\sqrt{\log ^{+}(A)}} \leq \sqrt{1+\log ^{+}(A)}
$$

This shows that

$$
\mathbb{E} Y_{0} \leq \min \left\{\sqrt{1+\log ^{+}(A)}, A \sqrt{\pi} / 2\right\} \leq \log (4 A)
$$

Then, setting $Y_{0}=Y-a$ and $Y_{0}=a-Y$ we get the inequality

$$
|\mathbb{E} Y-a| \leq \sqrt{\log (4 A)} .
$$

Likewise it easy to prove that for a random variable $Y_{0}$ such that $\mathbb{P}\left(Y_{0} \geq\right.$ $t) \leq A \exp \left(-t^{2}\right)$, if $M_{3}$ is its third quartile then $M_{3} \leq \sqrt{\log (A)}$.

So setting $Y_{0}=Y-a, Y_{0}=a-Y$ (and likewise for the first quartile) we get that for any value $M$ between the first and the third quartile of $Y$ it is true that

$$
|M-a| \leq \sqrt{\log (A)},
$$

which ends the proof.
Remark 4.1.21. The proof of the previous lemma shows that if $a$ is the median of the random variable then no restrictions on $t$ is needed.

Proof of Proposition 4.1.19. Combining Lemma 4.1.20 with Lévy's lemma we get the desired inequality.

Corollary 4.1.22 (Lévy's lemma - local version). Let $f: S^{n-1} \rightarrow \mathbb{R}$ and $\Omega \subseteq S^{n-1}$ such that $\mathbb{P}(\Omega) \geq \frac{3}{4}$ and the restriction of $f$ on $\Omega$ is L-Lipschitz. Also, let $M_{f}$ be the median off. Then, for every $\epsilon>0$,

$$
\mathbb{P}\left(\left|f-M_{f}\right| \geq \epsilon\right) \leq \mathbb{P}\left(S^{n-1} \backslash \Omega\right)+2 \exp \left(-n \epsilon^{2} / 4 L^{2}\right)
$$

The proof of this fact is very similar to the one of Lévy's lemma and is based on it.

Proof. Let $f^{\prime}=\inf _{y \in \Omega} f(y)+L d(x, y)$. Then, $M$ is a central value of $f^{\prime}$. We split the set into its intersection with the sets $\left\{f \neq f^{\prime}\right\}$ and $\left\{f=f^{\prime}\right\}$ and apply Lévy's lemma in the version of Proposition 4.1.19 to get the desired inequality.

Lemma 4.1.23. Let $M_{n, s}(\mathbb{C})$ denote the set of $n \times s$ matrices. Consider the sphere $S_{H S} \subseteq M_{n, s}$ equipped with the Hilbert-Schmidt norm. Consider also the function

$$
g: M \in S_{\mathrm{HS}} \mapsto M^{*} M .
$$

Let $\Omega_{t}=\left\{M \in S_{\mathrm{HS}}:\|M\|_{\mathrm{op}} \leq t\right\}$. Then the restriction of $g$ onto $\Omega_{t}$ is $2 t$ Lipschitz.

Proof. Let $M, N \in \Omega_{t}$. Then

$$
\begin{aligned}
\left\|M M^{*}-N N^{*}\right\|_{\mathrm{HS}} & \left.\leq \| M\left(M^{*}-N^{*}\right)-(M-N) N\right)\left\|_{\mathrm{HS}} \leq\left(\|M\|_{\mathrm{op}}+\|N\|_{\mathrm{op}}\right)\right\| M-N \|_{\mathrm{HS}} \\
& \leq 2 t\|M-N\|_{\mathrm{op}} .
\end{aligned}
$$

Now we can present the main result of this paragraph.
Proposition 4.1.24. Let $s \geq n$ and let $K \subseteq D\left(\mathbb{C}^{n}\right)$ be a convex body with inradius $r$. Let $\rho$ be a random induced state with distribution $\mu_{n, s}$. Let $M$ be the median of $\left\|\rho-\frac{I}{n}\right\|_{K_{0}}$, where $K_{0}=K-\frac{I}{n}$. Then, for every $\epsilon>0$,

$$
\mathbb{P}\left(\left|\left|\rho-\frac{I}{n} \|_{K_{0}}-M\right| \geq \epsilon\right) \leq 2 \exp (-s)+2 \exp \left(-n^{2} s r^{2} \epsilon^{2} / 72\right) .\right.
$$

Proof. We have already proved in Lemma 3.2.9 that a random induced state has the same distribution as $\frac{\text { Wishart }(n, s)}{\operatorname{tr}(\mathrm{Wishart}(n, s))}$ or equivalently as a matrix $D D^{*}$ where $D$ is uniforlmy distributed on the Hilbert-Schmidt sphere of $M_{n, s}$.

So, consider the function $f: S_{H S} \rightarrow \mathbb{R}$ defined by

$$
f(A)=\left\|A A^{*}-\frac{I}{n}\right\|_{K_{0}} .
$$

Also, for every $t>0$, let $\Omega_{t}=\left\{A \in S_{\mathrm{HS}}:\|A\|_{\mathrm{op}} \leq t\right\}$.
The function $f$ is a composition with several properties:

- The map $A \mapsto\|A\|_{K_{0}}$ is by definition $1 / r$-Lipschitz with respect to the Hilbert-Schmidt norm. This fact is true since $\|A\|_{\text {HS }}^{-1} r(A-I / n) \in K_{0}$ for all $A \in S_{\mathrm{HS}}$.
- The function $A \mapsto A-I / n$ is an isometry for the Hilbert-Schmidt.
- The map $A \mapsto A A^{*}$ is $2 t$-Lipschitz with respect to the Hilbert-Schmidt norm in $\Omega_{t}$ (see Lemma 4.1.23).

From the facts above we obtain that the function $f$ is $2 t / r$ Lipschitz with respect to the Hilbert-Schmidt norm on $\Omega_{t}$.

So we can apply the local version of Lévy's (Lemma 4.1.22). For every $\epsilon>0$ we have that

$$
\mathbb{P}\left(\left|f-M_{f}\right| \geq \epsilon\right) \leq \mathbb{P}\left(S_{\mathrm{HS}} \backslash \Omega_{t}\right)+2 \exp \left(-n s r^{2} \epsilon^{2} / 8 t^{2}\right) .
$$

From the fact that $D$ is uniformly distributed on the sphere, the above probabilities can be equivalently expressed as

$$
\mathbb{P}\left(\left|f-M_{f}\right| \geq \epsilon\right)=\mathbb{P}\left(\left.| | A A^{*}-\frac{I}{n} \|_{K_{0}}-M \right\rvert\, \geq \epsilon\right)
$$

and

$$
\mathbb{P}\left(S_{\mathrm{HS}} \backslash \Omega_{t}\right)=\mathbb{P}\left(\|D\|_{\mathrm{op}} \geq t\right) .
$$

We can now complete the proof of the proposition, using Proposition 2.3.18 and Corollary 3.2.12 (the norm of the matrix can be treated as constant) which imply that

$$
\mathbb{P}\left(\|D\|_{\mathrm{op}} \geq \frac{1}{\sqrt{n}}+\frac{1+\epsilon}{\sqrt{s}}\right) \leq \exp \left(-n \epsilon^{2}\right)
$$

Choosing $\epsilon=\sqrt{t / n}$ we conclude the proof.
Remark 4.1.25. The previous argument for $t=1$ shows that the global Lipschitz constant is bounded by $1 / r$. Moreover by (4.1.1) we get that any two central values differ by at most $C / r \sqrt{n s}$.

### 4.2 Separability of random states

Assume now that we work in a bipartite Hilbert space, and for simplicity consider the case of $C^{d} \otimes C^{d}$ where both parties play a symmetric role. Throughout this section we write Sep for $\operatorname{Sep}\left(C^{d} \otimes C^{d}\right)$ and consider random induced states on $C^{d} \otimes C^{d}$ with distribution $\mu_{d^{2}, s}$.

### 4.2.1 Almost sure Entanglement for low-dimensional environment

In order to prove the main proposition of this subsection we need the following very important theorem.

Theorem 4.2.1. Let $H=\mathbb{C}^{d_{1}} \otimes \mathbb{C}^{d_{2}} \otimes \cdots \mathbb{C}^{d_{k}}$. Also let $n_{0}=\prod_{i=1}^{k} d_{i}-\sum_{i=1}^{k} d_{i}+$ $k-1$.
(i) If $m>n_{0}$ then any $m$-dimensional subspace of $H$ contains a (non-zero) product vector.
(ii) If $m \leq n_{0}$ then any m-dimensional subspace of $H$ contains no (non-zero) product vector.

Proof. We will prove the second part of the theorem (the first assertion can be proved via the projective dimension theorem from algebraic geometry; for proof see [20]).
For simplicity we will prove the theorem when $H=\mathbb{C}^{d} \times \mathbb{C}^{d}$ (so $m \leq$ $\left.n_{0}=(d-1)^{2}\right)$ ). The general case is similar. The theorem will be proven by probabilistic dimensional counting. First we give some definitions and prove some necessary lemmas.

Definition 4.2.2. We denote by $P\left(\mathbb{C}^{d}\right)$ the complex projective space of $\mathbb{C}^{d}$, i.e., the quotient of $S_{\mathbb{C}^{d}}$ under the identification of the elements $\phi, \psi \in S_{\mathbb{C}^{d}}$ if and only if

$$
\phi=\exp (i \partial) y, \partial \in \mathbb{R}
$$

We also equip $P\left(\mathbb{C}^{d}\right)$ with the following metric (called Fubini-Study metric, or Bures metric):

$$
d([y],[x])=\arccos |\langle y, x\rangle| .
$$

Moreover, if $H=\mathbb{C}^{d_{1}} \otimes \mathbb{C}^{d_{2}}$ we consider the Sagre variety of $H$

$$
\text { Seg }=\left\{\phi \otimes \psi, \phi \in S_{\mathbb{C}^{d_{1}}}, \psi \in S_{\mathbb{C}^{d_{2}}}\right\}
$$

One can show that Seg $\subseteq P\left(\mathbb{C}^{d_{1}} \otimes \mathbb{C}^{d_{2}}\right.$.
Definition 4.2.3. The space $\operatorname{Gr}(k, V)$ is the family of all $k$-dimensional subspaces of an $n$-dimensional vector space $V$. It is called the $k$-Grassmann manifold of $V$. Since the properties depend only on the dimension of $V$ we will work on the spaces $\operatorname{Gr}\left(k, \mathbb{R}^{n}\right)$ and $\operatorname{Gr}\left(k, \mathbb{C}^{n}\right)$.

Remark 4.2.4. Let $O(n)$ denote the space of $n \times n$ orthogonal matrices. Fix $0<k<n$ and consider the canonical action of $O(n)$ to $\operatorname{Gr}\left(k, \mathbb{R}^{n}\right)$. We note that the stabilizer sub-group of $O(n)$ that fixes $\mathbb{R}^{k}$ consists of block matrices of the form

$$
\left[\begin{array}{cc}
O_{1} & 0 \\
0 & O_{2}
\end{array}\right]
$$

where $O_{1} \in O(k)$ and $O_{2} \in O(n-k)$, and hence it can be identified with $O(k) \times O(n-k)$. Since the action of $O(n)$ on $\operatorname{Gr}\left(k, \mathbb{R}^{n}\right)$ is transitive, it follows that $\operatorname{Gr}\left(k, \mathbb{R}^{n}\right)$ is a homogeneous space for $O(n)$ and can be identified with the quotient space $O(n) / O(k) \times O(n-k)$.

Moreover similar results can be proven for $\operatorname{Gr}\left(k, \mathbb{C}^{n}\right)$ and the $n \times n$ unitary matrices, denoted by $U(n)$.

So each Grassmann manifold carries a natural probability measure which can be constructed as the push-forward of the Haar measure on $O(n)$ via the quotient map $O(n) \rightarrow O(n) / O(k) \times O(n-k)$, and likewise $U(n) \mapsto U(n) / U(k) \times U(n-k)$.

Definition 4.2.5. Let $K$ be a compact subset of a metric space ( $M, d$ ). We will say that a finite subset $N \subseteq K$ is an $\epsilon-$ net of $K$ if and only if for all $x \in K$ we have that $d(x, N)<\epsilon$. We will write $N(\epsilon, K)$ for the minimal cardinality of an $\epsilon$-net of $K$.

Proposition 4.2.6. Let $M \in \operatorname{Gr}\left(k, \mathbb{R}^{n}\right)$ or $M \in \operatorname{Gr}\left(k, \mathbb{C}^{n}\right)$ equipped with a metric generated by the Shatten $p$-norm for some $p \in[1, \infty]$. Then, for any $\epsilon \in(0, \operatorname{diam}(M)]$,

$$
\left(\frac{c \operatorname{diam}(M)}{\epsilon}\right)^{\operatorname{dim} M} \leq N(M, \epsilon) \leq\left(\frac{C \operatorname{diam}(M)}{\epsilon}\right)^{\operatorname{dim} M}
$$

for some constants $c, C>0$ independent of $n, k, p$ and $\epsilon$.
Proof. For a proof see [7, Theorem 5.11].
Now we can proceed with the proof of the theorem. We are going to work on $P(H)$ with the Bures metric. The ball with center $\psi$ and radius $\epsilon$ will be denoted by $B(\psi, \epsilon)$.

Let $F$ be a random $m$-dimensional sub-vector of $H$ with respect to the Haar measure on $\operatorname{Gr}(m, H)$. More concretely, from what was mentioned before, we may assume that $M=U\left(F_{0}\right)$ where $U$ is Haar-distributed on $U\left(d^{2}\right)$ and $F_{0}$ is some fixed $m$-dimensional subspace of $H$.

We are going to prove that the event $D=\{\operatorname{Seg} \cap F=\emptyset\}$ has probability 1 . Given $\epsilon>0$, by Proposition 4.2.6 let $M_{\epsilon}$ be an $\epsilon$-net inside the projective space $P\left(F_{0}\right)$ with $\operatorname{card}\left(M_{\epsilon}\right) \leq\left(C^{\prime} / \epsilon\right)^{2 m-2}$. Next let $N_{\epsilon}$ be an $\epsilon$-net inside $P(H)$ such that, again by Proposition 4.2.6, $\operatorname{card}\left(N_{\varepsilon}\right) \leq\left(C^{\prime} / 2 \epsilon\right)^{2 d-2}$. We can check that $N_{\epsilon}^{2}:=N_{\varepsilon} \otimes N_{\varepsilon}$ is an $2 \epsilon-$ net inside Seg. Therefore,

$$
\begin{aligned}
\mathbb{P}\left(D^{c}\right) & \leq \mathbb{P}\left(\cup_{\phi \in N_{e}^{2}} B(\phi, 2 \epsilon) \cap U\left(\cup_{\psi \in M_{\epsilon}} B(\psi, \epsilon)\right) \neq \emptyset\right) \\
& \leq \sum_{\phi \in N_{\varepsilon}^{2}, \psi \in M_{\epsilon}} \mathbb{P}(B(\phi, 2 \epsilon) \cap U(B(\psi, \epsilon) \neq \emptyset) \\
& \leq \sum_{\phi \in N_{\varepsilon}^{2}, \psi \in M_{\epsilon}} \mathbb{P}(d(\phi, U \psi)<3 \epsilon) .
\end{aligned}
$$

But the quantity $\mathbb{P}(d(\phi, U \psi)<3 \epsilon)$ does not depend on $\phi$ or $\psi$ and is bounded by $\left(C^{\prime \prime} \epsilon\right)^{d^{2}-2}$ (by the definition of $P(H)$; for a detailed proof see [7, Ex. 5.11]). It follows that

$$
\mathbb{P}\left(D^{c}\right) \leq\left(C^{\prime \prime} \epsilon\right)^{2 d^{2}-2} \operatorname{card}\left(N_{\epsilon}^{2}\right) \operatorname{card}\left(M_{\epsilon}\right) \leq C \epsilon^{2 d^{2}-2-(2 m-2)-2(2 d-2)} .
$$

So, provided that $m \leq(d-1)^{2}$, the last quantity tends to zero as $\epsilon \rightarrow 0$. This shows that the event $D^{c}$ has probability 0 and as a result $D$ has probability 1.

The next proposition is just a consequence of the previous theorem.
Proposition 4.2.7. Let $d$, $s$ be integers such that $s \leq(d-1)^{2}$. Then

$$
\mu_{d^{2}, s}(\mathrm{Sep})=0
$$

Proof. Let $S \subseteq \mathbb{C}^{d} \otimes \mathbb{C}^{d}$ be the range of $\rho$ (meaning the image of the corresponding matrix transformation). Obviously, $S$ is almost surely $s$ dimensional. In order for $\rho$ to be separable, $S$ must contain product vectors. But, by the previous theorem, this cannot be true. So,

$$
\mathbb{P}(\rho \text { is separable })=\mu_{d^{2}, s}(\text { Sep })=0
$$

### 4.2.2 The threshold theorem

In this subsection we can achieve the main goal of this chapter:
Consider a system of $N$ identical particles (e.g., $N$ qubits) in a random pure state. For some $k \leq N / 2$, let $A$ and $B$ be two subsystems, each consisting of $k$ particles. There exists a threshold function $k_{0}(N)$ which satisfies $k_{0}(N) \sim N$ as $N \rightarrow \infty$ and such that the following holds. If $k \leq k_{0}(N)$, then with high probability the two subsystems $A$ and $B$ share entanglement. Conversely, if $k>k_{0}(N)$, then with high probability the two subsystems $A$ and $B$ do not share entanglement.

In order to continue we need the following very important theorem.
Theorem 4.2.8. Let $\mathrm{s}_{0}(d)=w\left(\operatorname{Sep}\left(\mathbb{C}^{d} \otimes \mathbb{C}^{d}\right)^{\circ}\right)^{2}$ for some $d \in \mathbb{N}$.Then

$$
c d^{3} \leq s_{0}(d) \leq C d^{3} \log ^{2} d
$$

where C,c are absolute constants.
Proof. We will give a sketch of the proof. By Lemma 1.4.23 an equivalent way to express the desired inequality is the following:

$$
c d^{7 / 2} \leq \mathbb{E}\|G\|_{s_{0}} \leq C d^{7 / 2} \log d
$$

Here we consider the equivalence of Corollary 1.5.6, so we work on $\operatorname{Sep}\left(\mathbb{C}^{n}\right)$, where $n=d^{2}, S_{0}=\operatorname{Sep}\left(\mathbb{C}^{n}\right)-\frac{\mathbb{I}}{n}$ and $G$ is a $\operatorname{GUE}_{0}(n)$ matrix.

Now set

$$
S_{\mathrm{sym}}=S_{0} \cap\left(-S_{0}\right)
$$

Obviously, $S_{\text {sym }}$ is a symmetric convex body in $M_{n}^{\text {sa,0 }}$ containing 0 in its interior. Firstly note that

$$
\|G\|_{S_{0}} \leq\|G\|_{S_{\mathrm{sym}}}=\max \left\{\|G\|_{S_{0}},\|-G\|_{S_{0}}\right\} \leq\|G\|_{S_{0}}+\|-G\|_{S_{0}} .
$$

Since $-G \sim G$, we have

$$
\mathbb{E}\|G\|_{s_{0}} \leq \mathbb{E}\|G\|_{\mathrm{s}_{\mathrm{sym}}} \leq 2 \mathbb{E}\|G\|_{\mathrm{s}_{0}}
$$

which implies that we can work with $\|G\|_{S_{\text {sym }}}$ instead.
One may show that $w\left(S_{0}\right) \cong \operatorname{vrad}\left(S_{0}\right) \cong n^{-3 / 4}$, meaning that after multiplication with appropriate absolute constants these quantities are all comparable [21].

Now notice that the following chain of inequalities is true

$$
w\left(S_{\text {sym }}\right) \leq w\left(S_{0}\right) \cong \operatorname{vrad}\left(S_{0}\right) \leq 2^{-n} \operatorname{vrad}\left(S_{\text {sym }}\right) \leq w\left(S_{\text {sym }}\right)
$$

Here the first inequality comes from the fact that $S_{\text {sym }} \subseteq S_{0}$, the second one comes from Lemma 1.4.10 and the last one by Uryshon's inequality (Lemma 1.4.22).

So we conclude that

$$
w\left(S_{\mathrm{sym}}\right) \cong n^{-3 / 4}
$$

Using again Lemma 1.4.23 we get that

$$
\mathbb{E}\|G\|_{S_{\mathrm{sym}}^{\circ}} \cong n^{1 / 4} .
$$

Finally, we will show that, for some absolute constants $c, C$,

$$
\begin{equation*}
c n^{2} \leq \mathbb{E}\|G\|_{S_{\mathrm{sym}}} \mathbb{E}\|G\|_{S_{\mathrm{sym}}^{s}} \leq C n^{2} \log n \tag{4.2.1}
\end{equation*}
$$

which will end the proof.
Let $E \subseteq M_{n}^{s a, 0}$ be the subspace spanned by the operators $\sigma_{1} \otimes \sigma_{2}$, where $\sigma_{i} i=1,2$ are self-adjoint operators on $\mathbb{C}^{d}$. Let F be the orthogonal complement of $E$, i.e.

$$
F=\{\sigma \otimes \mathbb{I}, \operatorname{tr}(\sigma)=0\} \oplus\{\mathbb{I} \otimes \sigma, \operatorname{tr}(\sigma)=0\} .
$$

Note that $\operatorname{dim}(F)=2 n-2$.
By Lemma 1.4.28 we have that there exists a linear map $u: M_{n}^{\text {sa,0 }} \rightarrow M_{n}^{s a, 0}$ such that $u\left(S_{\text {sym }}\right)$ is in the $\ell$-position and has the form

$$
u=P_{E}+\mathbf{0} \oplus v,
$$

where $v: F \rightarrow F$ is a positive semi-definite operator.
By Lemma 1.4.28 and by the ideal property of the $\ell$-norm we get that

$$
\ell_{S_{\mathrm{sym}}}\left(P_{E}\right)=\ell_{S_{\mathrm{sym}}}\left(u P_{E}\right) \leq \ell_{\mathrm{S}_{\mathrm{sym}}}(u)
$$

and likewise for $\ell_{S_{s y m}^{s}}$.
Similarly, since $u^{-1}=P_{E}+\mathbf{0} \oplus v^{-1}$ we get that

$$
\ell_{S_{\mathrm{sym}}}\left(P_{E}\right) \ell_{S_{\mathrm{sym}}^{\mathrm{s}}}\left(P_{E}\right) \leq \ell_{S_{\mathrm{sym}}}(u) \ell_{\mathrm{s}_{\mathrm{sym}}^{\mathrm{o}}}\left(u^{-1}\right)
$$

Moreover, by Theorem 1.4.27 and by the ideal property of the $\ell$-norm we get

$$
\ell_{S_{\mathrm{sym}}}\left(P_{E}\right) \ell_{\mathrm{ssym}_{\mathrm{o}}}\left(P_{E}\right) \leq C n^{2} \log n,
$$

where C is an absolute constant.
Now note that for every $A \in S_{0}$ we have that

$$
A \geq-\frac{1}{n} I,
$$

which implies that, for every $A \in S_{\text {sym }}$,

$$
\|A\|_{\infty} \leq 1 / n
$$

and hence the outer radius of $S_{\text {sym }}$ is bounded by $1 / \sqrt{n}$.
Moreover, the inradius of $S_{\text {sym }}$ is bounded by the inradius of $S_{0}$ which (by [21]) is known to be equal to $(n(n-1))^{-1 / 2}$. So, by the properties of the $\ell$-norm and by Lemma 1.4 .23 we get

$$
\ell_{S_{\mathrm{sym}}}\left(P_{F}\right)=w_{G}\left(\left(S_{\mathrm{sym}} \cap F\right)^{\circ}\right) \leq n \sqrt{2 n-2} \leq C^{\prime} n,
$$

and likewise

$$
\ell_{S_{\mathrm{sym}}^{\mathrm{s}}}\left(P_{F}\right) \leq C^{\prime \prime}
$$

where $C^{\prime}$ and $C^{\prime \prime}$ are both absolute constants.
Finally, by the triangle inequality,

$$
w_{G}\left(S_{\mathrm{sym}}\right)=\ell_{S_{\mathrm{sym}}}(I) \leq \ell_{\mathrm{S}_{\mathrm{sym}}\left(P_{E}\right)}+\ell_{\mathrm{S}_{\mathrm{sym}}}\left(P_{F}\right),
$$

and similarly for $w_{G}\left(S_{\text {sym }}^{\circ}\right)$.
So, we get (4.2.1) which ends the proof.

We are now ready to present a threshold theorem.

Theorem 4.2.9. Consider the function $s_{0}(d)=w\left(\operatorname{Sep}\left(\mathbb{C}^{d} \otimes \mathbb{C}^{d}\right)^{\circ}\right)^{2}$, which satisfies

$$
c d^{3} \leq s_{0}(d) \leq C d^{3} \log d^{3}
$$

for some absolute constants C, c as proved in the previous theorem. Then, $s_{0}(d)$ is the threshold between separability and entanglement in the following sense.

If $\rho$ is a random state on $\mathbb{C}^{d} \otimes \mathbb{C}^{d}$ induced by the environment $\mathbb{C}^{s}$ then, for any $\epsilon>0$,
(i) If $s \leq(1-\epsilon) s_{0}(d)$ then we have

$$
\begin{equation*}
\mathbb{P}(\rho \text { is entangled }) \geq 1-2 \exp \left(-c(\epsilon) d^{3}\right) . \tag{4.2.2}
\end{equation*}
$$

(ii) If $s \geq(1+\epsilon)$ then we have

$$
\begin{equation*}
\mathbb{P}(\rho \text { is separable }) \geq 1-2 \exp (-c(\epsilon) s), \tag{4.2.3}
\end{equation*}
$$

where $c(\epsilon)$ is a constant depending only on $\epsilon$.
Proof. (ii) Let $\rho_{d^{2}, s}$ be a random induced state with distribution $\mu_{d^{2}, s}$. Denote

- $\operatorname{Sep}_{0}=\operatorname{Sep}-\frac{I}{d^{2}}$,
$\cdot f(\rho)=\left\|\rho-\frac{I}{d^{2}}\right\|_{\text {Sep }_{0}}$,
- $\mathbb{E}_{s, d}=\mathbb{E} f\left(\rho_{d^{2}, s}\right)$.

Now fix $\epsilon>0$ and let $s, d$ be such that $s \geq(1+\epsilon) s_{0}(d)$. Note that by the assumption on $s$ we have (if we consider a sequence of $s, d$ ) $d^{2}, s / d^{2} \rightarrow \infty$.

So, if $d$ is appropriately large enough, we can apply Proposition 4.1.13 (i) (in the version given in Remark 4.1.16) to get

$$
\mathbb{E}_{d, s} \leq C_{d^{2}, s}^{\prime} \frac{w\left(\operatorname{Sep}_{0}^{\circ}\right)}{\sqrt{s}} \leq \frac{C_{d^{2}, s}^{\prime}}{\sqrt{1+\epsilon}},
$$

where $C_{n, s}^{\prime}$ is very close to 1 .

Now let $M_{d, s}$ be the median of $f\left(\rho_{d, s}\right)$. We have already mentioned that the inradius of Sep is $O\left(d^{2}\right)$. So, from Proposition 4.1.24 we get

$$
\mathbb{P}\left(f\left(\rho_{d, s}\right) \geq \epsilon+M_{d, s}\right) \leq 2 \exp (-s)+2 \exp \left(-c s \epsilon^{2}\right)
$$

Moreover, since $E_{d, s}$ is a central value (see Remark 4.1.25) we get that there exists $h>0$ depending only on $\epsilon$ such that $M_{d, s}+h \leq 1$. Now the proof of (4.2.3) ends if one notices that, for any state $\rho$, $\rho$ is separable $\Longleftrightarrow \rho \in \operatorname{Sep} \Longleftrightarrow \rho-\frac{I}{d^{2}} \in \operatorname{Sep}_{0} \Longleftrightarrow \quad f(\rho) \leq 1$.

Note that for small values of $d$ we can adjust using an appropriate constant.
(i) The proof of (4.2.2) is similar with the proof of (ii) since Proposition 4.1.24 gives a similar bound for $\mathbb{P}\left(f\left(\rho_{d, s}\right)<M_{d, s}-h\right)$.
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[^0]:    ${ }^{1}$ If $j_{1}=1$ and $j_{t_{1}}=k$, then the pair of vertices $\left\{j_{j_{1}}, j_{j_{1}+1}\right\}=\left\{i_{1}, i_{2}\right\}$ may coincide with $\left\{i_{t}, i_{t_{t}+1}\right\}=\left\{i_{k}, i_{1}\right\}$, i.e., we might have $i_{k}=i_{2}$.

