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ΠΕΡΙΛΗΨΗ

Σύμφωνα με τον ΠαγκόσμιοΟργανισμό Υγείας, προσεγγιστικά 280 εκατομμύρια άνθρωποι
υποφέρουν από κατάθληψη [30] και πάνωαπό 700.000 αυτοκτονούν [30], ενώ η αυτοκτονία
είναι η τέταρτη σε αριθμό θυμάτων αιτία θανάτου εφήβων και νέων ανθρώπων [28]. Παρόλο
που η κατάθλιψη επιδέχεται θεραπεία, η πλειοψηφία των νοσούντων αρνείται να αποδεχτεί
ότι νοσεί και να ζητήσει ψυχιατρική βοήθεια, ειδικά στις αναπτυσσόμενες χώρες όπου
υπάρχει κοινωνικό στίγμα όσον αφορά τις ψυχικές ασθένειες.
Οι πλατφόρμες κοινωνικών δικτύων φιλοξενούν ανθρώπους από όλες τις δημογραφικές
ομάδες με διαφορετικά χαρακτηριστικά και έχουν ιδιαίτερη απήχηση στους νέους. Για
τους περισσότερους ανθρώπους τα κοινωνικά δίκτυα αποτελούν έναν ασφαλή χώρο όπου
μπορούν να εκφράσουν τις σκέψεις και τις ανησυχίες τους, ειδικά όταν τους παρέχεται
ανωνυμία. Πλατφόρμες όπως το Facebook και το Instagram έχουν δημιουργήσει επιλογή
αναφοράς δημοσίευσης όπου χρήστες μπορούν να αναφέρουν μια δημοσίευσηπου υπονοεί
αυτοκτονικές κινήσεις. Είναι υψίστης σημασίας αυτή η διαδικάσία να αυτοματοποιηθεί
ούτως ώστε να μην παραβλέπονται δημοσιεύσεις με τέτοιο περιεχόμενο και επιπλέον να
υπάρχει η δυνατότητα πρόβλεψης καταθλιπτικών τάσεων το νωρίτερο δυνατό. Σκοπός
αυτής της εργασίας είναι η πρόταση και δημιουργία ενός μοντέλου που θα εκπαιδεύεται σε
δημοσιεύσεις της πλατφόρμας κοινωνικών δικτύων Reddit και θα προβλέπει με αξιοπιστία
αν ένας χρήστης εμφανίζει σημάδια κατάθλιψης εξετάζοντας της δημοσιεύσεις του. Το
προτεινόμενο μοντέλο νευρωνικών δικτύων αποτελεί ένα υβριδικό μοντέλο που συνιστάται
από συνελικτικά και αναδρομικά δίκτυα, καθώς και από έναν μηχανισμό προσοχής για τη
μεγιστοποίηση της ακρίβειας των προβλέψεων.

ΘΕΜΑΤΙΚΗ ΠΕΡΙΟΧΗ: Νευρωνικά Δίκτυα

ΛΕΞΕΙΣ ΚΛΕΙΔΙΑ: τεχνητή νοημοσύνη, νευρωνικά δίκτυα, κοινωνικά δίκτυα,
εντοπισμός συναισθήματος, επεξεργασία φυσικής γλώσσας



ABSTRACT

According to World Health Organization records, approximately 280 million people suf-
fer from depression [30] and over 700.000 people die due to suicide [30] while suicide is
the fourth leading cause of death among adolescents and young people [28]. Whilst de-
pression is a treatable condition, most people refuse to accept that they are affected and
therefore seek psychiatric help, due to social stigma associated with mental disorders,
especially in middle-income countries.
Social media platforms host people of all kinds of demographic groups and characteristics
and they thrive on young people. For most people social media set a safe space where
they can share thoughts and concerns, especially when they are covered by anonymity.
Platforms like Facebook and Instagram have created report options for such cases where
users can report a post that implies suicidal actions. It is of high importance that this proce-
dure becomes automated, so that no users in need slip our attention and also depressive
tendencies can be predicted when it is still early. To resolve this problem, this thesis sug-
gests a NN model that is trained on Reddit users’ posts and can reliably predict if a user
shows depressive or suicidal signs by examining his posts. The suggested NN is a hybrid
model that combines CNN and Bi-LSTM networks and also uses an attention mechanism
to optimise predictions.

ΘΕΜΑΤΙΚΗ ΠΕΡΙΟΧΗ: Artificial Neural Networks

ΛΕΞΕΙΣ ΚΛΕΙΔΙΑ: artificial intelligence, neural networks, social media, emotion de-
tection, nlp
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PREFACE
This thesis is submitted as part of my Bachelor’s Degree in Computer Science at the De-
partment of Informatics and Telecommunications of the National and Kapodistrian Univer-
sity of Athens. The study lasted two academic semesters, where the first one was focused
on studying neural networks and also on research about similar NLP problems. The sec-
ond semester was devoted to the development of the necessary code that implements
the neural network, the actualization of multiple experiments, the production of the final
results and the writing of this thesis.



Εντοπισμός κινδύνου αυτοκτονίας στα κοινωνικά δίκτυα με χρήση νευρωνικών δικτύων

1. INTRODUCTION
Artificial intelligence (AI) has been in the spotlight of the technological world for the past few
years since it has introduced an entirely different operating method than classic computer
systems. A perfectly short definition to describe AI could be “Artificial intelligence leverages
computers and machines to mimic the problem-solving and decision-making capabilities
of the human mind” [42].
Machine Learning (ML) and Deep Learning (DL) are both considered to be sub-fields of AI
that are wrongfully used interchangeably, though they have important differences. As ML
we define the method according to which a machine is trained on stimuli (input), adapts
to the environment in which it is embedded and gains the ability to make decisions based
on experience.
On the other hand “Deep Learning is the use of large multi-layer (artificial) neural networks
that compute with continuous (real number) representations, a little like the hierarchically
organized neurons in human brains” [24]. To be precise, DL is a sub-field of ML.

Figure 1: AI vs ML vs DL [2]

AI has been widely applied to resolve numerous problems such as speech recognition,
computer vision and recommendation systems. In this thesis we will study the role of AI
in a natural language processing (NLP) problem.
Depression is a mental disorder that tortures numerous people and sometimes it can turn
out to be physically damaging or even lead to suicide attempts [43]. People, especially
adolescents, tend to express themselves more openly on social media, finding it easier to
share stressful thoughts and concerns. Since social media are widely used by the majority
of people, they offer a potentially great means through which people in need can be offered
the help they need. Under this perspective multiple platforms, such as Facebook, have

P.Ploumidi 11



Εντοπισμός κινδύνου αυτοκτονίας στα κοινωνικά δίκτυα με χρήση νευρωνικών δικτύων

already taken action in order to confront this problem [37] [3], but almost all the solutions
presented until recently wrongfully rely on the fact that the post indicating suicidal ideation
will be noticed by another user and will be reported, which may never happen. Of course
social media could never replace the role of a mental health specialist, but could serve as
a useful tool for the recognition of the problem by the person in need.
The purpose of this thesis is to build a NN model trained on social media posts that will
be able to reliably predict if a post implies suicide ideation without the need of human
interference. In Chapter 2, the background required for the rest of the thesis is presented in
order to make sure that the basic components of neural networks used in the development
of this project are well understood.

P.Ploumidi 12



Εντοπισμός κινδύνου αυτοκτονίας στα κοινωνικά δίκτυα με χρήση νευρωνικών δικτύων

2. BACKGROUND
2.1 Neural Networks
Neural networks have been for the spotlight in the past few decades and the reason why
is because they simulate the function of the human brain which computes in an entirely
different way from a digital computer, being able to recognize patterns. It is estimated that
the human brain has 100 billion neurons that are connected with 1015 links. Similarly to the
brain, an artificial neural network (ANN) is composed by artificial neurons and connections
between them. If we consider of a neural network as a graph, we can imagine neurons
as nodes and connections as edges. Each node represents a processing unit and the
connections between them represent the relationship between the processing units. In
order to understand better the structure of an ANN it is useful to introduce the elementary
component of every ANN, the artificial neuron.

2.1.1 Artificial Neuron
The artificial neuron as a basic unit of every ANN consists of four elements, as shown in
the figure below:

Figure 2: Artificial Neuron Model [2]

1. A set of connecting to the adder links from different inputs xi, each of them is accom-
panied by a weight wki, where k refers to the number of the neuron in question and i
refers to the input the weight refers to. The weights’ values can be both positive and
negative.

2. The bias, bk, which can be considered as analogous to the role of a constant in a
linear function. Its purpose is to shift the activation function, which we will explain
later, by adding a constant.

3. An adder that computes the sum of weighted inputs. If we think of bias as bk = wk0

and a default input x0 = 1, then the result of the adder will be vk =
∑m

i=0 xiwki

4. An activation function that decides whether the neuron should be activated or not.
This decision is considered as the output yk of the neuron. Tomake it easier to under-
stand, it should be explained that the concept of the activation function was inspired
by activities that happen inside our brain where different neurons get activated by

P.Ploumidi 13



Εντοπισμός κινδύνου αυτοκτονίας στα κοινωνικά δίκτυα με χρήση νευρωνικών δικτύων

different stimulus. For example, if we taste something delicious, certain neurons will
be fired in order to help us sense the taste.

The most commonly used activation functions are presented in the table below.

Figure 3: Common Activation Functions [2]

2.1.2 Learning Process
The major advantage of the neural networks is that, in contrast to a classical information-
processing system, no mathematical model needs to be formulated in order to build the
system. An ANN learns by observing the environment in which it is embedded and by
processing real life data. Depending on the information it receives, it constantly adjusts its
weights in order to achieve a greater knowledge of the environment through time. Thus,
the learning process is a task of primary significance. In order to better understand the
process, let’s consider the neuron of the Figure 1. Neuron k has an input vector X(n),

P.Ploumidi 14
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where n denotes the time step of the iterative process of adjusting the weights xki.For
each input X(n) the neuron produces yk(n) as output:

yk = f(
m∑
i=1

xiwki) (1)

Similarly, each data sample for ANN training consists of an input vector X(n) and the
desired output d(n):

Sample Inputs Output
k xk1, xk2, ..., xkm dk

By comparing the output value yk(n) to the desired value dk(n) in each time step, an error
ek(n) is produced where, by definition, is:

ek(n) = dk(n)− yk(n) (2)

Using this error ek(n) we can calculate the Cost Function E(n) which is used to quantify
how wrong the output of the neural network is. Usually, the MSE (Mean Square Error)
function is used which can be expressed in terms of ek(n) as:

E(n) =
1
2
ek2(n) (3)

This error can be used as a control mechanism during the learning process in order to
adjust the weights of the ANN properly. The goal is to change the weights in a way that
the E(n) reaches its minimum value. This means that our goal is to achieve minimum
difference between the predicted and the desired output values. The learning process
based on the minimization of the cost function is known as error-correction learning.
The minimization of the E(n) leads to the delta rule, who is being used to define the weight
adjustment of the neuron k:

Δwki(n) = α · ek(n) · f′(vk(n)) · xi(n) (4)

where wki(n) is the weight of neuron k with input xi(n) at timestamp n, f′(vk(n)) is the
derivative of the activation function applied on the vk(n), which is equal to

∑m
i=0 xi(n)wki(n),

and α is the learning rate that defines the speed of convergence. The learning rate should
be carefully selected as it is one of the factors that affect the stability of the learning process
of our model. Knowing the result of the delta rule, we can now update the weight value of
the neuron according to the following relation

xki(n+ 1) = wki(n) + Δwki(n) (5)

which means that the new weight value is the old value corrected by Δwki(n). This process
continues to repeat itself as long as the stopping criteria are not satisfied. Stopping criteria

P.Ploumidi 15
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is a parameter or a set of parameters that define the end of the iterative process, such as
maximum number of iterations or a threshold on the error of the output.

2.1.3 Multi-Layered Perceptrons (MLP)
Until now, we have only examined models that consist of a single neuron. Nontheless,
ANN models usually consist of tens or even thousands of neurons organized in layers.
The most popular type of ANNs is the multilayer feedforward networks, usually referred
as multilayer perceptrons (MLPs). As shown in the figure below, the typical architecture of
an MLP consists of an input layer, multiple hidden layers and an output layer. Moreover,
the network is fully connected, which means that each node in the network is connected to
all the nodes in the previous layer. In such architectures the input propagates through the
network from layer to layer ending up producing an output. In this scenario where there
are multiple neurons with multiple input samples, the procedure we follow to adjust the
weights during the learning process is going to be a little bit different.

Figure 4: Multilayer model architecture [2]

As mentioned before, the error between the desired output and the actual output of the
neuron j of our model is calculated as

ej(n) = dj(n)− yj(n) (6)

As we did before, we are going to use the MSE function to quantify the error of the network,
but this time we should have in mind that we have to do with multiple neurons. Thus, the
wanted relation becomes

E(n) =
1
2
∑
j∈C

e2j (n) (7)

whereC is the set that includes all the neurons of the output layer. We only use the neurons
of the last layer because they are the only “visible” ones and the ones for which the error
can be calculated directly. To explain this further, the relation above expresses the error of
the entire network by adding the error values over all the neurons of the output layer. Now,
assuming that there are N input samples, the average squared error is the normalized

P.Ploumidi 16
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sum of E(n) over all n with respect to size N

Eav =
1
N

N∑
n=1

E(n) (8)

TheEav function describes all the free parameters of themodel and is calledCost Function.
Similarly to before, the goal of the learning process is to minimize the Cost Function. This
means that the goal is to find these weights for which the predicted values of our model
are the closest possible to the desired ones.

2.1.4 Gradient Descent
Gradient descent is a mechanism that leads to the minimization of any function at any
dimension. Examining it carefully, we can see that the cost function is of type Y = X2,
which means that its graphic representation forms a parabola, as shown in the figure
below.

Figure 5: Parabola Graphic Representation [41]

When in two-dimensional space, the minimum of the function is pretty easy to find, but
in higher dimensions it may become difficult, especially when local minima and plateaus
are involved in the graph of the function. For cases like that, it is necessary to apply the
gradient descent method.
Imagine being at a random point of the graph and searching for the minimum which you
cannot see. There are two things that need to be decided in order to reach the minimum.
First, we need to decide which direction to follow on the graph, upwards or downwards.
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Second, we need to decide how fast we want to get there. It could be assumed that the
faster we get to the minimum, the faster the learning process will terminate, the better our
model is, but if it is examined closely this is not true. If we decide to go fast searching for
the minimum, we may surpass it and lose it, so it is crucial to strike a balance between
speed and accuracy, but it will be analysed more extensively later.
Now lets focus on the gradient descent. Gradient descent is an algorithm that helps us
make these decisions referred above with the use of derivatives. Using derivatives we
can calculate the tangent of the graph on a specific point. The direction of the tangent
will show us the direction to which we should move. As we approach the minimum point,
the tangent becomes less steep and that is an indication that smaller steps are needed to
reach the minimum. At this point, it should be reminded that the function whose minimum
we want to find is the Cost Function. At each iteration of the learning process (epoch)
small changes occur on a sample-by-sample basis on the weight values in order to find
these values for which the cost function gets its minimum value. Let’s denote this weight
value change on output neuron j with input sample i at iteration n as Δwji(n). Since the
weights change for every input sample, we may use the E(n) function, which is a function
of weights w.

E(n) =
1
2
∑
j∈C

e2j (n) (9)

The change Δwji(n) is proportional to the partial derivative ∂E(n)
∂wji(n)

. Applying the chain rule,
we get

∂E(n)
∂wji(n)

=
∂E(n)
∂ej(n)

· ∂ej(n)
∂yj(n)

· ∂yj(n)
∂vj(n)

· ∂vj(n)
∂wji(n)

= −ej(n) · f′(vj(n)) · xi(n) (10)

where, as mentioned earlier in this chapter, vj(n) =
∑m

i=1wji(n)xi(n) and yj(n) = f(vj(n)).
The minus sign in the equation above is used to indicate the direction towards which we
should move to update the weights so as to reduce the value E(n). By the delta rule, the
change applied to the weight wji(n) is

Δwji(n) = α · ej(n) · f′(vj(n)) · xi(n) (11)

where again α is the learning rate. If we assume that δj(n) = ej(n) · f′(vj(n)), then

Δwji(n) = α · δj(n) · xi(n) (12)

This value δj(n) is known as the local gradient. Finally, the new weight value is

wji(n+ 1) = wji(n) + Δwji(n) (13)

The minimum is found when convergence is achieved.
There are three types of gradient descent that differ in the amount of data they use. Previ-
ously, we examined the Stochastic Gradient Descent (SGD) where the weights are being
updated after each input sample, which leads to computational expensiveness. By con-
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trast, there is the Batch Gradient Descent that calculates the error for each sample but
updates the weights after all samples have been processed. The advantages of the Bach
Gradient Descent are its computational efficiency and the stability it provides to the error
of the gradient descent and its convergence. The third method is the Mini-Batch Gradient
Descend which is a combination of the other two methods. This method splits the dataset
into small batches and updates the weights for each one of them. The Mini-Batch Gradient
Descent is the most commonly used method among the three of them.

2.1.5 Backpropagation Algorithm
Now that we are familiar with the concept of gradient descent, let’s return to the MLPs
in order to better understand the connection between these two. The MLPs have been
used extensively to solve a number of problems in a supervised manner using the popular
backpropagation algorithm.
The backpropagation algorithm consist of two phases, a forward pass and a backward
pass. During the forward pass, all the weights of the network are fixed and initialized in
random values. Then, an input sample is applied to the input nodes of the network and
then it propagates through the network layer by layer. Finally, an output is produced at the
output nodes of the model.
On the other hand, during the backward pass the weight values are being updated and
adjusted according to the delta rule in order to minimize the error of the output for the given
input sample. The delta rule applied during the backward pass is the same rule as the one
referred in gradient descent method. The problem that occurs is that when applying the
gradient descent method previously, only the output nodes were taken into consideration,
but now we need to adjust all the weight values of the network, including the ones in the
hidden layers that are not directly accessible as they too affect the output of the model.
To resolve this problem we will consider of two different ways of computing the Δwji(n),
depending on the position of the neuron j inside the network.
If the neuron j is located in the output layer of the network, then all previous relations pre-
sented above are valid without any alteration. But if the neuron j belongs to a hidden layer,
then the sum of all the local gradients of the next layer must be calculated and included
in the calculation of the local gradient value for neuron j as the product of the derivative
of the activation function f′(vj(n)) of neuron j and the weighted sum of all local gradients
of the neurons of the next layer that are connected to neuron j. Thus, the redefined local
gradient becomes

δj(n) = f′(vj(n)) ·
∑
k
δk(n)wki(n), k ∈ D (14)

where D is the set of neurons of the next layer (hidden or output), which are connected to
the neuron j.
Since we go backwards, when it is time to calculate the local derivative of neuron j, the
local derivatives of all the neurons k of the next layer have already been calculated. In this
manner, all the weights are updated recursively. An iteration of the algorithm is completed
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when all weights of the network have been updated once for each input sample. Usually,
it is necessary that many iterations should be applied with the same set of input samples
in order to sufficiently minimize the cost function and stop the algorithm.

2.1.6 Learning Rate
As mentioned before, the learning rate is a hyper-parameter whose choice is of great
importance. If we choose to proceed with large steps, we may achieve a faster conver-
gence but there is a high risk of overshooting the minima as it bounces back and forth.
On the opposite, if the learning rate is small enough, more time will be needed to achieve
convergence. This problem is graphically represented in the figure below. Usually a fixed
learning rate is used in gradient descent that varies from 10−6 to 1. Otherwise, a large
learning rate can be chosen at the beginning of the learning process and then gradually
reduce it linearly during training.

Figure 6: Large learning rate on the left and small on the right [32]

A simple method to avoid the risks of the learning rate is the insertion of a momentum
term in the delta rule

Δwji(n) = α · δj(n) · xi(n) + a · Δwji(n− 1) (15)

where a is a constant, usually in range [0,1], and Δwji(n−1) is the adjustment of the specific
weight for a previous input sample. Adding a momentum guarantees that there is no big
deviation between consecutive adjustments on the same weight value and smooths the
weight updating process. Further, it also offers the advantage of preventing the learning
process from terminating in a local minimum rather than the minimum of the cost function.

2.2 Convolutional Neural Networks
Convolutional Neural Networks (CNNs) were first introduced by LeCun in 1989 and have
played a very important role in the history of neural networks, having given solution to
a big number of problems such as image classification and feature extraction. They are
specialized in processing data in the form of multidimensional arrays, 1D for signals, 2D
for images and 3D for videos and volumetric data, like 3D medical scans. There are four
elements that differentiate CNNs from traditional ANNs and make them successful and
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efficient: (1) local connections, (2) shared weights,(3) pooling and (4) the use of many
layers.In the pages that follow these four elements will be further explained so that the
concept of CNNs can be better understood.
In traditional ANNs, if we want to analyse a series of data to make some predictions, the
simplest way to do so is to connect all data to a fully connected layer. This means that there
is a bunch of different neurons and every input connects to every neuron. On the other
hand, CNNs offer a more sophisticated approach that is based on local connectivity and
sparse connections. For example, in the case of a 1000x1000 pixels image, in a traditional
ANN of two layers all these pixels would be connected to all the neurons of the next layer
producing 106 · 106 = 1012 connections, given that the two layers have the same number
of nodes. In the case of a CNN, only local segments of the image would be connected
with the next layer producing this way a much smaller total number of connections in the
network. Specifically, in the figure below, the reduction of the number of connections is
demonstrated when local connectivity is used. In the case of 5 input nodes and 5 neurons,
global connectivity produces 25 connections when local connectivity produces only 13.

Figure 7: Number of connections with global connectivity (left) and with local connectivity (right)
[2]

Another very important characteristic of CNNs that makes them so efficient is the param-
eter sharing. In traditional ANNs each neuron was assigned a weight value, meaning that
there were as many parameters as the number of neurons in the network. What is different
with CNNs is that, instead of neurons, we focus on groups of parallel neurons that all get
the same input and compute different features. For example, in a group of three neurons
(Figure 7), one neuron may detect horizontal edges, another vertical edges and another
might detect the contrast between colors.

Inside a group, each neuron is assigned a weight and identical groups have identical
weight values on their neurons. As a consequence, a CNN using identical groups of three
neurons may have thousands of neurons but only three weight parameters. Thus, the
number of parameters inside the network is significantly reduced. For example, in the fig-
ure below we can see that instead of 13 parameters with global connectivity, only 3 are
necessary when applying local connectivity.

Local connectivity and parameter sharing are the basis of convolution kernels. Convolu-
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Figure 8: Group of three neurons [27]

Figure 9: Parameter sharing [2]
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tion kernels are small local matrices that are slid across the input matrix, for example an
image, and multiplied with the input in order to extract specific features. There are kernels
created to detect horizontal and vertical lines, corners and shapes as higher-level features
of the image.

Figure 10: Edge detection kernel [2]

Furthermore, CNNs often use interweaved pooling layers so as to additionally modify the
output of the previous convolution layer. The advantage of pooling layers is that, when
applied, the model is focused on the presence of a feature rather than its exact position.
For example, when trying to detect a face on an image we do not care about the exact
pixel-perfect accuracy position of the eyes as long as we know that there is one eye on
the left side of the face and one on the right side. The most popular pooling procedure
is called max-pooling. In max pooling, the pooling layer outputs the maximum activation
function in a specified input region so we know that a feature was present in a region of
the previous layer, but not its exact position.
Finally, the last advantage of CNNs is their ability to perform well when multiple convo-
lution layers are used. CNNs are composable, meaning that the output of one layer can
become the input of the next one. With each layer the model can detect higher-level and
more abstract features. All these abilities of CNNs are what made them so successful in
image analysis related problems, recognition problems and natural language processing.

2.3 Recurrent Neural Networks
2.3.1 RNN Architecture
Recurrent neural networks (RNNs) is the topmost method to process sequential data due
to their ability to allow information to persist. In our every day life we are called to make
decisions based on previous sequential information. While watching a movie we can pre-
dict its ending because our understanding of the plot depends on the part of the movie
we have seen so far. When a new scene begins we do not forget everything we have
seen before and keep watching the movie as this scene is the first one. This is something
traditional neural networks cannot do, but RNNs can because of the loops that allow them
to have memory of things of the past. This is the main reason why RNNs have been effec-
tively applied in many problems such as speech recognition, sentiment classification and
machine translation.
Apart from their ability to remember, what differentiates RNNs from MLPs is the fact that
RNNs share parameters. To better understand this, let’s examine the architecture of an
RNN.
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Figure 11: RNN Architecture [38]

In the figure above (figure 10), on the left side we see the shorthand notation of an RNN
and on the right side we see its expanded version. The green blocks in the picture are
called hidden states and the blue circles inside are called hidden units. The number of the
hidden units inside a state is defined by a parameter d. Imagine that each green block acts
as an activation function of the blue circles. xi is the input vector to the node in the form of
numerical values on timestep i and yi is the prediction of the hidden state on the current
timestep. hi is the notation for the output of each hidden state after the activation func-
tion has been applied on the hidden units. What happens inside the RNN is that at each
timestep i the output of the previous timestep i− 1 becomes its input creating a feedback
loop. In this way the model takes into consideration information from the past to compute
the output of the present iteration. MatricesWx,Wy,Wh are the weights of the RNN which,
as mentioned before, are shared. This means that the weights remain the same during all
timesteps.
Now let’s focus on the equations applied during an RNN calculation. There are three im-
portant equations that explain the whole process:

at = WHhi−1 +WxXt (16)

ht = tanh(at) (17)

yt = softmax(WYht) (18)

First of all, in order to compute the hidden units, we need the weighted output of the
previous hidden state ht−1 added to the weighted input xt. As we explained above, the
hidden state acts as an activation function on the hidden units, thus the output of the
hidden state is the result of tanh applied on at. The prediction made is the result of the
softmax function applied on the weighted output of the state.
The problem that occurs when using RNNs is the vanishing gradient. But, what exactly
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causes that problem? For example, if we were given the sentence “the cute dog, which
was playing with the cat, was a golden retriever” and had to predict the words “golden”
and “retriever”, we would have to take into account the words “cute” and “dog” that are
words which describe the golden retriever. The problem is that the words “cute” and “dog”
are far from the words “golden” and “retriever” inside the sentence.
Similarly to MLPs, RNNs use backpropagation to update their weights by applying the
chain rule. The longer the sentence is, the longer the chain rule becomes, since we need
to compute the derivatives from the words we want to predict all the way back to the start of
the sentence recurrently. As the chain rule becomes longer, it approaches zero (vanishing)
since it is formed by the product of the derivatives of the activation function tanh, which
maps input values between -1 and 1, causing the magnitude of these derivatives to be
less than 1. Thus, the longer the chain rule, the less impact the first words of the sentence
have on the prediction of the last words. This means that, though in theory RNNs can learn
long term dependencies if the are given the right parameters, in practice they are not able
to do so. At this point, LSTMs come to the foreground to resolve this problem.

2.3.2 LSTM Networks
LSTM is a type of RNNs that overcomes the problem of the vanishing gradient. Learning
long term dependencies is not something LSTMs struggle to do. Actually, it is their default
behavior. LSTMs have a similar architecture to the typical RNNs, but instead of simple
RNNs, LSTMs are composed out of four neural network layers that interact in order to
manage to remember past information (Figure 11).

Figure 12: LSTM Architecture [40]

As we see in the figure above (figure 11), the LSTM consists of two very important ele-
ments, the cell state and the gates. The cell state is the horizontal line that runs through
the top of the diagram. The information flows along the cell state and the gates intervene
to alter it, by removing and adding information. The gates, depicted as the yellow rectan-
gles in the diagram, are structures that regulate the information going in and out of the cell
state. They are composed out of a sigmoid neural network and a pointwise multiplication.
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The output of the sigmoid NN is a number between 0 and 1 that defines the amount of
information that will go in or out of the cell state.
There are four gates and each one of them plays a very important role in altering the infor-
mation that flows along the cell state. First of all, the forget gate is responsible for deciding
which information is to be removed from the cell state. It takes the output of the previous
timestep ht−1 and the current input xt as input and outputs a vector of numbers between 0
and 1 that has the size of the cell state of the previous timestep Ct−1. In the equation be-
low,Wf is the weight matrix, σ symbolizes the sigmoid activation function and bf is the bias.

fi = σ(Wf[ht−1, xt] + bf) (19)

After removing from the cell state what needs to be forgotten, it is time to decide the
information we want to add to the cell state. Similar to the procedure followed to forget
something, the input gate first selects the information to be added and its amount:

it = σ(Wi[ht−1, xt] + bi) (20)

Then, a vector of new candidate values C′
t is created by applying a tanh layer:

C′
t = tanh(Wc[ht−1, xt] + bc) (21)

Then, having decided and calculated the information that will go in and out of the cell, it is
time to update the cell state by multiplying the old cell state by the result of the forget gate
and the candidate values vector by the result of the input gate:

Ct = ft ∗ Ct−1 + it ∗ C′
t (22)

Finally, we need to decide the output, which will be a filtered version of the cell state:

ot = σ(Wo[ht−1, xt] + bo) (23)

ht = ot ∗ tanh(Ct) (24)

As before, the ot plays the role of the filter and the tanh is applied to push the values
between -1 and 1.

2.3.3 Bi-LSTM Networks
As explained above, LSTM networks have the ability to keep information from the past
in order to make predictions based on the context. The constraint that exists is that it is
sometimes difficult to make predictions based exclusively on past information. To further
explain this, think of the following example:

“Numerous stars exist in the universe.”
“Numerous stars where photographed on the red carpet for the Oscars ceremony.”
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In this case, it is difficult for a NN to understand the meaning of the word “stars” using
only information from the past since the meaning is formed according to the context that
follows. This problem can be resolved with the application of bi-LSTM neural networks.
Bi-LSTM is a NN that operates as a combination of two LSTMs, one processing the input
from the beginning to the end and the other processing the input in reverse order (Image
12). Thus, bi-LSTMs have the ability to preserve information from both the past and the
future at any time. In this way, each word is better understood as its meaning is a result of
past and future information and the NN is aware of the full context of the sentence before
making any predictions.

Figure 13: Bi-LSTM Architecture [25]

Due to their ability to have full supervision on information from both the past and the future,
bi-LSTMs have been of great importance to the solution of various Natural Language
Processing (NLP) problems achieving better results than traditional LSTMs.

2.4 Attention Mechanism
When describing an object, our brains focus on different aspects of the object. Firstly we
describe the shape, then the material, the color, the usage etc. Each time we pay attention
on one property of the object ignoring all the others. To simulate this function of the human
brain, Neural Networks use an Attention Mechanism. The attention mechanism helps the
NN to focus only on the part of the input that is relevant to the word to be predicted. Hence,
the NN ignores irrelevant details and makes predictions according to information that is
directly related to the word that is going to be predicted. For example, in figure 13 we
can see the connections between the words and the context used for translation. In this
case, the translation of the word the needs the words European, Economic and Area to
determine the gender of the french article but nothing more than that, so the focus is only
on these four words.

Bahdanau et al [5] introduced the concept of attention in the context of an encoder-decoder
model. In the traditional model, the encoder reads the input as a sequence of vectors
x = (x1, ..., xTx) and transforms it into a vector c. This transformation is usually an RNN
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Figure 14: Application of the Attention Mechanism [9]

with a hidden state ht = f(xt, ht−1) and a vector generated from the sequence of the hidden
states c = q(h1, ..., hTx), where f and q are non-linear functions. The decoder is trained
to predict the next word yt′ given the context c and all the previously predicted words
y1, ...yt′−1. The difference Bahdanau introduced is that now the decoder will be given a
different context for each word to be predicted and not a general one as in the traditional
model. The new context vector ci depends on a sequence of annotations (h1, ..., hTx) that
occur as result of the encoder. Each annotation contains information about the whole
sentence but has a strong focus on words surrounding the word to be predicted. This
means that the words on which the most attention is payed are the words that will affect
the prediction the most. When trying to predict the i-th word yi of a sentence, the context
vector ci is computed as the weighted sum of the annotations hi:

ci =
Tx∑
j=1

aijhj (25)

In the equation above, aij is the weight of each annotation computed as:

aij =
exp(eij)∑Tx

k=1 exp(eik)
(26)

where
eij = a(si−1, hj) (27)

is an alignment model that scores how well the inputs around position j match the output
at position i. Here, si−1 symbolizes the RNN hidden state.
The attention mechanism acts as a feedforward NN that can be trained along all the other
components of our model. Moreover, when applying the attention mechanism, we relieve
the encoder from the burden to fit all the information of the input into a fixed-size vec-
tor. With this approach, the information is distributed along the annotations and can be
retrieved from the decoder selectively.
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3. RELATED WORK
3.1 Natural Language Processing
Natural Language Processing (NLP) describes a problem category concerning the way
the machine understands and processes the human speech. Every day, we are in touch
with numerous applications of NLP problems without even acknowledging it, with the most
famous example being Siri assistant. Though we gave a definition of the NLP problem, it
is quite generalized and remains vague. To better understand the concept of the NLP, we
are going to analyse some specific tasks a computer is called to perform that are directly
related to the NLP and we are familiar with.
Speech recognition is the task of reliably understanding human speech and also convert-
ing it into text. This may sound an easy task for a machine to perform, writing down what it
hears, but it is actually pretty challenging to achieve since people usually talk more freely
than they write, skipping syllables, concatenating words, using local accents and ignor-
ing grammar rules. Moreover, the machine is called to understand first the sayings of the
speaker in order to capture the essence of the sentence properly before converting it to
text. Speech recognition is applied very successfully in spam detection, which is the pro-
cess of classifying emails to spam and non-spam. This is achieved by scanning each email
for bad grammar, misspelled words and threatening content. Spam detection is a problem
that is considered to be mostly solved. Speech recognition is also used in every applica-
tion that includes voice commands, like chatboxes, Apple’s Siri and Amazon’s Alexa.
Apart from speech recognition, virtual assistants like Siri and Alexa use another applica-
tion of NLP problems, natural language generation, in order to answer to the commands
or questions of the user. Natural language generation is the opposite procedure of speech
recognition, where the machine is called to recreate human speech in order to communi-
cate structured information. Both these problems referred above are applied in machine
translation too,a technology we all have used at least once.
Another interesting NLP problem is sentiment analysis where there is an attempt to ex-
tract the emotions (positive, negative, neutral) of a person towards something from their
voice or from text. An application of this problem is social media sentiment analysis where
users’ posts can be analysed in order to extract people’s emotions about everything: prod-
ucts, ideas, news etc. In such manner, companies can detect the feelings of consumers
towards their products and generally the mass’ sentiments towards a subject can be mon-
itored.
Similar to sentiment analysis, but with distinguishing differences, is emotion detection.
The two problems might seem identical but they are not. The main difference is that senti-
ment analysis is focused on the classification of the input into positive, negative or neutral
feelings, while the goal of emotion detection is to identify distinct human emotions like
happiness, anger, anxiety, depression. It sounds fascinating that a computer might have
the ability to understand our emotional state at the same time some people are lacking
this, but the applications of this technology are even more interesting. In this thesis there
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will be an attempt to use emotion detection in order to classify social media users to those
who show suicidal ideation and to those who do not. An application of science like this
could be beneficial to the society since people with mental disorders could get the help
they need at an early stage.

3.2 Depression and Suicide Risk on Social Media
According to World Health Organization records, approximately 280 million people suf-
fer from depression [30]. When depression appears as a chronic disease it can change
the affected person’s life, completely lowering their standard of living, leading people to
self-harm and, in worst cases, to suicide. It is estimated that over 700.000 people die due
to suicide [30] while suicide is the forth leading cause of death among adolescents and
young people [28]. Financial instability, fast pace of life and the recent pandemic outburst
only seem to increase the percentages of depressive people.
Whilst depression is a treatable condition, most people (more than 75%) refuse to accept
that they are affected and seek psychiatric help, due to social stigma associated with men-
tal disorders, especially in middle-income countries. Social media platforms host people
of all kinds of demographic groups and characteristics and they thrive on young people.
For most people social media set a safe space where they can share thoughts and con-
cerns, especially when they are under the cover of anonymity. On social media and behind
anonymity, users can speak their minds and express their emotions unfiltered.
Platforms like Facebook and Instagram have created report options for such cases, where
users can report a post that implies suicidal actions [37]. However, nobody can guarantee
that this post will come to other users’ attention or that the latter will notice that the poster
is in danger. This reports mechanism is suitable for cases of very advanced depression
where the subjects harm themselves or express suicidal thoughts. To successfully face
depressive episodes it is necessary to be offered help at an early stage. For these rea-
sons, it is of high importance that this procedure becomes automated, so that no users in
need slip our attention, and any depressive tendencies of a user to be predicted when it
is still early. To resolve this problem, this thesis suggests a NN model that is trained on
Reddit users’ posts and can reliably predict if a user shows depressive or suicidal signs
by examining his/her posts.

3.3 Other Approaches
Many models and methods have been proposed in order to resolve this or similar prob-
lems. Starting with a simple machine learning application, Mandar Deshpande and Vig-
nesh Rao [11] chose to apply emotional artificial intelligence in order to recognize depres-
sion signs in textual tweets. Building a binary classifier, they tested the performance of
classic machine learning methods (SVM and Multinomial Naïve Bayes) in an NLP prob-
lem. The results showed that Naïve Bayes outperformed SVM with 83% accuracy versus
79% on SVM.
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Apart from classic machine learning methods, neural networks were widely applied in NLP
problems like this in multiple combinations of layers. With the application of the simplest
neural network model, using contextualized word embeddings (pre-trained ELMo) and a
backpropagation algorithm, Yaakov Ophir et al [20] created two different models of fully
connected layers; a single task model (STM) to predict suicide risk from Facebook posts
directly and a multi task model (MTM) that took under consideration theory-driven risk fac-
tors for suicide and participants’ psychiatric and personal data.
Taking it one step further, in the paper of Jingcheng Du et al [13], the authors not only
detected suicidal tweets using a CNN to classify them, but they also tried to extract the
psychiatric stressors that leaded to these tweets in the first place. In other words, they
attempted to discover the factors that lead people to suicidal thoughts. In order to achieve
this, they faced the problem as a named entity recognition (NER) task and created an
RNN (bi-LSTM with transfer learning) to resolve it.
Except for the combinations of different NN layers, more complicated methods were ap-
plied in an attempt to optimize the models’ predictions. For example, in the study of Ahmed
Husseini Orabi et al [15] an optimized-word-embedding model was produced using multi-
task deep learning (MTL) and compared to the commonly used word-embedding models
on different types of ANN architectures (CNN and RNN models). The word-embedding
model that was implemented for the purposes of this study was trained on theCLPPsych2015
dataset and was optimized so as to learn a feature representation of health-specific tasks.
As a result, CNN models performed better than the RNN ones and it was also noticed
that the models that used the optimized word embeddings maintained performance with
generalization ability.
So far, we have only mentioned papers whose the object of study was textual, but in so-
cial media people communicate with visual and audiovisual means too, like images and
videos. In the last few years many studies that tried to detect depression signs from visual
context were published and SenseMood [18] was one of them. SenseMood is a system
whose purpose is to detect and analyze the behavior of potentially depressive users on
Twitter. What is different with this approach of depression detection is that the input used
to train the model is a combination of textual and visual data, thus this study is about a
multimodal deep learning model. Concerning the visual data, a binary CNN-based classi-
fier was implemented and for the classification of textual data pre-trained BERT was used.
The system is trained offline and is used for online detection and analysis. Apart from the
classification of users to depressive and non-depressive, SenseMood also provides a de-
pression analysis report for each user.
Since we mentioned audiovisual content as a means of communication on social me-
dia,the paper of Anshu Malhotra and Rajni Jindal [19] comes to expand previous studies
on the subject by examining not only text and images, but users’ videos in real time too.
State-of-the-art neural networks were used in this project, such as VGG-16 for image
processing and feature extraction and Faster-RCNN for person detection in videos. Fur-
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thermore, to exploit all information we can get from a user’s post, even emoticons where
taken under consideration as a frequently used means of emotional expression.
Due to the variety of posts depressed people may share on social media, only a small
amount of them indicates depression, making the selection of relevant indicator texts and
images even more difficult. In order to overcome this obstacle, the study of Tao Gui et
al [16] introduced a multi-agent reinforcement learning method that selects indicator texts
and images which then are given as an input in a binary classifier which predicts if the user
is depressed. This method showed better results than other multimodal methods and also
obtained a strong and stable performance in realistic scenarios.
Since depression detection from social media textual posts is a text classification problem,
it is quite similar to the subject of the study of Beakcheol Jang et al [17]. In order to clas-
sify text into different categories and predict emotions, Beakcheol Jang et al proposed an
attention based Bi-LSTM + CNN hybrid model that exploits both the advantages of LSTM
networks (i.e. it can capture long-term dependencies between word sequences) for sen-
timent classification and CNNs (i.e it extracts low-level features to reduce the number of
dimensions very fast). Moreover, the attention mechanism (Bahdanau attention [5]) can
increase the prediction accuracy and decrease the number of learnable weights that are
necessary for the prediction. As a result, the proposed model achieved a better perfor-
mance than other popular models used in text classification, such as CNNs, LSTMs and
MLPs.
Nevertheless, in their study Chaitanya Bhargava at al [22] applied methods we previously
saw in sentiment analysis and text classification to detect signs of depression in twitter
users. More specifically, they created a hybrid model that combines CNNs and LSTMs in
order to detect depression in Twitter. The results showed that the combination of CNNs
and LSTMs performs slightly better than LSTMs with 91.35% accuracy score. Similar to
the work of Chaitanya et al is the study of Michael Mesfin Tadesse et al [21] that detects
suicide ideation in Reddit users’ posts. The main difference is that, in contrast to previously
mentioned studies, Michael Mesfin Tadesse et al reversed the order of CNN and LSTM
layers achieving equally good results in prediction accuracy since it takes advantage of the
LSTM’s ability to maintain context information resolving in this way the vanishing gradient
problem and also uses a CNN layer for the extraction of the local pattern.
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4. PROPOSED APPROACH
4.1 Task Definition
The purpose of this thesis is to implement a model capable of classifying social media
posts and distinguish them according to their content to suicidal and non-suicidal. To better
explain this, the goal is to design a model which will be trained on textual social media
posts, specifically the ones from Reddit, so that it can detect patterns and extract the
meaning of the sentences. Finally, after being trained, the model should be able to reliably
predict if a user’s post indicates suicidal thoughts and behavior.

4.2 Tools and Technologies
The code development was implemented in Python 3.6 and is structured in the form of
a notebook (Google Colab and Kaggle) so that it is easier to read. Notebooks also offer
two very useful features. First of all, the developer is responsible for defining the order of
execution of the cells and, secondly, the developer can take advantage of the available
and easy to use GPUs that can significantly speed up the training process of the network.
The network was developed using Google’s Tensorflow 2.0 and Keras libraries. Keras is
a user-friendly library that acts as a wrapper over Tensorflow and offers consistent and
simple APIs that reduce the developer’s effort to the minimum. As a result, using Keras
the developer is able to easily and effortlessly create a network of any complexity and
define parameters like activation and loss functions in just a few lines. Other remarkable
libraries that were used for data pre-processing, result plotting and scientific calculations
are, among others: pandas, nltk, numpy, sklearn, matplotlib and also tqdm in order to
inspect the progress of the execution.

4.3 Dataset
The dataset we used was taken by the platform Kaggle [23] and lists more than 200 thou-
sands posts from Reddit. Reddit is a social media platform where users can post, using
nicknames. Reddit is organized in groups based on the subject of the posts and these
groups are called “subreddits”. Our dataset’s posts are obtained from “SuicideWatch” and
“Depression” subreddits and contain posts that go back to 2008. The posts are labeled
as “suicidal” and “non-suicidal”, depending on whether the content of the text indicates
predisposition to suicidal acts.

4.4 Data Pre-Processing
In order to achieve the best results possible, it is of great importance that the input data
are not misleading for the model. If the data are of bad quality, it becomes impossible for
the model to locate patterns and, by extension, learn. With garbage data, even the best
algorithms fail in producing decent results. For this reason, the very first step of this project
was to pre-process and clean the dataset in order to transform it and make the most out
of it.
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4.4.1 Balancing Data
To begin with, it is preferred that the dataset is balanced, meaning that, since we are talking
about binary classification, the data are equally distributed between the two classes. If the
data are not balanced, then it is possible that the metrics we have used in order to evaluate
the predictive capability of our model wrongfully show that the model is successful. To
better explain this, let’s say, for example, that we use accuracy as a metric to evaluate
our model, defined as the percentage of successful predictions on all predictions made. If
the data are imbalanced and 90% of the data are labeled as they belong to class A and
our model predicts that all data belong to class A, then we achieve an accuracy of 90%
but this does not mean that our model has learnt to discriminate the two classes. This
problem could be solved by applying more metrics, but there is an even more important
one arising than just a misleading evaluation metric. The actual problem is that if the
dataset is imbalanced then it is probable that the model does not have enough information
to extract the distinguishing features between the two classes [4]. In our case the dataset
was balanced so there was no need to experiment with techniques and algorithms for
imbalanced datasets.

4.4.2 Data Cleansing
Since the purpose of this project is to create a model that can understand the text it is
processing, it is important to simplify it enough in order to make the model’s work easier.
The process during which we simplify the text is called Data Cleansing.
First of all, we convert all uppercase letters to lowercase so that the same words have the
same meaning no matter how they are written, given that they are spelled correctly. We
will separately process words that are spelled incorrectly in future steps. Furthermore, we
remove punctuation, numbers and emojis since the purpose of this project is to train our
model on plain text only, even though both emojis and punctuation are important means
of expression on social media platforms.
The next step is to remove stopwords, meaning that our final text will contain only words
that are actually useful for the model and this process will exclude frequently used words
that their absence will not make a big difference in the meaning of the sentence, such
as articles and pronouns. An equally important step is lemmatization, during which words
with the same root and similar meanings are replaced by one single word. For example,
the word “people” will be replaced by the word “person”.
These last two steps (removing stopwords and lemmatization) have one more advantage
that needs to be mentioned. By removing words that are not necessary to understand the
meaning of the sentence and replacing others, we also reduce the volume of the different
words used in our dataset. Therefore, our data are more flexible and easy to manipulate
and it also becomes less time-consuming to create embeddings and train models.
Finally, we observed that somewords are spelled incorrectly, which is a usual phenomenon

P.Ploumidi 34



Εντοπισμός κινδύνου αυτοκτονίας στα κοινωνικά δίκτυα με χρήση νευρωνικών δικτύων

on social media. Misspelled words might make it difficult for the model to capture the
meaning of the text and also a lot of versions of the same misspelled word will increase
the volume of our vocabulary (list of different words used in the dataset). Thus, using the
library TextBlob we tried to fix these words in order to be spelled correctly. The issue that
arose was that some misspelled words and abbreviations were replaced by words with a
totally different meaning, changing completely the substance of the sentence. After some
experiments, we decided that replacing these words was more harmful than beneficial, so
we decided to skip this step, since it did not make a significant difference in the volume of
the vocabulary, and thus the training time, anyway.

4.5 Embeddings
Word embeddings, also known as word vectors, is a way of representing words using
numerical vectors, taking into account the semantics of each word so as words that appear
in the same context have similar representations [36]. In other words, we comprehend the
meaning of a word by its context. There are two major model families of word vectors in
literature:

• Global matrix factorization methods, like LSA [1], that are methods which use large
matrices to capture statistical information from the text.

• Local context window methods, like skip-gram of Mikolov [35], that are methods
which capture the meaning of the word within local context windows.

Both these families have drawbacks. Even though global matrix factorization methods ef-
ficiently extract statistical information from the corpus, they are poor in the word analogy
task, meaning that they fail in finding similarities between pairs of words. On the other
hand, local context windows methods achieve good results in the analogy task but they
are unable to utilize the statistics of the corpus since the models are trained on local con-
text windows that do not overlap with each other.
In order to overcome this obstacle and render the meaning of the words in our text the
best way possible, we decided to use GloVe embeddings [6], which is a combination of
the above methods. In GloVe embeddings, with the use of a co-occurrence matrix, the
statistics of the corpus are captured directly by the model, achieving better results than
other methods.
The other great advantage of Glove is that there are pre-trained embeddings published
by Stanford available to download [31] and use directly, therefore saving training time.
Despite the important advantage of saving time by the application of pre-trained embed-
dings, there are some inconveniences that prevented us from using them. To be more
specific, the pre-trained embeddings Stanford offers do not capture very well the meaning
of the words used in our dataset, since they were trained on completely different datasets
(Wikipedia and Twitter posts). As someone could imagine, the embeddings extracted from
the Wikipedia dataset are based on an entirely different vocabulary and, as a result, many
words used in our dataset would not find a match in the Wikipedia embeddings. Strangely,
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some words would not find a match in the Twitter embeddings either, even though both
datasets were extracted from social media platforms, but diving a little deeper into the prob-
lem we understand this inconsistency and we impute it to the fact that the two platforms
address different audiences and age groups that use different language. As a result, we
proceeded to train our own Glove Embeddings following Stanford’s instructions [7], since
we have a sufficiently big dataset.

4.6 Model Design

Figure 15: Model Architecture

In the figure above (figure 14), the code that generates the model is displayed. As we can
see, a hybrid model was chosen with both CNN and LSTM layers, and also an attention
mechanism on top of the second LSTM layer. Finally, one dense layer is added to support
the classification of the input.
The model starts with an input layer in order to instantiate the tensors used by the model.
Consequently, an embeddings-layer is added, whose utility is extensively explained in
the above sections of this thesis. As we can see, this layer is flagged as not trainable
since the embeddings have been trained separately in previous steps. After that, there is
a CNN layer accompanied with a Max Pooling one, whose combination not only extracts
important high level features, but also reduces the dimensionality of the data and thus
makes the training process faster. The Max Pooling layer is followed by two bi-LSTM
layers, a number which was decided after multiple tests and experiments. LSTMs are
probably the most important layers of this architecture since these are the ones that will
detect the relationships between the words and sentences and learn patterns. In order
to boost the performance of the LSTM layers, the model was enhanced with a custom
attention layer based on Bahdanau’s attention mechanism. Finally, a dense layer is in
charge of the final classification between the two classes (suicidal and non-suicidal posts).
As a result, the generated model is displayed in figure 15 below.

4.7 Parameter tuning
Some important parameters used in the architecture and during the training of the model
are displayed in the table below (Table 1):
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Figure 16: Overview of the created model

Table 1: Parameters used in model architecture and training

Learning Rate 0.01
Epochs 25
Dropout 0.2
CNN Filters 8
Batch Size 1024
Kernel Size 4
Pool Size 2
LSTM Nodes 16
Activation Function Sigmoid
Loss Function Binary Cross Entropy
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InML projects the combinations of parameters are uncountable and it is impossible toman-
ually test each one of them, though there is a specific logic behind developers’ choices.
The changes on some parameter values have an impact on the behavior of others. For
example, a model with a lower learning rate will need more epochs to adapt to the prob-
lem. Thus, changes to the learning rate cause changes to the number of epochs too. Apart
from strictly following guidelines like the one described above, the most common method
applied to chose parameters from is through trial and error. Even if some guidelines are
followed, they only describe the relationships between parameters and not the amount
at which a parameter value should increase or decrease, so trial and error remains an
indefeasible part of the process. In the following paragraphs we will attempt to explain the
reasons and the importance of each choice we made.
The values of dropout, CNN filters, kernel size and pool size, all of which are not specifi-
cally explained, were decided after multiple experiments and those who produced the best
results were chosen. Of course, all of our choices were validated by experiments, even
those which originate from the theory behind neural networks.

4.7.1 Learning Rate
Learning rate is probably the most important hyperparameter of the model which con-
trols how fast the model adapts to the problem. Smaller learning rates mean that smaller
changes are made to the weights each time they update. Consequently, models with
smaller learning rates demand a higher number of training epochs. Initially, the default
value of Adam optimizer was used, which is 0.001. With this value, as seen in the figure
below (figure 16), the accuracy of the model started to decrease after a number of epochs.
This behavior could indicate that the learning rate value is either too large for this model
and as a result the model bounces around the minimum, as explained in paragraph 2.1.6,
or too small so the model is trapped in a local minimum [34]. To overcome this obstacle,
we changed the value of the learning rate and after some experiments we found that the
most appropriate value was 0.01.

4.7.2 Epochs
Although we expected that an increase in the learning rate value would make the model
require less training epochs, multiple experiments showed that more epochs produced
slightly better results, so we used 25 epochs to train our model instead of 20 as we
used initially. It is probable that even more epochs could produce even better results,
but at this point the changes between the last epochs are insignificant and do not indicate
great progress in the learning procedure. Furthermore, it should not be forgotten that more
epochs mean more training time, thus there is a trade off between greater accuracy and
faster training. In this case we attempted to strike a satisfying balance between these two
and accelerate the process without compromising the model’s reliability.
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Figure 17: Overview of the created model

4.7.3 Batch Size
Batch size is a hyperparameter that defines the number of samples used to train the model
before updating its weights and is strongly attached to the learning rate. Themost common
practice is that the batch size’s values follow the changes of the learning rate’s values,
meaning that they increase and decrease together. Using small batch sizes usually leads
to faster convergence to good solutions since the model starts learning before it sees
all the data [29], but it does not mean that the good solution is the best solution possible.
Using small batch size could cause the model bouncing around the minimum. On the other
hand, bigger batch sizes may lead to poor generalization capability (overfitting). Finally,
batch size is limited by the available GPUmemory [33]. After some experiments we ended
up using 1024 samples in each batch.

4.7.4 Activation and loss functions
Sigmoid function was chosen as an activation function and the main reason why is be-
cause it gives an output between (0,1) and is useful for binary classification problems, like
the one we are studying. Similarly, binary cross entropy was selected as loss function.
Binary cross entropy compares the probability of each prediction made with its expected
value which can be ether 0 or 1. Then, it calculates the penalizing error based on the dif-
ference between the predicted value and the real one [26]. It is clear from the definition of
the binary cross entropy that it is a loss function targeted to binary classification problems.

4.7.5 LSTM nodes
We decided to add 16 LSTM nodes per layer while creating the model. This number was
mostly calculated through trial and error, having in mind that we want to adopt the simplest
model that can produce the same results and also taking into consideration the dropout
rate.
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5. RESULTS
5.1 Model Loss
Loss is a value that expresses the summation of errors in each training epoch of our
model. The smaller the loss value, the less errors occur, the better our model becomes.
To calculate the model’s loss, a loss function is used, in our case the binary cross entropy
which is suitable for binary classification problems as this one. Each loss function has a
unique way to penalize errors. Binary cross entropy’s method is described in paragraph
4.7. In the figure that follows below (figure 17) we observe the progress of the loss values
during training and validation procedures.

Figure 18: Model Loss

5.2 Model Accuracy
Accuracy is the most frequently used metric to measure the performance of a model.
Accuracy is calculated as the number of correct predictions divided by the number of all
prediction made:

Correct Predictions
All Predictions

Obviously, the higher the accuracy, the better the model is at making correct predictions.
Our model managed to achieve an accuracy close to 78% on the test set versus 76% on
the training set (figure 18), an accuracy which is above the average but still not a great
one. Probably with more epochs we could achieve better results, but as explained above
in paragraph 4.7, more epochs mean more training time. Though accuracy is the most
common metric, in paragraph 4.4.1 we mentioned that it is not always a representative
one and that’s the reason why we should not rely only on accuracy to evaluate our model’s

P.Ploumidi 40



Εντοπισμός κινδύνου αυτοκτονίας στα κοινωνικά δίκτυα με χρήση νευρωνικών δικτύων

Figure 19: Model Accuracy

performance. In the following paragraph we display the results of a more suitable metric
to our classification problem, AUC.

5.3 ROC - AUC curve
AUC - ROC curve, also known as AUROC, is an important performance metric for classifi-
cation problems. ROC is a probability curve and AUC symbolises the level of separability
of the model. In other words, AUC measures the model’s ability to distinguish between
classes and classify posts correctly. Accordingly, the higher the AUC, the better is the
model at separating posts between suicidal and non - suicidal. AUC is plotted with False
Positives against True Positives, where True Positives are the samples of suicidal posts
that were predicted as such and False Positives are the samples that were predicted as
suicidal though they are not. In order to achieve its best performance a model should aim
at an AUC of 100%. The developed model reaches an AUC close to 85% indicating a suf-
ficiently good separability. Bellow, the ROC - AUC curve is plotted in figure 19 with data
obtained from the test set and in figure 20 we can see AUC changes during the training
of the model.

5.4 Comparison to similar models
A model developed within the context of an undergraduate thesis surely cannot be com-
pared to state-of-the-art models like those of Chaitanya Bhargava and Michael Mesfin
analysed in paragraph 3.3. Needless to say, it would not be fair to compare them since
they are trained and tested on different datasets than the one we used to train our model.
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Figure 20: Model ROC - AUC curve

Figure 21: Model AUC
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6. ETHICS IN DEPRESSION DETECTION ON SOCIAL MEDIA
PLATFORMS

The rising popularity of social media during the last decades has offered the opportunity
of conducting easy, massive studies on people’s psychology and behavior. Many studies
have taken place on social media or have obtained datasets by them, whether the partic-
ipating users know it or not. However, to what extent is it morally acceptable to perform
studies on people who have not, most of the times, given consent, or the consent they
gave was blind because they skipped reading the extensive data usage policy of a social
media platform or because the terms of service were written in an incomprehensible way?
Many studies refer to social media, but very few of them are found to be actually con-
cerned about the ethical and legal implications. A well known example of a study that was
later considered ethically unacceptable [8] is Facebook’s emotional contagion study [10]
in 2012, where no informed consent was clearly obtained by the participants. Moreover,
when the users involved learnt about the experiment they were taking part into involuntar-
ily, they could not withdraw from the study. Especially when the study contains potential
medical data, like a study about depression and suicide ideation detection does, it is ex-
tremely important that participants’ consent is ensured and data privacy is protected. The
most important subject to discuss is how the balance between the study’s integrity and
accuracy on one hand, and the feeling of security of the people participating on the other,
can be maintained.
Data privacy is dependent on each social media platform, meaning that different social
media have different ways to express their policies about their data privacy practices and
offer different settings available to the user. This variety of settings and data privacy poli-
cies can be very confusing, since they change regularly. Also, the language used in these
texts is usually very strange and difficult to comprehend for the average user in order to
create backdoors according to which the platform can use the user’s data for multiple, not
always described, purposes. For example, Twitter mentions the following in their terms of
service: “You retain your rights to any Content you submit...What’s yours is yours — you
own your Content...” and “...you grant us a worldwide, non-exclusive, royalty-free license
(with the right to sublicense) to use, copy, reproduce, process, adapt, modify, publish,
transmit, display and distribute such Content in any and all media or distribution methods
now known or later developed...” [39]. Overall, social media data policies are not user-
friendly at all.
In the case of a research or of an actual service about predicting suicidal behaviors, users
should be well-informed about the purposes, the outcomes and the possible implications
of such an undertaking before consenting [14]. Consent should never be implied in such
cases and data should not be used for purposes other than those described in the terms of
service of each platform. Of course, it should be mentioned that medical data are specif-
ically protected by the Declaration of Helsinki [44] which describes the ethical principles
for medical research.
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To conclude, in the trade off between helping people in need and potentially saving lives
on one side and risking the security of participants’ data on the other [12], we should not
pick a side. Research about legal and ethical issues that arise in the technological sphere
is still in a rather embryonic state, but progress has been made through the years. The
technology to predict mental health issues exists and the real question is not when it will
be applied but how, so that it does not violate people’s personal data.
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7. CONCLUSION
7.1 Conclusions
To conclude, we could say that this thesis proves that the technology to predict suicidal
ideation exists, as mentioned above. With this project we managed to successfully create
a model that will be able to automatically forecast if a user’s post implies suicidal thoughts,
a tool that could be used to help people in need and especially those who are in denial of
their condition refusing to seek professional help.
Certainly, it would be insufficient to rely exclusively on this project to develop a service that
will go to production, since the purpose of this thesis is to be engaged with the academic
research of a topic of our interest and to use our knowledge to create something from
scratch and test its performance through experiments, rather than creating a commercial
product. The development of a profitable service would need more time and resources,
but, if these things were given, the implementation would be feasible.

7.2 Future work
This thesis dealt only with a small fraction of what could be implemented in order to detect
suicidal ideation and was limited to examine exclusively textual data, since the purpose
was to study the subject from the perspective of an NLP problem. Following this approach,
it is almost certain that minor changes to the implementation, the value of a parameter or
a change in the model architecture, could produce much better results despite our best
efforts to optimize the model as much as possible. Also, in future modifications it would
be useful if we used data obtained by different social media platforms used by people of
different age in order to create a dataset of posts from all kinds of demographic groups.
Beyond our implementation, in order to achieve better results, a more spherical approach
should be considered, namely an approach that combines data of different types like im-
ages, audio and video. We should not forget that text is only one of all means of commu-
nication people use every day. After all, two of the most popular social media platforms
(Instagram and TikTok) are based entirely on audiovisual content. People using these plat-
forms should not lack the opportunity to be helped if in need.
Last but not least, future work includes research on how this technology could be inte-
grated in social media platforms without violating users’ personal data. Of course, a user
who doesn’t wish for his/her posts to be examined could avoid subscribing in a platform
that uses this technology, but this would mean that this person would miss a big part of
the modern social life. The solution is not to make people fit into technology, but to make
technology fit people’s needs.
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ABBREVIATIONS
AI Artificial Intelligence
ANN Artificial Neural Network
API Application Programming Interface
AUC Area Under the Curve
BERT Bidirectional Encoder Representations

from Transformer
Bi-LSTM Bidirectional Long Short Term Memory
CNN Convolutional Neural Network
DL Deep Learning
ELMo Embeddings from Language Model
GloVe Global Vectors
GPU Graphics Processing Unit
LSA Latent Semantic Analysis
LSTM Long Short Term Memory
ML Machine Learning
MSE Mean Square Error
MTL Multi Task Learning
MTM Medium Term Memory
NER Named Entity Recognition
NLP Natural Language Problem
NN Neural Network
RCNN Region Based Convolutional Neural Net-

works
RNN Recurrent Neural Network
ROC Receiver Operating Characteristics
STM Short Term Memory
SVM Support Vector Machine
VGG Visual Geometry Group
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