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Operator algebras associated with C∗-dynamical systems and

C∗-correspondences

National & Kapodistrian University of Athens
Department of Mathematics

Ioannis-Apollon Paraskevas

Abstract

The aim of the present thesis is to describe certain operator algebras associated with C∗-
dynamical systems and C∗-correspondences. We introduce the notion of the crossed prod-
uct of a C∗-algebra by a discrete group and we study in detail the case of the integers. We
give necessary and sufficient conditions, when the C∗-algebra is the algebra of continuous
functions on a compact Hausdorff topological space, for the crossed product to be simple.
Furthermore, we introduce the notion of the semi-crossed product and we give alternative
descriptions of its normwhen theC∗-dynamical system is induced by a ∗-automorphism. In
addition, we study C∗-correspondences and their representations and we prove the Gauge-
Invariance Uniqueness theorem. Finally, we use results and tools that we have developed so
far, in order to identify the C∗-envelope of the semi-crossed product and the C∗-envelope
of the tensor algebra of a C∗-correspondence.
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Άλγεβρες τελεστών που σχετίζονται με C∗-δυναμικά

συστήματα και C∗-αντιστοιχίες

Εθνικό & Καποδιστριακό Πανεπιστήμιο Αθηνών
Τμήμα Μαθηματικών

Ιωάννης-Απόλλων Παρασκευάς

Περίληψη

Η παρούσα διπλωματική εργασία αποσκοπεί στο να περιγράψει συγκεκριμένες άλγεβρες
τελεστών που σχετίζονται μεC∗-δυναμικά συστήματα καιC∗-αντιστοιχίες. Εισάγουμε την
έννοια του σταυρωτού γινομένου μιας C∗-άλγεβρας με μια διακριτή ομάδα και περιγρά-
φουμε αναλυτικά την ειδική περίπτωση που η διακριτή ομάδα είναι οι ακέραιοι. Δίνουμε
ικανές και αναγκαίες συνθήκες στην περίπτωση όπου η C∗-άλγεβρα είναι η άλγεβρα συ-
νεχών συναρτήσεων ενός συμπαγούς Hausdorff τοπολογικού χώρου, ώστε το σταυρωτό
γινόμενο να είναι απλή C∗-άλγεβρα. Επιπλέον, εισάγουμε την έννοια του ημι-σταυρωτού
γινομένου και δίνουμε εναλλακτικές περιγραφές της νόρμας του στην περίπτωση που το
C∗-δυναμικό σύστημα επάγεται από ∗-αυτομορφισμό. Επίσης, εισάγουμε την έννοια της
C∗-αντιστοιχίας και των αναπαραστάσεων της και αποδεικνύουμε το Gauge-Invariance
UniquenessTheorem. Τέλος, χρησιμοποιούμε αποτελέσματα και εργαλεία που έχουμε ανα-
πτύξει στα προηγούμενα κεφάλαια ώστε να αποδείξουμε ότι τοC∗-envelope του ημι-σταυ-
ρωτού γινομένου είναι το σταυρωτό γινόμενο, στην περίπτωση C∗-δυναμικού συστήμα-
τος που επάγεται από ∗-αυτομορφισμό και ότι το C∗-envelope της Tensor algebra μιας
C∗-αντιστοιχίας είναι η Cuntz-Pimsner algebra.
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Chapter 1

Introduction

In [24], Pimsner introduced a way to construct a C∗-algebra OX associated to a C∗-corres-
pondence (X,A ).This class of C∗-algebras turned out to be very rich and includes a lot of
well-known examples of C∗-algebras such as crossed-products by Z, Cuntz-Krieger alge-
bras and more. The flexible language of C∗-correspondences also encodes non-selfadjoint
operator algebras such as semi-crossed products. The second chapter of this thesis covers
very important preliminaries of the work that follows, in particular, we prove the Wold
decomposition theorem which is essential in order to connect the semi-crossed product in-
duced by ∗-automorphisms with the corresponding crossed-product by Z. We also give
a detailed description of Hilbert C∗-modules, which are significantly important in under-
standing our work on C∗-correspondences. For example the interior tensor product of
Hilbert C∗-modules provides an example of an injective Toeplitz representation of a given
C∗-correspondence, namely the Fock representation. In chapter 3 we introduce the notion
of the crossed-product of a C∗-algebra A by a discrete groupG, which is a C∗-algebra that
contains information about A itself, the group G and the action of G on A . We focus in
the case of the discrete group Z and we describe two possible multiplications that turn out
to describe the same object, up to isometrical ∗-isomorphism. Before this chapter comes to
an end, we prove that in the case of a topological dynamical system (C(X), σ), whereX is
a compact Hausdorff topological space and σ : X → X is a homeomorphism, two purely
topological properties, namely, topological freeness and minimality of the action induced
by σ are equivalent to the simplicity of the crossed product C(X)×α Z.

Chapter 4 introduces the semi-crossed product, which is an operator algebra associated
to a C∗-algebra A and a ∗-endomorphism α of A . These are non-selfadjoint norm closed
algebras of operators on a Hilbert space. They include certain non-selfadjoint subalgebras of
C∗-crossed products in the case that α is a ∗-automorphism, and in particular they include
the class of operator algebras considered by Arveson and Josephson in [2]. We prove some
basic properties of the semi-crossed product and when α is a ∗-automorphism we prove
that the semi-crossed product is completely isometric with a non-selfadjoint subalgebra of
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Chapter 1. Introduction 2

the corresponding crossed product A ×α Z. Following [13], we use this fact to identify
the C∗-envelope of the semi-crossed product. This is also implied by the main theorem of
chapter 6, although we give an independent proof in the first section of the same chapter.

In chapter 5, we construct the version of OX developed in Katsura’s paper [17], which
is a generalization of the C∗-algebra OX introduced by Pimsner; in particular, when the
C∗-correspondence is injective, the two versions coincide. The idea of this construction is
motivated by the construction of graph algebras with sinks in [10], by topological graphs
in [18] and crossed products by Hilbert C∗-bimodules in [1] and in fact generalizes all of
them. We study Toeplitz and Katsura covariant representations and we prove one of the
main theorems of this thesis, the gauge-invariance uniqueness theoremwhichwewill use in
the final chapter to identify the C∗-envelope of the Tensor algebra of a C∗-correspondence.
Fowler, Muhly and Raeburn characterized the C∗-envelope of the tensor algebra T+

X of a
faithful and strict C∗-correspondenceX in [6] . Following the work of Katsoulis and Kribs
in [15], in chapter 6 we give a proof of the fact that for an arbitrary C∗-correspondence
X the C∗-envelope of the tensor algebra T+

X is the Cuntz-Pimsner algebra OX , as defined
by Katsura. In order to do so, we use a method of Muhly and Tomforde to add tails to a
C∗-correspondence described in [21]. This method was inspired by a technique from the
theory of graphC∗-algebras, where one can often reduce to the sinkless case by the process
of “adding tails to sinks”. Adding tails to a C∗-correspondence enables us to view a given
C∗-correspondence as a sub-correspondence of an injective one. Finally, the proof that the
C∗-envelope of the tensor algebra T+

X is the Cuntz-Pimsner algebraOX , is modelled on the
proof of a result of the same authors in [16] that identifies the C∗-envelope of the tensor
algebra of a directed graph.



Chapter 2

Preliminaries

In this chapter we are going to give some important definitions and tools that we will use
in the chapters that follow.

2.1 Basic definitions and theorems

In this section we state some basic propositions, theorems and definitions from the theory
of C∗-algebras. We follow [22] and [4].

Definition 2.1.1. Let A be a C∗-algebra. We say that {eλ : λ ∈ Λ} ⊆ A is an approximate
identity for A if it is an increasing net of positive elements in the closed unit ball of A such
that a = limλ aeλ, for all a ∈ A .

Proposition 2.1.1. Let A be a C∗-algebra. Then A admits an approximate unit {eλ}λ∈Λ
where eλ ≥ 0 and ‖eλ‖≤ 1.

In this thesis when we consider an approximate unit of a C∗-algebra we will always
consider one with the properties of the preceding proposition.

Proposition 2.1.2. Let I ⊆ A be a closed ideal of a C∗-algebra A . Then I is self-adjoint. In

particular, I is a C∗-algebra.

Definition 2.1.2. Let A be a Banach algebra with an involution. We say that A is a Banach
∗-algebra if for each a ∈ A we have ‖a‖= ‖a∗‖.

Proposition 2.1.3. Let A be a Banach ∗-algebra, B a C∗-algebra and ϕ : A → B a ∗-
homomorphism. Then ϕ is a contraction. In addition, if ϕ is injective and A is a C∗-algebra

then ϕ is an isometry.

Definition 2.1.3. Let A be a C∗-algebra, H a Hilbert space and π : A → B(H ) a ∗-
representation. We say that π is non-degenerate if π(A )H is dense in H .

3



Chapter 2. Preliminaries 4

We should note that the above definition is equivalent to

π(1A ) = I

where I is the identity operator on H and 1A is the unit of A and in the case that A is
non-unital, if {eλ}λ is an approximate unit for A , π(eλ) converges strongly to I .
Indeed, if π(a)x ∈ H we have that

‖π(eλ)π(a)x− π(a)x‖= ‖π(eλa− a)x‖≤ ‖π(eλa− a)‖‖x‖→ 0,

therefore π(eλ) converges strongly to I on a dense subset ofH and by continuity converges
strongly on H .

Definition 2.1.4. Let A be a C∗-algebra. We say that ρ : A → C is a state of A if it is a
positive linear functional of norm 1.

Proposition 2.1.4. Let a be a normal element in a C∗-algebra A .Then there exists a state ρ

such that |ρ(a)|= ‖a‖.

Theorem 2.1.1. (Gelfand-Naimark) Let A be a C∗-algebra. Then there exists a Hilbert space

H and an injective ∗-representation π : A → B(H ). In particular, A is isometrically

∗-isomorphic with a self-adjoint operator algebra.

Definition 2.1.5. Let A be a C∗-algebra. We say that A is simple if there are no proper
non-zero closed ideals of A .

Proposition 2.1.5. (Corollary I.5.6 in [4]) Let J be a closed ideal of a C∗-algebra A and B a

C∗-subalgebra of A .Then B + J is a C∗-subalgebra of A and the map

π : (B + J)/J → B/B ∩ J, b+ j + J 7→ b+ B ∩ J

is a ∗-isomorphism.

Lemma 2.1.1. (Lemma III.4.1 in [4]) Let J be a closed ideal of a C∗-algebra A =
⋃

N≥1 AN

where {AN : N ≥ 0} is an increasing sequence of C∗-subalgebras of A . Then

J =
⋃
N≥1

(J ∩ AN ).

Proof. From the preceding propositionwe have that for eachN ≥ 1wehave a ∗-isomorphism
πN : (AN + J)/J → AN/AN ∩ J in particular πN is an isometry which implies that for
a ∈ AN

dist(a, J) = dist(a, J ∩ AN )

Now let j be an element in J and ϵ > 0, for a large enough N we have that there exists
a ∈ AN such that ‖a − j‖< ϵ/2 and thus there is an element j′ ∈ J ∩ AN such that
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‖a − j′‖< ϵ/2. It is now evident that ‖j − j′‖< ϵ and since ϵ was arbitrary we have that
j ∈

⋃
N≥1(J ∩ AN ) which completes the proof.

Proposition 2.1.6. Let A be a C∗-algebra and a ≥ 0. There exists a state τ of A such that

|τ(a)|= ‖a‖.

Remark 1. Let A be a ∗-algebra, then we denote byMn(A ) the algebra of n× n matrices
with entries inA where the operations are defined just as for scalar matrices. ThenMn(A )

is a ∗-algebra where the involution is given by (aij)
∗
ij = (a∗ji)ij . If ϕ : A → B is a ∗-

homomorphism between ∗-algebras then the n-th inflation of ϕ is the the ∗-homomorphism
denoted by ϕ(n) such that

ϕ(n) :Mn(A ) →Mn(B) (aij)ij → (ϕ(aij))ij .

Now, let H be a Hilbert space and let H n be the orthogonal sum of n copies of H . If
u ∈Mn(B(H )), we define ϕ(u) ∈ B(H n) by setting

ϕ(u)(x1, ..., xn) =

(
n∑

i=1

u1i(xi), ...,
n∑

i=1

uni(xi)

)

for all (x1, ..., xn) ∈ H n.Then the map

ϕ :Mn(B(H )) → B(H n), u→ ϕ(u)

is a ∗-isomorphism. We define a norm onMn(B(H )) making it a C∗-algebra by

‖u‖:= ‖ϕ(u)‖.

If A is a C∗-algebra, we denote by (H , ϕ) the universal representation of A . If ϕ(n) :

Mn(A ) → Mn(B(H )) is the n-th inflation of ϕ, then ϕ(n) is injective. Therefore, we
define a unique norm on Mn(A ) that is making it a C∗-algebra by ‖a‖:= ‖ϕ(n)(a)‖ for
a ∈Mn(A ).

Definition 2.1.6. Let A , B be C∗-algebras and ρ : A → B.We say that ρ is completely
positive if for every n ≥ 1 the map ρ(n) :Mn(A ) →Mn(B) such that

ρ(n)((aij)ij) = (ρ(aij))ij) for (aij)ij ∈Mn(A )

is positive.

Proposition 2.1.7. Let A ,B be C∗-algebras and ϕ : A → B a ∗-homomorphism. Then ϕ is

completely positive.

Definition 2.1.7. LetA ,B beC∗-algebras. We say that ρ : A → B is completely isometric
if ρ(n) is isometric for each n ≥ 1.
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Definition 2.1.8. LetA be aC∗-algebra. We say thatA is a nuclearC∗-algebra if for every
C∗-algebra B, the ∗-algebra tensor product A ⊗ B admits only one complete C∗-norm.

Proposition 2.1.8. LetA be aC∗-algebra and consider the ∗-algebra tensor productMn(C)⊗
A .Then the map ϕ :Mn(C)⊗ A →Mn(A ) such that for (λij)ij ∈Mn(C) and a ∈ A

ϕ((λij)ij ⊗ a) = (λija)ij ,

is a ∗-isomorphism. In particular,Mn(C) is nuclear.

2.2 Wold Decomposition

In this brief section we follow [7] and [8] in order to prove some basic properties of shift
operators and we prove the Wold decomposition theorem for isometries.

Definition 2.2.1. Let H be a Hilbert space and T ∈ B(H ) and L a closed linear subspace
of H . We say that L is T -invariant, if T (L) ⊆ L. If L is also T ∗-invariant, we say that L
is reducing to T .

Definition 2.2.2. Let L be a closed subspace of a Hilbert space H and A ∈ B(H ) an
isometry. We say that L is A-wandering, if the subspaces L,A(L), A2(L), ... are pairwise
orthogonal.

For such an A-wandering subspace we can form the orthogonal direct sum

∞⊕
n=0

An(L)

and denote it byM+(L). ThenM+(L) consists of elements ξ such that:

ξ =
∑
n≥0

ξn where ξn ∈ An(L) and
∑
n≥0

‖ξn‖2<∞

We should note that
L =M+(L) ∩A(M+(L))

⊥.

Indeed, observe that L ⊆ M+(L) and A(M+(L)) =
⊕

n≥1A
n(L) and that for each n ≥

1 the subspaces An(L) are orthogonal to L and therefore L is also orthogonal to their
orthogonal direct sum A(M+(L)). Hence, L ⊆M+(L).

For the reverse inclusion suppose that ξ =
∑

k≥0A
kxk ∈ M+(L) is orthogonal to

A(M+(L)). Note that for each k ≥ 0 we have that xk ∈ L and also that ξ is orthogo-
nal An+1(L) for every n ≥ 0.Therefore, for ζ ∈ L and n ≥ 0, using the fact that A is an
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isometry we have

0 = 〈ξ, An+1ζ〉 =
∑
k≥0

〈Akxk, A
n+1ζ〉 = 〈An+1xn+1, A

n+1ζ〉 = 〈xn+1, ζ〉.

Since ζ was an arbitrary element in Lwe conclude that xn+1 = 0 for each n ≥ 0 and hence
ξ = x0 ∈ L.

Definition 2.2.3. Let S ∈ B(H ) be an isometry. We call S a (unilateral) shift if there exists
a closed subspace L ⊆ H , that is S-wandering andM+(L) = H .
We say that dim(L) is the multiplicity of the shift S.

In this case from our observations above we conclude that

L = H ∩ S(H )⊥ = ker(S∗)

and therefore dim(L) is uniquely defined.

Remark 2. If Si is a shift in B(Hi) and Li is Si-wandering such that M+(Li) = Hi for
i = 1, 2 with dim(L1) = dim(L2), then S1, S2 are unitarily equivalent. Indeed, since
dim(L1) = dim(L2) we may pick a unitary operator U : L1 → L2.
We define

V : H1 → H2 :
∑
n

Sn
1 xn →

∑
n

Sn
2Uxn

and
W : H2 → H1 :

∑
n

Sn
2 yn →

∑
n

Sn
1U

−1yn.

We note that if ξ ∈ H1 then ξ =
∑

n S
n
1 xn, where xn ∈ L1 for each n ≥ 0 and therefore

WV (ξ) =W

(∑
n

Sn
2Uxn

)
=
∑
n

Sn
1U

−1Uxn =
∑
n

Sn
1 xn

and also if ζ ∈ H2 then ζ =
∑

n S
n
2 yn, where for each n ≥ 0 we have yn ∈ L2 and thus

VW (ζ) = V

(∑
n

Sn
1U

−1yn

)
=
∑
n

Sn
2UU

−1yn =
∑
n

Sn
2 yn.

The above implies that V is invertible andW = V −1. We also have that V is an isometry,
since if n 6= m we have that Sn

i (Li)⊥Sm
i (Li) for i = 1, 2 and so

‖V (ξ)‖2=

∥∥∥∥∥∑
n

Sn
2Uxn

∥∥∥∥∥
2

=
∑
n

‖Sn
2Uxn‖2=

∑
n

‖xn‖2=
∑
n

‖S1xn‖2=

∥∥∥∥∥∑
n

Sn
1 xn

∥∥∥∥∥
2

=‖ξ‖2.

We are now going to prove two easy lemmas that we will use in the proof of the Wold
decomposition theorem.
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Lemma 2.2.1. Let H be a Hilbert space and A,P ∈ B(H ) be an isometry and a projection,

respectively. Then APA∗ is the projection onto AP (H ).

Proof. Note that APA∗ is obviously a projection. If ξ = A(ζ) where ζ ∈ P (H ), then

APA∗(ξ) = APA∗A(ζ) = AP (ζ) = A(ζ) = ξ.

If η⊥AP (H ) and x ∈ H , then

〈APA∗η, x〉 = 〈η,APA∗x〉 = 0,

using the fact that APA∗(x) ∈ AP (H ) and η⊥AP (H ). Thus, since x was arbitrary we
have APA∗(η) = 0 and the proof is complete.

Lemma 2.2.2. Let A be an isometry and L = ker(A∗) = A(H )⊥. If P (L) is the projection

onto L, then P (L) = I −AA∗.

Proof. Set U = I−AA∗ and let x ∈ L⊥ and y ∈ L. SinceA is an isometry, A(H ) is closed
and so A(H )⊥⊥ = A(H ), thus there exists z ∈ H such that A(z) = x. Now observe
that U∗ = U and that U2 = U and so U is indeed a projection and also

U(x) = U(A(z)) = A(z)−AA∗A(z) = A(z)−A(z) = 0

and
U(y) = y −AA∗(y) = y.

Theorem 2.2.1. LetA ∈ B(H ) be an isometry on the Hilbert spaceH . Then there is a unique

decomposition of H = Hs ⊕ Hu into A-reducing subspaces and if As is the restriction of A

to Hs and Au the restriction of A to Hu, then Au is unitary and As is a shift. In particular,

L = ker(A∗) is an A-wandering subspace and we have that

Hs =M+(L) =
⊕
n≥0

An(L) = {x ∈ H : A∗nx→ 0} and Hu =
⋂
n≥0

An(H ).

Proof. At first we are going to prove that for n > m we have An(L)⊥Am(L) and so L is
indeed an A-wandering subspace. Set k = n−m > 0 and suppose that x, y ∈ L, then

〈An(x), Am(y)〉 = 〈Am(x)Ak(x), Am(y)〉 = 〈Ak(x), y〉 = 0,

where we used the fact that A,Am are isometries and that y ∈ A(H)⊥.
Now let Hs =M+(L) =

⊕
n≥0A

n(L), we will show that Hs = {x ∈ H : A∗nx→ 0}.
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Let P (L) be the projection onto L and P (An(L)) the projection onto An(L). Using the
preceding lemmas we obtain that

P (L) = I −AA∗ and P (An(L)) = AnP (L)A∗n = An(I −AA∗)A∗n

Thus for x ∈ H we have

x ∈ Hs ⇐⇒ x =
∑
n≥0

P (An(L))x = lim
N→∞

N∑
n=0

An(I−AA∗)A∗n(x) = x− lim
N→∞

ANA∗N (x)

and since
lim

N→∞
ANA∗N (x) = 0 ⇐⇒ lim

N→∞
A∗Nx = 0,

we have that
x ∈ Hs ⇐⇒ lim

N→∞
A∗N (x) = 0.

To show that Hs
⊥ = Hu, observe

x ∈ Hs
⊥ ⇐⇒ x ∈ An(L)⊥, ∀n ≥ 0

⇐⇒ 0 = P (An(L))x = An(I −AA∗)An∗, ∀n ≥ 0

⇐⇒ AnAn∗(x) = An+1An+1∗(x), ∀n ≥ 0.

Thus, x = AnAn∗(x), ∀n ≥ 0 but using the fact that An is an isometry and lemma 2.2.2
we have that AnAn∗ = P (An(H )) and therefore

x ∈ Hs
⊥ ⇐⇒ x ∈ An(H ), ∀n ≥ 0 ⇐⇒ x ∈

⋂
n≥0

An(H ) = Hu.

Now let P = P (Hu), Pn = AnAn∗ = P (An(H )) and x ∈ H . Since {Pn : n ≥ 1}
is a decreasing sequence of projections, it converges pointwise to the projection onto the
intersection of An(H ), so Px = limnA

nAn∗(x). Therefore,

P (A(Hu))x = APA∗x = lim
n
An+1An+1∗x = Px

and thus P (A(Hu)) = APA∗ = P , hence PA = APA∗A = AP , which proves that Au is
unitary (onto and isometry) andHu is reducing toA, which also implies that its orthogonal
complement Hs is reducing to A.
To complete the proof it remains to show the uniqueness of this decomposition. In order to
do so, suppose that H = Ks⊕Ku where A|Ks is a shift and A|Ku is a unitary. Since A|Ks

is a shift, the space L′ = Ks ∩ A|Ks(Ks)
⊥ = Ks ∩ A(Ks)

⊥ is A|Ks-wandering and thus,
A-wandering. So it suffices to prove that L = L′, because in this case

Ks =M+(L
′) =M+(L) = Hs
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and therefore their orthogonal complements will also be equal.
Let x ∈ L = (Ku ⊕Ks) ∩A(Ku ⊕Ks)

⊥, then x = xs + xu with xs ∈ Ks, xu ∈ Ku

and also x⊥A(Ku ⊕Ks). Notice that

A(Ku ⊕Ks) = A(Ku)⊕A(Ks) = Ku ⊕A(Ks)

since A(Ku) = Ku, (A|Ku is a unitary).
Thus, x⊥Ku ⇐⇒ x ∈ Ks ⇐⇒ x = xs and also x⊥A(Ks) ⇐⇒ x ∈ A(Ks)

⊥

Therefore, x ∈ Ks ∩A(Ks)
⊥ = L′ and so L ⊆ L′.

The exact same argument, if we use the decomposition H = Hs ⊕ Hu shows that L′ ⊆
L.

Remark 3. We define the Hilbert space ℓ2(Z+, L) to be the vector space of all sequences
(xn)

∞
n=0 such that xn ∈ L for all n ≥ 0 and

∑
n≥0‖xn‖2L< ∞, where the inner-product is

given by
〈(xn)n, (yn)n〉 =

∑
n≥0

〈xn, yn〉L .

We should note that if we define

UA :
⊕
n≥0

An(L) → ℓ2(Z+, L) :
∑
n≥0

An(xn) → (x0, x1, x2, · · ·),

then UA is invertible and also a unitary since∥∥∥∥∥∥
∑
n≥0

An(xn)

∥∥∥∥∥∥
2

=
∑
n≥0

‖An(xn)‖2=
∑
n≥0

‖xn‖2.

Therefore, if S : ℓ2(Z+, L) → ℓ2(Z+, L) is the Shift operator given by

S(x0, x1, x2, · · ·) = (0, x0, x1, x2, · · ·),

then it evident that we have the following

UA
∗SUA = A|Hs .

2.3 Integration on Banach spaces

This section is based on the notes of the graduate course Banach algebras [25].
Let X be a Banach space and f : [a, b] → X a continuous function.
Let P = {a = t0 < t1 < ... < tm = b} be a partition of [a, b] and let

‖P‖= max
i=1,...m

(ti − ti−1).
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We define

S(f,P) =
m∑
k=1

f(tk)(tk − tk−1).

Consider the net {S(f,P) : P partition of [a,b]} where P1 ≤ P2 iff P1 is a refinement
of P2. We will show that this net converges in norm and we will denote the limit by∫ b
a f(t)dt.
Indeed, by the uniform continuity of f , ∀ϵ > 0 there exists δ > 0 such that:

if |t− s|< δ then ‖f(t)− f(s)‖< ϵ

b− a
.

If P0 is a partition of [a, b] with |tk − tk−1|< δ for all k and P is a refinement of P0 then
for all i = 1, ...,m

[ti − ti−1] =

ni⋃
j=1

[li,j−1, li,j ],

where P = {a = l0,0 < l0,1 < ... < l0,n0 < l1,0 < ... < ln,nm = b}.
We have

‖S(f,P)− S(f,P0)‖=

∥∥∥∥∥∥
m∑
i=1

(ti − ti−1)f(ti)−
m∑
i=1

ni∑
j=1

(li,j − li,j−1)f(li,j)

∥∥∥∥∥∥
=

∥∥∥∥∥∥
m∑
i=1

ni∑
j=1

(li,j − li,j−1)f(ti)−
m∑
i=1

ni∑
j=1

(li,j − li,j−1)f(li,j)

∥∥∥∥∥∥
≤

m∑
i=1

ni∑
j=1

(li,j − li,j−1)‖f(ti)− f(li,j)‖<
ϵ

b− a
(b− a) = ϵ

Therefore, if P1,P2 are refinements of P0 then

‖S(f,P1)− S(f,P2)‖≤ ‖S(f,P1)− S(f,P0)‖+‖S(f,P0)− S(f,P2)‖< 2ϵ

and so its a Cauchy net. Since X is a Banach space, it is convergent.

Proposition 2.3.1. LetX be a Banach space and f : [a, b] → X a continuous function. Then,∥∥∥∥∫ b

a
f(t)dt

∥∥∥∥ ≤
∫ b

a
‖f(t)‖dt ≤ (b− a)‖f‖∞.

Proof. First of all, note that the map

[a, b] → R : t→ ‖f(t)‖

is continuous and hence integrable and so∫ b

a
‖f(t)‖dt
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is well-defined.
Let {Pn : n ∈ N} be a sequence of partitions such that ‖Pn‖→ 0.Then, by the definition
of the integral we have that

lim
n
S(f,Pn) =

∫ b

a
f(t)dt

and also since ‖.‖ is continuous we have

lim
n
‖S(f,Pn)‖=

∥∥∥∥ ∫ b

a
f(t)dt

∥∥∥∥.
Notice that, if we fix an index n ∈ N and

Pn = {a = t0 < t1 < ... < tm = b},

then

‖S(f,Pn)‖=

∥∥∥∥∥
m∑
i=1

f(ti)(xi − xi−1)

∥∥∥∥∥ ≤
m∑
i=1

‖f(ti)‖(xi − xi−1) = S(‖f‖,Pn),

and since ‖f‖ is Riemann-Integrable in the classical sense, we have that∥∥∥∥ ∫ b

a
f(t)dt

∥∥∥∥ ≤
∫ b

a
‖f(t)‖dt.

Since f is continuous on a compact set we have

‖f‖∞= sup
t∈[a,b]

‖f(t)‖

is well-defined and therefore ∫ b

a
‖f(t)‖dt ≤ ‖f‖∞(b− a).

Now if x∗ ∈ X∗, then

x∗
(∫ b

a
f(t)dt

)
= x∗(lim

P
S(f,P)) = lim

P

m∑
k=1

x∗(f(tk))(tk − tk−1) =

∫ b

a
x∗(f(t))dt.

Denote by C([a, b], X) the linear space of the continuous functions from [a, b] to X , with
point-wise addition and scalar multiplication, then the map

C([a, b], X) → X f →
∫ b

a
f(t)dt
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is linear and bounded.
IfX is also a Banach algebra, from the continuity of multiplication we get that for c, c′ ∈ X ,
f : [a, b] → X and a partition of [a, b]

P = {a = t0 < t1 < ... < tm = b},

S(cfc′,P) =

m∑
i=1

cf(ti)c
′(ti − ti−1) = c

( m∑
i=1

f(ti)(ti − ti−1)

)
c′

and by taking limits, we have that∫ b

a
cf(t)c′dt = c

(∫ b

a
f(t)dt

)
c′.

Now, suppose that f : [a, b] → C is a continuous function andX is unital. Let g : [a, b] → X

be the function such that
g(t) = f(t)1A .

For P = {a = t0 < t1 < ... < tm = b} a partition of [a, b] we have that,

S(g,P) =

m∑
i=1

f(ti)1A (ti − ti−1) =

( m∑
i=1

f(ti)(ti − ti−1)

)
1A

P−→
(∫ b

a
f(t)dt

)
1A .

2.4 Hilbert C*-modules

This section is fundamental for our understanding ofC∗-correspondences and therefore we
are going to give complete proofs. We are going to follow [20].

Definition 2.4.1. Let A be a C∗-algebra. An inner-product right A -module is a pair of
a linear space X that is a right A -module and a map 〈., .〉 : X × X → A such that
∀a ∈ A , ∀ξ, η, ζ ∈ X and ∀λ, µ ∈ C :

(i) 〈ξ, λζ + µη〉 = λ〈ξ, ζ〉+ µ〈ξ, η〉,

(ii) 〈η, ξ〉 = 〈ξ, η〉∗,

(iii)〈ξ, η a〉 = 〈ξ, η〉a,

(iv) 〈ξ, ξ〉 ≥ 0 and 〈ξ, ξ〉 = 0 ⇐⇒ ξ = 0.

One can easily deduce, from i), ii) of the preceding definition, that the map we defined
above is sesquilinear and also we can easily see that

〈ξa, η〉 = 〈η, ξa〉∗ = (〈η, ξ〉a)∗ = a∗〈ξ, η〉.
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We also define ‖.‖X : X → R+, for ξ ∈ X by

‖ξ‖X= ‖〈ξ, ξ〉‖1/2A

To prove that ‖.‖X is actually a norm, we are going to need the next easy result.

Proposition 2.4.1. Let (X,A , 〈., .〉) be an inner-product right A -module.

∀ξ, η ∈ X : 〈ξ, η〉〈η, ξ〉 ≤ ‖〈η, η〉‖A 〈ξ, ξ〉.

Proof. Without loss of generality, suppose that ξ, η ∈ X such that ‖〈η, η〉‖= 1. Then for
each a ∈ A we have

0 ≤ 〈ηa− ξ, ηa− ξ〉 = a∗〈η, η〉a− 〈ξ, η〉a− a∗〈η, ξ〉+ 〈ξ, ξ〉

≤ a∗a− 〈ξ, η〉a− a∗〈ξ, η〉+ 〈ξ, ξ〉,

where at the last inequality we use the fact that if c ∈ A + then ∀a ∈ A

a∗ca ≤ ‖c‖a∗a.

We set a = 〈η, ξ〉, then

0 ≤ 〈ξ, η〉〈η, ξ〉 − 〈ξ, η〉〈η, ξ〉 − 〈ξ, η〉〈η, ξ〉+ 〈ξ, ξ〉 hence 〈ξ, η〉〈η, ξ〉 ≤ 〈ξ, ξ〉‖〈η, η〉‖.

Remark 4. The preceding proposition also implies that:

‖〈ξ, η〉‖A ≤ ‖ξ‖X‖η‖X .

Indeed, we have that for a, b ∈ A + if a ≤ b =⇒ ‖a‖≤ ‖b‖

〈ξ, η〉〈η, ξ〉 ≤ ‖〈η, η〉‖〈ξ, ξ〉 =⇒ ‖〈ξ, η〉〈η, ξ〉‖≤ ‖〈η, η〉‖‖〈ξ, ξ〉‖ =⇒

‖〈ξ, η〉‖2≤ ‖〈ξ, ξ〉‖‖〈η, η〉‖= ‖η‖2X‖ξ‖2X =⇒ ‖〈ξ, η〉‖A ≤ ‖ξ‖X‖η‖X

Now, one can easily prove the triangle inequality for ‖.‖X and so, it is indeed a norm on
the linear space X: If ξ, η ∈ X then

‖ξ + η‖X= ‖〈ξ + η, ξ + η〉‖1/2A = ‖〈ξ, ξ〉+ 〈η, ξ〉+ 〈ξ, η〉+ 〈η, η〉‖1/2A

≤ (‖ξ‖2X+2‖η‖X‖ξ‖X+‖η‖2X)1/2 = ((‖ξ‖X+‖η‖X)2)1/2 = ‖ξ‖X+‖η‖X

Definition 2.4.2. Let (X,A , 〈., .〉) be an inner-product rightA -module. We call it a Hilbert
A -module if the pair (X, ‖.‖X) is a Banach space.
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From now on we will not use the subscript X for the norm, if it is not necessary.
We can easily see that for x ∈ X

‖x‖= sup{‖〈x, y〉‖ : y ∈ X, ‖y‖≤ 1}.

Indeed, we have that
‖〈x, y〉‖≤ ‖x‖‖y‖= ‖x‖

and also for y = x
∥x∥

‖〈x, y〉‖= ‖x‖.

For x ∈ X we denote |x|:= 〈x, x〉1/2 ∈ A and also for a ∈ A we denote |a|= (a∗a)1/2,
then we have the following inequality

|xa|≤ ‖x‖|a|.

Indeed,
〈xa, xa〉 = a∗ 〈x, x〉 a ≤ ‖x‖2a∗a

and by taking square roots the result follows. This also implies that

‖xa‖≤ ‖x‖‖a‖.

Remark 5. Let X be a Hilbert A -module. Then XA =X, where XA is the closed linear
span of elements of the form {xa : x ∈ X, a ∈ A } and also if we denote by 〈X,X〉 the
linear span of elements {〈x, y〉 : x, y ∈ X}, then X〈X,X〉 is dense in X .
Indeed, let {ei} be an approximate unit for A and x ∈ X , then

〈x− xei, x− xei〉 = 〈x, x〉 − ei〈x, x〉 − 〈x, x〉ei + ei〈x, x〉ei
i−→ 0. (∗)

If A is unital with an analogous computation we can see that for x ∈ X we have

x1A = x.

In the case that A is not unital, we denote by A1 its unitization, thenX becomes a Hilbert
A1-module if we define x1A1 = x.

If we denote the closure of 〈X,X〉 by B, then B is a closed two-sided ideal of A , since for
x, y ∈ X and a ∈ A

〈x, y〉a = 〈x, ya〉 and a〈x, y〉 = 〈xa∗, y〉

Thus, using proposition 2.1.2, B is self-adjoint and so there exists an approximate unit {ui}
for B and thus using (∗) for B we obtain that xui

i−→ x for all x ∈ X . Therefore,X〈X,X〉
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is dense in X .

We will now give some basic examples of Hilbert A -modules.

Example 2.4.1. Let A be a C∗-algebra. We define for a, b ∈ A

〈a, b〉 = a∗b.

Then A is a Hilbert A -module. If I is closed right ideal of A then by restricting 〈., .〉 to I ,
we get that I is a Hilbert A -module.

Example 2.4.2. Let H be a Hilbert space and X a compact Hausdorff space. For each
t ∈ X , let Ht be a closed subspace of H . Denote byE theC-vector space of all continuous
functions ξ from X to H such that for t ∈ X , ξ(t) ∈ Ht. Then E has the structure of
C(X)-module if we define for ξ ∈ E and f ∈ C(X), ξf to be the function

t→ ξ(t)f(t).

For ξ, η ∈ E define 〈ξ, η〉 to be the function

t→ 〈ξ(t), η(t)〉H .

Then (E,C(X), 〈., .〉) is a Hilbert C(X)-module.
Indeed, the fact that (E,C(X), 〈., .〉) is an inner-product right C(X)-module is immediate.
To see the completeness of the norm, note that

‖ξ‖2E= sup
t∈X

|〈ξ(t), ξ(t)〉H |= sup
t∈X

‖ξ(t)‖2H .

Suppose that (ξn)n is a ‖.‖E-Cauchy sequence, then since ‖.‖H is complete we obtain
that the set of H -valued continuous functions defined on X is a Banach space. Using
the equality above (ξn)n is Cauchy in the norm of the right-hand side and therefore (ξn)n
converges to a continuous H -valued function ξ and using once more the equality of the
norms, (ξn)n converges to ξ in ‖.‖E .

Nowwith the second example inmindwe can prove that for aHilbertA -module (X,A , 〈., .〉),
the closure of 〈X,X〉 is not always equal with A . So let A = C(X) and E the Hilbert
C(X)-module described above. Let Y be a non-empty closed subspace ofX and Ht = {0}
for t ∈ Y then

〈X,X〉 ⊆ {f ∈ C(X) : f(Y ) = 0} ⊊ C(X).

Example 2.4.3. Let (Xn)
m
n=1 be Hilbert A -modules. Then X =

⊕m
n=1Xn is a Hilbert A -

module if we set (ξ1, ξ2, ..., ξm) ·a = (ξ1a, ξ2a, ..., ξma) for (ξ1, ξ2, ..., ξm) ∈ X and a ∈ A

and

〈(ξ1, ξ2, ..., ξm), (η1, η2, ..., ηm)〉 =
m∑

n=1

〈ξn, ηn〉
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for (η1, η2, ..., ηm) ∈ X.We denote by Y n the direct sum of n copies of a HilbertA -module
Y.

Example 2.4.4. Let (Xn)
∞
n=1 be Hilbert A -modules. We define X =

⊕∞
n=1Xn to be the

set of all sequences x = (xn)
∞
n=1, with xn ∈ Xn, such that

∑∞
n=1 〈xn, xn〉 converges in A .

For x = (xn)
∞
n=1 and y = (yn)

∞
n=1 in X , we define

〈x, y〉 =
∞∑
n=1

〈xn, yn〉

and x · a = (x1a, x2a, ...). First of all, we prove the linear space structure:
Suppose that (xn)n, (yn)n ∈ X , we will show that (xn + yn)n ∈ X . We set

an =
∑
k≤n

〈xk, xk〉 , bn =
∑
k≤n

〈yk, yk〉 , cn =
∑
k≤n

〈xk + yk, xk + yk〉 .

Note that for each n ≥ 1 and z, w ∈ Xn we have

0 ≤ 〈z + w, z + w〉 ≤ 〈z + w, z + w〉+ 〈z − w, z − w〉 = 2 〈z, z〉+ 2 〈w,w〉

Since, for n ≥ m the differences cn − cm are finite sums of such terms we obtain

0 ≤ cn − cm ≤ 2(an − am) + 2(bn − bm)

and therefore
‖cn − cm‖≤ 2‖an − am‖+2‖bn − bm‖.

The fact that (xn)n, (yn)n ∈ X implies that both (an) and (bn) converge and hence (cn) is
a Cauchy sequence in A and therefore convergent.
The module action is well-defined:

For a ∈ A , the equality

n∑
k=m

〈xka, xka〉 =
n∑

k=m

a∗ 〈xk, xk〉 a = a∗(
n∑

k=m

〈xk, xk〉)a

proves that when
∑

k 〈xk, xk〉 converges in A , so does
∑

k 〈xka, xka〉.
The A -valued product is well-defined:
By polarisation we have

4
∑
k

〈xk, yk〉 =
∑
k

〈xk + y + k, xk + yk〉 −
∑
k

〈xk − yk, xk − yk〉

+ i
∑
k

〈xk + iyk, xk + iyk〉 − i
∑
k

〈xk − iyk, xk − iyk〉 ,

which proves that the series on the left hand-side converges in A since the four series on
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the right hand-side converge in A . Note that if x = (xn)
∞
n=1 ∈ X , then for each k ∈ N we

have that

‖xk‖2= ‖〈xk, xk〉 ‖≤

∥∥∥∥∥
∞∑
n=1

〈xn, xn〉

∥∥∥∥∥ = ‖〈x, x〉 ‖2.

To see that X is complete suppose that (xn)n∈N is a Cauchy sequence in X, where each
xn = (xn(1), xn(2), ...) for xn(k) ∈ Xk. Note that for each fixed k ∈ N and n,m ∈ N we
have that

‖xn(k)− xm(k)‖2≤ ‖xn − xm‖2

therefore the sequence (xn(k))n∈N is Cauchy inXk and so it converges to some y(k) ∈ Xk.

Set y = (y(k))k∈N, we will prove that y ∈ X and that xn → y. To prove that y ∈ X since
A is complete it suffices to show that given ϵ > 0 there exists P such that form ≥ n ≥ P

we have ‖
∑m

k=n 〈y(k), y(k)〉‖ ≤ ϵ2. Since (xn) is Cauchy, given ϵ > 0 there exists N ∈ N
such that

k ≥ l ≥ N =⇒ ‖xk − xl‖< ϵ/3.

Since xN ∈ X we can choose P ≥ N such that∥∥∥∥∥
∞∑
i=P

〈xN (i), xN (i)〉

∥∥∥∥∥
1/2

< ϵ/3.

For each k ∈ N we have y(k) = limM xM (k) in Xk, that is

lim
M

‖〈y(k)− xM (k), y(k)− xM (k)〉 ‖= 0.

Therefore form ≥ n we have∥∥∥∥∥
m∑

k=n

〈y(k)− xM (k), y(k)− xM (k)〉

∥∥∥∥∥ ≤
m∑

k=n

‖〈y(k)− xM (k), y(k)− xM (k)〉‖ M→∞−−−−→ 0.

Thus, we may chooseM depending onm,n such that

∥∥∥∥∥
m∑

k=n

〈y(k)− xM (k), y(k)− xM (k)〉

∥∥∥∥∥
1/2

< ϵ/3.
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Therefore, ifm ≥ n ≥ P we have∥∥∥∥∥
m∑

k=n

〈y(k), y(k)〉

∥∥∥∥∥
1/2

≤

∥∥∥∥∥
m∑

k=n

〈y(k)− xM (k), y(k)− xM (k)〉

∥∥∥∥∥
1/2

+

∥∥∥∥∥
m∑

k=n

〈xM (k)− xN (k), xM (k)− xN (k)〉

∥∥∥∥∥
1/2

+

∥∥∥∥∥
m∑

k=n

〈xN (k), xN (k)〉

∥∥∥∥∥
1/2

≤

∥∥∥∥∥
m∑

k=n

〈y(k)− xM (k), y(k)− xM (k)〉

∥∥∥∥∥
1/2

+

∥∥∥∥∥
∞∑
k=1

〈xM (k)− xN (k), xM (k)− xN (k)〉

∥∥∥∥∥
1/2

+

∥∥∥∥∥
∞∑

k=P

〈xN (k), xN (k)〉

∥∥∥∥∥
1/2

≤ ϵ/3 + ϵ/3 + ϵ/3 = ϵ,

where we used the fact that

m∑
k=n

〈xM (k)− xN (k), xM (k)− xN (k)〉 ≤
∞∑
k=1

〈xM (k)− xN (k), xM (k)− xN (k)〉

and also
m∑

k=n

〈xN (k), xN (k)〉 ≤
∞∑

k=P

〈xN (k), xN (k)〉

as elements in A + and therefore∥∥∥∥∥
m∑

k=n

〈xM (k)− xN (k), xM (k)− xN (k)〉

∥∥∥∥∥ ≤

∥∥∥∥∥
∞∑
k=1

〈xM (k)− xN (k), xM (k)− xN (k)〉

∥∥∥∥∥
and ∥∥∥∥∥

m∑
k=n

〈xN (k), xN (k)〉

∥∥∥∥∥ ≤

∥∥∥∥∥
∞∑

k=P

〈xN (k), xN (k)〉

∥∥∥∥∥ .
The above proves that y ∈ X.

Now to see that limn‖y − xn‖= 0, given ϵ > 0 we can pick n0 such that

n ≥ m ≥ n0 =⇒ ‖xn − xm‖< ϵ.

For each N ∈ N, if n ≥ m ≥ n0 we have that∥∥∥∥∥
N∑
k=1

〈xn(k)− xm(k), xn(k)− xm(k)〉

∥∥∥∥∥ < ϵ2.

Lettingm→ ∞ we obtain∥∥∥∥∥
N∑
k=1

〈xn(k)− y(k), xn(k)− y(k)〉

∥∥∥∥∥ < ϵ2



Chapter 2. Preliminaries 20

for all n ≥ n0. Since, xn − y ∈ X we get that the series

∞∑
k=1

〈xn(k)− y(k), xn(k)− y(k)〉

converges in A +.

If we set aN =
N∑
k=1

〈xn(k)− y(k), xn(k)− y(k)〉 and a =
∞∑
k=1

〈xn(k)− y(k), xn(k)− y(k)〉

we have that ‖a‖= limN‖aN‖ and since ‖aN‖< ϵ2, it follows that ‖a‖≤ ϵ2. The above im-
plies that ‖xn − y‖≤ ϵ for all n ≥ n0, as required.

Definition 2.4.3. Let (X,A , 〈., .〉) be aHilbertA -module. We say thatX is full, if 〈X,X〉 =
A .

Let E,F be Hilbert A -modules for a C∗-algebra A . We denote by L (E,F ) the set of
all the maps t : E → F for which there exists a map t∗ : F → E which satisfies

〈tx, y〉 = 〈x, t∗y〉 for x ∈ E, y ∈ F.

We call such a map an adjointable operator.
If t ∈ L (E,F ), λ ∈ C, a ∈ A , x,w ∈ E and y ∈ F we have that

〈t(λx+ w), y〉 = 〈λx+ w, t∗(y)〉 = λ〈x, t∗y〉+ 〈w, t∗y〉 = 〈λtx+ tw, y〉

and also
〈t(xa), y〉 = 〈xa, t∗y〉 = a∗〈tx, y〉 = 〈t(x)a, y〉.

Thus, from iv) of definition 2.4.1 we have that t is A -linear i.e.

t(λx+ w) = λtx+ tw

and
t(xa) = t(x)a.

Note that t is also bounded.
Indeed, let {xn : n ∈ N} be a sequence in E such that xn → x ∈ E and txn → y ∈ F .
Then for each z ∈ F we have

‖〈txn, z〉 − 〈y, z〉‖≤ ‖txn − y‖‖z‖→ 0

and since
‖〈xn, t∗z〉 − 〈x, t∗z〉‖≤ ‖xn − x‖‖t∗z‖→ 0,
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we have that

〈y, z〉 = lim
n
〈txn, z〉 = lim

n
〈xn, t∗z〉 = 〈x, t∗z〉 = 〈tx, z〉.

Thus, tx = y and using the closed graph theorem t is bounded.
If E = F = X we denote the set of adjointable operators by L (X).

Proposition 2.4.2. Let t, s be elements of L (X) and λ ∈ C. Then

(i) (t+ s)∗ = t∗ + s∗

(ii) (λt)∗ = λt∗

(iii) (ts)∗ = s∗t∗.

In particular, L (X) is a C∗-algebra where the product is composition and the norm is the

operator norm.

Proof. Let x, y, w ∈ X , then

〈x, (t+ s)∗(y)〉 = 〈(t+ s)(x), y〉 = 〈tx, y〉+ 〈sx, y〉 = 〈x, t∗y〉+ 〈x, s∗y〉 = 〈x, t∗y+ s∗y〉

and
〈x, (λt)∗y〉 = 〈(λt)(x), y〉 = 〈λtx, y〉 = λ〈tx, y〉 = λ〈x, t∗y〉 = 〈x, λt∗y〉

and

〈x, (ts)∗y〉 = 〈(ts)(x), y〉 = 〈t(s(x)), y〉 = 〈sx, t∗y〉 = 〈x, s∗(t∗(y))〉 = 〈x, (s∗t∗)(y)〉.

The above proves (i), (ii), (iii).
Firstly, we show the C∗-property of the norm. It is obvious that

‖t∗t‖≤ ‖t∗‖‖t‖.

Now, observe that

‖t∗t‖= sup
∥x∥≤1

‖t∗t(x)‖= sup
∥x∥≤1

sup
∥y∥≤1

‖〈t∗t(x), y〉‖≥ sup
∥x∥≤1

‖〈t∗t(x), x〉‖

= sup
∥x∥≤1

‖〈tx, tx〉‖= sup
∥x∥≤1

‖tx‖2= ‖t‖2

Combining the two inequalities, it follows that

‖t‖≤ ‖t∗‖,

since
〈t∗x, y〉 = 〈y, t∗(x)〉∗ = 〈ty, x〉∗ = 〈x, ty〉,
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we have that (t∗)∗ = t and thus
‖t‖= ‖t∗‖.

We conclude that
‖t∗t‖= ‖t‖2.

Now in order to show that L (X) is complete, let {tn : n ∈ N} be a Cauchy sequence in
L (X). The space of bounded linear operatorsB(X) is complete sinceX is, and thus there
exists a bounded linear operator t, such that tn → t. It suffices to show that t is adjointable.
Since for n,m ∈ N

‖t∗n − t∗m‖= ‖(tn − tm)∗‖= ‖tn − tm‖

the sequence {t∗n : n ∈ N} is also Cauchy, hence there exists a bounded linear operator t
such that t∗n → t. We have

〈tx, y〉 = lim
n
〈tnx, y〉 = lim

n
〈x, t∗ny〉 = 〈x, ty〉.

This proves that t is adjointable and t∗ = t.

We will now introduce a very important class of adjointable maps analogous to the finite-
rank operators on a Hilbert space.
Let E,F be Hilbert A -modules, x ∈ E and y ∈ F , we define θx,y : F → E such that

θx,y(z) = x〈y, z〉 for z ∈ F.

Note that for z ∈ F,w ∈ E

〈θx,y(z), w〉 = 〈x〈y, z〉, w〉 = 〈z, y〉〈x,w〉 = 〈z, y〈x,w〉〉 = 〈z, θy,x(w)〉

and so θx,y ∈ L (F,E) and in particular

θ∗x,y = θy,x.

Proposition 2.4.3. Let E,F,G be Hilbert A -modules, u ∈ F, v ∈ G, x ∈ E,

y ∈ F, t ∈ L (E,G) and s ∈ L (E,G). Then we have that:

θx,yθu,v = θx⟨y,u⟩,v = θx,v⟨u,y⟩

tθx,y = θtx,y

θx,ys = θx,s∗y.
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Proof. Let w ∈ G and f ∈ F , then

θx,yθu,v(w) = θx,y(u〈v, w〉) = x〈y, u〈v, w〉〉 = x〈y, u〉〈u, v〉 = θx⟨y,u⟩,v(w) =

x(〈w, v〉〈u, y〉)∗ = x(〈w, v〈u, y〉〉)∗ = x〈v〈u, y〉, w〉 = θx,v⟨u,y⟩(w)

and also
tθx,y(f) = t(x〈y, f〉) = tx〈y, f〉 = θtx,y(f)

and
θx,y(sw) = x〈y, sw〉 = x〈s∗y, w〉 = θx,s∗y(w).

We denote the closure of the linear span of the set {θx,y : x ∈ E, y ∈ F} by K (F,E)

and in the case that E = F = X by K (X). From the preceding proposition we have that
K (X) is a closed ideal of L (X).

Proposition 2.4.4. If t ∈ L (E,F ) and x ∈ E where E,F are Hilbert A -modules, then

|tx|≤ ‖t‖|x|.

Proof. Let ρ be a state of A . By repeatedly using the Cauchy-Schwarz inequality for the
semi-inner product ρ(〈., .〉), we obtain

ρ(〈t∗tx, x〉) ≤ ρ(〈t∗tx, t∗tx〉)1/2ρ(〈x, x〉)1/2

= ρ(
〈
(t∗t)2x, x

〉
)1/2ρ(|x|2)1/2

≤ ρ(
〈
(t∗t)2x, (t∗t)2x

〉
)1/4ρ(|x|2)1/2+1/4

≤ ....

≤ ρ(
〈
(t∗t)2

n
x, x

〉
)2

−n
ρ(|x|2)1/2+1/4+...+2−n

≤ (‖x‖2)2−n‖t∗t‖ρ(|x|2)1−2−n
.

As n → ∞ we obtain ρ(〈tx, tx〉) ≤ ‖t‖2ρ(|x|2) and since this holds for every state we get
|tx|2≤ ‖t‖2|x|2 and by taking square roots the proof is complete.

Remark 6. Let A be a C∗-algebra, consider the Hilbert A -module described in example
2.4.1, we will prove that K (A ) ∼= A .
Let

ϕ : span{θa,b : a, b ∈ A } → A

be the map such that
ϕ(θa,b + θc,d) = ab∗ + cd∗.

Note that ϕ is injective. Indeed,

ϕ(θa,b) = 0 ⇒ ab∗ = 0
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and so for every c ∈ A

θa,b(c) = ab∗c = 0

and thus θa,b ≡ 0.
We also have that

ϕ(θ∗a,b) = ϕ(θb,a) = ba∗ = (ab∗)∗ = ϕ(θa,b)
∗

and
ϕ(θa,bθc,d) = ϕ(θab∗c,d) = ab∗cd∗ = ϕ(θa,b)ϕ(θc,d).

Therefore ϕ is a ∗-homomorphism between C∗-algebras and thus an isometry, so it can be
extended to an isometry, which we will still denote by ϕ, from K (A ) to A and there-
fore ϕ(K (A )) is a C∗-subalgebra of A as an image of a ∗-homomorphism between C∗-
algebras.
Now if {ei : i ∈ I} is an approximate identity in A then for each a ∈ A and each i ∈ I

ϕ(θa,ei) = aei ∈ ϕ(K (A )),

and since aei
i−→ a we obtain that ϕ(K (A )) = A and ϕ is surjective. So ϕ is a ∗-

isomorphism.
In the case that A is unital we also have that L (A) = K (A).
Indeed, let t ∈ L (A) and a ∈ A

t(a) = t(1A a) = t(1A )a = θt1A ,1A (a).

2.5 Interior tensor products

In this section we are going to introduce the interior tensor product of Hilbert C∗-modules,
which we will need in order to describe the Fock space of a C∗-correspondence in chapter
5. We will need a few more tools in order to do so.

Lemma 2.5.1. Let X be a Hilbert A -module and let t be a bounded A -linear operator on X .

The following are equivalent:

(i) t is a positive element of L (X),

(ii) 〈x, tx〉 ≥ 0 for all x ∈ X.

Proof. Suppose that t ≥ 0, then 〈x, tx〉 =
〈
t1/2x, t1/2x

〉
≥ 0.

For the converse implication, if 〈x, tx〉 ≥ 0 for all x ∈ X , it follows from polarisation
that t is self-adjoint and in particular adjointable. Therefore, there exist positive elements
s, r ∈ L (X) such that t = r − s and rs = 0. For x ∈ X we have

−
〈
x, s3x

〉
= 〈sx, rsx〉 −

〈
sx, s2x

〉
= 〈sx, t(sx)〉 ≥ 0
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which implies that −
〈
x, s3x

〉
≥ 0. Since s ≥ 0 we have s3 ≥ 0 and thus

〈
x, s3x

〉
≥ 0. So,〈

x, s3x
〉
= 0 for each x ∈ X and therefore s3 = 0.Thus s = 0 and hence t = r ≥ 0 and

we are done.

Let X,Y be Hilbert A -modules, then we can identify K (Xm, Y n) with the set of m × n

matrices over K (X,Y ). If

x =


x1

x2
...
xm

 ∈ Xm, y =


y1

y2
...
yn

 ∈ Y n,

θx,y corresponds to the matrix (θxi,yj )ij .We also identifyL (Xm, Y n)with the set ofm×n
matrices over L (X,Y ). If pi is the projection of Xm onto the 1 ≤ i ≤ m coordinate and
qj the projection onto the 1 ≤ j ≤ n coordinate, given t ∈ L (X,Y ) we associate with t
them× n matrix with the (i, j)-entry qjtp∗i where p∗i is the inclusion map fromX toXm.

Lemma 2.5.2. Let X be a Hilbert A -module. If x1, ..., xn ∈ X then X ≥ 0 in Mn(A )

where X is the matrix with (i, j)-entry 〈xi, xj〉. Also, if t ∈ L (X) andW is the matrix with

(i, j)-entry 〈txi, txj〉, thenW ≤ ‖t‖2X.

Proof. We identify Mn(A ) with K (An) since A ∼= K (A) and we have that for all a =

(a1, ..., an) in A n,

〈a,Xa〉 =
n∑
i,j

a∗i 〈xi, xj〉 aj =

〈
n∑

i=1

xiai,
n∑

i=1

xiai

〉
≥ 0

and so X ≥ 0 by the preceding lemma.
We also have that

〈a,Wa〉 =
n∑
i,j

a∗i 〈txi, txj〉 aj =

〈
n∑

i=1

txiai,
n∑

j=1

txjaj

〉

≤ ‖t‖2
〈

n∑
i=1

xiai,
n∑

j=1

txjaj

〉
= ‖t‖2〈a,Xa〉 ,

using the inequality from proposition 2.4.4.

Lemma 2.5.3. LetX be a Hilbert A -module, x ∈ X and 0 < a < 1.Then there is an element

w of X such that x = w|x|a.
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Proof. For any continuous function on the spectrum of |x|, we have

‖xf(|x|)‖= ‖f(|x|)∗ 〈x, x〉 f(|x|)‖1/2

= ‖|x|f(|x|)‖= sup{|λf(λ)|: λ ∈ sp(|x|)}

For n ≥ 1 we define

gn(λ) =

na, if λ ≤ 1/n

λ−a, λ > 1/n

Note that gn is continuous on C and therefore using the above norm estimate we obtain
that the sequence (xgn(|x|))n∈N is Cauchy and so it converges to an element w. Adjoining
an identity to A if necessary and using the fact that x1A1 = x, we have

‖xgn(|x|)|x|a−x‖= ‖x(gn(|x|)|x|a−1A1)‖

= sup{|λ(gn(λ)λa − 1)|: λ ∈ sp(|x|)} n→∞−−−→ 0.

Thus, w|x|a= x and the proof is complete.

Remark 7. Let X be a Hilbert A -module, then Xn can be regarded as a HilbertMn(A )-
module: If x = (x1, x2, ..., xn), y = (y1, y2, ..., yn) ∈ Xn and a = (aij)ij then we define

xa =

(
n∑

i=1

xiai1, ...,
n∑

i=1

xiain

)

and the inner-product
〈x, y〉 = (〈xi, yj〉)ij .

Then, from the final example of chapter 5 in [20] we obtain

LMn(A )(X
n) ∼= LA (Xn) ∼=Mn(L (X)) ∼= L (X)⊗Mn(C)

and in particular ifx = (x1, x2, ..., xn), y = (y1, y2, ..., yn) ∈ Xn then θx,y ∈ KMn(A )(X
n)

is identified with
∑n

i=1 θxi,yi ⊗ In where In is the unit inMn(C).Therefore, from the nu-
clearity ofMn(C), the norm of L (X)⊗Mn(C) is the spatial norm and so we have

‖θx,y‖=

∥∥∥∥∥
n∑

i=1

θxi,yi

∥∥∥∥∥ ‖In‖=
∥∥∥∥∥

n∑
i=1

θxi,yi

∥∥∥∥∥ .
The following is lemma 2.1 in [11].
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Lemma 2.5.4. Let X be a Hilbert A -module. For x1, ..., xn, y1, ..., yn ∈ X we have∥∥∥∥∥
n∑

i=1

θxi,yi

∥∥∥∥∥ =
∥∥∥(〈xi, xj〉)1/2ij (〈yi, yj〉)1/2ij

∥∥∥
Mn(A )

.

In particular, if X = A then∥∥∥∥∥
n∑

i=1

xiy
∗
i

∥∥∥∥∥ =
∥∥∥(x∗ixj)1/2ij (y∗i yj)

1/2
ij

∥∥∥
Mn(A )

.

Proof. Let x, y be elements in X . Then,

‖θx,y‖2= ‖θ∗x,yθx,y‖= ‖θy⟨x,x⟩,y‖=
∥∥∥θy⟨x,x⟩1/2,y⟨x,x⟩1/2∥∥∥

=
∥∥∥〈y 〈x, x〉1/2 , y 〈x, x〉1/2〉∥∥∥ =

∥∥∥〈x, x〉1/2 〈y, y〉1/2∥∥∥2 .
If x = (x1, x2, ..., xn), y = (y1, y2, ..., yn), z ∈ Xn we set

θx,y(z) = x 〈y, z〉Mn(A )

and we have∥∥∥∥∥
n∑

i=1

θxi,yi

∥∥∥∥∥ = ‖θx,y‖=
∥∥∥〈x, x〉1/2Mn(A ) 〈y, y〉

1/2
Mn(A )

∥∥∥ =
∥∥∥(〈xi, xj〉)1/2ij (〈yi, yj〉)1/2ij

∥∥∥
Mn(A )

.

We are now in position to define the interior tensor product of Hilbert C∗−modules. Let
X be a HilbertA -module, Y a HilbertB-module and ϕ : A → L (Y ) a ∗-homomorphism.
We form the vector space tensor product X ⊗alg Y . Let N be the subspace of X ⊗alg Y

generated by elements of the form

ξa⊗ η − ξ ⊗ ϕ(a)η ξ ∈ X, η ∈ Y, a ∈ A

and form the quotient (X ⊗alg Y )/N .
For ξ, ξ1, ξ2 ∈ X, η, η1, η2 ∈ Y and b ∈ B we set

(ξ ⊗ η)b := ξ ⊗ (ηb)

and for simple tensors

〈ξ1 ⊗ η1 ξ2 ⊗ η2〉 := 〈η1, ϕ(〈ξ1, ξ2〉)η2〉.
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The above formula extends by linearity to a sesquilinear form and we will prove that

〈., .〉 : (X ⊗alg Y )/N → B

is a B-valued inner-product. First of all, if z =
∑n

i=1 xi ⊗ yi ∈ X ⊗alg Y we have that

〈z, z〉 =

〈
n∑

i=1

xi ⊗ yi,

n∑
j=1

xi ⊗ yj

〉
=

n∑
i,j

〈yi, ϕ(〈xi, xj〉)yj〉

=
〈
y, ϕ(n)(X)y

〉
Y n

,

where y = (y1, ..., yn) ∈ Y n and X is the element inMn(A ) with matrix entries 〈xi, xj〉
and 〈., .〉Y n is theB-valued inner-product defined in example 2.4.4. By lemma 2.5.2 we have
thatX ≥ 0 and using the complete positivity of the ∗-homomorphism ϕ, the identification
of Mn(L (Y )) with L (Y n) and lemma 2.5.1, we conclude that 〈z, z〉 ≥ 0. It remains to
show that N = {z ∈ X ⊗alg Y : 〈z, z〉 = 0}.
Suppose that z = xa⊗ y − x⊗ ϕ(a)y for x ∈ X , ∈ Y and a ∈ A , then

〈z, z〉 = 〈xa⊗ y − x⊗ ϕ(a)y, xa⊗ y − x⊗ ϕ(a)y〉

= 〈xa⊗ y, xa⊗ y〉 − 〈xa⊗ y, x⊗ ϕ(a)y〉 − 〈x⊗ ϕ(a)y, xa⊗ y〉+ 〈x⊗ ϕ(a)y, x⊗ ϕ(a)y〉

= 〈y, ϕ(〈xa, xa〉)y〉 − 〈y, ϕ(〈xa, x〉)ϕ(a)y〉 − 〈ϕ(a)y, ϕ(〈x, xa〉)y〉+ 〈ϕ(a)y, ϕ(〈x, x〉)ϕ(a)y〉

= 〈y, ϕ(a∗ 〈x, x〉 a)y〉 − 〈y, ϕ(a∗ 〈x, x〉 a)y〉 − 〈ϕ(a)y, ϕ(〈x, x〉 a)y〉+ 〈ϕ(a)y, ϕ(〈x, x〉 a)y〉 = 0.

For the reverse inclusion, suppose that z =
∑n

i=1 xi⊗yi ∈ X⊗algY is such that 〈z, z〉 = 0.

From our calculations above and using the same notation we have that〈
y, ϕ(n)(X)y

〉
Y n

= 0.

We set T = ϕ(n)(X), then T ≥ 0 as an element ofMn(L (Y )) ∼= L (Y n) and we also have
that 〈

T 1/2y, T 1/2y
〉
Y n

= 〈y, Ty〉Y n = 0.

Since 〈
T 1/4y, T 1/4y

〉
Y n

=
〈
y, T 1/2y

〉
Y n

= 0,

it follows that T 1/4y = 0. If we think of Xn as a Hilbert Mn(A )-module and set x =

(x1, ..., xn) we have that |x|Xn= X1/2. Using lemma 2.5.3, we obtain an element w =

(w1, ..., wn) ∈ X such that wX1/2 = x. If X1/4 = (cij)ij then since T 1/4 = ϕ(n)(X1/4),
we have that T 1/4 = (ϕ(cij))ij . Therefore, for each 1 ≤ j ≤ n we have xj =

∑n
i=1wicij

and
∑n

i=1 ϕ(cij)yj = 0. It follows that

z =
n∑

j=1

xj ⊗ yj =
n∑
i,j

(wicij ⊗ yj − wi ⊗ ϕ(cij)yj).
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We denote by X ⊗ϕ Y the completion of X ⊗alg Y/N with respect to the norm induced
by the B-valued inner-product described above and call it the interior tensor product ofX
and Y . We will often omit the index ϕ unless it is necessary and we will also denote by
x⊗ y the element x⊗ y +N ∈ X ⊗ϕ Y .
If X,Y and ϕ are as above and t ∈ L (X), then we define a map on simple tensors by

x⊗ y → tx⊗ y.

This map extends to a linear map, denoted by t⊗ IY , on X ⊗alg Y.

For
∑n

i=1 xi ⊗ yi ∈ X ⊗alg Y we have

∥∥∥∥∥
n∑

i=1

txi ⊗ yi

∥∥∥∥∥
2

=

∥∥∥∥∥∥
〈

n∑
i=1

txi ⊗ yi,

n∑
j=1

txj ⊗ yj

〉∥∥∥∥∥∥
=

∥∥∥∥∥∥
n∑

i,j=1

〈yi, ϕ(〈txi, txj〉)yj〉

∥∥∥∥∥∥ ≤ ‖t‖2
∥∥∥∥∥∥

n∑
i,j=1

〈yi, ϕ(〈xi, xj〉)yj〉

∥∥∥∥∥∥
= ‖t‖2

∥∥∥∥∥
n∑

i=1

xi ⊗ yi

∥∥∥∥∥
2

,

where we have used lemma 2.5.2 and the complete positivity of ϕ. Therefore, t ⊗ IY is a
well-defined, bounded map which extends by continuity to X ⊗ϕ Y. We also denote the
extension by t⊗ IY .

We now prove that t⊗ IY ∈ L (X ⊗ϕ Y ). For ξ1, ξ2 ∈ X and η1, η2 ∈ Y we have that

〈(t⊗ IY )(ξ1 ⊗ η1), ξ2 ⊗ η2〉 = 〈t(ξ1)⊗ η1, ξ2 ⊗ η2〉 = 〈η1, ϕ(〈t(ξ1), ξ2〉)η2〉

= 〈η1, ϕ(〈ξ1, t∗(ξ2)〉)η2〉 = 〈ξ1 ⊗ η1, t
∗(ξ2)⊗ η2〉 = 〈ξ1 ⊗ η1, (t

∗ ⊗ IY )(ξ2 ⊗ η2)〉,

and since the linear span of simple tensors is dense inX⊗ϕY , we are done. Thus, (t⊗IY )∗ =
t∗ ⊗ IY . It is evident now that the map

t→ t⊗ IY

is a unital ∗-homomorphism from L (X) into L (X ⊗ϕ Y ).



Chapter 3

Crossed products

In this chapter we are going to introduce the notion of the crossed product of a C∗-algebra
by a discrete group. The operations of the crossed product encodes, in a way, information
about the action of the discrete group. In particular, in the last section of this chapter wewill
give an elegant result that characterizes topological properties of a topological dynamical
system via algebraic properties of the crossed product that arises from this action. In the
first section we follow mostly [4], in section 2 we follow both [4] and [13] and the last
section follows the notes of E.G. Katsoulis of this year’s seminar of functional analysis and
operator algebras.

3.1 Crossed products by discrete groups

LetA be a Banach space andG be a set. We define the Banach space ℓp(G,A ) to be theA -
valued functions onG such that

∑
s∈G‖f(g)‖p<∞with the norm ‖f‖p= (

∑
s∈G‖f(g)‖p)1/p

and pointwise addition. In particular, if A is a Hilbert space, for p = 2, the Banach space
ℓ2(G,A ) is a Hilbert space with the inner-product defined by

〈f, g〉 =
∑
s∈G

〈f(s), g(s)〉A .

Definition 3.1.1. LetG be a discrete group andH a Hilbert space. A unitary representation
of G is a homomorphism of G into the unitary group of H , which we denote by U(H ).

Example 3.1.1. If G is a discrete group, we define the left regular representation of G on
ℓ2(G,H ) by

Λ(s)g(t) = gs(t) = g(s−1t) where g ∈ ℓ2(G,H ). (3.1.1)

Note that Λ(s) is isometric and invertible (onto) and therefore it is a unitary operator of
B(ℓ2(G,H )).

We denote by Aut(A ) the group of ∗-automorphisms of A , where the operation is convo-
lution.

30
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Definition 3.1.2. Let A be a C∗-algebra,G a discrete group and α a homomorphism of the
group G into Aut(A ). We call (A , G, α) a C∗-dynamical system.

We will always denote by αs the automorphism α(s) for s ∈ G.

Definition 3.1.3. Let (A , G, α) be aC∗-dynamical system, a right covariant representation
of the given dynamical system is a pair (π, U), where π is a representation ofA on a Hilbert
space H and the map s → Us is a unitary representation of G on the same Hilbert that
satisfy the relation

Usπ(b)U
∗
s = π(αs(b)) ∀b ∈ A , s ∈ G.

Remark 8. Suppose that A is unital. Without loss of generality we can assume that π is
non-degenerate, whenever (π, V ) a covariant representation of (A , G, α).

Indeed, suppose that π is degenerate and set K = π(1A )H . Note that π(1A ) is an
orthogonal projection of H and hence K is a Hilbert space. For y ∈ H , s ∈ G and
x = π(1A )y ∈ K we have that

Usx = Usπ(1A )y = π(αs(1A ))Usy = π(1A )Usy ∈ K,

therefore Us(K) ⊆ K and by setting s = s−1 we obtain that U∗
s (K) ⊆ K .

Hence, s→ Us|K is unitary representation of G which we denote by U |K and (π|K , U |K)

is a covariant representation of (A , G, α) and π|K is non-degenerate.

For a discrete group G, consider the vector space tensor product A ⊗ Cc(G), where
Cc(G) is the set of continuous functions from G to C with compact (finite) support, which
is the vector space with elements of the form

f =
∑
t∈G

bt ⊗ δt,

where bt ∈ A , δt is the Kronecker delta function at t and the set {t ∈ G : bt 6= 0} is finite.
We define a norm ‖.‖1 on this space by

‖f‖1=
∑
t∈G

‖bt‖

and we also define a multiplication and an involution that makes A ⊗ Cc(G) a normed
∗-algebra which we will denote by A ⊗α Cc(G).

If α⊗ δt and b⊗ δs are simple tensors then

(a⊗ δt)(b⊗ δs) = aαt(b)⊗ δts

and we extend linearly. We also define the adjoint by

(b⊗ δs)
∗ = α−1

s (b∗)⊗ δs−1 .
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Let f =
∑

t∈G at ⊗ δt and g =
∑

s∈G bs ⊗ δs then

‖fg‖1=

∥∥∥∥∥∑
t∈G

∑
s∈G

atαt(bt−1s)⊗ δs

∥∥∥∥∥
1

≤
∑
t∈G

∑
s∈G

‖atαt(bt−1s)‖

≤
∑
t∈G

∑
s∈G

‖at‖‖bt−1s‖=
∑
t∈G

‖at‖
∑
s∈G

‖bt−1s‖=
∑
t∈G

‖at‖
∑
u∈G

‖bu‖= ‖f‖1‖g‖1

and also

‖f∗‖1=

∥∥∥∥∥∑
t∈G

αt(a
∗
t−1)⊗ δt

∥∥∥∥∥
1

=
∑
t∈G

‖αt(a
∗
t−1)‖=

∑
t∈G

‖a∗t−1‖=
∑
t∈G

‖at‖= ‖f‖1

Remark 9. We should note that from our calculations above the completion of the normed
∗-algebra A ⊗α Cc(G) with respect to ‖.‖1 is a Banach ∗-algebra which we will denote by
ℓ1(A , G, α)r .

Proposition 3.1.1. Let (π, U) be a covariant representation of (A , G, α), this covariant rep-

resentation yields a ‖.‖1-contractive ∗-representation of A ⊗α Cc(G), which we will denote

by π × U , such that for f =
∑

t∈G bt ⊗ δt,

(π × U)(f) =
∑
t∈G

π(bt)Ut. (3.1.2)

Conversely, a ‖.‖1-contractive non-degenerate ∗-representation of A ⊗α Cc(G) yields a co-

variant representation of (A , G, α).

Proof.

(π × U)(f)∗ = (
∑
t∈G

π(bt)Ut)
∗ =

∑
t∈G

U∗
t π(bt)

∗ =
∑
t∈G

Ut−1π(b∗t )UtUt−1 =

=
∑
s∈G

Usπ(b
∗
s−1)Us−1Us =

∑
s∈G

π(αs(b
∗
s−1))Us = (π × U)(f∗)

Note also that for the product we have that

(π × U)(f)(π × U)(g) =
∑
t∈G

∑
u∈G

π(bt)Utπ(cu)Uu =
∑
t∈G

∑
u∈G

π(bt)(Utπ(cu)U
∗
t )UtUu =

=
∑
t∈G

∑
u∈G

π(bt)π(αt(cu))Utu =
∑
s∈G

(
∑
t∈G

π(btαt(ct−1s))Us = (π × U)(fg)

and

‖(π × U)(f)‖=

∥∥∥∥∥∑
t∈G

π(bt)Ut

∥∥∥∥∥ ≤
∑
t∈G

‖π(bt)‖‖Ut‖≤
∑
t∈G

‖bt‖= ‖f‖1

because π is a ∗-homomorphism between C∗-algebras and so it is norm-decreasing.
Now let σ be a ‖.‖1-contractive ∗-representation of A ⊗αCc(G) on a Hilbert space H . At
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first, we suppose that A is unital. Then by defining

π(b) = σ(b⊗ δe) and Us = σ(1A ⊗ δs), ∀b ∈ A , ∀s ∈ G,

we can easily see that π is a ∗-representation of A . For every s ∈ G, note that

σ(1A ⊗ δs)σ(1A ⊗ δs−1) = σ(1A ⊗ δe) = 1B(H )

and therefore s→ Us is unitary representation of G. We have

Usπ(b)U
∗
S = σ(1A ⊗ δs)σ(b⊗ δe)σ(1A ⊗ δs)

∗

= σ((1A ⊗ δs) (b⊗ δe) (1A ⊗ δs−1)) = σ(αs(b)⊗ δe) = π(αs(b))

and so the covariance relation holds and for f =
∑

t∈G bt ⊗ δt

(π × U)(f) =
∑
t∈G

π(bt)Ut =
∑
t∈G

σ(bt ⊗ δe)σ(1A ⊗ δt)

=
∑
t∈G

σ(bt ⊗ δt) = σ

(∑
t∈G

bt ⊗ δt

)
= σ(f).

If A is non-unital, then let {eλ : λ ∈ Λ} be an approximate unit for A and define

Ush = lim
λ
σ(eλ ⊗ δs)h, h ∈ H .

We prove that for each s ∈ G this limit actually exists.

Note that for s ∈ G and ξ ∈ H

σ(eλ ⊗ δs)(σ(a⊗ δt)ξ) = σ(eλαs(a)⊗ δst)ξ
λ−→ σ(αs(a)⊗ δst)ξ

and that {σ(eλ ⊗ δs) : λ} is uniformly bounded, since for each λ we have

‖σ(eλ ⊗ δs)‖≤ ‖σ‖‖eλ‖‖δs‖≤ ‖σ‖.

Therefore, since {σ(a ⊗ δt)ξ : a ∈ A , t ∈ G, ξ ∈ H } is dense in H we obtain that for
every h ∈ H , limλ σ(eλ ⊗ δs)h exists.

We prove that for each s ∈ G the operator Us is unitary.
Firstly, we prove that for s ∈ G the operator Us is invertible and Us−1 is its inverse.
Indeed, observe that {(eλ ⊗ δe) : λ ∈ Λ} is an approximate unit for A ⊗α Cc(G) since for
a⊗ δt ∈ A ⊗α Cc(G) we have

‖(eλ ⊗ δe)(a⊗ δt)− a⊗ δt‖1= ‖(eλa⊗ δt)− a⊗ δt‖1= ‖eλa− a‖.
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For η1, η2 ∈ H and s ∈ G we have

〈UsUs−1η1, η2〉 =
〈
lim
λ

lim
µ
σ(eλ ⊗ δs)σ(eµ ⊗ δs−1)η1, η2

〉
=

〈
lim
λ

lim
µ
σ(eλαs(eµ)⊗ δe)η1, η2

〉
=

〈
lim
λ

lim
µ
σ(αs(αs−1(eλ)eµ)⊗ δe)η1, η2

〉
=

〈
lim
λ
σ(eλ ⊗ δe)η1, η2

〉
= 〈η1, η2〉 ,

where we used the fact that σ is continuous and non-degenerate and that

‖αs(αs−1(eλ)eµ)⊗ δe − eλ ⊗ δe‖1= ‖αs(αs−1(eλ)eµ − αs−1(eλ))⊗ δe‖1

= ‖αs(αs−1(eλ)eµ − αs−1(eλ))‖≤ ‖αs−1(eλ)eµ − αs−1(eλ)‖
µ−→ 0.

Therefore, Us is invertible.

For each s ∈ G the operator Us is isometric.
Indeed, for s ∈ G and h ∈ H we have that

‖Ush‖≤ ‖σ‖‖h‖≤ ‖h‖

and also
‖h‖= ‖Us−1Ush‖≤ ‖Ush‖≤ ‖h‖.

Hence, Us is onto and isometric, therefore unitary.
We prove the covariance relation: For η1, η2 ∈ H we have

〈Usπ(b)U
∗
s η1, η2〉 =

〈
Us lim

λ′
σ(b⊗ δe)σ(eλ′ ⊗ δs−1)η1, η2

〉
=

〈
Usσ(lim

λ′
beλ ⊗ δs−1)η1, η2

〉
= 〈Usσ(b⊗ δs−1)η1, η2〉

=

〈
lim
λ
σ((eλ ⊗ δs)(b⊗ δs−1)η1, η2

〉
=

〈
σ(lim

λ
eλαs(b)⊗ δe)η1, η2

〉
= 〈σ(αs(b)⊗ δe)η1, η2〉

= 〈π(αs(b))η1, η2〉 .

Note that we used the fact that σ is continuous and that if {eλ : λ ∈ Λ} is an approximate
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unit for A , then for all s ∈ G and all b ∈ A we have that

lim
λ
(eλb⊗ δs) = lim

λ
(beλ ⊗ δs) = b⊗ δs.

Indeed, we can easily see that:

‖beλ ⊗ δs − b⊗ δs‖1= ‖(beλ − b)⊗ δs‖1= ‖beλ − b‖A
λ−→ 0.

It remains to prove that σ = π × U. Suppose that f =
∑

t∈G bt ⊗ δt is an element of
A ⊗α Cc(G) and η1, η2 ∈ H , then

〈(π × U)(f)η1, η2〉 =

〈∑
t∈G

π(bt)Utη1, η2

〉
=

〈∑
t∈G

lim
λ
σ((bt ⊗ δe)(eλ ⊗ δt))η1, η2

〉

=

〈∑
t∈G

σ

(
lim
λ
bteλ ⊗ δt

)
η1, η2

〉
=

〈∑
t∈G

σ(bt ⊗ δt)η1, η2

〉

=

〈
σ

(∑
t∈G

bt ⊗ δt

)
η1, η2

〉
= 〈σ(f)η1, η2〉 .

We define a norm on A ⊗α Cc(G) by

‖f‖= sup
σ
‖σ(f)‖ (3.1.3)

where σ runs over all continuous ∗-representations ofA ⊗αCc(G). This is well-defined be-
cause ifσ is a continuous representation ofA ⊗αCc(G), then it extends to a ∗-homomorphism
between the Banach ∗-algebra ℓ1(G,A , α)r and a C∗-algebra and thus using proposition
2.1.3 it is norm-decreasing and

‖σ(f)‖≤ ‖f‖1.

We should also prove that this family of representations is not empty and that there is a
faithful representation of A ⊗ Cc(G) in order to actually obtain a norm and not a semi-
norm.
First of all, we can easily see that:

‖f f∗‖= sup
σ
‖σ(f)σ(f)∗‖= sup

σ
‖σ(f)‖2= ‖f‖2

and so it satisfies C∗-property.

Remark 10. From theorem 2.1.1 there exists a faithful representation π of A on a Hilbert
space H , we define a covariant representation (π̃,Λ) where Λ is the left regular represen-
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tation of G by

(π̃(b)x)(s) = π(α−1
s (b))(x(s)), (3.1.4)

(Λtx)(s) = x(t−1s), ∀b ∈ A , ∀x ∈ ℓ2(G,H ). (3.1.5)

Note that

(π̃(b c)x)(s) = π(α−1
s (b c)(x(s)) = π(α−1

s (b))π(α−1
s (c))(x(s)) = (π̃(b)π̃(c)x)(s)

and
π̃(b∗)x(s) = π(α−1

s (b∗))(x(s)) = π(α−1
s (b))∗(x(s)) = π̃(b)∗x(s)

and also that Λt is invertible and isometric and therefore unitary.
Finally,

Λtπ̃(b)Λ
∗
tx(s) = π̃(b)Λ∗

tx(t
−1s) = π(α−1

t−1s
(b)(Λt−1x(t−1s)) =

= π(α−1
s αt(b))(x(s)) = π̃(αt(b))x(s).

Thus (π̃,Λ) yields a continuous representation π̃ × Λ of A ⊗α Cc(G).
In order to see that π̃×Λ is faithful, pick x, y ∈ H and t ∈ G and suppose that (π̃×Λ)(f) =

0 for some f =
∑

s∈G bs ⊗ δs ∈ A ⊗α G. For each t ∈ G denote by x1, xt the elements of
ℓ2(G,H ) such that

x1(s) =

x, if s = e

0, if s 6= e

and

xt(s) =

y, if s = t

0, if s 6= t
.

Then,

0 = 〈(π̃ × Λ)(f)x1, xt〉ℓ2(G,H ) =
∑
s∈G

〈π̃(bs)Λs(x1), xt〉ℓ2(G,H ) =

=
∑
s∈G

∑
k∈G

〈(π̃(bs)Λs)(x1)(k), xt(k)〉H =
∑
s∈G

〈(π̃(bs)Λs)(x1)(t), y〉H =

=
∑
s∈G

〈π̃(bs)(x1)(s−1t), y〉H =
∑
s∈G

〈π(αt−1s(bs))(x1(s
−1t), y〉H =

= 〈π(bt)x, y〉H

Thus we get that π(bt) = 0 and therefore bt = 0 since π is faithful, for every t ∈ G, and
finally f = 0 which implies that π̃ × Λ is faithful.

Definition 3.1.4. Let G be a discrete group and (A , G, α) a C∗-dynamical system, the
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crossed product A ×α G is the completion of A ⊗α Cc(G) with the norm defined in 3.1.3.

We should make a few observations about the crossed product.
Consider

α→ α⊗ δe

where α ∈ A and e is the unit of G. Then this map is an injective ∗-homomorphism
between C∗-algebras and hence we are embedding A into A ×α G isometrically. If A is
unital we can also see that A ×α G contains a unitary subgroup isomorphic to G by the
isomorphism

s→ 1A ⊗ δs.

Finally, the crossed product enjoys the following universal property:
Suppose that (π, U) is a covariant representation of (A , G, α). We can obtain a ∗-homomorphism
σ of A ×α G into C∗(π(A ), U(G))

σ(f) =
∑
s∈G

π(bs)Us for f =
∑
s∈G

bs ⊗ δs ∈ A ⊗ Cc(G).

It is immediate that σ is a continuous ∗-homomorphism with respect to the norm defined
in 3.1.3 and so it can be extended to a ∗-homomorphism of A ×αG into C∗(π(A ), U(G)).
If A is unital σ is a ∗-epimorphism, since for s ∈ G

σ(1A ⊗ δs) = Us.

Definition 3.1.5. Let G be a discrete group and (A , G, α) a C∗-dynamical system, the
reduced crossed product A ×αr G is the C∗-algebra generated by A ⊗ Cc(G) with the
norm:

‖f‖= ‖(π̃ × Λ)(f)‖

where π̃ × Λ is the representation of A ⊗ Cc(G) described in remark 10.

3.2 Crossed products by Z

In the case where G = Z, for applications to the semi-crossed product Z+ ×α A we are
going to need an isomorphic version of A ×α Z, which we call the left crossed product.

Remark 11. In the case that the discrete group G is Z, if

n→ Un
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is a unitary representation on some Hilbert space and

α : Z → Aut(A )

is a group homomorphism, then for each n ≥ 1 we have that

Un = Un

where U = U1 and also

αn(x) = αn(x), ∀n ∈ Z, ∀x ∈ A

where α = α1.
Conversely, if α : A → A is a ∗-automorphism then it induces a C∗-dynamical system
which we will denote by (A ,Z, α), where

n→ an

is the homomorphism from Z into Aut(A ).

We define ℓ1(A ,Z, α)l, where A is a C∗-algebra and α a ∗-automorphism of A , to be
the Banach ∗-algebra consisting of elements of the form

∑
n∈Z

δn ⊗ an,

where an ∈ A and δn is the Dirac function on n, such that∥∥∥∥∥∑
n∈Z

δn ⊗ an

∥∥∥∥∥
1

=
∑
n∈Z

‖an‖<∞.

The product is given by the rule

(δn ⊗ a)(δm ⊗ b) = δn+m ⊗ αm(a)b

and the involution
(δn ⊗ a)∗ = δ−n ⊗ α−n(a)

We are making the exact same observations as we did above remark 9, to show that for
f, g ∈ ℓ1(A ,Z, α)l

‖fg‖1≤ ‖f‖1‖g‖1

and
‖f∗‖1= ‖f‖1
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and thus ℓ1(A ,Z, α)l is indeed a Banach ∗-algebra.

Definition 3.2.1. Let A be a C∗-algebra and α : A → A a ∗-automorphism, let π be a ∗-
representation of A on a Hilbert space H and U a unitary inB(H ). We say that the pair
(π, U) is a left covariant representation of the C∗-dynamical system (A ,Z, α) if it satisfies
the relation

Unπ(αn(b))U∗n = π(b), ∀b ∈ A , n ∈ Z

which is equivalent to
Uπ(α(b)) = π(b)U, ∀b ∈ A .

For such a pair denote by U × π the ∗-representation of ℓ1(A ,Z, α)l such that

U × π

(∑
n∈Z

δn ⊗ an

)
=
∑
n∈Z

Unπ(an).

Just as in 3.1.1 we can prove that there is a bijective correspondence between continuous
∗-representations of ℓ1(A ,Z, α)l and left covariant representations of (A ,Z, α).

Remark 12. We should note that if (π, U) is a left covariant representation of (A ,Z, α) then
(π, U∗) is a covariant representation of (A ,Z, α). Indeed, let (π, U) be a left covariant
representation of (A ,Z, α), then ∀x ∈ A we have π(α(x))∗U∗ = U∗π(x)∗ and hence
π(α(x∗))U∗ = U∗π(x∗) and since π(A ) is selfadjoint we have that

π(α(x))U∗ = U∗π(x), ∀x ∈ A .

Example 3.2.1. Let A be a C∗-algebra, let α : A → A be a ∗-automorphism and let
π : A → B(H ) be the universal representation of A .

Set K = ℓ2(Z,H ) and
π̃ : A → B(K ),

such that for x ∈ A and (· · · , x−1, x0, x1, x2, · · ·) ∈ K we have

π̃(x)(· · · , x−1, x0, x1, x2, · · ·) = (· · · , π(α−1(x))x−1, π(x)x0, π(α(x))(x1), π(α
2(x))x2, · · ·)

and also
S̃ : ℓ2(Z,H ) → ℓ2(Z,H ),
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where

S̃ =



. . . ...
...

...
...

... ...
· · · 0 0 0 0 0 · · ·
· · · 1H 0 0 0 0 · · ·
· · · 0 1H 0 0 0 · · ·
· · · 0 0 1H 0 0 · · ·

... ...
...

...
...

... . . .


.

Then for x ∈ A it evident that

π̃(x)S̃ = S̃π̃(α(x))

and that S̃ is a unitary and therefore (π̃, S̃) is a left covariant representation of (A ,Z, α).
Now in order to show that S̃ × π̃ is faithful, suppose that for f =

∑
n∈Z δn ⊗ xn ∈

ℓ1(A ,Z, α)l
S̃ × π̃(f) = 0.

Pick x, y ∈ H , n ∈ Z and ξ1, ξn ∈ K such that

ξ1(k) =

x, if k = 0

0, if k 6= 0

and

ξn(k) =

y, if k = n

0, if k 6= n
.

Note that

(S̃ × π̃)(f)ξ1 =
∑
k

S̃kπ̃(xk)ξ =
∑
k

S̃k(. . . , 0, π(xk)x , 0, . . . ),

then if we set η = (S̃ × π̃)(f)ξ1 ∈ K we have that η(n) = π(xn)x.

Hence,

0 = 〈(S̃ × π̃)(f)ξ1, ξn〉K = 〈η, ξn〉K =

=
∑
s

〈η(s), ξn(s)〉H = 〈(η(n), y〉H

= 〈π(xn)x, y〉H .

Thus, we have that for each n ∈ Z , π(xn) = 0 and since π is faithful, xn = 0 and so f = 0.

Now that we showed that there exists a faithful representation S̃× π̃ of ℓ1(A ,Z, α)l, for
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f ∈ ℓ1(A ,Z, α)l we define
‖f‖= sup

(π,U)
‖U × π(f)‖ (3.2.1)

where (π, U) is a left covariant representation. It is a well-defined norm on ℓ1(A ,Z, α)l
and it is easily seen to be a C∗-norm.

Definition 3.2.2. Let (A ,Z, α) be a C∗-dynamical system, theC∗-algebra left crossed prod-
uct Z×α A , is the completion of ℓ1(A ,Z, α)l with respect to the norm defined in 3.2.1.

To avoid confusion we will denote by ‖.‖r the norm of the crossed product and by ‖.‖l
the norm of the left crossed product.

Theorem 3.2.1. The left crossed product is ∗-isomorphic to the crossed product.

Proof. We define
Ψ : ℓ1(A ,Z, α)l → ℓ1(A ,Z, α)r,

such that for f =
∑

n∈Z δn ⊗ xn we have

Ψ

(∑
n∈Z

δn ⊗ xn

)
=
∑
n∈Z

α−n(xn)⊗ δ−n.

Then Ψ is a well-defined linear ‖.‖1, ‖.‖1-isometrical isomorphism between Banach spaces
because

‖Ψ(f)‖1=

∥∥∥∥∥∑
n∈Z

α−n(xn)⊗ δ−n

∥∥∥∥∥
1

=
∑
n∈Z

‖α−n(xn)‖

=
∑
n∈Z

‖xn‖=

∥∥∥∥∥∑
n∈Z

δn ⊗ xn

∥∥∥∥∥
1

= ‖f‖1

and it is also surjective since for g =
∑

n∈Z yn ⊗ δn ∈ ℓ1(A ,Z, α)r we have that

Ψ

(∑
n∈Z

δ−n ⊗ α−n(yn)

)
= g.

We show that Ψ is multiplicative on simple tensors and since it is linear and continuous, Ψ
is multiplicative:

Ψ((δn ⊗ x)(δm ⊗ y)) = Ψ(δn+m ⊗ αm(x)y) = α−(n+m)(αm(x)y)⊗ δ−(n+m)

= α−n(x)α−(n+m)(y)⊗ δ−(n+m)

Ψ(δn ⊗ x)Ψ(δm ⊗ y) = (α−n(x)⊗ δ−n)(α
−m(y)⊗ δ−m) =

α−n(x)α−(n+m)(y)⊗ δ−(n+m)

Thus,
Ψ((δn ⊗ x)(δm ⊗ y)) = Ψ(δn ⊗ x)Ψ(δm ⊗ y)
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and also
Ψ((δn ⊗ x)∗) = Ψ(δ−n ⊗ α−n(x∗)) = x∗ ⊗ δn

Ψ(δn ⊗ x)∗ = (α−n(x)⊗ δ−n)
∗ = x∗ ⊗ δn

Finally, we show that Ψ extends to a ∗-isomorphism between the left crossed product and
the crossed product. In order to do so let (π, U) be a left covariant representation, then
(π, U∗) is a covariant representation and we have the following :
If f =

∑
n∈Z δn ⊗ xn ∈ ℓ1(A ,Z, α)l,

‖(π × U∗)(Ψ(f))‖=

∥∥∥∥∥(π × U∗)

(∑
n∈Z

α−n(xn)⊗ δ−n

)∥∥∥∥∥
=

∥∥∥∥∥(π × U∗)

(∑
m∈Z

αm(x−m)⊗ δm

)∥∥∥∥∥ =

∥∥∥∥∥∑
m∈Z

π(αm(x−m))U∗m

∥∥∥∥∥
=

∥∥∥∥∥∑
m∈Z

U∗mπ(x−m)

∥∥∥∥∥ =

∥∥∥∥∥∑
n∈Z

Unπ(xn)

∥∥∥∥∥ = ‖(U × π)(f)‖.

Therefore, by taking supremum over all left covariant (respectively , covariant) representa-
tions we have that

‖Ψ(f)‖r= ‖f‖l

Thus, Ψ is ‖.‖l, ‖.‖r-isometric and so we can extend it to the desired ∗-isomorphism.

Definition 3.2.3. Let (A ,Z, α)l be a C∗-dynamical system, we define the reduced left
crossed product Z×αr A to be the completion of ℓ1(A ,Z, α)l with respect to the norm

‖f‖= ‖(S̃ × π̃)(f)‖,

where (π̃, S̃) is the left covariant representation defined in example 3.2.1.
This is the C∗-subalgebra of B(K ) generated by the set {π̃(a) : a ∈ A } ∪ {S̃}.

Now we are going to prove a very important result that helps us understand crossed
products by Z: The left crossed product by Z is ∗-isomorphic with the reduced left crossed
product by Z. The proof that the crossed product by Z is ∗-isomorphic with the reduced
crossed product by Z is essentially the same.

Remark 13. Using the same notation as in example 3.2.1 for z ∈ T we define Uz ∈ B(K )

by

Uz(..., x−1, x0 , x1, ...) = (..., z−1x−1, x0 , zx1, ...), where (..., x−1, x0 , x1, ...) ∈ K ,

then Uz is a unitary and U∗
z = Uz and so it induces a ∗-automorphism βz ofB(K ) , where

for T ∈ B(K )

βz(T ) = UzTU
∗
z .
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Note that for a ∈ A and (..., x−1, x0 , x1, ...) ∈ K we have that

βz(π̃(a))(..., x−1, x0 , x1, ...) = Uzπ̃(a)U
∗
z (..., x−1, x0 , x1, ...)

= Uz(..., z
−1π(α−1(a))x−1, π(a)x0 , zπ(α(a))x1, ...) = π̃(a)(..., x−1, x0 , x1, ...)

and also

βz(S̃
m)(..., x−1, x0 , x1, ...) = UzS̃

m(..., z−1x−1, x0 , zx1, ...)

= Uz(..., z
m+1x−m−1, z

mx−m , zm−1x−m+1, ...)

= (..., zmx−m−1, z
mx−m , zmx−m+1, ...)

= zmS̃m(..., x−1, x0 , x1, ...)

Therefore, we obtain

βz(π̃(a)) = π̃(a) and βz(S̃
m) = zmS̃m

and thus we can restrict βz to a ∗-automorphism of Z×αr A .
Now, we are going to show that for F ∈ Z×α A the map

T → Z×αr A : z → βz(F )

is norm-continuous. Let {zn : n ∈ N} ⊆ T be a sequence such that

zn
n→∞−−−→ z ∈ T,

then from our calculations above for an element of the form S̃mπ̃(a) we have that

lim
n
βzn(S̃

mπ̃(a)) = lim
n
zmn S̃π̃(a) = zmS̃mπ̃(a) = βz(S̃

mπ̃(a)).

By linearity we have that for an element of the form F =
n∑

k=−n

S̃kπ̃(ak),

lim
n
βzn(F ) = βz(F )

and so the map
[0, 1] → Z×αr A : t→ βe2πit(F )

is continuous.
Now if F is an arbitrary element of Z ×αr A , ϵ > 0 and t ∈ [0, 1], then we can pick
X =

∑n
k=−n S̃

kπ̃(ak) such that
‖X − F‖< ϵ

3
.
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There exists δ > 0 such that:

|t− w|< δ ⇒ ‖βe2πit(X)− βe2πiw(X)‖< ϵ

3

and so if |t− w|< δ

‖βe2πit(F )− βe2πiw(F )‖

≤ ‖βe2πit(F )− βe2πit(X)‖+‖βe2πit(X)− βe2πiw(X)‖+‖βe2πiw(F )− βe2πiw(X)‖

< ‖βe2πit‖‖X − F‖+ ϵ
3
+ ‖βe2πiw‖‖X − F‖< ϵ

3
+
ϵ

3
+
ϵ

3
= ϵ.

Finally, the map
t→ βe2πit(F )

is continuous for F ∈ Z×αr A .

Definition 3.2.4. Let A be a C∗-algebra and B a C∗-subalgebra of A . A conditional ex-
pectation of A onto B is a contractive, positive and surjective linear map

E : A → B

such that:

(i) E (b) = b for all b ∈ B,

(ii) E (b1ab2) = b1E (a)b2 for all a ∈ A and b1, b2 ∈ B.

We say that a conditional expectation E is faithful if for every positive non-zero element
a ∈ A we have that E (a) is also non-zero.

Theorem 3.2.2. Let (A ,Z, α) be a C∗-dynamical system where A and α are unital. Then

there is a faithful conditional expectation E of Z ×α A onto A . (Here we identify A with

i(A ) ⊆ Z×α A , where i : A → Z×α A is the map such that for a ∈ A , i(a) = δ0 ⊗ a).

Proof. We can consider Z×α A as a C∗-subalgebra ofB(H ), where H is a Hilbert space.
Set

i : A → Z×α A ⊆ B(H )

to be the ∗-representation of A such that for a ∈ A

i(a) = δ0 ⊗ a

and set
U = δ1 ⊗ 1A .
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For z ∈ T we have that

i(a)(zU) = z(δ0 ⊗ a)(δ1 ⊗ 1A ) = zδ1 ⊗ α(a)

= z(δ1 ⊗ 1A )(δ0 ⊗ α(a)) = (zU)i(α(a))

Therefore, (i, zU) is a left unitary covariant representation of (A ,Z, α) and by the universal
property of the left crossed product we obtain a ∗-endomorphism γz of Z ×α A . We can
easily see that the C∗-algebra generated by {δ0 ⊗ a : a ∈ A } and zU is Z×α A and since

γz(δ0 ⊗ a) = δ0 ⊗ a

and
γz(U) = zU

γz is a ∗-automorphism of Z×α A and γz is its inverse.
For t ∈ [0, 1] and F ∈ Z×α A set

fF (t) = γe2πit(F ),

then fF is norm continuous.
Indeed, if F =

∑n
k=−n δk ⊗ ak then

fF (t) =
n∑

k=−n

e2πkitδk ⊗ ak

and scalar multiplication is norm continuous.
Now if F is an arbitrary element of Z ×α A , ϵ > 0 and t ∈ [0, 1], there exists X =∑n

k=−n δk ⊗ ak such that
‖X − F‖< ϵ

3
.

Since fX is continuous there exists δ > 0 such that:

|t− w|< δ ⇒ ‖γe2πit(X)− γe2πiw(X)‖< ϵ

3

and so if |t− w|< δ

‖γe2πit(F )− γe2πiw(F )‖

≤ ‖γe2πit(F )− γe2πit(X)‖+‖γe2πit(X)− γe2πiw(X)‖+‖γe2πiw(F )− γe2πiw(X)‖

< ‖γe2πit‖‖X − F‖+ ϵ
3
+ ‖γe2πiw‖‖X − F‖< ϵ

3
+
ϵ

3
+
ϵ

3
= ϵ.

Now, we can define
E : Z×α A → Z×α A
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by

E (F ) =

∫ 1

0
γe2πit(F )dt.

The linearity of the integral implies that E is linear and also contractive since,

‖E (F )‖=
∥∥∥∥∫ 1

0
γe2πit(F )dt

∥∥∥∥ ≤
∫ 1

0
‖γe2πit(F )‖dt ≤ sup

t∈[0,1]
‖γe2πit(F )‖≤ ‖F‖.

Moreover, we have that for a ∈ A

E (δ0 ⊗ a) =

∫ 1

0
γe2πit(δ0 ⊗ a)dt = δ0 ⊗ a

and this shows that restricting E to the copy of A we get the identity map.
In order to show that E is positive let F ∈ Z×α A then

E (F ∗F ) =

∫ 1

0
γe2πit(F )∗γe2πit(F )dt

which is a norm-limit of positive elements.

Indeed, if P = {0 = t0 < t1 < · · · < tm = 1} is a partition of [0, 1],

S(γe2πit(F ∗F ),P) =
m∑
j=1

γ
e2πitj (F

∗F )(tj − tj−1)

is a positive element of Z×α A and

lim
P
S((γe2πit(F ∗F ),P) =

∫ 1

0
γ
e2πitj (F

∗F )dt.

See section 2.3
To show that E is faithful, suppose that F ∗F ∈ kerE .
Notice that for a state τ of Z×α A

0 = τ(E (F ∗F )) = τ

(∫ 1

0
γe2πit(F )∗γe2πit(F )dt

)
=

∫ 1

0
τ(γe2πit(F )∗γe2πit(F ))dt.

Suppose that there exists t0 ∈ [0, 1] such that the positive element

γe2πit0 (F )
∗γe2πit0 (F ) 6= 0,

then we can pick a state τ such that

‖γe2πit0 (F )
∗γe2πit0 (F )‖= |τ(γe2πit0 (F )

∗γe2πit0 (F ))|= δ > 0.

Since
t→ τ(γe2πit(F )∗γe2πit(F ))
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is a continuous map we can find an interval I ⊆ [0, 1] containing t0 such that for t ∈ I

τ(γe2πit(F )∗γe2πit(F )) ≥
δ

2

Hence,

0 =

∫ 1

0
τ(γe2πit(F )∗γe2πit(F ))dt ≥

δ

2
m(I) > 0

wherem(I) is the length of I and so we get a contradiction.
Therefore, ∀t ∈ [0, 1] we have that

γe2πit(F ∗F ) = 0

and since γe2πit is injective we conclude that F ∗F = 0 and E is injective.
Now let a, b ∈ A , k 6= 0 and F ∈ Z×α A then,

E ((δ0 ⊗ a)F (δ0 ⊗ b)) =

∫ 1

0
γe2πit((δ0 ⊗ a)F (δ0 ⊗ b))dt

= (δ0 ⊗ a)

∫ 1

0
γe2πit(F )dt (δ0 ⊗ b) = (δ0 ⊗ a)E (F )(δ0 ⊗ b)

and

E (Uk) =

∫ 1

0
γe2πit(Uk)dt =

∫ 1

0
e2πiktUkdt = Uk

∫ 1

0
e2πikt1Z⊗αA dt

= Uk

(∫ 1

0
e2πiktdt

)
= 0.

Thus, for a finite sum of the form

n∑
k=−n

(δ1 ⊗ 1A )k(δ0 ⊗ ak),

we have that

E

(
n∑

k=−n

(δ1 ⊗ 1A )k(δ0 ⊗ ak)

)
=

n∑
k=−n

E ((δ1 ⊗ 1A )k(δ0 ⊗ ak)) = δ0 ⊗ a0.

Note that since

δm ⊗ a = (δm ⊗ 1A )(δ0 ⊗ a) and δm ⊗ 1A = (δ1 ⊗ 1A )m,

the algebra generated by elements of the form

n∑
k=−n

(δ1 ⊗ 1A )k(δ0 ⊗ ak)
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is the same as the algebra generated by finite sums
∑n

k=−n(δk ⊗ ak), which is dense in the
left crossed product and since E is continuous and the images of these elements lie in A ,
the range of E lies in A and so E is a faithful conditional expectation onto A .

Theorem 3.2.3. Let A be a unital C∗-algebra, and α a unital ∗-automorphism of A then

there is ∗-isomorphism between Z×αr A and Z×α A .

Proof. Let (π,H ) be a faithful representation of A and let (π̃, S̃) be the left covariant
representation as in 3.2.1. From the universal property of the left crossed product we obtain
a ∗-epimorphism

Φ : Z×α A → Z×αr A ,

such that

Φ

(
n∑

k=−n

δk ⊗ ak

)
=

n∑
k=−n

S̃kπ̃(ak).

Recall that there is copy of A in Z×α A and since for a ∈ A

Φ(δ0 ⊗ a) = π̃(a),

we get that the restriction of Φ to A is π̃, which is faithful.
Observe that for f =

n∑
k=−n

δk ⊗ ak and z ∈ T we have

Φ ◦ γz(f) = Φ ◦ γz

(
n∑

k=−n

(δk ⊗ 1A )(δ0 ⊗ ak)

)
= Φ

(
n∑

k=−n

zk(δk ⊗ 1A )(δ0 ⊗ ak)

)

= Φ

(
n∑

k=−n

zkδk ⊗ ak

)
=

n∑
k=−n

zkΦ(δk ⊗ ak) =
n∑

k=−n

zkS̃kπ̃(ak)

=
n∑

k=−n

βz(S̃
k)βz(π̃(ak)) = βz

(
n∑

k=−n

S̃kπ̃(ak)

)
= βz ◦ Φ(f)

and since elements in the form of f are dense in Z ×α A and both Φ ◦ γz and βz ◦ Φ are
∗-homomorphisms, in particular continuous, we obtain that for F ∈ Z×α A

Φ ◦ γz(F ) = βz ◦ Φ(F ).

Now, suppose that F ∈ Z ×α A and F ∈ kerΦ, then F ∗F is also in kerΦ, from the C∗-
property it suffices to show that F ∗F = 0.
We have

Φ(E (F ∗F )) = Φ

(∫ 1

0
γe2πit(F ∗F )dt

)
=

∫ 1

0
Φ(γe2πit(F ∗F ))dt

=

∫ 1

0
βe2πit(Φ(F ∗F ))dt = 0.
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Therefore, since E (F ∗F ) is an element in A and

Φ(E (F ∗F )) = π̃(E (F ∗F )) = 0

we get that E (F ∗F ) = 0 and since E is faithful, we have that F ∗F = 0. We conclude that
kerΦ = {0} and Φ is a ∗-isomorphism.

3.3 Simplicity of C(X)×α Z

Let X be a compact Hausdorff space and suppose that σ : X → X is a homeomorphism.
We set α : Z → Αut(C(X)) to be the homomorphism such that

an(f) := f ◦ σ−n.

We have a well-defined action of Z on X where

n · x = σn(x)

Definition 3.3.1. Let (X,σ) be as above. We say that:

(i) Z acts topologically freely on X if for every n 6= 0 the set

{x ∈ X : σn(x) = x}

has empty interior.

(ii) The action of Z on X is minimal if for every x ∈ X the set

{σn(x) : n ∈ Z}

is a dense subset of X .

Lemma 3.3.1. Let X be a compact Hausdorff space and σ : X → X be a homeomorphism.

Suppose thatZ acts topologically freely onX and let n1, n2, . . . nk be integers such that ni 6= 0

for i = 1, . . . , k. Then for every open set U ⊆ X there exists a non-empty open set V ⊆ U

such that

σni(V ) ∩ V = ∅, for i = 1, . . . , k.

Proof. We claim that we can pick y ∈
⋂k

i=1{x ∈ X : ni · x 6= x} ∩ U . Since ∀i = 1, . . . , k

the set {x ∈ X : ni · x = x} is closed and has empty interior, {x ∈ X : ni · x 6= x} is open
and dense and therefore

⋂k
i=1{x ∈ X : ni · x 6= x} ∩ U 6= ∅. For i = 1, . . . , k since X is a

Hausdorff space there exist disjoint open setsWi, Gi ⊆ X such that

y ∈Wi and ni · y ∈ Gi.
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For each i, from the continuity of σni there exists an open set Ui ⊆ X that contains y, such
that σni(Ui) ⊆ Gi. We set Vi =Wi ∩ Ui, then Vi is open and

σni(Vi) ∩ Vi = ∅.

Finally, by setting V =
⋂k

i=1 Vi ∩ U , we have that V is an open subset of U that contains
y, in particular it is not empty and has the desired property

σni(V ) ∩ V = ∅ for i = 1, . . . , k.

Lemma 3.3.2. Let (X,σ) and n1, n2, . . . , nk be as above, f ∈ C(X) andm ∈ N. There exists

g ∈ C(X) such that:

(i) 0 ≤ g(x) ≤ 1, ∀x ∈ X ,

(ii) ‖fg‖≥ ‖f‖− 1
m

(iii) (g ◦ σni)g = 0, ∀i = 1, . . . , k.

Proof. Set

U =

{
x ∈ X : |f(x)|> ‖f‖− 1

m

}
,

from the preceding lemma there exists an open set V ⊆ U such that for i = 1, . . . , k

σni(V ) ∩ V = ∅.

Pick y ∈ V , sinceX is a compact Hausdorff space,X is normal and therefore by Urysohn’s
lemma there exists g ∈ C(X) such that g(x) = 0 for all x /∈ V and g(y) = 1. It is
immediate that g satisfies (i), for (ii) note that

sup
x∈X

|(fg)(x)|≥ sup
x∈U

|f(x)g(x)|≥ |f(y)g(y)|> ‖f‖− 1

m

and for (iii), ∀i = 1, . . . , k

g ◦ σni(x)g(x) = 0

since for x ∈ V , σni(x) /∈ V and thus g(σni(x)) = 0 and if x /∈ V then g(x) = 0.

Definition 3.3.2. LetX be a compact Hausdorff space and σ : X → X a homeomorphism.
We say that a set F ⊆ X is σ−invariant if σ(F ) ⊆ F .

Lemma 3.3.3. Let X be a compact Hausdorff space and σ : X → X a homeomorphism. If a

proper closed F ⊆ X is σ-invariant then the ideal I = {f ∈ C(X) : f|F = 0} generates a

proper ideal JF of C(X)×α Z.
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Proof. Set J0
F = {

∑k
n=1 gn ⊗ δn : k ∈ N, gn ∈ I}.Then J0

F is an ideal.
Indeed, for f ⊗ δk ∈ C(X)×α Z and

∑
n gn ⊗ δn ∈ J0

F we have that(∑
n

gn ⊗ δn

)
(f ⊗ δk) =

∑
n

gn(f ◦ σ−n)⊗ δn+k ∈ J0
F

and

(f ⊗ δk)

(∑
n

gn ⊗ δn

)
=
∑
n

f(gn ◦ σ−k)⊗ δn+k ∈ J0
F ,

since ∀n ∈ Z, if x ∈ F using the fact that F is σ-invariant

gn(x)f(σ
−n(x)) = 0.

and
f(x)gn(σ

−k(x)) = 0.

Hence by linearity of the multiplication and the density of C(X)⊗α c00(Z) in C(X)×α Z
we get that J0

F is an ideal of C(X) ×α Z and thus JF = J0
F is a closed ideal. If E is the

canonical faithful expectation of C(X) ×α Z onto C(X) it is evident that E (J0
F ) = I and

since E is continuous and I is closed we have E (JF ) = I .

By Urysohn’s lemma one can find a continuous function which is not 0 on F , so I is a
proper ideal of C(X) and from the fact that E (C(X) ×α Z) = C(X), we deduce that JF
must also be proper, otherwise E would not be surjective.

Theorem 3.3.1 (Intersection property). LetX be a compact Hausdorff space and σ : X → X

a homeomorphism. Suppose that Z acts topologically freely on X and that J ⊆ C(X) ×α Z
is a closed ideal such that J ∩ C(X) = {0}. Then J = {0}.

Proof. Suppose that J 6= {0}, recall that J is a C∗-algebra and so we can pick a positive
element c 6= 0 in J . Then if we denote by

π : C(X)×α Z → C(X)×α Z/J

the canonical ∗-epimorphism such that for f ∈ C(X)×α Z

π(f) = f + J,

we have that c ∈ kerπ.
By restricting π to C(X) we get an injective ∗-homomorphism between C∗-algebras since

kerπ ∩ C(X) = {0}

and therefore an isometry.
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Set f0 = E (c)where E is the canonical faithful expectation ofC(X)×αZ ontoC(X), then
by the faithfulness of E , f0 6= 0.

For n ∈ N we can pick cn =
kn∑

i=−kn

f
(n)
i ⊗ δi ∈ C(X) ×α Z such that ‖cn − c‖< 1

n and

since c 6= 0, eventually cn 6= 0.
From lemma 3.3.2 for f (n)0 and −kn,−kn−1, . . . , kn we can pick gn ∈ C(X) such that
0 ≤ gn ≤ 1 and

‖f (n)0 gn‖≥ ‖f (n)0 ‖− 1

n
(*)

and also form = −kn, . . . , kn andm 6= 0

(gn ◦ σ−m)gn = 0.

Note that ifm 6= 0(
g1/2n ⊗ δ0

)(
f (n)m ⊗ δm

)(
g1/2n ⊗ δ0

)
=
(
f (n)m αm(g1/2n )g1/2n ⊗ δm

)
= 0

and therefore, using that π(c) = 0,∥∥∥π ((g1/2n ⊗ δ0)(f
(n)
0 ⊗ δ0)(g

1/2
n ⊗ δ0)

)∥∥∥ =
∥∥∥π ((g1/2n ⊗ δ0)cn(g

1/2
n ⊗ δ0)

)∥∥∥
=
∥∥∥π ((g1/2n ⊗ δ0)(cn − c)(g1/2n ⊗ δ0)

)∥∥∥ ≤ ‖gn‖‖cn − c‖≤ 1

n
.

Since π|C(X) is an isometry it follows that

‖f (n)0 gn‖=
∥∥∥(g1/2n ⊗ δ0)(f

(n)
0 ⊗ δ0)(g

1/2
n ⊗ δ0)

∥∥∥ ≤ 1

n

and so from (∗)
‖f (n)0 ‖≤ 2

n
→ 0.

Now, we have that cn → c and

E (cn) = f
(n)
0 → E (c) = f0 = 0.

This is a contradiction.

Theorem 3.3.2. Let X be a compact Hausdorff space and σ : X → X a homeomorphism.

Then, Z is acting onX topologically freely and minimally if and only if C(X)×α Z is simple.

Proof. Assume that Z acts freely and minimally and suppose that J ⊆ C(X) ×α Z is a
non-trivial closed ideal. Then C(X) ∩ J is a closed ideal in C(X) and thus

C(X) ∩ J = {f ⊗ δ0 : f ∈ C(X) and f|K = 0},

whereK is a closed (compact) subset ofX since there is a bijective correspondence between
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closed subsets of X and closed ideals of C(X).

The ideal J is assumed to be nontrivial and therefore by the intersection property it must
meet C(X) and so we have thatK 6= X . Note that for f ⊗ δ0 ∈ C(X) ∩ J and all n ∈ Z,

(1C(X)⊗δn)∗(f ⊗δ0)(1C(X)⊗δn) = (1C(X)⊗δ−n)(f ⊗δn) = (f ◦σn)⊗δ0 ∈ C(X)∩J,

which implies that (f ◦ σn)|K= 0.
We will prove that σn(K) = K for all n ∈ Z.
Indeed, X is normal and Hausdorff and so if there exists x = σn(y) ∈ σn(K) such that
x /∈ K then by Urysohn’s lemma we can pick h ∈ C(X) such that h|K = 0 and h(x) = 1.
It is immediate now that h ⊗ δ0 ∈ C(X) ∩ J and (h ◦ σn) ⊗ δ0 /∈ C(X) ∩ J since
h ◦ σn(y) 6= 0. Therefore, K ⊆ σn(K) for every n ∈ Z and thus we also have that
σ−n(K) ⊆ σ−n(σn(K)) = K for every n ∈ Z. Hence σn(K) = K , ∀n ∈ Z and the fact
that the action is minimal implies thatK = ∅. Therefore we have that C(X) ∩ J = C(X)

and since J is an ideal that contains the unit, J = C(X)×α Z and simplicity follows.

For the converse, if C(X)×α Z is simple, lemma 3.3 implies that Z has to act minimally.

In order to prove that Z acts topologically freely suppose, by way of contradiction, that
there is a n0 ∈ Z and an open non-empty set U ⊆ X consisting of fixed points for σn0 ; by
Urysohn’s lemma, there is a nonzero h ∈ C(X) with h(X \ U) = {0}.

Fix x ∈ X , set Ox = {σn(x) : n ∈ Z} and H = ℓ2(Ox). It is clear that the set
{eσk(x) : k ∈ Z} is an orthonormal basis of H .

We define πx : C(X) → B(H ) by

πx(f)eσk(x) = f(σk(x))eσk(x).

It is evident that πx is a ∗-representation of C(X). Let U be the unitary operator inB(H )

given by
Ueσk(x) = eσk+1(x).

We prove that (πx, U) is a unitary covariant representation of the C∗-dynamical system
(C(X),Z, α).
Indeed, for each k ∈ Z we have

Uπx(f)eσk(x) = U(f(σk(x))eσk(x)) = f(σk(x))eσk+1(x)

= f(σ−1(σk+1(x)))eσk+1(x) = πx(f ◦ σ−1)eσk+1(x) = πx(α(f))Ueσk(x),

therefore
Uπx(f) = πx(α(f))U.
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From the universal property of the crossed-product we obtain a ∗-representation

πx × U : C(X)×α Z → C∗(πx, U) ⊆ B(H ),

such that for
∑

|n|≤m fn ⊗ δn ∈ C(X)×α Z

(πx × U)

 ∑
|n|≤m

fn ⊗ δn

 eσk(x) =
∑

|n|≤m

πx(fn)U
n.

Note that ker(πx × U) is a closed ideal of C(X)×α Z. By the simplicity of C(X)×α Z
it is implied that πx × U has to be faithful.

We will prove that
(h⊗ δ0)− (h⊗ δn0) = 0.

Assuming this for the moment, if E is the canonical faithful expectation ofC(X)×αZ onto
C(X), then

h⊗ δ0 = E (h⊗ δ0 − h⊗ δn0) = 0

and so h = 0, which implies that U = ∅, contradicting our hypothesis. This will complete
the proof that Z acts topologically freely on X .

So it remains to prove that

(h⊗ δ0)− (h⊗ δn0) = 0

or, since πx × U is faithful, that

(πx × U)((h⊗ δ0)− (h⊗ δn0)) = 0.

Since {eσk(x) : k ∈ Z} is an orthonormal basis of H it suffices to prove that

(πx × U)(h⊗ δ0 − h⊗ δn0)eσk(x) = 0

for every k ∈ Z.

If σk(x) ∈ X is a fixed point for σn0 then

(πx × U)(h⊗ δ0 − h⊗ δn0)eσk(x)

= h(σk(x))eσk(x) − (πx × U)(h⊗ δ0)(πx × U)(1C(X) ⊗ δn0)eσk(x)

= h(σk(x))eσk(x) − (πx × U)(h⊗ δ0)eσk+n0 (x)

= h(σk(x))eσk(x) − h(σn0+k(x))eσk+n0 (x)

= h(σk(x))eσk(x) − h(σk(x))eσk(x) = 0.
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If σk(x) is not a fixed point for σn0 then σk(x) /∈ U and also σk+n0(x) /∈ U for if
σk+n0(x) ∈ U then

σk+n0(x) = σ−n0(σk+n0(x)) = σk(x)

and so σk(x) would be a fixed point.
Therefore, using the fact that h(X \ U) = {0} we have that

(πx × U)(h⊗ δ0 − h⊗ δn0)eσk(x) = h(σk(x))eσk(x) − h(σk+n0(x))eσk+n0 (x) = 0.

Thus in all cases,
(πx × U)(h⊗ δ0 − h⊗ δn0)eσk(x) = 0

and this proves the claim that (h⊗ δ0)− (h⊗ δn0) = 0 and concludes the proof.



Chapter 4

Semi-crossed products

4.1 Definition of the semi-crossed product

In chapter 3 we managed to construct a C∗-algebra that is related to a particular C∗-
dynamical system. A basic ingredient for this construction was the ∗-algebra
A ⊗α Cc(G). Note that in a lot of situations we used the fact that α was a homomorphism
into the group of automorphisms of A and so one could use the fact that αs had an inverse,
for example this fact was used to define the adjoint of A ⊗α Cc(G). In this chapter we
will start with a C∗-algebra A and a ∗-endomorphism α and we will construct a Banach
algebra related to this pair. In general, we are going to follow [23].

Definition 4.1.1. Let α be a (unital) ∗-endomorphism of a (unital) C∗-algebra A , π a rep-
resentation of A on a Hilbert space H and V an isometry of H . We say that (π, V ) is an
isometric covariant representation of (A , α) if it satisfies the relation:

V π(α(x)) = π(x)V, for x ∈ A . (4.1.1)

Suppose that A and α are unital. Without loss of generality we can assume that π is
non-degenerate, whenever (π, V ) an isometric covariant representation.

Indeed, suppose that π is degenerate and set K = π(1A )H . Note that π(1A ) is an
orthogonal projection ofH and henceK is a Hilbert space. For y ∈ H and x = π(1A )y ∈
K we have that

V x = V π(1A )y = V π(α(1A ))y = π(1A )y ∈ K,

therefore V (K) ⊆ K and so (π|K , V |K) is an isometric covariant representation of (A , α)

and π|K is non-degenerate.

Remark 14. We denote the semigroup of non-negative integers by Z+ and we define the
Banach space ℓ1(A ,Z+, α) to be the completion with respect to ‖.‖1 of the vector space

56



57 4.1. Definition of the semi-crossed product

tensor product c00(Z+)⊗ A , where

‖f‖1=
∑
n

‖xn‖, for f =
∑
n

δn ⊗ xn.

We define a multiplication on simple tensors by the rule :

(δn ⊗ x)(δm ⊗ y) = δn+m ⊗ αm(x)y (4.1.2)

and we extend it linearly. We prove the sub-multiplicative property and thus this multipli-
cation extends to ℓ1(A ,Z+, α) and we get a Banach algebra.
So let f =

∑k1
n=0 δn ⊗ xn and g =

∑k2
m=0 δm ⊗ ym where k1, k2 ∈ N, then we have∥∥∥∥∥

(
k1∑
n=0

δn ⊗ xn

)(
k2∑

m=0

δm ⊗ ym

)∥∥∥∥∥ =

∥∥∥∥∥
k1∑
n=0

k2∑
m=0

δn+m ⊗ αm(xn)ym

∥∥∥∥∥
≤

k1∑
n=0

k2∑
m=0

‖αm(xn)ym‖≤
k1∑
n=0

k2∑
m=0

‖xn‖‖ym‖=

∥∥∥∥∥
k1∑
n=0

δn ⊗ xn

∥∥∥∥∥
∥∥∥∥∥

k2∑
m=0

δm ⊗ ym

∥∥∥∥∥ .
Proposition 4.1.1. If (π, V ) is an isometric covariant representation of (A , α), it yields a

continuous representation σ of ℓ1(A ,Z+, α) given on c00(Z+)⊗ A by

σ

∑
n≥0

δn ⊗ xn

 =
∑
n≥0

V nπ(xn).

We will denote this representation by (V × π).

Proof. By its definition, σ is a well defined linear map, so it suffices to prove that it is
continuous (and therefore also well-defined) and multiplicative on simple tensors.
Indeed, suppose that f =

∑
n≥0 δn ⊗ xn ∈ ℓ1(A ,Z+, α), then

‖σ(f)‖=

∥∥∥∥∥∥
∑
n≥0

V nπ(xn)

∥∥∥∥∥∥ ≤
∑
n≥0

‖V n‖ ‖π(xn)‖≤
∑
n≥0

‖xn‖= ‖f‖1

and

σ(δn ⊗ x)σ(δm ⊗ y) = V nπ(x)V mπ(y) =

= V nV mπ(αm(x))π(y) = V n+mπ(αm(x)y) =

= σ(δn+m ⊗ αm(x)y) = σ((δn ⊗ x)(δm ⊗ y)).

Before we give the definition of the semi-crossed product we need to establish the fact that
the set of representations V × π of ℓ1(A ,Z+, α) is not empty and that there is a faithful
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representation of ℓ1(A ,Z+, α). In order to do so, wewill start with a faithful representation
of (A , α) and that will yield a faithful representation of ℓ1(A ,Z+, α) from the preceding
proposition.
Choose any faithful ∗-representation π ofA on aHilbert spaceH and letK = ℓ2(Z+,H )

denote the Hilbert space of all sequences {ξn}n≥0 such that ξn is an element in H for each
n ≥ 0 and

∑
n≥0‖ξn‖2<∞.

Define a representation π̃ of A on K by

π̃(x)(ξ0, ξ1, ξ2, ...) = (π(x)ξ0, π(α(x))ξ1, π(α
2(x))ξ2, ...)

Now if U+ is the unilateral shift on K i.e.

U+(ξ0, ξ1, ξ2, ...) = (0, ξ0, ξ1, ...),

then U+ is of course an isometry and it is evident that

U+π̃(α(x)) = π̃(x)U+.

The above relation implies that (π̃, U+) is an isometric covariant representation and so it
yields our desired representation U+ × π̃ of ℓ1(A ,Z+, α). [19] To check that U+ × π̃ is
faithful, suppose that f =

∑
n≥0 δn ⊗ xn is an element of ℓ1(A ,Z+, α) such that

(U+ × π̃)(f)(ξ) = 0, for every ξ ∈ K .

Pick x, y ∈ H , n ∈ Z+ and ξ1, ξn ∈ K where

ξ1(k) =

x, if k = 0

0, if k 6= 0

and

ξn(k) =

y, if k = n

0, if k 6= n
.

Note that

(U+ × π̃(f))(ξ1) =
∑
k≥0

Uk
+π̃(xk)(ξ1) =

∑
k≥0

Uk
+(π(xk)x, 0, . . . )

and therefore if we set η = (U+ × π̃(f))(ξ1), then η(n) = π(xn).We have

0 = 〈(U+ × π̃(f))(ξ1), ξn〉K = 〈η, ξn〉K =

=
∑
s≥0

〈η(s), ξn(s)〉H = 〈η(n), y〉H = 〈π(xn)x, y〉H .
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Thus, we have that: ∀n ∈ Z+ , π(xn) = 0 and since π is faithful, xn = 0 and so f = 0.
We are now ready for the definition of the semi-crossed product:

Definition 4.1.2. We define a norm

‖f‖= sup{‖V × π(f)‖: (π, V ) isometric covariant representation of (A , α)}

on ℓ1(A ,Z+, α). We will denote the completion of ℓ1(A ,Z+, α)with respect to this norm
by Z+ ×α A and we will call this Banach algebra the semi-crossed product of A with α.

The semi-crossed product enjoys the following Universal property: Suppose that (π, V )

is an isometric covariant representation of (A , α). We denote by alg(π(A ), V ) the Banach
algebra generated by the elements V, π(a) for a ∈ A , then

ρ : ℓ1(A ,Z+, α) → alg(π(A ), V ),

∞∑
k=0

δn ⊗ an →
∞∑
k=0

V nπ(an)

is a bounded homomorphism, since∥∥∥∥∥
∞∑
k=0

V nπ(an)

∥∥∥∥∥ = ‖V × π(f)‖ ≤ sup
V×π

‖(V × π)(f)‖

and therefore it extends to Z+ ×α A and in the case that A is unital it is also surjective,
since

(V × π)(δ1 ⊗ 1A ) = V π(1A ) = V.

Note that A can be embedded isometrically into ℓ1(A ,Z+, α) by

x→ δ0 ⊗ x.

4.2 Embedding Z+ ×α A in Z×α A

Definition 4.2.1. Let α be a ∗-endomorphism of aC∗-algebraA , let π be a ∗-representation
of A on a Hilbert space H and U ∈ B(H ) a unitary. We say that (π, U) is a unitary
covariant representation of (A , α) if the following relation is satisfied

Uπ(α(x)) = π(x)U.

Remark 15. Note that every unitary covariant representation is an isometric covariant rep-
resentation, for the pair (A , α). So if we define for f ∈ ℓ1(A ,Z+, α)

‖f‖un= sup{‖U × π(f)‖ : where (π, U) is unitary covariant representation of (A , α)},
then it is immediate that

‖f‖un≤ ‖f‖
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where ‖.‖ is the norm defined in definition 4.1.2. Actually, by using theWold decomposition
theorem in the case where α is a ∗-automorphism, we are going to prove that they are equal
and thus ‖.‖un is also a norm, so the completion of ℓ1(A ,Z+, α) with respect to this norm
would be Z+ ×α A . To avoid confusion, from now on we will denote by ‖.‖is the norm
defined in 4.1.2.

Let α be a unital ∗-endomorphism of a unital C∗-algebra A and (π, V ) an isometric
covariant representation on a Hilbert space H and let L = kerV ∗,

Vs = V |M+(L), Vu = V |M+(L)⊥ as in theorem 2.2.1 and UV as in remark 3.
First, we note thatM+(L) is a reducing subspace for π(A ).
Indeed, since

π(x)V = V π(α(x)) ∀x ∈ A ,

we have that V (H ) is invariant for π(A ), which is a selfadjoint sub-algebra ofB(H ) and
thus for x ∈ A we have that π(x)V (H ) ⊆ V (H ) and also that π(x)∗V (H ) ⊆ V (H ),
which implies that V (H ) is reducing to π(A ). Now let x ∈ A , n ≥ 1 and l ∈ L. Then,

π(x)V n(l) = V π(α(x))V n−1l = · · · = V nπ(αn(x))l ∈ V n(L)

and so

π(A )V n(L) ⊆ V n(L), n ≥ 0

⇒ π(A )

⊕
n≥0

V n(L)

 ⊆
⊕
n≥0

V n(L)

⇒ π(A )M+(L) ⊆M+(L).

Therefore, we can split the covariant representation, and by split we mean that if x ∈ A

and h = h1 + h2 ∈ H where h1 ∈M+(L) and h2 ∈M+(L)
⊥ then

π(x)(h) = π(x)|M+(L)(h1) + π(x)|M+(L)⊥(h2)

and
V (h) = Vs(h1) + Vu(h2).

If we denote by π|M+(L) the representation of A M+(L), where for a ∈ A

π|M+(L)(a) = π(a)|M+(L)

and by π|M+(L)⊥ the representation of A inM+(L)
⊥, where

π|M+(L)⊥(a) = π(a)|M+(L)⊥ ,
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thenwe have that (π|M+(L), Vs) is an isometric covariant representation and (π|M+(L)⊥ , Vu)

is unitary covariant representation. We should also denote by π0 the restriction of π to L
(i.e. for x ∈ A , π0(x) = π(x)|L).
One can see that for x ∈ A and (x0, x1, x2, ...) ∈ ℓ2(Z+, L)

UV π|M+(L)(x)UV
∗(x0, x1, x2, ...) = UV π|M+(L)(x)

∑
n≥0

V n(xn)

= UV

∑
n≥0

π|M+(L)(x)Vs
n(xn) = UV

∑
n≥0

Vs
nπ|M+(L)(α

n(x))xn

= UV

∑
n≥0

V nπ0(α
n(x))xn = (π0(x)x0, π0(α(x))x1, π0(α

2(x))x2, ...)

and as a matrix

UV π|M+(L)(x)UV
∗ =


π0(x) 0 0 · · ·
0 π0(α(x)) 0 · · ·
0 0 π0(α

2(x)) · · ·
...

...
... . . .

 .

Theorem 4.2.1. Let α be a ∗-automorphism of a C∗-algebra A . If f ∈ ℓ1(A ,Z+, α), then

sup{‖U × π(f)‖ : where (π, U) is a unitary covariant representation of (A , α)}=
sup{‖V × ρ(f)‖: where (ρ, V ) is an isometric covariant representation of (A , α)}.

Proof. Let f =
∑

n≥0 δn ⊗ yn ∈ ℓ1(A ,Z+, α), we have already noted that

‖f‖un≤ ‖f‖is.

So, let (π, V ) be an isometric covariant representation of (A , α) on a Hilbert space H .
From our analysis above and using the same notation, we have that

(π, V ) = (π|M+(L)⊥ , Vu)⊕ (π|M+(L), Vs).

We define
π̃ : A → B(ℓ2(Z,H ))

where for x ∈ A and (..., x−1, x0, x1, x2...) ∈ ℓ2(Z,H )

π̃(x)(..., x−1, x0, x1, x2...) = (..., π(α−1(x))x−1, π(x)x0, π(α(x))x1, π(α
2(x))x2, ...)

and also
S̃ : ℓ2(Z,H ) → ℓ2(Z,H )
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where

S̃ =



. . . ...
...

...
...

... ...
· · · 0 0 0 0 0 · · ·
· · · 1H 0 0 0 0 · · ·
· · · 0 1H 0 0 0 · · ·
· · · 0 0 1H 0 0 · · ·

... ...
...

...
...

... . . .


.

Then for x ∈ A it is evident that

π̃(x)S̃ = S̃π̃(α(x))

and S̃ is unitary.
So, (π̃, S̃) is a unitary covariant representation of (A , α). We can regard ℓ2(Z+, L) as the
closed subspace of ℓ2(Z,H ), consisting of the elements of the form (..., 0, 0, x0, x1, x2, ...)

where {xn : n ∈ Z+} ⊆ L.
Notice that since π(A )(L) ⊆ L we have that π̃(A )(ℓ2(Z+, L)) ⊆ ℓ2(Z+, L).
Now, let π̃|ℓ2(Z+,L) be the representation of A in ℓ2(Z+, L) given by:
if (x0, x1, x2, ...) ∈ ℓ2(Z+, L) and a ∈ A

π̃|ℓ2(Z+,L)(a)(x0, x1, x2, ...) = (π(a)x0, π(α(a))x1, π(α
2(a))x2, ...).

Then (π̃|ℓ2(Z+,L), S̃|ℓ2(Z+,L)) satisfies the covariance relation and so it is an isometric co-
variant representation and

‖S̃|ℓ2(Z+,L)×π̃|ℓ2(Z+,L)(f)‖=

∥∥∥∥∥∥
∑
n≥0

S̃n|ℓ2(Z+,L)π̃(yn)|ℓ2(Z+,L)

∥∥∥∥∥∥
=

∥∥∥∥∥∥
∑

n≥0

S̃nπ̃(yn)

∣∣∣∣∣
ℓ2(Z+,L)

∥∥∥∥∥∥ ≤

∥∥∥∥∥∥
∑
n≥0

S̃nπ̃(yn)

∥∥∥∥∥∥ = ‖S̃ × π̃(f)‖

Furthermore,

π̃|ℓ2(Z+,L)= UV π|M+(L)UV
∗ and UV VsUV

∗ = S̃|ℓ2(Z+,L)
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and thus,

(Vs × π|M+(L))

∑
n≥0

δn ⊗ yn

 =
∑
n≥0

Vs
nπ|M+(L)(yn) =

∑
n≥0

UV S̃
n|ℓ2(Z+,L)UV

∗UV π̃|ℓ2(Z+,L)(yn)UV
∗

= UV

∑
n≥0

S̃n|ℓ2(Z+,L)π̃|ℓ2(Z+,L)(yn)

UV
∗

= UV (S̃|ℓ2(Z+,L)×π̃|ℓ2(Z+,L))(f)UV
∗

=⇒ ‖(Vs × π|M+(L))(f)‖= ‖(S̃|ℓ2(Z+,L)×π̃|ℓ2(Z+,L))(f)‖.

Finally,

‖V × π(f)‖= ‖(V |M+(L)⊥×π|M+(L)⊥)(f)⊕ (V |M+(L)×π|M+(L))(f)‖=

= max{‖(V |M+(L)⊥×π|M+(L)⊥)(f)‖, ‖(V |M+(L)×π|M+(L))(f)‖}

≤ max{‖(V |M+(L)⊥×π|M+(L)⊥)(f)‖, ‖(S̃ × π̃)(f)‖} ≤ ‖f‖un

and by taking supremum over all isometric covariant representations we get the desired
‖f‖is≤ ‖f‖un, and thus ‖f‖is= ‖f‖un.

Remark 16. The result we just proved enable us to embed completely isometricallyZ+×αA

into Z×α A , in the case where α is a ∗-automorphism.
At first we should note that if f =

∑
n≥0 δn ⊗ xn ∈ ℓ1(A ,Z+, α), then we can identify f

with the element of ℓ1(A ,Z, α)l, f̃ =
∑

n∈Z δn ⊗ xn where for every n < 0, xn = 0 and
so we can see ℓ1(A ,Z+, α) as a closed sub-algebra of ℓ1(A ,Z, α)l.
Now, (π, U) is a left covariant representation of (A ,Z, α) iff (π, U) is also a unitary co-
variant representation of (A ,Z+, α).
Thus,

‖f‖l= ‖f‖un

where ‖.‖l is the norm of the left crossed product Z ×α A . In particular, the exact same
arguments work also for n × n matrices inMn(ℓ

1(A ,Z+, α)) and therefore Z+ ×α A is
completely isometric with a closed subalgebra of Z×α A .

We define for f ∈ ℓ1(Z+,A , α)),

‖f‖s= sup{‖(S × π)(f)‖: (π, S) isometric covariant representation of(A , α), S shift}

Proposition 4.2.1. Let α be a ∗-automorphism of a C∗-algebra A and suppose that f ∈
ℓ1(Z+,A , α). Then ‖f‖is= ‖f‖s.
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Proof. Let (π, U) be a unitary covariant representation of (A ,Z+, α),
since ‖f‖un= ‖f‖|is, it suffices to show that for every ϵ > 0 there exists an isometric
covariant representation (σ, S) where S is a shift, such that

‖(U × π)(f)‖≤ ‖(S × σ)(f)‖+ϵ.

As in remark 16, we can embed isometrically the semi-crossed product Z+ ×α A into the
left crossed product Z ×α A and by theorem 3.2.3 the left crossed product by Z coincides
with the left reduced crossed product by Z.
Thus,

‖f‖= ‖(V × ρ̃)(f)‖

where ρ : A → B(H ) is a faithful ∗-representation of A and ρ̃ : A → B(ℓ2(Z,H )) is a
∗-representation such that for x ∈ A and (..., x−1, x0, x1, ...) ∈ ℓ2(Z,H ) we have

ρ̃(x)(..., x−1, x0, x1, ...) = (..., ρ(α−1(x))x−1, ρ(x)x0, ρ(α(x))x1, ...)

andV is the bilateral shift. Since (U, π) is a left unitary covariant representation of (A ,Z, α)
we have that

‖(U × π)(f)‖≤ ‖(V × ρ̃)(f)‖.

For every n ≥ 0 let ℓ2+n(Z,H ) be the subspace of ℓ2(Z,H ), which consists of the elements
ξ = (..., ξ−1, ξ0, ξ1, ...) such that ξk = 0 for k < −n.
We can easily see that for all n the subspace ℓ2+n(Z,H ) is invariant under V and ρ̃(x) for
all x ∈ A and it is evident that

⋃
n≥0 ℓ

2
+n(Z,H ) is a dense subspace of ℓ2(Z,H ).

Therefore, for ϵ > 0 we can pick n such that

‖(V × ρ̃)(f)|ℓ2+n(Z,H )‖≥ ‖(V × ρ̃)(f)‖−ϵ = ‖f‖−ϵ ≥ ‖(U × π)(f)‖−ϵ.

Indeed, for ϵ > 0 and η > 0, there exists w ∈ ℓ2(Z,H ) such that ‖w‖= 1 and

‖(V × ρ̃)(f)(w)‖> ‖(V × ρ̃)(f)‖−η.

Now since
⋃

n≥0 ℓ
2
+n(Z,H ) is dense in ℓ2(Z,H ), we can pick z ∈

⋃
n≥0 ℓ

2
+n(Z,H ) such

that ‖z‖= 1 and
‖z − w‖< ϵ

2‖V × ρ̃‖
.

Thus,

‖V × ρ̃(f)(w)‖−‖V × ρ̃(f)(z)‖≤ ‖V × ρ̃(f)(w)− V × ρ̃(f)(z)‖< ϵ

2
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which implies that
‖V × ρ̃(f)(z)‖> ‖V × ρ̃(f)(w)‖− ϵ

2
.

There exists n such that z ∈ ℓ2+n(Z,H ) and so

‖V × ρ̃(f)|ℓ2+n(Z,H )‖≥ ‖V × ρ̃(f)(z)‖

> ‖V × ρ̃(f)(w)‖− ϵ
2
> ‖V × ρ̃(f)‖− ϵ

2
− η.

Since η is arbitrary we conclude that

‖V × ρ̃(f)|ℓ2+n(Z,H )‖≥ ‖V × ρ̃(f)‖− ϵ
2
> ‖V × ρ̃(f)‖−ϵ.

Now if we denote by ρ̃|ℓ2+n(Z,H ) the representation of A such that for x ∈ A

ρ̃|ℓ2+n(Z,H )(x) = ρ̃(x)|ℓ2+n(Z,H ),

then (ρ̃|ℓ2+n(Z,H ), V |ℓ2+n(Z,H )) is an isometric covariant representation where V |ℓ2+n(Z,H )

is a shift operator and

‖(V |ℓ2+n(Z,H )×ρ̃|ℓ2+n(Z,H ))(f)‖= ‖(V × ρ̃)(f)|ℓ2+n(Z,H )‖.

Thus, if we set σ = ρ̃|ℓ2+n(Z,H ) and S = V |ℓ2+n(Z,H ) we have that

‖(U × π)(f)‖≤ ‖(S × σ)(f)‖+ϵ,

which yields the desired result.





Chapter 5

C∗-correspondences

In this chapter we are going to introduce C∗-correspondences and operator algebras asso-
ciated with their representations. We will see that the Cuntz-Pimsner algebra is in a way, a
generalization of the crossed product and the tensor algebra, a generalization of the semi-
crossed product, since they arise from a particular example of a C∗-correspondence. The
main theorem of this chapter is the gauge-invariance uniqueness theorem for which we are
going to present a proof from [12]. In general, we are going to follow [17].

5.1 C∗-correspondences and their representations

Definition 5.1.1. We say that (X,A , ϕ) is a C∗-correspondence ifX is Hilbert A -module,
where A is a unital C∗-algebra and ϕ : A → L (X) is a ∗-homomorphism (left action).

We say that (X,A , ϕ) is injective, if ϕ is injective and that it is non-degenerate if ϕ(A )X

is dense in X .

Example 5.1.1. [14, example 3.4] Let A be a unital C∗-algebra and α : A → A a ∗-
endomorphism. The space A is a Hilbert A -module. We define the left action for a, x ∈ A

to be
ϕ(a)x := α(a)x.

Then (A ,A , ϕ) is a C∗-correspondence which we will denote by Aα. We should note that
by using remark 6 we identify A with K (A ) ⊆ L (A ) and therefore the range of ϕ lies
in L (A ).

Example 5.1.2. LetA be a unitalC∗-algebra andH a Hilbert space such thatA ⊆ B(H )

and X ⊆ B(H ) a closed A -bimodule that satisfies X∗X ⊆ A .

The spaceX is a rightA -module and if we define 〈., .〉 : X×X → A to be theA -valued
inner product given by

〈x, y〉 = x∗y

67
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for x, y ∈ X , then since X∗X ⊆ A we have that X is a Hilbert A -module.
For a ∈ A set

ϕ(a) =Ma

whereMa : X → X is the map such that for x ∈ X ,Ma(x) = ax.
Note thatMa is adjointable

〈Ma(x), y〉 = 〈ax, y〉 = x∗a∗y = x∗Ma∗(y) = 〈x,Ma∗(y)〉.

Therefore, ϕ is a ∗-homomorphism and (X,A , ϕ) is a C∗-correspondence. We call C∗-
correspondences of this form, concrete C∗-correspondences. We will prove that every C∗-
correspondence is a concrete C∗-correspondence.

Definition 5.1.2. Let (X,A , ϕ) be a C∗-correspondence where A is unital and let B be
a C∗-algebra. We say that a pair (π, t) is a Toeplitz representation of (X,A , ϕ), where
π : A → B is a ∗-homomorphism and t : X → B a linear map, if for each a ∈ A and
each ξ, η ∈ X the following relations hold:

(i) π(a)t(ξ) = t(ϕ(a)ξ),

(ii) t(ξ)∗t(η) = π(〈ξ, η〉).

We say that (π, t) is injective iff π is injective.
We denote by C∗(π, t) the C∗-algebra generated by the images of π, t in B and we say that
(π, t) is surjective if C∗(π, t) = B.

Condition (ii) implies that
t(ξ)π(a) = t(ξa).

Indeed,

‖t(ξ)π(a)− t(ξa)‖2= ‖((t(ξ)π(a))∗ − t(ξa)∗)(t(ξ)π(a)− t(ξa))‖

= ‖π(a)∗t(ξ)∗t(ξ)π(a)− π(a)∗t(ξ)∗t(ξa)− t(ξa)∗t(ξ)π(a) + t(ξa)∗t(ξa)‖

= ‖π(a)∗π(〈ξ, ξ〉)π(a)− π(a∗)π(〈ξ, ξa〉)− π(〈ξa, ξ〉)π(a) + π(〈ξa, ξa〉)‖

= ‖π(a∗〈ξ, ξ〉a)− π(a∗〈ξ, ξa〉)− π(a∗〈ξ, ξ〉)π(a) + π(〈ξa, ξa〉)‖= 0.

Note also that

‖t(ξ)‖2= ‖t(ξ)∗t(ξ)‖= ‖π(〈ξ, ξ〉)‖≤ ‖〈ξ, ξ〉‖= ‖ξ‖2X

and so in the case that π is injective, we have that ‖π(〈ξ, ξ〉)‖= ‖〈ξ, ξ〉‖ and thus t is an
isometry.
The arguments that appear in the proof of the following proposition are based on the proof
of Proposition 2.4.2 in [3].
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Proposition 5.1.1. Let (X,A , ϕ) be a C∗-correspondence. There exists a Toeplitz representa-

tion (π̃u, t̃u) of (X,A , ϕ) that satisfies the following condition:

If (π, t) is a Toeplitz representation of (X,A , ϕ), then there exists a (unique) ∗-epimorphism

ρ̃ : C∗(π̃u, t̃u) → C∗(π, t) such that

ρ̃(π̃u(a)) = π(a) and ρ̃(t̃u(ξ)) = t(ξ),

for all a ∈ A and ξ ∈ X.

We call (π̃u, t̃u) the universal Toeplitz representation of (X,A , ϕ).

Proof. Suppose that |A ×X|≤ β where β is a cardinal that we choose such that βℵ0 = β.
We set F to be the set of all Toeplitz representations (π, t,H(π,t)) of (X,A , ϕ) where
H(π,t) = ℓ2(J) is such that |J |≤ β and H̃ =

⊕
(π,t)∈F H(π,t). We define

π̃u = ⊕{π : (π, t) ∈ F} and t̃u = ⊕{t : (π, t) ∈ F},

then it is immediate that π̃u : A → B(H̃ ) is a ∗-representation and t̃u : X → B(H̃ ) is
linear. Note that for each ξ ∈ X and x =

∑
(π,t)∈F x(π,t) ∈ H̃ where the sum converges

in the norm of H̃ , we have that

‖t̃u(ξ)x‖2=
∑

(π,t)∈F

‖t(ξ)x(π,t)‖2≤ ‖ξ‖2
∑

(π,t)∈F

‖x(π,t)‖2= ‖ξ‖2‖x‖2,

where we used the fact that each pair (π, t) is a Toeplitz representation of (X,A , ϕ). It is
now implied that for each ξ ∈ X we have that t̃u(ξ) ∈ B(H̃ ).

The pair (π̃u, t̃u) is a Toeplitz representation of (X,A , ϕ).
Indeed, if x =

∑
(π,t)∈F x(π,t) ∈ H̃ , a ∈ A and ξ, η ∈ X then we have

t̃u(ξ)π̃u(a)x = t̃u(ξ)

 ∑
(π,t)∈F

π(a)x(π,t)


=

∑
(π,t)∈F

t(ξ)π(a)x(π,t) =
∑

(π,t)∈F

t(ξa)x(π,t) = t̃u(ξa)x

and

t̃u(ξ)
∗t̃u(η)x = t̃u(ξ)

∗

 ∑
(π,t)∈F

t(η)x(π,t)


=

∑
(π,t)∈F

t(ξ)∗t(η)x(π,t) =
∑

(π,t)∈F

π(〈ξ, η〉)x(π,t) = π̃u(〈ξ, η〉)x.

Suppose that (π, t,H ) is a Toeplitz representation of (X,A , ϕ).

We assume first that dimH ≤ β. Then there exists a unitary operator in B(H ) such
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that (π′, t′) ∈ F where π′ = U∗πU and t′ = U∗tU. We define ρ̃′ : C∗(π̃u, t̃u) →
B(H(π′,t′)) given by

ρ̃′(x) = P(π′,t′)x|H(π′,t′)
, x ∈ C∗(π̃u, t̃u),

whereP(π′,t′) is the projection of H̃ onto its (π′, t′)-th coordinate. Then ρ̃′ is a ∗-homomor-
phism and for each a ∈ A and ξ ∈ X we have

ρ̃′(π̃u(a)) = P(π′,t′)π̃u(a)|H(π′,t′)
= π′(a)

and
ρ̃′(t̃u(ξ)) = P(π′,t′)t̃u(ξ)|H(π′,t′)

= t′(ξ).

If we define ρ̃ : C∗(π̃u, t̃u) → B(H ) to be the ∗-homomorphism where for each x in
C∗(π̃u, t̃u)

ρ̃(x) = Uρ̃′(x)U∗,

then
ρ̃(π̃u(a)) = Uρ̃′(π̃u(a))U

∗ = Uπ′(a)U∗ = π(a)

and
ρ̃(t̃u(ξ)) = Uρ̃′(t̃u(ξ))U

∗ = Ut′(ξ)U∗ = t(ξ).

Note that the above implies that the range of ρ̃ isC∗(π, t) and hence (π̃u, t̃u) has the desired
universal property in the case that dim(H ) ≤ β.

Assume now that H is of arbitrary dimension. Let J0 be a set whose cardinality is equal
to dim(H ). Let G be the set of pairs (J, {Kj}j∈J), where J ⊆ J0, the Kj ’s are mutually
orthogonal non-zero subspaces of H and eachKj has dimension at most β and is reducing
for π(A ) and t(X).We set (J, {Kj}j∈J) ≤ (J ′, {K ′

j}j∈J ′) if J ⊆ J ′ and for each j ∈ J

we haveKj = K ′
j . Suppose that {(J (i), {K(i)

j }j∈J(i))}i∈I is a chain in G , then it is evident
that (⋃

i∈I
J (i),

{
K

(i)
j : i ∈ I, j ∈ J (i)

})
∈ G

and for each i ∈ I we have

(J (i), {K(i)
j }j∈J(i)) ≤

(⋃
i∈I

J (i),
{
K

(i)
j : i ∈ I, j ∈ J (i)

})
.

Using Zorn’s lemma we obtain a maximal element (J, {Kj}j∈J) of G .

We claim that
⊕

j∈J Kj = H . Indeed, suppose that x ∈ H is orthogonal to Kj for all
j in J and pick i ∈ J0 \ J . SetKi = {Tx : T ∈ C∗(π, t)}, we prove thatKi is reducing to
π(A ) and t(X) andKi is orthogonal to eachKj .
Let y be an element inKi, then there exists a sequence {Tn : n ∈ N} of elements inC∗(π, t)
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such that Tnx→ y. For each a ∈ A we have

π(a)y = lim
n
π(a)Tnx ∈ Ki

and since π(A ) is self-adjoint we obtain thatKi is reducing to π(A ). For ξ ∈ X we have

t(ξ)y = lim
n
t(ξ)Tnx ∈ Ki and t(ξ)∗y = lim

n
t(ξ)∗Tnx ∈ Ki

and thereforeKi is reducing to t(X).

Let a be an element in A , ξ ∈ X , j ∈ J and y ∈ Kj .We have

〈π(a)x, y〉 = 〈x, π(a∗)y〉 = 0

and
〈t(ξ)x, y〉 = 〈x, t(ξ)∗y〉 = 0,

since π(A )Kj ⊆ Kj and t(X)∗Kj ⊆ Kj and x⊥Kj .

Using the fact that |A × X|≤ β and βℵ0 = β we also obtain that dimKi ≤ β and
therefore (J, {Kj}j∈J) ≤ (J ∪ {i}, {Kj}j∈J∪{i}), which contradicts the maximality of
(J, {Kj}j∈J).

Hence, H =
⊕

j∈J Kj and we may write π = ⊕j∈Jπj , where πj(·) = π(·)|Kj and
t = ⊕j∈J tj , where tj(·) = t(·)|Kj . Note the for each j ∈ J the pair (πj , tj) is a Toeplitz
representation of (X,A , ϕ) on a Hilbert space Kj with dimKj ≤ β. From the universal
property of (π̃u, t̃u) for Hilbert spaces with dimension less than or equal to β we obtain for
each j ∈ J a ∗-epimorphism ρ̃j : C

∗(π̃u, t̃u) → C∗(π, t) where for each a ∈ A and ξ ∈ X

we have
ρ̃j(π̃u(a)) = πj(a) and ρ̃j(t̃u(ξ)) = tj(ξ).

Let ρ̃ : C∗(π̃u, t̃u) → B(H ) be the direct sum of ∗-homomorphisms

ρ̃ = ⊕j∈J ρ̃j ,

then ρ̃ is a ∗-homomorphism and for each a ∈ A

ρ̃(π̃u(a)) = ⊕j∈J ρ̃j(π̃u(a)) = ⊕j∈Jπj(a) = π(a)

and for each ξ ∈ X

ρ̃(t̃u(ξ)) = ⊕j∈J ρ̃j(t̃u(ξ)) = ⊕j∈J tj(ξ) = t(ξ).

Finally, note that our work above implies that the range of ρ̃ is C∗(π, t). We conclude that
(π̃u, t̃u) satisfies the universal property.
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Definition 5.1.3. The tensor algebra T+
X is the norm-closed subalgebra of TX generated by

the elements of the form π̃u(a), t̃u(ξ) for a ∈ A and ξ ∈ X .

Definition 5.1.4. TheToeplitz-Cuntz-PimsnerC∗-algebra of aC∗-correspondence (X,A , ϕ)

is the C∗-algebra TX generated by all element of the form π̃u(a), t̃u(ξ) for a ∈ A and
ξ ∈ X .

Note that if two Toeplitz representations (π1, t1) and (π2, t2) satisfy the universal prop-
erty, it is immediate that C∗(π1, t1) is ∗-isomorphic to C∗(π2, t2) and also the norm closed
algebras generated by {π1(a), t1(ξ) : a ∈ A , ξ ∈ X} and {π2(a), t2(ξ) : a ∈ A , ξ ∈ X}
are completely isometrically isomorphic.

Example 5.1.3. Let Aα be the C∗-correspondence described in example 5.1.1 and suppose
that (π, t) is a Toeplitz representation of Aα on a Hilbert space H . Without loss of gener-
ality assume that π is non-degenerate. If π is degenerate we can restrict to π(1A )(H ). We
have that

1B(H ) = π(1A ) = π(〈1A ,1A 〉) = t(1A )∗t(1A )

and so t(1A ) is an isometry.

We also have that

π(a)t(1A ) = t(ϕ(a)1A ) = t(α(a)) = t(1A α(a)) = t(1A )π(α(a)).

Thus, (π, t(1A )) is an isometric covariant representation of (A ,Z+, α).
Conversely, suppose that (π, V ) is an isometric covariant representation of (A ,Z+, α). We
will show that if we set

t(ξ) = V π(ξ), ∀ξ ∈ A

then (π, t) is a Toeplitz representation of the C∗-correspondence Aα.
We already have that π is a ∗-homomorphism and t is linear and so we only need to show
the relations (i), (ii) of definition 5.1.2. In order to do so let a, ξ, η be elements in A , then
we have

π(a)t(ξ) = π(a)V π(ξ) = V π(α(a)ξ) = t(ϕ(a)ξ)

and
t(ξ)∗t(η) = π(ξ)∗V ∗V π(η) = π(ξ∗η) = π(〈ξ, η〉).

We prove now that T+
A = Z+ ×α A .

Let (π̃u, t̃u) be the universal Toeplitz representation of the C∗-correspondence Aα and let
(π, V ) be an isometric covariant representation of (A , α). As we have already seen, (π, t)
where t is the linear map given by t(ξ) = V π(ξ) for ξ ∈ A , is a Toeplitz representation of
Aα. Therefore, there exists a ∗-epimorphism ρ̃ : TA → C∗(π, t) such that

ρ̃(π̃u(a)) = π(a) and ρ̃(t̃(ξ)) = t(ξ), ξ, a ∈ A .
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The pair (π̃u, t̃u(1A )) is an isometric covariant representation of (A , α) and for each a
in A we have ρ̃(π̃u(a)) = π(a) and also ρ̃(t̃u(1A )) = t(1A ) = V π(1A ) = V , hence
(π̃u, t̃u(1A )) satisfies the universal property of the semi-crossed product and therefore
alg(π̃u, t̃u(1A )) = Z+×α A . It is evident that alg(π̃u, t̃u(1A )) ⊆ alg(π̃u, t̃u) and since for
each ξ ∈ A we have

t̃u(ξ) = t̃u(1A ξ) = t̃u(1A )π̃u(ξ) ∈ alg(π̃u, t̃u(1A )),

we obtain alg(π̃u, t̃u(1A )) = alg(π̃u, t̃u) = Z+ ×α A .

We are now going to show that for a C∗-correspondence (X,A , ϕ) there exists an injec-
tive Toeplitz representation called the Fock representation of (X,A , ϕ). Let (X,A , ϕ) be
a C∗-correspondence and consider the interior tensor product X ⊗ϕ X , which is a Hilbert
A -module. From now on we will denoteX ⊗ϕX byX ⊗X orX⊗2.We can see that if we
set

ϕ2(a) := ϕ(a)⊗ IX ,

thenϕ2 is a ∗-homomorphism fromA intoL (X⊗2) and therefore (X⊗X,A , ϕ2) becomes
a C∗-correspondence.
Inductively, for n ≥ 2 we define

X⊗n = X ⊗ϕn−1 X
⊗(n−1)

and set X⊗0 := A and X⊗1 := X .
Thus, for n ∈ N we have that X⊗n is a C∗-correspondence over A with the A -valued
inner-product defined on simple tensors by

〈ξ1⊗ξ2⊗ ...⊗ξn, η1⊗η2⊗ ...⊗ηn〉 = 〈ξ2⊗ξ3⊗ ...⊗ξn, ϕn−1(〈ξ1, η1〉)(η2⊗η3⊗ ...⊗ηn)〉,

and
ϕn(a)(ξ1 ⊗ ξ2 ⊗ ...⊗ ξn) = ϕ(a)ξ1 ⊗ ξ2 ⊗ ...⊗ ξn

i.e. ϕn(a) = ϕ(a)⊗ Im−1, where Im−1 is the identity map of X⊗(m−1) and

(ξ1 ⊗ ξ2 ⊗ ...⊗ ξn) · a = ξ1 ⊗ ξ2 ⊗ ...⊗ (ξna).

Remark 17. Note that for each m > 1 we have that that X⊗m, X ⊗ϕm−1 X
⊗(m−1),

X(⊗m−1) ⊗ϕ X are naturally isomorphic and so we can view X⊗m with either the first
or the second description.

Definition 5.1.5. Let us take ξ ∈ X⊗n where n ∈ N. For eachm ∈ Nwe define an operator
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τnm(ξ) ∈ L (X⊗n, X⊗(n+m)) by

τnm(ξ) : X⊗m → X⊗(n+m), η → ξ ⊗ η.

Note that for a ∈ X⊗0 = A we have that τ0m(a) = ϕm(a) for everym ∈ N.
We prove now that τnm(ξ) ∈ L (X⊗m, X⊗(n+m)).
Let

ψn
m : span{ζ1 ⊗ ζ2 : ζ1 ∈ X⊗n, ζ2 ∈ X⊗m} → X⊗m

be the linear map given by

ψn
m(ζ1 ⊗ ζ2) = ϕm(〈ξ, ζ1〉)ζ2, ζ1 ∈ X⊗n, ζ2 ∈ X⊗m.

We prove that ψn
m is continuous. For

∑k
i=1 ζ

(i)
1 ⊗ ζ

(i)
2 we have

∥∥∥∥∥ψn
m

(
k∑

i=1

ζ
(i)
1 ⊗ ζ

(i)
2

)∥∥∥∥∥
2

=

∥∥∥∥∥∥
〈

k∑
i=1

ϕm

(
〈ξ, ζ(i)1 〉

)
ζ
(i)
2 ,

k∑
j=1

ϕm

(
〈ξ, ζ(j)1 〉

)
ζ
(j)
2

〉∥∥∥∥∥∥
=

∥∥∥∥∥∥
k∑

i=1

k∑
j=1

〈
ϕm

(
〈ξ, ζ(i)1 〉

)
ζ
(i)
2 , ϕm

(
〈ξ, ζ(j)1 〉

)
ζ
(j)
2

〉∥∥∥∥∥∥ =

∥∥∥∥∥∥
k∑

i=1

k∑
j=1

〈
ξ ⊗ ϕm

(
〈ξ, ζ(i)1 〉

)
ζ
(i)
2 , ζ

(j)
1 ⊗ ζ

(j)
2

〉∥∥∥∥∥∥
=

∥∥∥∥∥∥
k∑

i=1

k∑
j=1

〈
ξ
〈
ξ, ζ

(i)
1

〉
⊗ ζ

(i)
2 , ζ

(j)
1 ⊗ ζ

(j)
2

〉∥∥∥∥∥∥ =

∥∥∥∥∥∥
k∑

i=1

k∑
j=1

〈
θξ,ξ

(
ζ
(i)
1

)
⊗ ζ

(i)
2 , ζ

(j)
1 ⊗ ζ

(j)
2

〉∥∥∥∥∥∥
=

∥∥∥∥∥∥
k∑

i=1

k∑
j=1

〈
(θξ,ξ ⊗ IX⊗m)

(
ζ
(i)
1 ⊗ ζ

(i)
2

)
, ζ

(j)
1 ⊗ ζ

(j)
2

〉∥∥∥∥∥∥
=

∥∥∥∥∥∥
〈
(θξ,ξ ⊗ IX⊗m)

(
k∑

i=1

ζ
(i)
1 ⊗ ζ

(i)
2

)
,

k∑
j=1

ζ
(j)
1 ⊗ ζ

(j)
2

〉∥∥∥∥∥∥
≤‖θξ,ξ‖

∥∥∥∥∥
k∑

i=1

ζ
(i)
1 ⊗ ζ

(i)
2

∥∥∥∥∥
2

≤ ‖ξ‖2
∥∥∥∥∥

k∑
i=1

ζ
(i)
1 ⊗ ζ

(i)
2

∥∥∥∥∥
2

,

where we used the fact that the map

L
(
X⊗m

)
→ L

(
X⊗(m+n)

)
: t→ t⊗ IX⊗m

is a ∗-homomorphism between C∗-algebras and that ‖θx,y‖≤ ‖x‖‖y‖.

Since span{ζ1 ⊗ ζ2 : ζ1 ∈ X⊗n, ζ2 ∈ X⊗m} is a dense subspace of X⊗(n+m), we can
extend ψn

m to a unique bounded linear operator defined on X⊗(n+m).
We will prove that

τnm(ξ)∗(ζ1 ⊗ ζ2) = ψn
m(ζ1 ⊗ ζ2), ζ1 ∈ X⊗n, ζ2 ∈ X⊗m,
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and therefore τnm(ξ)∗ = ψn
m.

Indeed, if η ∈ X⊗m and ζ = ζ1 ⊗ ζ2 we have that

〈η, τnm(ξ)∗(ζ)〉 = 〈τnm(ξ)η, ζ1 ⊗ ζ2〉 = 〈ξ ⊗ η, ζ1 ⊗ ζ2〉

= 〈η, ϕm(〈ξ, ζ1〉)ζ2〉 = 〈η, ψn
m(ζ1 ⊗ ζ2)〉 ,

since η was arbitrary we are done.

Lemma 5.1.1. If n1, n2,m ∈ N and ξ1 ∈ X⊗n1 , ξ2 ∈ X⊗n2 then

τn1
n2+m(ξ1)τ

n2
m (ξ2) = τn1+n2

m (ξ1 ⊗ ξ2).

Proof. Pick ζ ∈ X⊗m, then

τn1
n2+m(ξ1)τ

n2
m (ξ2)(ζ) = τn1

n2+m(ξ1)(ξ2 ⊗ ζ)

= ξ1 ⊗ ξ2 ⊗ ζ = τn1+n2
m (ξ1 ⊗ ξ2)(ζ).

Lemma 5.1.2. For n,m ∈ N and ξ, η ∈ X⊗n and a ∈ A we have that:

(i) τnm(ξ)τnm(η)∗ = θξ,η ⊗ Im,

(ii) τnm(ξ)∗τnm(η) = ϕm(〈ξ, η〉),

(iii) τnm(ξ)ϕm(a) = τnm(ξa),

(iv) ϕn+m(a)τnm(ξ) = τnm(ϕn(a)ξ).

Proof. (i) It suffices to show the equality on vectors of the form ζ = ζ1 ⊗ ζ2 ∈ X⊗(n+m)

where ζ1 ∈ X⊗n and ζ2 ∈ X⊗m.
We have

τnm(ξ)τnm(η)∗(ζ1 ⊗ ζ2) = τnm(ξ)(ϕm(〈η, ζ1〉)ζ2 = ξ ⊗ ϕm(〈η, ζ1〉)ζ2

= ξ〈η, ζ1〉 ⊗ ζ2 = (θξ,η ⊗ Im)(ζ1 ⊗ ζ2).

(ii) If ζ ∈ X⊗m then

τnm(ξ)∗τnm(η)(ζ) = τnm(ξ)∗(η ⊗ ζ) = ϕm(〈ξ, η〉)ζ.

(iii) If ζ ∈ X⊗m we have that

τnm(ξ)ϕm(a)(ζ) = ξ ⊗ ϕm(a)ζ = ξa⊗ ζ = τnm(ξa)(ζ).
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(iv) If ζ ∈ X⊗m then

ϕn+m(a)τnm(ξ)(ζ) = ϕn+m(a)(ξ ⊗ ζ) = (ϕn(a)ξ)⊗ ζ = τnm(ϕn(a)ξ)(ζ).

The Fock space FX is the direct sum of Hilbert A -modules

X⊗0 ⊕X⊗1 ⊕X⊗2... :=

{
x = (xk)k ∈

∞∏
k=0

X⊗k :
∞∑
k=0

〈xk, xk〉X⊗k converges inA

}
.

The space FX is a Hilbert A -module where for (a, x1, x2, ...), (b, y1, y2, ...) ∈ FX ,

〈(a, x1, x2, ...), (b, y1, y2, ...)〉FX
= 〈a, b〉A +

∞∑
i=1

〈xi, yi〉X⊗i .

We define the left creation operator

t∞ : X → L (FX)

to be the map such that for ξ ∈ X and (a, ζ1, ζ2, ...) ∈ FX

t∞(ξ)(a, ζ1, ζ2, ...) = (0, ξa, ξ ⊗ ζ1, ξ ⊗ ζ2, ...).

We prove that t∞ is well-defined.
Indeed,

‖t∞(ξ)(a, ζ1, ζ2, ...)‖2= ‖(0, ξa, ξ ⊗ ζ1, ξ ⊗ ζ2, ...)‖2=

∥∥∥∥∥〈ξa, ξa〉X +
∞∑
i=1

〈ξ ⊗ ζi, ξ ⊗ ζi〉X⊗(i+1)

∥∥∥∥∥∥∥∥∥∥〈ξa, ξa〉X +

∞∑
i=1

〈ζi, ϕi(〈ξ, ξ〉X)ζi〉X⊗i

∥∥∥∥∥ =

∥∥∥∥∥〈ξa, ξa〉X +

∞∑
i=1

〈
ϕi(〈ξ, ξ〉1/2X )ζi, ϕi(〈ξ, ξ〉1/2X )ζi

〉
X⊗i

∥∥∥∥∥
≤

∥∥∥∥∥‖ξ‖2〈a, a〉A +

∞∑
i=1

∥∥∥ϕi(〈ξ, ξ〉1/2X )
∥∥∥2 〈ζi, ζi〉X⊗i

∥∥∥∥∥ ≤

∥∥∥∥∥‖ξ‖2〈a, a〉A +

∞∑
i=1

∥∥∥〈ξ, ξ〉1/2X

∥∥∥2 〈ζi, ζi〉X⊗i

∥∥∥∥∥
≤ ‖ξ‖2

∥∥∥∥∥〈a, a〉A +
∞∑
i=1

〈ζi, ζi〉X⊗i

∥∥∥∥∥ = ‖ξ‖2‖(a, ζ1, ζ2, ...)‖2,

where we used the fact that for positive elements c, d of a C∗-algebra with c ≤ d we have
that ‖c‖≤ ‖d‖ and proposition 2.4.4.
It remains to prove that for each ξ ∈ FX the operator t∞(ξ) is adjointable.
Let ξ be an element in X and let (a, x1, x2, ...), (b, y1, y2, ...) be elements in FX such that
xn = zn ⊗ wn, where zn ∈ X and wn ∈ X⊗(n−1) for each n ≥ 2.
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Then, we have

〈(a, x1, x2, ...), t∞(ξ)(b, y1, y2, ...)〉FX

= 〈(a, x1, x2, ...), (0, ξb, ξ ⊗ y1, ξ ⊗ y2, ...)〉FX

= 〈x1, ξb〉X +

∞∑
i=1

〈xi+1, ξ ⊗ yi〉X⊗(i+1)

= 〈x1, ξ〉Xb+
∞∑
i=1

〈ξ ⊗ yi, zi+1 ⊗ wi+1〉∗X⊗(i+1)

=〈x1, ξ〉Xb+
∞∑
i=1

〈yi, ϕi(〈ξ, zi+1〉X)wi+1〉∗X⊗i

=〈ξ, x1〉∗Xb+
∞∑
i=1

〈ϕi(〈ξ, zi+1〉X)wi+1, yi〉X⊗i

= 〈(〈ξ, x1〉X , ϕ1(〈ξ, z2〉X)w2, ϕ2(〈ξ, z3〉X)w3, ...), (b, y1, y2, y3, ...)〉FX
.

Suppose that υ = (b, y1, y2, ...) is an element in FX such that ‖υ‖≤ 1. If we denote the ele-
ment (a, x1, x2, ...) of the above form byu and (〈ξ, x1〉X , ϕ1(〈ξ, z2〉X)w2, ϕ2(〈ξ, z3〉X)w3, ...)

by wu, then from our calculation above we have

〈u, t∞(ξ)v〉 = 〈wu, v〉.

Therefore using the Cauchy-Schwarz inequality for Hilbert modules we obtain that for each
υ ∈ FX such that ‖υ‖≤ 1,

‖〈wu, v〉‖= ‖〈u, t∞(ξ)v〉‖≤ ‖u‖‖t∞(ξ)v‖≤ ‖u‖‖ξ‖‖v‖

and by taking supremum over all ‖υ‖≤ 1 we have

‖wu‖≤ ‖ξ‖‖u‖.

This proves that the map

(a, x1, x2, ...) → (〈ξ, x1〉X , ϕ1(〈ξ, z2〉X)w2, ϕ2(〈ξ, z3〉X)w3, ...)

is continuous on the linear span of elements (a, x1, x2, ...) of the above form and and using
density, we may extend it to a unique continuous operator on FX , which coincides with
t∞(ξ)∗. We also define for a ∈ A

π∞(a)(b, x1, x2, ...) = (ab, ϕ1(a)x1, ϕ2(a)x2, ...), (b, x1, x2, ...) ∈ FX .

We prove that it is well-defined and continuous.
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Indeed,

‖π∞(a)(b, x1, x2, ...)‖2= ‖((ab, ϕ1(a)x1, ϕ2(a)x2, ...)‖2 =

=

∥∥∥∥∥b∗a∗ab+∑
i=1

〈ϕi(a)x1, ϕi(a)x1〉X⊗i

∥∥∥∥∥ ≤

∥∥∥∥∥‖a‖2〈b, b〉A +
∑
i=1

‖ϕi(a)‖2〈xi, xi〉X⊗i

∥∥∥∥∥
≤ ‖a‖2

∥∥∥∥∥〈b, b〉A +
∑
i=1

〈xi, xi〉X⊗i

∥∥∥∥∥ = ‖a‖2‖(b, x1, x2, ...)‖2,

where we used proposition 2.4.4.
For (b, x1, x2, ...), (c, y1, y2, ...) ∈ FX we have

〈(b, x1, x2, ...), π∞(a)(c, y1, y2, ...)〉FX
= 〈(b, x1, x2, ...), (ac, ϕ1(a)y1, ϕ2(a)y2, ...)〉FX

= 〈b, ac〉A +

∞∑
i=1

〈xi, ϕi(a)yi〉X⊗i = 〈a∗b, c〉+
∞∑
i=1

〈ϕi(a)∗xi, yi〉X⊗i

= 〈π∞(a∗)(b, x1, x2, ...), (c, y1, y2, ...)〉FX
.

Thus, π∞(a) ∈ L (FX) and it is immediate that π∞ : A → L (FX) is a ∗-homomorphism
since for i ≥ 1, the map ϕi is linear and multiplicative.
Now, suppose that a is an element in A such that π∞(a) = 0. If (b, x1, x2, ...) ∈ FX , then

π∞(a)(b, x1, x2, ...) = (ab, ϕ1(a)x1, ϕ2(a)x2, ...) = (0, 0, ...) ⇒ ab = 0

If we pick b = a∗ we get that ‖a∗a‖= 0 and so a = 0. Thus, π∞ is injective.
Finally, to show that (π∞, t∞) is a Toepitz representation of (X,A , ϕ) it remains to show
the relations (i), (ii) of definition 5.1.2.
For that purpose suppose that ξ, η are elements inX , a ∈ A and (b, x1, x2, ...) ∈ FX , then
we have

π∞(a)t∞(ξ)(b, x1, x2, ...) = π∞(a)(0, ξb, ξ ⊗ x1, ξ ⊗ x2, ...)

= (0, ϕ1(a)(ξb), ϕ2(a)(ξ ⊗ x1), ϕ3(a)(ξ ⊗ x2), ...)

= (0, ϕ(a)ξb, ϕ(a)ξ ⊗ x1, ϕ(a)ξ ⊗ x2, ...)

= (0, (ϕ(a)ξ)b, (ϕ(a)ξ)⊗ x1, (ϕ(a)ξ)⊗ x2, ...) = t∞(ϕ(a)ξ)(b, x1, x2, ...),

hence π∞(a)t∞(ξ) = t∞(ϕ(a)ξ) and

t∞(η)∗t∞(ξ)(b, x1, x2, ...) = t∞(η)∗(0, ξb, ξ ⊗ x1, ξ ⊗ x2, ...)

= (〈η, ξ〉Xb, ϕ1(〈η, ξ〉X)x1, ϕ2(〈η, ξ〉X)x2, ...) = π∞(〈η, ξ〉X)(b, x1, x2, ...),

hence t∞(η)∗t∞(ξ) = π∞(〈η, ξ〉X).

Therefore, (π∞, t∞) is an injective Toeplitz representation of (X,A , ϕ).This also implies
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that the universal Toeplitz representation (π̃u, t̃u) is injective.
Indeed, if a ∈ ker π̃u and ρ̃ : TX → C∗(π∞, t∞) is the ∗-epimorphism induced from
universality, then we have that

0 = ρ̃(π̃u(a)) = π∞(a)

and therefore a = 0.

Remark 18. Suppose that (X,A , ϕ) is aC∗-correspondence and (π, t) is an injective Toeplitz
representation of (X,A , ϕ) into a C∗-algebra B. We can think of B as a C∗-subalgebra of
B(H ) for a Hilbert space H . Then since π, t are isometries t(X) is a closed subspace of
B(H ) and π(A ) is a C∗-subalgebra of B(H ).
We will show that t(X) is a π(A )-bimodule such that t(X)∗t(X) ⊆ π(A ) and thus by
identifying A with π(A ) and X with t(X) we can see that (X,A , ϕ) is a concrete C∗-
correspondence (example 5.1.2). Indeed, for t(ξ), t(η) ∈ t(X) and π(a) ∈ π(A ) we have

t(ξ)π(a) = t(ξa) ∈ t(X)

and
π(a)t(ξ) = t(ϕ(a)ξ) ∈ t(X)

and also
t(ξ)∗t(η) = π(〈ξ, η〉) ∈ π(A ).

Let (X,A , ϕ) be a C∗-correspondence and (π, t) a Toeplitz representation of (X,A , ϕ).
We set

JX = ϕ−1(K (X)) ∩ (kerϕ)⊥,

where (kerϕ)⊥ = {c ∈ A : cb = 0, for all b ∈ kerϕ}. It is easy to see that JX is a closed
ideal as an intersection of closed ideals. We call JX the Katsura ideal.
We define t∗ : K (X) → C∗(π, t), where for x, y ∈ X

t∗(θx,y) = t(x)t(y)∗.

We prove that t∗ is well-defined and continuous on K (X).
Using lemma 2.5.4 and the fact that π is a ∗-homomorphism and therefore completely pos-
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itive, we have∥∥∥∥∥
n∑

i=1

θxi,yi

∥∥∥∥∥ = ‖(〈xi, xj〉)1/2ij (〈yi, yj〉)1/2ij ‖≥ ‖(π(〈xi, xj〉))1/2ij (π(〈yi, yj〉))1/2ij ‖

= ‖(t(xi)∗t(xj))1/2ij (t(yi)
∗t(yj))

1/2
ij ‖=

∥∥∥∥∥
n∑

i=1

t(xi)t(yi)
∗

∥∥∥∥∥ =

∥∥∥∥∥t∗
(

n∑
i=1

θxi,yi

)∥∥∥∥∥ .
The above implies that t∗ is contractive on a dense subset ofK (X) and therefore it extends
to a contractive map defined on K (X).We will prove that t∗ is a ∗-homomorphism.
Indeed, since (θx,y)∗ = θy,x, from linearity and continuity of t∗ and density of the linear
span of rank one operators, it is immediate that

t∗(k)
∗ = t∗(k

∗).

To prove that t∗ is multiplicative, it suffices to prove it on rank one operators.
For x, y, u, w ∈ X we have

t∗(θx,yθu,w) = t∗(θx⟨y,u⟩,w) = t(x 〈y, u〉)t(w)∗

= t(x)π(〈y, u〉)t(w)∗ = t(x)t(y)∗t(u)t(w)∗ = t∗(θx,y)t∗(θu,w).

Note that

t(θx,y(z)) = t(x〈y, z〉) = t(x)π(〈y, z〉) = t(x)t(y)∗t(z) = t∗(θx,y)t(z)

and so if k ∈ K (X) we get
t(k(z)) = t∗(k)t(z).

Note also that

π(a)t∗(θx,y) = π(a)t(x)t(y)∗ = t(ϕ(a)x)t(y)∗ = t∗(θϕ(a)x,y) = t∗(ϕ(a)θx,y)

and therefore
π(a)t∗(k) = t∗(ϕ(a)k). (5.1.1)

In the case that π is injective we get that π is completely isometric and therefore t∗ is an
isometry. We also claim that

ρ((tu)∗(k)) = (t∞)∗(k),

where ρ̃ : TX → C∗(π, t) is the induced ∗-homomorphism from the universal property of
(π̃u, t̃u). In order to see this is true recall that the linear span of elements in the form θx,y
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is dense in K (X) and therefore we may assume that k = θx,y for x, y ∈ X and thus

ρ̃((t̃u)∗(k)) = ρ̃((t̃u)∗(θx,y)) = ρ̃(t̃u(x)t̃u(y)
∗) = t(x)t(y)∗ = t∗(k).

Definition 5.1.6. Let (X,A , ϕ) be a C∗-correspondence. We say that a Toeplitz represen-
tation (π, t) of (X,A , ϕ) is Katsura covariant if for each a ∈ JX we have that

π(a) = t∗(ϕ(a)).

We prove now that there exists a ”universal” Katsura covariant Toeplitz representation.
Let (X,A , ϕ) be a C∗-correspondence and (π, t) a Katsura covariant Toeplitz representa-
tion of (X,A , ϕ) and (π̃u, t̃u) the universal Toeplitz representation of (X,A , ϕ). We define
J to be the closed ideal of TX generated by the set

{(t̃u)∗(ϕ(a))− π̃u(a) : a ∈ JX},

and we denote by σ : TX → TX/J the canonical quotient ∗-epimorphism. We set

πu = σ ◦ π̃u and tu = σ ◦ t̃u

and we prove that (πu, tu) is a Katsura covariant Toeplitz representation of (X,A , ϕ).
Note that for a ∈ JX we have that σ(π̃u(a) − (t̃u)∗(ϕ(a))) = 0. For a ∈ A and ξ, η ∈ X

we have
(σ ◦ t̃u(ξ))(σ ◦ π̃u(a)) = σ(t̃u(ξ)π̃u(a)) = σ ◦ t̃u(ξa)

and
σ ◦ π̃u(〈ξ, η〉) = σ(t̃∗u(ξ)t̃u(η)) = (σ ◦ t̃u(ξ))∗(σ ◦ t̃u(η)).

Note also that

(σ ◦ t̃u)∗(θξ,η) = (σ ◦ t̃u(ξ))(σ ◦ t̃u(η))∗ = σ(t̃u(ξ)t̃
∗
u(η)) = σ ◦ (t̃u)∗(θξ,η)

and since the linear span of elements in the form θξ,η is dense in K (X) we get that

(σ ◦ t̃u)∗ = σ ◦ (t̃u)∗.

Therefore, for a ∈ JX we have

σ(π̃u(a)− (t̃u)∗(ϕ(a))) = 0 ⇐⇒ σ(π̃u(a)) = σ((t̃u)∗(ϕ(a)))

⇐⇒ σ ◦ π̃u(a) = (σ ◦ t̃u)∗(ϕ(a)).

Since, (π, t) is a Toeplitz representation there exists a ∗-epimorphism ρ̃ : TX → C∗(π, t)



Chapter 5. C∗-correspondences 82

such that for a ∈ A and ξ ∈ X

ρ̃(π̃u(a)) = π(a) and ρ̃(t̃u(ξ)) = t(ξ).

Suppose that a ∈ JX , then using the fact that (π, t) is Katsura covariant we have

ρ̃((t̃u)∗(ϕ(a))− π̃u(a)) = t∗(ϕ(a))− π(a) = 0,

which implies that J ⊆ ker ρ̃ and thus the ∗-homomorphism ρ : TX/J → C∗(π, t) given
by

ρ(x+ J) = ρ̃(x), x ∈ TX ,

is well-defined. Note that for each a ∈ A and ξ ∈ X we have

ρ(πu(a)) = ρ(σ ◦ π̃u(a)) = ρ(π̃u(a) + J) = ρ̃(π̃u(a)) = π(a)

and
ρ(tu(ξ)) = ρ(σ ◦ t̃u(ξ)) = ρ(t̃u(ξ) + J) = ρ̃(t̃u(ξ)) = t(ξ)

and using the fact that ρ is continuous and that C∗(π, t) is generated by the set

{π(a), t(ξ) : a ∈ A , ξ ∈ X},

we obtain that ρ is a ∗-epimorphism.
We summarize in the following:

Proposition 5.1.2. Let (X,A , ϕ) be a C∗-correspondence. There exists a universal Katsura

covariant Toeplitz representation (πu, tu) of (X,A , ϕ) that satisfies the following:

If (π, t) is a Katsura covariant Toeplitz representation then there exists a (unique) ∗-epimorphism

ρ : OX → C∗(π, t),

such that

ρ(πu(a)) = π(a) and ρ(tu(ξ)) = t(ξ), ∀a ∈ A , ∀ξ ∈ X.

Definition 5.1.7. We define the Cuntz-Pimsner algebra of (X,A , ϕ) to be the C∗ -algebra
OX = C∗(πu, tu),where (πu, tu) is the universal Katsura covariant Toeplitz representation.

Note that if two Katsura covariant Toeplitz representations (π1, t1) and (π2, t2) satisfy
the universal property, it is immediate that C∗(π1, t1) is ∗-isomorphic to C∗(π2, t2).

Example 5.1.4. Let α be a ∗-automorphism of a unital C∗-algebra A and let Aα be the C∗-
correspondence described in example 5.1.1. Using remark 6 we identify K (A ) with A .

Let (π, t) be a Katsura covariant Toeplitz representation of Aα. Without loss of generality
we assume that π is non-degenerate. We have already proven in example 5.1.3 that the pair



83 5.1. C∗-correspondences and their representations

(π, t(1A )) satisfies the left covariance relation and that t(1A ) is isometric, in this case we
claim that t(1A ) is unitary.
Indeed,

t(1A )t(1A )∗ = t∗(1A 1∗A ) = t∗(1A )

= t∗(ϕ(1A )) = π(1A ) = 1B(H ),

proves our claim.

Conversely, suppose that (π, U) is a left covariant representation of (A ,Z, α). We have
already proven in example 5.1.3 that the pair (π, t), where t is the linear map given by
t(ξ) = Uπ(ξ), is a Toeplitz representation of Aα. We will prove that (π, t) is a Katsura
covariant Toeplitz representation of Aα. Note that since α is a ∗-automorphism Aα is an
injective C∗-correspondence and JA = K (A ) ∩ (kerα)⊥ = K (A ) = A .

For each a ∈ A we have

ϕ(a) = α(a) = α(a)1∗A ∈ K (A )

and therefore

t∗(ϕ(a)) = t∗(α(a)1
∗
A ) = t(α(a))t(1∗A ) = Uπ(α(a))π(1∗A )U∗

= Uπ(α(a))U∗ = π(a).

Hence, (π, t) is a Katsura covariant Toeplitz representation of Aα.

We prove now that OA = Z×α A .

Let (πu, tu) be the universal Katsura covariant Toeplitz representation of theC∗-correspon-
dence Aα and let (π, U) be a left covariant representation of (A , α). We have that (π, t)
where t is the linear map given by t(ξ) = Uπ(ξ) for ξ ∈ A , is a Katsura covariant Toeplitz
representation of Aα. Therefore, there exists a ∗-epimorphism ρ : OA → C∗(π, t) such
that

ρ(πu(a)) = π(a) and ρ(t(ξ)) = t(ξ), ξ, a ∈ A .

The pair (πu, tu(1A )) is a left covariant representation of (A , α) and for each a in A we
have ρ(πu(a)) = π(a) and also ρ(tu(1A )) = t(1A ) = Uπ(1A ) = U , hence (πu, tu(1A ))

satisfies the universal property of the crossed product and therefore

OA = C∗(πu, tu(1A )) = Z×α A .

We are now going to introduce an example of an injective Katsura covariant Toeplitz
representation of a given C∗-correspondence, in order to do so we are going to need a few
more results.
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Lemma 5.1.3. Let (X,A , ϕ) be a C∗-correspondence and J ⊆ A a closed ideal. If k ∈
K (X), then the following are equivalent:

(i) k ∈ K (XJ) := span{θξa,η : ξ, η ∈ X, a ∈ J}

(ii) 〈kξ, η〉 ∈ J, ∀ξ, η ∈ X

Proof. We denote by I the set of k ∈ K (X) satisfying (ii). It is easy to see that I is an
ideal, since for k ∈ I and s ∈ L (X) we have that

〈ksξ, η〉 = 〈k(sξ), η〉 ∈ J

and
〈skξ, η〉 = 〈kξ, s∗η〉 ∈ J.

Note that since 〈., .〉 is continuous I is a closed ideal and hence it is linearly spanned from
its positive elements. Now we prove that K (XJ) is a closed ideal. It suffices to check for
ξ, η ∈ X and a ∈ J that sθξa,η and θξa,ηs are in K (XJ).
Indeed,

sθξa,η = θs(ξa),η = θs(ξ)a,η ∈ K (XJ)

and
θξ,ηs = θξa,s∗η ∈ K (XJ).

Now, suppose that

k = lim
n

mn∑
i=1

θξni ,ηni ∈ I

is a positive element. Then

k3 = lim
n

(
mn∑
i=1

θξni ,ηni

)
k

mn∑
j=1

θξnj ,ηnj

 = lim
n

∑
i,j

θξni ⟨ηni ,kξnj ⟩,ηnj ∈ K (XJ)

and so k4 ∈ K (XJ) and k = ((k4)1/2)1/2 ∈ K (XJ).

Conversely, if ξ, η, x, y ∈ X , a ∈ J and k = θξa,η ,

〈kx, y〉 = 〈ξa〈η, x〉, y〉 = 〈x, η〉a∗〈ξ, y〉 ∈ J.

Lemma 5.1.4. Let (X,A ) and (Y,A , ϕ) be C∗-correspondences and

ϕ∗ : L (X) → L (X ⊗ϕ Y ) : s→ s⊗ IY

If k ∈ K (X) then k ∈ kerϕ∗ if and only if k ∈ K (X kerϕ).
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Proof. Let k ∈ K (X).Then,

k ∈ K (X kerϕ) ⇐⇒ 〈kx, y〉 ∈ kerϕ, ∀x, y ∈ X

⇐⇒ ϕ(〈kx, y〉) = 0, ∀x, y ∈ X

⇐⇒ ϕ(〈kx, y〉)ξ = 0, ∀x, y, ξ ∈ X

⇐⇒ 〈η, ϕ(〈kx, y〉)ξ〉 = 0, ∀x, y, ξ, η ∈ X

⇐⇒ 〈kx⊗ η, y ⊗ ξ〉 = 0, ∀x, y, ξ, η ∈ X

⇐⇒ 〈k ⊗ IY (x⊗ η), y ⊗ ξ〉 = 0, ∀x, y, ξ, η ∈ X

⇐⇒ k ⊗ IY = 0 ⇐⇒ k ∈ kerϕ∗.

We apply the above lemma in the case where X = X⊗(n−1) and Y = X and we get the
following:

Proposition 5.1.3. Let (X,A , ϕ) be a C∗-correspondence and n ∈ N. The map

K
(
X⊗(n−1)JX

)
→ L

(
X⊗n

)
: k → k ⊗ IX

is isometric.

Proof. Suppose that k ∈ K
(
X⊗(n−1)

)
is in the kernel of the map described above. From

the preceding lemma k ∈ K
(
X⊗(n−1) kerϕ

)
and therefore

〈kx, y〉 ∈ kerϕ, ∀x, y ∈ X⊗(n−1),

since k ∈ K
(
X⊗(n−1)JX

)
we also have that

〈kx, y〉 ∈ JX ⊆ (kerϕ)⊥, ∀x, y ∈ X⊗(n−1)

and so k = 0.

Denote by (π∞, t∞) the Fock representation of a C∗-correspodence (X,A , ϕ). Suppose
that (a, x1, x2, ...) is an element in FX where for n ≥ 2 we have xn = zn ⊗ wn where
zn ∈ X and wn ∈ X⊗(n−1). Then for each ξ, η ∈ X we have that

(t∞)∗(θη,ξ)(a, x1, x2, ...) = t∞(η)t∞(ξ)∗(a, x1, x2, ...)

= t∞(η)(〈ξ, x1〉, ϕ1(〈ξ, z2〉)w2, ϕ2(〈ξ, z3〉)w3, ...)

= (0, η〈ξ, x1〉, η ⊗ ϕ(〈ξ, z2〉)w2, η ⊗ ϕ2(〈ξ, z3〉)w3, ...)

= (0, η〈ξ, x1〉, η〈ξ, z2〉 ⊗ w2, η〈ξ, z3〉 ⊗ w3, ...)

= (0, θη,ξ(x1), θη,ξ ⊗ IX(x2), θη,ξ ⊗ IX⊗2(x3), ...).
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By linearity and continuity of (t∞)∗, the density of the linear span of simple tensors and
the density of the linear span of elements (a, x1, x2, ...) of the above form, we get that if
k ∈ K (X) and (a, x1, x2, ...) ∈ FX , then

(t∞)∗(k)(a, x1, x2, ...) = (0, kx1, k ⊗ IX(x2), k ⊗ IX⊗2(x3), ...).

Therefore, if a ∈ JX we obtain the following

(π∞(a)− (t∞)∗(ϕ(a)))(b, x1, x2, x3, ...)

= (ab, ϕ1(a)x1, ϕ2(a)x2, ϕ3(a)x3, ...)− (0, ϕ(a)x1, ϕ(a)⊗ IX(x2), ϕ(a)⊗ IX⊗2(x3), ...)

= (ab, 0, 0, ...)

since ϕn(a) = ϕ(a)⊗ IX⊗(n−1)(a).
Note that

π∞(a)− (t∞)∗(ϕ(a))) = θxa,x ∈ K (FXJX),

where x = (1A , 0, 0, ...)) ∈ FX .

Proposition 5.1.4. Let (X,A , ϕ) be a C∗-correspondence and (π, t) an injective Toeplitz rep-

resentation of (X,A , ϕ). If a ∈ A satisfies π(a) ∈ t∗(K (X)), then we have a ∈ JX and

π(a) = t∗(ϕ(a)).

Proof. Let a ∈ A such that π(a) ∈ t∗(K (X)), then there exists k ∈ K (X) such that
t∗(k) = π(a). For ξ ∈ X , we have that

t(ϕ(a)ξ) = π(a)t(ξ) = t∗(k)t(ξ) = t(kξ).

The injectivity of t implies that

ϕ(a)ξ = kξ, ∀ξ ∈ X ⇐⇒ ϕ(a) = k

Therefore,
π(a) = t∗(ϕ(a)).

Suppose that b ∈ kerϕ, we will show that ab = 0.

Indeed, using the relation 5.1.1 and we have that

π(ab) = π(a)π(b) = t∗(ϕ(a))π(b) = (π(b∗)t∗(ϕ(a
∗))∗

= t∗(ϕ(b
∗)ϕ(a∗))∗ = t∗(ϕ(a)ϕ(b)) = 0.

Since π is injective it is implied that ab = 0.Thus, a ∈ JX and the proof is complete.

Corollary 5.1.1. Let (X,A , ϕ) be a C∗-correspondence and a ∈ A such that π∞(a) ∈
(t∞)∗(K (X)), then a = 0.
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Proof. From the preceding proposition we get that a ∈ JX and π(a) = (t∞)∗(ϕ(a)). Let
(b, ξ1, ξ2, ...) ∈ FX , then since

π∞(a)− (t∞)∗(ϕ(a)))(b, ξ1, ξ2, ...) = (ab, 0, 0, ...),

we get that ab = 0 for all b ∈ A . Hence a = 0.

Remark 19. Let (π, t) be a Toeplitz representation of a C∗-correspondence (X,A , ϕ). We
set t(0) = π, t(1) = t and for n ≥ 2 we will define a linear map t(n) : X⊗n → C∗(π, t) such
that

t(n)(ξ ⊗ η) = t(ξ)t(n−1)(η),

where ξ ∈ X and η ∈ X⊗(n−1).
We will prove by induction that ∀n ≥ 2 these maps are well-defined and that (π, t(n)) are
Toeplitz representations of (X⊗n,A , ϕn).
Suppose that t(n−1) is well-defined and that (π, t(n−1)) is a Toeplitz representation of the
C∗-correspondence (X⊗(n−1),A , ϕn−1). Then,

‖t(n)(ξ ⊗ η)‖2= ‖t(ξ)t(n−1)(η)‖2= ‖t(n−1)(η)∗t(ξ)∗t(ξ)t(n−1)(η)‖

= ‖t(n−1)(η)∗π(〈ξ, ξ〉)t(n−1)(η)‖= ‖t(n−1)(η)∗t(n−1)(ϕn−1(〈ξ, ξ〉)η)‖

= ‖π(〈η, ϕn−1(〈ξ, ξ〉)η〉)‖≤ ‖〈η, ϕn−1(〈ξ, ξ〉)η〉‖= ‖〈ξ ⊗ η, ξ ⊗ η〉‖= ‖ξ ⊗ η‖2.

Thus, t(n) is contractive on simple tensors, which implies that it is contractive onX⊗n and
therefore also well-defined. We should note that that in the case that π is injective, t(n) is
an isometry.
To see that (π, t(n)) is a Toeplitz representation note that

t(n)(ξ1 ⊗ η1)
∗t(n)(ξ2 ⊗ η2) = t(n−1)(η1)

∗t(ξ1)
∗t(ξ2)t

(n−1)(η2)

= t(n−1)(η1)
∗π(〈ξ1, ξ2〉)t(n−1)(η2) = t(n−1)(η1)

∗t(ϕn−1(〈ξ1, ξ2〉)η2)

= π(〈η1, ϕn−1(〈ξ1, ξ2〉)η2〉) = π(〈ξ1 ⊗ η1, ξ2 ⊗ η2〉)

and

π(a)t(n)(ξ ⊗ η) = π(a)t(ξ)t(n−1)(η) = t(ϕ(a)ξ)t(n−1)(η)

= t(n)((ϕ(a)ξ)⊗ η) = t(n)(ϕn(a)(ξ ⊗ η)).

We will need the following:

Lemma 5.1.5. Let (X,A , ϕ) be a C∗-correspondence and FX the Fock Space. If we set K =

span{θza,w : a ∈ JX , z ∈ X⊗m and w ∈ X⊗n, where n,m ∈ N}, thenK = K (FXJX).

Proof.
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It suffices to show that θxa,y ∈ K where a is an element in JX and x = (x0, x1, x2, ...), y =

(y0, y1, y2, ...) ∈ FX . To begin with, if z = (z0, z1, z2, ..., zm, 0, ...) ∈ FX then we can pick
w = (y0, y1, ..., yn, 0, ...) such that

‖w − y‖< ϵ

‖a‖‖z‖

and thus for ξ = (ξ0, ξ1, ...) ∈ FX

‖θza,y(ξ)− θza,w(ξ)‖= ‖za〈y, ξ〉 − za〈w, ξ〉‖≤ ‖z‖‖a‖‖y − w‖‖ξ‖< ϵ‖ξ‖.

Since

θza,w = θz0a,w + θz1a,w + ...+ θzma,w

= (θz0a,y0 + ...+ θz0a,yn) + ...+ (θzma,y0 + ...+ θzma,yn) ∈ K,

we have that elements of the form θza,η where z = (z0, z1, ...zm, 0, ...) and η ∈ FX are in
K . Pick z = (x0, x1, ...xm, 0, ...) such that

‖z − x‖< ϵ

‖a‖‖y‖
,

then
‖θxa,y(ξ)− θza,y(ξ)‖= ‖(x− z)a 〈y, ξ〉 ‖≤ ‖y‖‖a‖‖z − x‖‖ξ‖< ϵ‖ξ‖.

Proposition 5.1.5. Let (X,A , ϕ) be a C∗-correspondence, then K (FXJX) ⊆ C∗(π∞, t∞).

Proof. From the preceding lemma it suffices to show that θxa,y ∈ C∗(π∞, t∞) for x =

x1 ⊗ ...⊗ xn ∈ X⊗n, y = y1 ⊗ ...⊗ ym ∈ X⊗m and a ∈ JX .
We will prove that

θxa,y = t(n)∞ (x)(La, 0, 0, ...)t
(m)
∞ (y)∗

= t(n)∞ (x)((π∞(a)− (t∞)∗(ϕ(a)))t
(m)
∞ (y)∗ ∈ C∗(π∞, t∞).

Indeed, we may suppose that (z0, z1, z2, ...) ∈ FX and zi = z
(1)
i ⊗ z

(2)
i ⊗ ...⊗ z

(i)
i ∈ X⊗i,
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∀i ≥ 2. Then

t(n)∞ (x)(La, 0, 0, ...)t
(m)
∞ (y)∗(z0, z1, z2, ...)

= t∞(x1)...t∞(xn)(La, 0, 0, ...)t∞(ym)∗...t∞(y1)
∗(z0, z1, z2, ...)

= t∞(x1)...t∞(xn)(La, 0, 0, ...)(〈y, zm〉, ϕ(〈y ⊗ z
(1)
m+1 ⊗ z

(2)
m+1 ⊗ ...⊗ z

(m)
m+1〉)z

(m+1)
m+1 , ...)

= t∞(x1)...t∞(xn)(a〈y, zm〉, 0, 0, ...) = (0, 0, ..., 0, x1 ⊗ ...⊗ (xna〈y, zm〉)︸ ︷︷ ︸
∈X⊗n

, 0, ...)

= (0, 0, ..., 0, (x1 ⊗ ...⊗ xn)a〈y, zm〉, 0, ...) = θxa,y(z0, z1, z2, ...).

For n ≥ 0 we define Pn : FX → FX to be the projection onto the direct summand X⊗n.
Since for (x1, x2, ...), (y1, y2, ...) ∈ FX

〈Pn(x1, x2, ...), (y1, y2, ...)〉 = 〈(0, 0, .., xn, 0, ...), (y1, y2, ...)〉 = 〈(x1, x2, ...), Pn(y1, y2, ...)〉,

we have that Pn ∈ L (FX).
Note that if x, y ∈ FX and a ∈ JX ,

Pnθxa,yPn(z) = Pnθxa,y(Pnz) = Pn(xa〈y, Pnz〉)

= Pn(x)a〈y, Pnz〉 = Pn(x)a 〈Pny, z〉 = θPnxa,Pny(z)

and thus PnK (FXJX)Pn ⊆ K (X⊗nJX).
Conversely, if θxa,y ∈ K (X⊗nJX) from the calculation above we have that

θxa,y = θPnx,Pny = Pnθxa,yPn

and equality follows.

Lemma 5.1.6. If a ∈ A and π∞(a) ∈ K (FX) then limn‖ϕn(a)‖= 0.

Proof. For n ≥ 0 we have that

ϕn(a) = Pnπ∞(a)Pn

and therefore it suffices to show that

lim
n
‖PnkPn‖= 0

where k ∈ K (FX). From lemma 5.1.5 we can assume that k = θξ,η with ξ ∈ X⊗k and
η ∈ X⊗m for k,m ≥ 0. Now it is evident that if n > max{k,m} then

Pnθξ,ηPn = 0.
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Theorem 5.1.1. Let (X,A , ϕ) be a C∗-correspondence, then there exists an injective Katsura

covariant Toeplitz representation (π, t) of (X,A , ϕ).

Proof. Let σ : L (FX) → L (FX)/K (FXJX) be the canonical quotient ∗-epimorphism.
We set

π = σ ◦ π∞ and t = σ ◦ t∞.

Recall that for a ∈ JX we have that

π∞(a)− (t∞)∗(ϕ(a)) ∈ K (FXJX)

and so σ(π∞(a) − (t∞)∗(ϕ(a))) = 0. We will prove that (σ ◦ π∞, σ ◦ t∞) is a Katsura
covariant Toeplitz representation of (X,A , ϕ).
Indeed, for a ∈ A and ξ, η ∈ X we have

(σ ◦ t∞(ξ))(σ ◦ π∞(a)) = σ(t∞(ξ)π∞(a)) = σ ◦ t∞(ξa)

and
σ ◦ π∞(〈ξ, η〉) = σ(t∗∞(ξ)t∞(η)) = (σ ◦ t∞(ξ))∗(σ ◦ t∞(η)).

Note also that

(σ ◦ t∞)∗(θξ,η) = (σ ◦ t∞(ξ))(σ ◦ t∞(η))∗ = σ(t∞(ξ)t∗∞(η)) = σ ◦ (t∞)∗(θξ,η)

and since the linear span of elements in the form θξ,η is dense in K (X) we get that

(σ ◦ t∞)∗ = σ ◦ (t∞)∗.

Therefore, for a ∈ JX we have

σ(π∞(a)− (t∞)∗(ϕ(a))) = 0 ⇐⇒ σ(π∞(a)) = σ((t∞)∗(ϕ(a)))

⇐⇒ σ ◦ π∞(a) = (σ ◦ t∞)∗(ϕ(a)).

Now, suppose that a ∈ A such that π(a) = 0 and so π∞(a) ∈ K (FXJX), we will show
that a = 0.

For n ≥ 0 we have that

ϕn(a) = Pnπ∞(a)Pn ∈ PnK (FXJX)Pn = K (X⊗nJX).

If we pick n = 0 we have that ϕ0(a) = La ∈ K (A JX).
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Note that if θxb,y ∈ K (A JX) then

θxb,y(1A ) = xby∗,

which belongs in JX . Since La is a norm limit of finite sums of rank one operators and
La(1A ) = a we get that a ∈ JX . Recall that ϕ1 = ϕ is injective on JX and thus

‖a‖= ‖ϕ(a)‖.

From proposition 5.1.3 for every n ≥ 2

‖ϕn−1(a)‖= ‖ϕn−1(a)⊗ IX‖= ‖ϕn(a)‖

and so
‖a‖= lim

n
‖ϕn(a)‖= 0.

We should note that the existence of the injective Katsura covariant Toeplitz representation
(π, t), implies that the universal Katsura covariant Toeplitz representation (πu, tu) is also
injective. Indeed, if a ∈ kerπu and ρ : OX → C∗(π, t) is the ∗-epimorphism induced from
universality, we have that

0 = ρ(πu(a)) = π(a).

Since π is injective, a = 0.

5.2 Gauge actions

Definition 5.2.1. Let (π, t) be a Toeplitz representation of a C∗-correspondence (X,A , ϕ).
We say that (π, t) admits a gauge action if for each z ∈ T there exists a ∗-homomorphism
βz : C

∗(π, t) → C∗(π, t) such that

βz(π(a)) = π(a) and βz(t(ξ)) = zt(ξ)

for all a ∈ A and ξ ∈ X.

It is immediate that βz−1 is an inverse of βz for all z ∈ T and therefore βz is a ∗-
automorphism and also from continuity of βz and from the fact that elements {π(a), t(ξ) :
a ∈ A and ξ ∈ X} generate C∗(π, t), it is unique.
Let {zn : n ∈ N} such that zn

n−→ z ∈ T. For a ∈ A and ξ ∈ X we have that

βzn(π(a)) = π(a) = βz(π(a))
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and
βzn(t(ξ)) = znt(ξ) → zt(ξ) = βz(t(ξ)).

Since {π(a), t(ξ) : a ∈ A and ξ ∈ X} generates C∗(π, t) and ∀z ∈ T we have ‖βz‖≤ 1

the above calculation implies that

βzn(k)
n−→ βz(k) ∀k ∈ C∗(π, t)

and therefore
z → βz

is point norm continuous.
We will show that both the universal Katsura covariant Toeplitz representation (πu, tu) and
the universal Toeplitz representation (π̃u, t̃u) admit gauge actions.
Let z ∈ T and consider the linear map

zt̃u : X → TX x→ zt̃(x).

Then the pair (π̃u, zt̃u) is a Toeplitz representation since

(zt̃u(ξ))
∗zt̃u(η) = zt̃u(ξ)

∗zt̃u(η) = t̃u(ξ)
∗t̃u(η) = π̃u(〈ξ, η〉)

and
π̃u(a)(zt̃u(ξ)) = zπ̃u(a)t̃u(ξ) = zt̃u(ϕ(a)ξ).

Therefore, from the universal property of TX for every z ∈ T sinceC∗(π̃u, zt̃u) = TX there
exists a ∗-homomorphism γ̃z : TX → TX such that

γ̃z(π̃u(a)) = π̃u(a) and γ̃z(t̃u(ξ)) = zt̃u(ξ), ∀a ∈ A , ∀ξ ∈ X.

Hence,
z → γ̃z

is a gauge action for (π̃u, t̃u).
It is also immediate that the universal Katsura covariant Toeplitz representation (πu, tu)

admits a gauge action since for all z ∈ T if we define the linear map

ztu : OX → OX ,

where for ξ ∈ X

(ztu)(ξ) = ztu(ξ),

then the pair (πu, ztu) is a Katsura covariant Toeplitz representation for the correspondence
(X,A , ϕ).
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Indeed, if θx,y ∈ K (X) we have that

(ztu)∗(θx,y) = ztu(x)(ztu(y))
∗ = tu(x)tu(y)

∗ = (tu)∗(θx,y)

and therefore from linearity and continuity

(ztu)∗(k) = (tu)∗(k), ∀k ∈ K (X).

If a ∈ JX we have that ϕ(a) ∈ K (X) and so

(ztu)∗(ϕ(a)) = (tu)∗(ϕ(a)) = πu(a).

By universality, for z ∈ T there exists a ∗-homomorphism

γz : OX → OX

such that

γz(πu(a)) = πu(a) and γz(tu(ξ)) = ztu(ξ), ∀a ∈ A , ∀ξ ∈ X.

Note that if (π, t) is a Toeplitz representation admitting a gauge action β̃ and

ρ̃ : TX → C∗(π, t)

is the ∗-epimorphism obtained by the universality of TX then

β̃z ◦ ρ̃ = ρ̃ ◦ γ̃z, for each z ∈ T.

Respectively, if (π, t) is a Katsura covariant Toeplitz representation that admits a gauge
action β and

ρ : OX → C∗(π, t)

is the ∗-epimorphism obtained by the universality of OX then

βz ◦ ρ = ρ ◦ γz, for each z ∈ T.

Note that for each n ≥ 1 and ξ ∈ X⊗n we have that

βz(t
(n)(ξ)) = znt(n)(ξ).

Indeed, we may assume that ξ = ξ1 ⊗ ...⊗ ξn and therefore

βz(t
(n)(ξ)) = βz(t(ξ1)...t(ξn)) = znt(n)(ξ).
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In this section we are going to prove the gauge-invariance uniqueness theorem. A con-
sequence of this theorem is that the C∗-algebras OX and TX are ∗-isomorphic with the
C∗-algebras generated by the injective Katsura covariant Toeplitz representation we con-
structed in the previous section and the Fock representation, respectively. In order to prove
the gauge-invariance uniqueness theorem, we are going to investigate the core of a C∗-
algebra C∗(π, t) generated by a Toeplitz representation (π, t).

Definition 5.2.2. Let (π, t) be a Toeplitz representation of a C∗-correspondence (X,A , ϕ).
For each n ∈ N, set Bn = (t(n))∗(K (X⊗n)) ⊆ C∗(π, t).

Recall that t(0) = π and that for every n ∈ N if π is injective then (t(n))∗ is an isometry
and therefore in that case Bn

∼= K (X⊗n).

Lemma 5.2.1. For n,m ∈ N where n ≥ 1, we have that

span(t(n)(X⊗n)Bmt
(n)(X⊗n)∗) = Bn+m

and t(n)(X⊗n)∗Bn+mt
(n)(X⊗n) ⊆ Bm.

Proof. First of all if n ≥ 1 we have that (t(n))∗ is a ∗-homomorphism and that K (X⊗n) is
a C∗-algebra and therefore Bn = (t(n))∗(K (X⊗n)) is a C∗-subalgebra of C∗(π, t). Note
that if x, y ∈ X⊗n and ξ, η ∈ X⊗m we have that

t(n)(x)(t(m))∗(θξ,η)t
(n)(y)∗ = t(n)(x)t(m)(ξ)t(m)(η)∗t(n)(y)∗ =

t(n+m)(x⊗ ξ)t(n+m)(y ⊗ η)∗ = (t(n+m))∗(θx⊗ξ,y⊗η).

Since elements of the form (t(m))∗(θξ,η) generateBm and the linear span of elements x⊗ ξ
is dense in X⊗(n+m), we are done.
For the second implication, let ξ, η ∈ X⊗(n+m) and x, y ∈ X⊗n. We may suppose that
ξ = ξ1 ⊗ ξ2 and η = η1 ⊗ η2 for ξ1, η1 ∈ X⊗n and ξ2, η2 ∈ X⊗m. We have

t(n)(x)∗(t(n+m))∗(θξ,η)t
(n)(y) = t(n)(x)∗t(n+m)(ξ)t(n+m)(η)∗t(n)(y)∗

= t(n)(x)∗t(n)(ξ1)t
(m)(ξ2)t

(m)(η2)
∗t(n)(η1)

∗t(n)(y)

= π(〈x, ξ1〉)(t(m))∗(θξ2,η2)π(〈η1, y〉) = (t(m))∗(ϕm(〈x, ξ1〉)θξ2,η2ϕm(〈η1, y〉)),

which is an element of Bm, since K (X⊗m) is an ideal of L (X⊗m). Elements of the form
(t(n+m))∗(θξ,η) generate Bn+m and so we are done.

Lemma 5.2.2. If n,m ∈ N such thatm ≤ n, ξ ∈ X⊗n and η ∈ X⊗m we have

t(m)(η)∗t(n)(ξ) = t(n−m)(ζ) where ζ = τmn−m(η)∗ξ ∈ X⊗(n−m).
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Proof. Ifm = 0 then η ∈ A and t(0) = π therefore we have

π(η)∗t(n)(ξ) = t(n)(ϕn(η)
∗ξ) = t(n)(τ0n(η)

∗ξ).

If m > 0 we can assume that ξ = η′ ⊗ ζ ′ where η ∈ X⊗m and ζ ′ ∈ X⊗(n−m) since the
linear span of these elements is dense in X⊗n.

t(m)(η)∗t(n)(ξ) = t(m)(η)∗t(m)(η′)t(n−m)(ζ ′) = π(〈η, η′〉)t(n−m)(ζ ′)

= t(n−m)(ϕn−m(〈η, η′〉)ζ ′) = t(n−m)(τmn−m(η)∗(η′ ⊗ ζ ′)) = t(n−m)(τmn−m(η)∗ξ).

As a consequence of the preceding lemma it is easy to prove the following:

Proposition 5.2.1. For a Toeplitz representation (π, t) of X we have

C∗(π, t) = span{t(n)(ξ)t(m)(η)∗ : ξ ∈ X⊗n, η ∈ X⊗m and n,m ∈ N}.

Proof. It is immediate that the right-hand side is a closed and self-adjoint linear subspace
of C∗(π, t) and from the lemma above it is also closed under multiplication and therefore a
C∗-algebra. For a ∈ A if we pick n,m = 0, ξ = a and η = 1A , since t(0) = π we get that
π(a) is an element of the right-hand side. If we pick n = 1,m = 0 and η = 1A we can see
that for each ξ ∈ X the element t(ξ) is in the right-hand side and we are done.

Definition 5.2.3. Form,n ∈ N withm ≤ n we define

B[m,n] = Bm +Bm+1 + ...+Bn.

We have that B[n,n] = Bn. Note that B[m,n] is obviously linear and self-adjoint and by
proving the next lemma we can see that B[m,n] are closed under multiplication and that if
k ≤ m ≤ n then B[k,m] is an ideal of B[m,n].

Lemma 5.2.3. Form,n ∈ N withm ≤ n, k ∈ K (X⊗m) and k′ ∈ K (X⊗n) we have

(t(m))∗(k)(t
(n))∗(k

′) = (t(n))∗((k ⊗ IX⊗(n−m))k′).

Proof. Firstly, we show that for k ∈ K (X⊗m) and ξ ∈ X⊗n we have

(t(m))∗(k)t
(n)(ξ) = t(n)((k ⊗ IX⊗(n−m))(ξ).

Indeed, ifm = 0 the above becomes

π(k)t(n)(ξ) = t(n)(ϕ(a)ξ)
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which is true since (π, t(n)) is a Toeplitz representation. Suppose that m > 0, we may
assume that k = θζ,η for ζ, η ∈ X⊗m and by using lemmas 5.1.2 and 5.2.2 we can see that

(t(m))∗(k)t
(n)(ξ) = t(m)(ζ)t(m)(η)∗t(n)(ξ) = t(m)(ζ)t(n−m)(τmn−m(η)∗ξ)

= t(n)(ζ ⊗ (τmn−m(η)∗ξ)) = t(n)(τmn−m(ζ)τmn−m(η)∗ξ) = t(n)((k ⊗ IX⊗(n−m))ξ).

In order to prove that for k′ ∈ K (X⊗n),

(t(m))∗(k)(t
(n))∗(k

′) = (t(n))∗((k ⊗ IX⊗(n−m))k′).

we may assume that k′ = θx,y for x, y ∈ X⊗n and so

(t(m))∗(k)(t
(n))∗(θx,y) = (t(m))∗(k)t

(n)(x)t(n)(y)∗

= t(n)((k ⊗ IX⊗(n−m))x)t(n)(y)∗ = (t(n))∗(θ(k⊗I
X⊗(n−m) )x,y)

= (t(n))∗((k ⊗ IX⊗(n−m))θx,y).

Remark 20. It remains to prove that for m < n the set B[m,n] is closed in order to prove
that it is a C∗-algebra. We already noted that Bk is closed for each k ≥ 0 and so from the
preceding lemma Bm+1 is a closed ideal of B[m,m+1] and therefore also a closed ideal of
B[m,m+1]. Let q : B[m,m+1] → B[m,m+1]/Bm+1 be the usual quotient ∗-epimorphism.
We have that

B[m,m+1] = Bm +Bm+1 = q−1(q(Bm))

which is closed since q is a ∗-homomorphism between C∗-algebras.
Indeed, if x ∈ q−1(q(Bm)) then q(x) ∈ q(Bm) and so there exists y ∈ Bm such that
q(y) = q(x), therefore x− y ∈ ker q = Bm+1 and so x = y + (x− y) ∈ Bm +Bm+1.
For the converse inclusion if x+ y ∈ Bm +Bm+1 then since

q(x+ y) = x+ y +Bm+1 = x+Bm+1 = q(x),

we have that x+ y ∈ q−1({q(x)}) ⊆ q−1(q(Bm)).

Inductively, since B[m,m+1] is a closed ideal of B[m,m+2], we get that B[m,n] is closed.

Definition 5.2.4. For each m ∈ N we define a C∗-subalgebra of C∗(π, t) by B[m,∞] =⋃∞
n=mB[m,n].

Remark 21. Let (π, t) be a Toeplitz representation of a C∗-correspondence (X,A , ϕ) that
admits a gauge action β. We define E : C∗(π, t) → C∗(π, t) such that for x ∈ C∗(π, t)

E (x) =

∫ 1

0
βe2πit(x)dt.
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Since we have shown that for z ∈ T the map z → βz(x) is continuous E is well-defined. It
is also easy to see that E is contractive since∥∥∥∥∫ 1

0
βe2πit(x)dt

∥∥∥∥ ≤
∫ 1

0
‖βe2πit(x)‖dt ≤ ‖x‖.

We denote by C∗(π, t)β the C∗-algebra

⋂
z∈T

{x ∈ C∗(π, t) : βz(x) = x}

and call it the fixed-point algebra. In particular, C∗(π, t)β coincides with the image of E .
Indeed, if x ∈ C∗(π, t)β then there exists y ∈ C∗(π, t) such that E (y) = x and therefore
for each t0 ∈ [0, 1] we have that

βe2πit0 (x) = βe2πit0

(∫ 1

0
βe2πit(y)dt

)
=

∫ 1

0
βe2πi(t0+t)(y)dt =

∫ 1

0
βe2πit(y)dt = x.

Conversely, if x ∈
⋂

z∈T{x ∈ C∗(π, t) : βz(x) = x} then

E (x) =

∫ 1

0
βe2πit(x)dt =

∫ 1

0
xdt = x.

Proposition 5.2.2. If (π, t) admits a gauge action β, then B[0,∞] = C∗(π, t)β .

Proof. For z ∈ T, ξ ∈ X⊗n and η ∈ X⊗m we have

βz(t
(n)(ξ)t(m)(η)∗) = zn−mt(n)(ξ)t(m)(η)∗.

Therefore, putting n = m, we see that the elements of the form t(n)(ξ)t(n)(η)∗ are
in C∗(π, t)β for every ξ, η ∈ X⊗n and since C∗(π, t)β is a C∗-algebra we have Bn ⊆
C∗(π, t)β for every n ≥ 0. This implies that B[0,∞] ⊆ C∗(π, t)β .

For the converse inclusion pick x ∈ C∗(π, t)β . Proposition 5.2.1 implies that there exists a
sequence {xk}k∈N of linear sums of elements in the form t(n)(ξ)t(m)(η)∗ that converges to
x. Thus, since for each z ∈ T the map βz is a contraction we have

x =

∫ 1

0
βe2πit(x)dt = lim

k

∫ 1

0
βe2πit(xk)dt.

For each k ∈ N we have
∫ 1
0 βe2πit(xk)dt ∈

⋃∞
n=0B[0,n]. Indeed, for an element of the form

t(n)(ξ)t(m)(η)∗ we have that

E (t(n)(ξ)t(m)(η)∗)) =

∫ 1

0
e2πi(n−m)st(n)(ξ)t(m)(η)∗ds =

t(n)(ξ)t(n)(η)∗, if n = m

0, if n 6= m
,
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in particular E (t(n)(ξ)t(m)(η)∗)) ∈
⋃∞

n=0B[0,n] and from linearity we are done. We con-
clude that x ∈ B[0,∞] as a norm limit of elements in B[0,∞]

Definition 5.2.5. Let (π, t) be a Toeplitz representation of aC∗-correspondennce (X,A , ϕ).
We define

I(π,t) = {a ∈ A : π(a) ∈ t∗(K (X))}.

Remark 22. If (X,A , ϕ) is a C∗-correspondence, (π̃u, t̃u) is the universal Toeplitz repre-
sentation and (π∞, t∞) is the Fock representation we have that I(π̃u,t̃u)

= {0}.
Indeed, suppose that a ∈ I(π̃u,t̃u)

and k ∈ K (X) such that π̃u(a) = (t̃u)∗(k), by corollary
5.1.1 we have that I(π∞,t∞) = {0} and therefore since

π∞(a) = ρ̃(π̃u(a)) = ρ̃((t̃u)∗(k)) = (t∞)∗(k),

we get that a ∈ I(π∞,t∞) and so a = 0.

Now let (π, t) be an injective Katsura covariant Toeplitz representation. The fact that
(π, t) is a Katsura covariant Toeplitz representation implies that JX ⊆ I(π,t) and since it
is also injective, using proposition 5.1.4 we can see that I(π,t) ⊆ JX , thus I(π,t) = JX . In
particular, I(πu,tu) = JX where (πu, tu) is the universal Katsura covariant Toeplitz repre-
sentation and also I(π,t) = JX where (π, t) is the injective Katsura covariant representation
we described in theorem 5.1.1.

Lemma 5.2.4. Let n be a positive integer and {eλ : λ ∈ Λ} an approximate unit forK (X⊗n).

If k ∈ K (X⊗(n+1)) then

k = lim
λ
(eλ ⊗ IX)k.

Proof. Suppose that k = (k′ ⊗ IX)k′′ where k′ ∈ K (X⊗n) and k′′ ∈ K (X⊗(n+1)). Since

‖(eλ ⊗ IX)(k′ ⊗ IX)k′′ − (k′ ⊗ IX)k′′‖= ‖(eλk′ ⊗ IX)k′′ − (k′ ⊗ IX)k′′‖=

‖((eλk′ − k′)⊗ IX)k′′‖≤ ‖eλk′ − k′‖‖k′′‖ λ−→ 0,

we have that k = limλ(eλ⊗IX)k if k = (k′⊗IX)k′′, thus to prove this lemma it suffices to
show that the linear span of elements in the form k = (k′⊗IX)k′′ is dense inK (X⊗(n+1)).
In order to do so we prove that the linear span of elements in the form (k′ ⊗ IX)ζ with
k′ ∈ K (X⊗n) and ζ ∈ X⊗(n+1) is dense in X⊗(n+1).
Indeed, we may pick k′ = θξ,ξ′ and ζ = η ⊗ η′ where ξ, ξ′, η ∈ X⊗n and η′ ∈ X and using
lemma 5.1.2 we have that

(k′ ⊗ IX)ζ = τn1 (ξ)τ
n
1 (ξ

′)∗(η ⊗ η′) = τn1 (ξ)(ϕ(〈ξ′, η〉)η′)

= ξ ⊗ ϕ(〈ξ′, η〉)η′ = ξ〈ξ′, η〉 ⊗ η′.
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Since the linear span of elements in the form ξ〈ξ′, η〉 with ξ, ξ′, η ∈ X⊗n is dense in X⊗n

and the linear span of the elements in the form ξ ⊗ η′ with ξ ∈ X⊗n and η′ ∈ X is dense
in X⊗(n+1) we get the desired result.
Finally, using the equality

(k′ ⊗ IX)θζ,ζ′ = θ(k⊗IX)ζ,ζ′

we can see that since the linear span of elements as in the right-hand side of the equality is
dense in K (X⊗(n+1)), the linear span of elements in the form (k′ ⊗ IX)k′′ is also dense in
K (X⊗(n+1)).

From the preceding lemma for n = 1 and {eλ : λ ∈ Λ} an approximate unit for K (X) we
get that

{eλ ⊗ IX : λ ∈ Λ}

is an approximate unit for K (X⊗2). Inductively, we get that

{eλ ⊗ IX⊗(n−1) : λ ∈ Λ}

is an approximate unit for K (X⊗n).

Proposition 5.2.3. Let (X,A , ϕ) be a C∗-correspondence, (π, t) a Toeplitz representation

and {eλ : λ ∈ Λ} an approximate unit for K (X). Then for each n ≥ 1 we have that

{t∗(eλ) : λ ∈ Λ} is an approximate unit for Bn, consequently also for B[1,n].

Proof. Let n be a positive integer. If x ∈ Bn we may assume that x = (t(n))∗(θξ,η) for
ξ = ξ1 ⊗ ...⊗ ξn and η = η1 ⊗ ...⊗ ηn. Thus,

x = t(n)(ξ)t(n)(η)∗ = t(ξ1)...t(ξn)t(ηn)
∗...t(η1)

∗.

We have that

t∗(eλ)x = t∗(eλ)t(ξ1)...t(ξn)t(ηn)
∗...t(η1)

∗ = t(eλξ1)...t(ξn)t(ηn)
∗...t(η1)

∗

= (t(n))∗

(
θ(eλ⊗I

X⊗(n−1))ξ,η

)
= (t(n))∗((eλ ⊗ IX⊗(n−1))θξ,η)

λ−→ (t(n))∗(θξ,η) = x,

and
xt∗(eλ) = (t∗(eλ)

∗x∗)∗ = (t∗((eλ)
∗)x∗)∗ = (t∗(eλ)x

∗)
λ−→ (x∗)∗ = x.

This proves that {t∗(eλ) : λ ∈ Λ} is an approximate unit for Bn for every n ≥ 1 and
since B[1,n] is generated by Bk for 1 ≤ k ≤ n, we also have that {t∗(eλ) : λ ∈ Λ} is an
approximate unit for B[1,n] for every n ≥ 1.

We denote the C∗-subalgebras of TX and OX corresponding to Bn and B[m,n] by B̃n

and B̃[m,n] ⊆ TX and by Bn and B[m,n] ⊆ OX , respectively. We also denote by γ̃ the
gauge action of (π̃u, t̃u) and by γ the gauge action of (πu, tu). Therefore, for the fixed-point



Chapter 5. C∗-correspondences 100

algebras we have that T γ̃
X = B̃[0,∞] and Oγ

X = B[0,∞].

Lemma 5.2.5. Let (π, t) be a Toeplitz representation of a C∗-correspondence (X,A , ϕ) such

that I(π,t) = {0} and ρ̃ : TX → C∗(π, t) the ∗-epimorphism such that for a ∈ A and ξ ∈ X

we have ρ̃(π̃u(a)) = π(a) and ρ̃(t̃u(ξ)) = t(ξ). Then the restriction of ρ̃ to the fixed-point

algebra T γ̃
X is injective.

Proof. From lemma 2.1.1 it suffices to show that for each N ≥ 0 we have that

ker ρ̃ ∩ B̃[0,N ] = {0},

since
ker ρ̃ ∩ B̃[0,∞] =

⋃
N≥0

(ker ρ̃ ∩ B̃[0,N ]).

If N = 0 we have that B̃0 = π̃u(A ). By the definition of I(π,t) it contains kerπ and
therefore π is injective. Since ρ̃ ◦ π̃u = π the result follows.
Suppose that N ≥ 1 is the least positive integer such that

ker ρ̃ ∩ B̃[0,N ] 6= {0}

and let

f = π̃u(a) +

N∑
n=1

(t̃(n)u )∗(kn)

be a non-zero element of ker ρ̃ ∩ B̃[0,N ] where a ∈ A and kn ∈ K (X⊗n).We have

π(a) = −
N∑

n=1

(t(n))∗(kn).

Let {eλ}λ be an approximate unit for K (X), then

lim
λ
t∗(ϕ(a)eλ) = lim

λ
π(a)t∗(eλ) = −

N∑
n=1

lim
λ
(t(n))∗(kn)t∗(eλ) = −

N∑
n=1

(t(n))∗(kn)

where we have used the fact that for all n ≥ 1, {t∗(eλ)}λ is an approximate unit for Bn.
Since the net {t∗(ϕ(a)eλ)}λ is convergent, it is Cauchy and since π is injective t∗ is an
isometry, therefore {ϕ(a)eλ}λ converges to some k ∈ K (X). So

π(a) = −
N∑

n=1

(t(n))∗(kn) = lim
λ
t∗(ϕ(a)eλ) = t∗(k),

which implies that a ∈ I(π,t) and therefore a = 0. It is evident now that f ∈ B̃[1,N ] and



101 5.2. Gauge actions

thus for each ξ, η ∈ X using lemma 5.2.1 we have that

t̃u(η)
∗f t̃u(ξ) =

N∑
n=1

t̃u(η)
∗(t̃(n)u )∗(kn)t̃u(ξ) ∈ ker ρ̃ ∩ B[0,N−1].

By the choice of N we obtain that t̃u(η)∗f t̃u(ξ) = 0 and consequently if ξ1, η1, ξ2, η2 ∈ X

we have that
(t̃u)∗(θξ1,η1)f(t̃u)∗(θξ2,η2) = 0

which implies that (t̃u)∗(K (X))f(t̃u)∗(K (X)) = 0.
Since (t̃u)∗(K (X)) contains an approximate unit for B̃[1,N ], we get that f = 0, hence a
contradiction.

Lemma 5.2.6. Let (π, t) be an injective Katsura covariant Toeplitz representation of a C∗-

correspondence (X,A , ϕ) and ρ : OX → C∗(π, t) the ∗-epimorphism such that for a ∈ A

and ξ ∈ X we have ρ(πu(a)) = π(a) and ρ(tu(ξ)) = t(ξ). Then the restriction of ρ to the

fixed-point algebra Oγ
X is injective.

Proof. As in the proof of the previous lemma it suffices to show that for each N ≥ 0 we
have that ker ρ ∩ B[0,N ] = {0}. By doing the exact same steps if N ≥ 1 and

f = πu(a) +
N∑

n=1

(t(n)u )∗(kn) ∈ ker ρ ∩ B[0,N ]

we have that a ∈ I(π,t) = JX and therefore

πu(a) = (tu)∗(ϕ(a)),

by using the covariance relation. This implies that f ∈ B[1,n] and the result follows as
above.

Theorem 5.2.1. (Gauge-invariance Uniqueness theorem)

(i) Let (X,A , ϕ) be aC∗-correspondence and (π, t) a Toeplitz representation of (X,A , ϕ).

The induced ∗-epimorphism ρ̃ : TX → C∗(π, t) is a ∗-isomorphism if and only if

I(π,t) = {0} and (π, t) admits a gauge action.

(ii) Let (X,A , ϕ) be a C∗-correspondence and (π, t) a Katsura covariant Toeplitz repre-

sentation of (X,A , ϕ). The induced ∗-epimorphism ρ : OX → C∗(π, t) is a ∗-
isomorphism if and only if π is injective and (π, t) admits a gauge action.

Proof. i) Suppose that ρ̃ : TX → C∗(π, t) is a ∗-isomorphism and let a be an element in
I(π,t). There exists k ∈ K (X) such that π(a) = t∗(k) and therefore

ρ̃(π̃u(a)) = π(a) = t∗(k) = ρ̃((t̃u)∗(k)).



Chapter 5. C∗-correspondences 102

Since ρ̃ is injective we have that π̃u(a) = (t̃u)∗(k) and the fact that I(π̃u,t̃u)
= {0} implies

that a = 0.
To see that (π, t) admits a gauge action, for each z ∈ T set

βz = ρ̃ ◦ γ̃z ◦ ρ̃−1.

If a ∈ A and ξ ∈ X then we have that

βz(π(a)) = ρ̃ ◦ γ̃z ◦ ρ̃−1(π(a)) = ρ̃ ◦ γ̃z(π̃u(a)) = ρ̃(π̃u(a)) = π(a)

and
βz(t(ξ)) = ρ̃ ◦ γ̃z ◦ ρ̃−1(t(ξ)) = ρ̃ ◦ γ̃z(t̃u(ξ)) = ρ̃(zt̃u(ξ)) = zt(ξ).

For the converse suppose that (π, t) admits a gauge action β and I(π,t) = {0}. Pick x ∈ TX

such that ρ̃(x) = 0, we have that

ρ̃

(∫ 1

0
γ̃e2πit(x∗x)dt

)
=

∫ 1

0
ρ̃(γ̃e2πit(x∗x)dt =

∫ 1

0
βe2πit(ρ̃(x∗x))dt = 0.

Since
∫ 1
0 γ̃e2πit(x∗x)dt ∈ T γ̃

X and the restriction of ρ̃ to T γ̃
X is injective, we get that

∫ 1

0
γ̃e2πit(x∗x)dt = 0,

which implies that x∗x = 0 since an integral of a positive non-zero function is positive (see
the proof of this implication in theorem 3.2.2) and therefore ρ̃ is injective.
(ii) If ρ is a ∗-isomorphism since

π = ρ ◦ πu,

it is immediate that π is injective. The rest of the proof is similar to the proof of (i).

We prove now that the Fock representation and the injective Katsura covariant Toeplitz
representation described in 5.1.1 admit gauge actions.
For each z ∈ T let uz : FX → FX be the adjointable map such that for ξ ∈ X⊗n

uz(ξ) = znξ.

Note that for (a, ξ1, ξ2, ...) ∈ FX we have that

‖uz(a, ξ1, ξ2, ...)‖2=

∥∥∥∥∥a∗a+
∞∑
k=1

〈
zkξk, z

kξk

〉∥∥∥∥∥
=

∥∥∥∥∥a∗a+
∞∑
k=1

〈ξk, ξk〉

∥∥∥∥∥ = ‖(a, x1, x2, ...)‖2

and therefore uz is well-defined and bounded. We also have that u∗z = uz .
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Indeed, if (a, ξ1, ξ2, ...), (b, η1, η2, ...) ∈ FX then

〈uz(a, ξ1, ξ2, ...), (b, η1, η2, ...)〉 = a∗b+

∞∑
k=1

〈
zkξk, ηk

〉
= a∗b+

∞∑
k=1

〈
ξk, z

kηk

〉
= 〈(a, ξ1, ξ2, ...), uz(b, η1, η2, ...)〉 .

We define a gauge action β̃ of (π∞, t∞) such that for each z ∈ T and x ∈ C∗(π∞, t∞)

β̃z(x) = uzxu
∗
z.

Let a ∈ A , ξ ∈ X and η = (η0, η1, η2...) ∈ FX then

β̃z(π∞(a))(η) = uzπ∞(a)uz(η) = uzπ∞(a)(η0, zη1, z
2η2, ...)

= uz(ϕ0(a)η0, zϕ1(a)η1, z
2ϕ2(a)η2, ...) = (ϕ0(a)η0, ϕ1(a)η1, ϕ2(a)η2, ...)

= π∞(a)(η)

and

β̃z(t∞(ξ))(η) = uzt∞(ξ)uz(η) = uzt∞(ξ)(η0, zη1, z
2η2, ...)

= uz(0, ξη0, zξ ⊗ η1, z
2ξ ⊗ η2, ...) = (0, zξη0, zξ ⊗ η1, zξ ⊗ η2, ...)

= zt∞(ξ)(η).

Hence, {β̃z : z ∈ T} is a gauge action of (π∞, t∞).

We will now show that the injective Katsura covariant Toeplitz representation admits a
gauge action. Recall that in the proof of proposition 5.1.5 we showed that for ξ ∈ X⊗n, η ∈
X⊗m and a ∈ JX we have that

θξa,η = t(n)∞ (ξ)((π∞(a)− (t∞)∗(ϕ(a)))t
(m)
∞ (η)∗.

Note that β̃z((t∞)∗(ϕ(a))) = (t∞)∗(ϕ(a)). To see that this implication holds we may
suppose that ϕ(a) = θx,y for x, y ∈ X , since the linear span of these elements is dense in
K (X) and so

β̃z((t∞)∗(θx,y)) = β̃z(t(x)t(y)
∗) = zt(x)z−1t(y)∗ = t(x)t(y)∗ = (t∞)∗(θx,y).

Therefore,

β̃z(θξa,η) = zn−mt(n)∞ (ξ)(π∞(a)− (t∞)∗(ϕ(a)))t
(m)
∞ (η)∗ ∈ K (FXJX)

and since these elements generate K (FXJX) we get that β̃z(K (FXJX) ⊆ K (FXJX).
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Thus, if σ : L (FX) → L (FX)/K (FXJX) is the quotient ∗-epimorphism and for each
z ∈ T, βz = σ ◦ β̃z then z → βz is a gauge action of the injective Katsura covariant Toeplitz
representation (π, t).

Theorem 5.2.2. Let (X,A , ϕ) be a C∗-correspondence, then

(i) C∗(π∞, t∞) is ∗-isomorphic to TX .

(ii) C∗(π, t) is ∗-isomorphic to OX .

Proof. This follows from theorem 5.2.1 since both (π, t) and (π∞, t∞) are injective, admit
gauge actions and I(π∞,t∞) = {0}.

Using the Gauge-Invariance Uniqueness theorem we will give an additional proof that the
reduced crossed product by Z is ∗-isomorphic to the crossed product by Z.

Corollary 5.2.1. Let A be a unital C∗-algebra and let α be a ∗-automorphism of A . Then

Z×αr A is ∗-isomorphic to Z×α A .

Proof. We denote by (π̃, S̃) the left unitary covariant representation of (A ,Z, α)we defined
in example 3.2.1. In remark 13 we proved the existence of a family of maps {βz : z ∈ T},
where for each z ∈ T we have that βz : Z ×αr A → Z ×αr A is a ∗-autmorphism such
that for each a ∈ A

βz(π̃(a)) = π̃(a) and βz(S̃) = zS̃.

For each ξ ∈ A we set t̃(ξ) = S̃π̃(ξ). In example 5.1.4, we proved that the pair (π̃, t̃)
is a Katsura covariant representation of the C∗-correspodence Aα, which is also injective.
Since, A is unital and π̃ is non-degenerate, it is easy to see that C∗(π̃, t̃) = C∗(π̃, S̃) =

Z×αr A and since for each ξ ∈ A we have

βz(t̃(ξ)) = βz(S̃π̃(ξ)) = zS̃π̃(ξ) = zt̃(ξ),

we obtain that {βz : z ∈ T} is a gauge-action of (π̃, t̃). From the gauge-invariance unique-
ness theorem we have that OA is ∗-isomorphic to C∗(π̃, t̃). Therefore, Z ×αr A is ∗-
isomorphic to Z×α A .



Chapter 6

C∗-envelopes

In this chapter we are going to introduce the notion of the C∗-envelope of an operator
algebra. In the first section, our proofs are based on [13] and the proof of the main theorem
of the second section is based on [15].

6.1 The C∗-envelope of the semi-crossed product

Definition 6.1.1. Let H be a Hilbert space and A ⊆ B(H ) a (unital) operator algebra.
A C∗-cover of A is a pair (C , j) where C is a C∗-algebra and j : A → C a completely
isometric (unital) map such that C is the smallest C∗-algebra that contains A , which we
denote by C∗(j(A )).

Definition 6.1.2. Let A be a unital operator algebra. The C∗-envelope (C∗
env(A ), i) of A

is the C∗-cover of A which satisfies the following property: If (C , j) is a C∗-cover of A

then there exists a ∗-epimorphism ρ : C → C∗
env(A ) such that for each a ∈ A we have

i(a) = ρ(j(a)).

The existence and uniqueness under ∗-isomorphisms of such a C∗-cover for a unital oper-
ator algebra was proved in [9] and [5].

Definition 6.1.3. Let A ⊆ C∗(A ) be a unital operator algebra. A boundary ideal of A is
an ideal I of C∗(A ) such that the restriction to A of the quotient map

q : C∗(A ) → C∗(A )/I

is completely isometric. We define the Shilov ideal J of A to be the largest boundary ideal
of A i.e. if I is a boundary ideal for A then I ⊆ J.

We now prove that the Shilov ideal actually exists. Note that if A is a unital operator
algebra and j : A → C∗(A ) is the inclusion map, then j is completely isometric, therefore

105
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(C∗(A ), j) is a C∗-cover of A . Therefore, there exists a ∗-epimorphism ρ : C∗(A ) →
C∗
env(A ) such that for each a ∈ A we have i(a) = ρ(j(a)).We will prove that ker ρ is the

Shilov ideal of A .

First of all, we denote by ρ̃ the induced ∗-isomorphism ρ̃ : C∗(A )/ker ρ→ C∗
env(A ) such

that x+ ker ρ→ ρ(x). If a ∈ A we have

‖a+ ker ρ‖= ‖ρ̃(a+ ker ρ)‖= ‖ρ(j(a))‖= ‖i(a)‖= ‖a‖

and since i, j and ρ̃ are completely isometric the same argument works also for matrices,
therefore ker ρ is a boundary ideal of A . Suppose now that I is another boundary ideal of
A , we will prove that I ⊆ ker ρ. We denote by qI the natural ∗-epimorphism of C∗(A )

onto C∗(A )/I. Since the restriction of qI to A is completely isometric we obtain a ∗-
epimorphism

ψ : C∗(A )/I → C∗
env(A )

such that i(a) = ψ(qI(a)) for each a ∈ A .Therefore, we have a ∗-epimorphism

ρ̃−1 ◦ ψ : C∗(A )/I → C∗(A )/ker ρ

such that for each a ∈ A we have

ρ̃−1 ◦ ψ(a+ I) = ρ̃−1 ◦ ψ(qI(a)) = ρ̃−1(i(a)) = ρ̃−1(ρ(j(a)) = j(a) + ker ρ = a+ ker ρ.

Since C∗(A ) is the C∗-algebra generated by A and ρ̃−1 ◦ ψ is a ∗-homomorphism we get
that for each x ∈ C∗(A )

ρ̃−1 ◦ ψ(x+ I) = x+ ker ρ

and therefore x ∈ I implies that x ∈ ker ρ.

Proposition 6.1.1. Let J be the Shilov ideal of a unital operator algebra A ⊆ C∗(A ). If

α : C∗(A ) → C∗(A ) is a ∗-isomorphism with α(A ) = A then α(J) = J.

Proof. Let a, b be elements of A such that α(b) = a, then

‖a‖= ‖α(b)‖= ‖b‖= ‖b+ J‖= ‖α−1(α(b)) + α−1(α(J))‖

≤ ‖α(b) + α(J)‖= ‖a+ α(J)‖≤ ‖a‖.

The same calculation works on matrices and therefore we get that α(J) is a boundary ideal
of A which implies that α(J) ⊆ J . Repeating the same argument for α−1 we have that
α−1(J) ⊆ J and therefore α(J) = J.

The following theorem will be a consequence of the main result that we will prove in the
next section but here we give a proof that helps us understand how we can use the Shilov
ideal in order to identify the C∗-envelope.
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Theorem 6.1.1. Let A be a unital C∗-algebra and α a unital ∗-automorphism. The C∗-

envelope of the semi-crossed product Z+ ×α A is the crossed product Z×α A .

Proof. Recall that Z+ ×α A can be considered as a subalgebra of Z×α A (Remark 16) and
note that if a ∈ A and n < 0 then

(δ−n ⊗ α−n(a))∗ = δn ⊗ αn(α−n(a)) = δn ⊗ a.

This implies that the elements in the form
∑m

k=−m δk ⊗ ak for m > 0 and ak ∈ A are
contained in C∗(Z+ ×α A ) and since these elements are dense in Z ×α A we have that
C∗(Z+×αA ) = Z×αA . Therefore it suffices to show that the Shilov ideal J ofZ+×αA is
zero. Let ρ : Z×αA → C∗

env(Z+×αA ) be the ∗-epimorphism induced from the universal
property of the C∗-envelope (C∗

env(Z+ ×α A ), i). Thus for a ∈ A we have

ρ(a⊗ δ0) = i(a⊗ δ0).

Suppose towards a contradiction that J 6= {0}. For each z ∈ T we denote by γz the ∗-
automorphism of Z×α A defined in 3.2.2. If k ≥ 0 and a ∈ A then

γz(δk ⊗ a) = γz((δ0 ⊗ a)(δ1 ⊗ 1A )k) = (δ0 ⊗ a)zk(δ1 ⊗ 1A )k.

The above implies that for each z ∈ T we have that γz(Z+ ×α A ) = Z+ ×α A and
therefore from the preceding proposition we have that γz(J) = J which implies that J has
non-trivial intersection with the fixed-point algebra and so A ∩ J 6= {0}.
Indeed, if x ∈ J is a positive non-zero element then γz(x) ∈ J for each z ∈ T and therefore∫ 1

0
γe2πit(x)dt ∈ J.

This integral is also in the fixed-point algebra A and it is non-zero as an integral of a non-
zero continuous positive function.
Pick {0} 6= δ0 ⊗ a ∈ A ∩ J then we have

0 = ‖ρ(δ0 ⊗ a)‖= ‖i(δ0 ⊗ a)‖= ‖δ0 ⊗ a‖= ‖a‖,

hence a contradiction.

6.2 The C∗-envelope of the Tensor algebra

We are going to prove that for a C∗-correspondence (X,A , ϕ) the C∗-envelope of T+
X is

OX . In order to do so we will need to ”add tails” toX. Suppose that I ⊆ A is a closed ideal
of A . We define the tail determined by I to be the C∗-algebra c0-direct sum T = c0 (I) .
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We shall denote the elements of T by
−→
f := (f1, f2, ...) where each fi ∈ I and by −→

0 :=

(0, 0, ...) .We define the vector space Y := X ⊕T and the C∗-algebra B := A ⊕T where
‖.‖B= max{‖.‖A , ‖.‖T }. Then Y is a Hilbert B-module where the right action is given
by (

ξ,
−→
f
)
(a,−→g ) :=

(
ξa,

−→
f −→g

)
ξ ∈ X, a ∈ A ,

−→
f ,−→g ∈ T

and the inner-product〈(
ξ,
−→
f
)
, (η,−→g )

〉
B

:=
(
〈ξ, η〉A ,

−→
f

∗−→g
)
, ξ, η ∈ X,

−→
f ,−→g ∈ T.

We also define a left action ϕB : B → L (Y ) by

ϕB

(
a,
−→
f
)
(ξ,−→g ) = (ϕ (a) ξ, (ag1, f1g2, f2g3, ...)),

where a ∈ A , ξ ∈ X,
−→
f = (f1, f2, ...),

−→g = (g1, g2, ...) ∈ T.

We say that (Y,B, ϕB) is the C∗-correspondence formed by adding the tail T to X.

Proposition 6.2.1. Let (X,A , ϕ) be a C∗-correspondence and T = c0(kerϕ). If (Y,B, ϕB)

is the C∗-correspondence described above then ϕB is injective.

Proof. Suppose that (a,
−→
f ) ∈ kerϕB , then for each ξ ∈ X we have that

(ϕ(a)ξ,
−→
0 ) = ϕB(a,

−→
f )(ξ,

−→
0 ) = 0.

The above implies that a ∈ kerϕ thus (0, (a∗, f1, f2, ...)) ∈ X ⊕ T and

(0, (aa∗, f1f
∗
1 , f2f

∗
2 , ...)) = ϕB(a,

−→
f )(0, (a∗, f1, f2, ...)) = (0,

−→
0 ).

Therefore, ‖a‖2= ‖aa∗‖= 0 and ‖fn‖2= ‖fnf∗n‖= 0 for every n ≥ 1 which implies that
(a,

−→
f ) = 0 and so ϕB is injective.

We should note that since kerϕB = {0} we have that JY = ϕ−1
B (K (X)).

Lemma 6.2.1. Let (X,A , ϕ) be a C∗-correspondence and (Y,B, ϕB) the C∗-correspondence

formed by adding the tail T = c0(kerϕ) to X.Then (a,
−→
f ) ∈ JY if and only if a = a1 + a2

for a1 ∈ JX and a2 ∈ kerϕ.

Proof. Suppose that a = a1 + a2 where a1 ∈ JX and a2 ∈ kerϕ. Then,

ϕ(a1) = lim
n

Nn∑
k=1

θξn,k,ηn,k
∈ K (X)

for ξn,k, ηn,k ∈ X. Let (ξ, (f1, f2, ...)) be an element in Y such that ‖(ξ, (f1, f2, ...))‖≤ 1.
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Note that

‖ξ‖2X= ‖〈ξ, ξ〉A ‖A ≤ ‖(〈ξ, ξ〉A , (f∗1 f1, f
∗
2 f2, ...))‖B

= ‖〈(ξ, (f1, f2, ...)), (ξ, (f1, f2, ...))〉B ‖B= ‖(ξ, (f1, f2, ...))‖2Y ≤ 1.

For n,m ∈ N we have

∥∥∥∥∥
(

Nn∑
k=1

θ
(ξn,k,

−→
0 ),(ηn,k,

−→
0 )

−
Nm∑
k=1

θ
(ξm,k,

−→
0 ),(ηm,k,

−→
0 )

)
(ξ, (f1, f2, ...))

∥∥∥∥∥
2

=

∥∥∥∥∥
Nn∑
k=1

(ξn,k,
−→
0 )
〈
(ηn,k,

−→
0 ), (ξ, (f1, ...))

〉
−

Nm∑
k=1

(ξm,k,
−→
0 )
〈
(ηm,k,

−→
0 ), (ξ, (f1, ...))

〉∥∥∥∥∥
2

=

∥∥∥∥∥
Nn∑
k=1

(ξn,k 〈ηn,k, ξ〉 ,
−→
0 )−

Nm∑
k=1

(ξm,k 〈ηm,k, ξ〉 ,
−→
0 )

∥∥∥∥∥
2

=

∥∥∥∥∥
(

Nn∑
k=1

θξn,k,ηn,k
(ξ),

−→
0

)
−

(
Nm∑
k=1

θξm,k,ηm,k
(ξ),

−→
0

)∥∥∥∥∥
2

=

∥∥∥∥∥
((

Nn∑
k=1

θξn,k,ηn,k
−

Nm∑
k=1

θξm,k,ηm,k

)
ξ,
−→
0

)∥∥∥∥∥
2

=

∥∥∥∥∥
〈((

Nn∑
k=1

θξn,k,ηn,k
−

Nm∑
k=1

θξm,k,ηm,k

)
ξ,
−→
0

)
,

((
Nn∑
k=1

θξn,k,ηn,k
−

Nm∑
k=1

θξm,k,ηm,k

)
ξ,
−→
0

)〉∥∥∥∥∥
=

∥∥∥∥∥
〈(

Nn∑
k=1

θξn,k,ηn,k
−

Nm∑
k=1

θξm,k,ηm,k

)
ξ,

(
Nn∑
k=1

θξn,k,ηn,k
−

Nm∑
k=1

θξm,k,ηm,k

)
ξ

〉∥∥∥∥∥
=

∥∥∥∥∥
(

Nn∑
k=1

θξn,k,ηn,k
−

Nm∑
k=1

θξm,k,ηm,k

)
ξ

∥∥∥∥∥
2

.

The above implies that∥∥∥∥∥
Nn∑
k=1

θ
(ξn,k,

−→
0 ),(ηn,k,

−→
0 )

−
Nm∑
k=1

θ
(ξm,k,

−→
0 ),(ηm,k,

−→
0 )

∥∥∥∥∥
=

∥∥∥∥∥
(

Nn∑
k=1

θξn,k,ηn,k
−

Nm∑
k=1

θξm,k,ηm,k

)∥∥∥∥∥ , (∗)

and thus
Nn∑
k=1

θ
(ξn,k,

−→
0 ),(ηn,k,

−→
0 )

is also convergent. Recall that a1 ∈ (kerϕ)⊥ and therefore we have that

ϕB(a1,
−→
0 )(ξ,

−→
f ) = (ϕ(a1)ξ, (a1f1, 0, ...))

=

(
lim
n

Nn∑
k=1

θξn,k,ηn,k
ξ,
−→
0

)
= lim

n

Nn∑
k=1

θ
(ξn,k,

−→
0 ),(ηn,k,

−→
0 )
(ξ,

−→
f )
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and so since the point-wise limit and the norm limit should coincide, we have

ϕB(a1,
−→
0 ) = lim

n

Nn∑
k=1

θ
(ξn,k,

−→
0 ),(ηn,k,

−→
0 )

∈ K (Y ).

Let {−→eλ}λ∈Λ be an approximate unit for T such that −→eλ = (e1λ, e
2
λ, ...) and an element

−→
f = (f1, f2, ...) in T . We will prove that

ϕB(a2,
−→
f ) = lim

λ
θ(0,(a2,f1,f2,...)),(0,(e1λ,e

2
λ,e

3
λ,...))

∈ K (Y )

and therefore ϕB(a,
−→
f ) = ϕB(a1,

−→
0 )+ϕB(a2,

−→
f ) ∈ K (Y ), which implies that (a,

−→
f ) ∈

JY .

Indeed, suppose that (ξ, (g1, g2, ...)) ∈ Y such that ‖(ξ, (g1, g2, ...))‖≤ 1. For k ≥ 1 we
have

‖gk‖2= ‖g∗kgk‖≤ ‖(〈ξ, ξ〉 , (g∗1g1, g∗2g2, ...))‖= ‖〈(ξ, (g1, g2, ...)), (ξ, (g1, g2, ...))〉 ‖≤ 1.

If ϵ > 0 then there exists λ0 such that for each λ ≥ λ0

∥∥(a2, f1, f2, ...)− (a2e
1
λ, f1e

2
λ, f2e

3
λ, ...)

∥∥ < ϵ.

Therefore for each λ ≥ λ0∥∥∥(θ(0,(a2,f1,f2,...)),(0,(e1λ,e
2
λ,e

3
λ))

− ϕB(a2, (f1, f2, ..))
)
(ξ, (g1, , g2, ...))

∥∥∥2
=‖(0, (a2, f1, f2, ...))(0, (e1λg1, e2λg2, ...))− (0, (a2g1, f1g2, f2g3, ...))‖2

=‖(0, (a2e1λg1, f1e2λg2, ...))− (0, (a2g1, f1g2, ...))‖2

=‖(0, (a2e1λ − a2)g1, (f1e
2
λ − f1)g2, (f2e

3
λ − f2)g3, ...))‖2

=‖
〈
(0, (a2e

1
λ − a2)g1, (f1e

2
λ − f1)g2, ...)), (0, (a2e

1
λ − a2)g1, (f1e

2
λ − f1)g2, ...))

〉
‖B

=‖(0, (g∗1(a2e1λ − a2)
∗(a2e

1
λ − a2)g1, g

∗
2(f1e

2
λ − f1)

∗(f1e
2
λ − f1)g2, ...))‖B

≤max

{
‖g∗1(a2e1λ − a2)

∗(a2e
1
λ − a2)g1‖, sup

k≥1

{
‖g∗k+1(fke

(k+1)
λ − fk)

∗(fke
(k+1)
λ − fk)gk+1‖

}}
≤max

{
‖(a2e1λ − a2)g1‖2, sup

k≥1

{
‖(fke(k+1)

λ − fk)gk+1‖2
}}

≤max

{
‖a2e1λ − a2‖2‖g1‖2, sup

k≥1

{
‖fke(k+1)

λ − fk‖2‖gk+1‖2
}}

≤ ϵ2.

Note that the above implies that kerϕ⊕ T ⊆ JY .

Conversely, suppose that (a,
−→
f ) ∈ JY for

−→
f = (f1, f2, ...). We have that

ϕB(a,
−→
f ) = lim

n

Nn∑
k=1

θ
(ξn,k,

−−→
fn,k),(ηn,k,

−−→gn,k)

where ξn,k, ηn,k ∈ X and
−−→
fn,k = (f1n,k, f

2
n,k, ...),

−−→gn,k = (g1n,k, g
2
n,k, ...) ∈ T. If (ξ,−→g ) ∈ Y
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where −→g = (g1, g2, ...) we have

(ϕ(a)ξ, (ag1, f1g2, ...)) = ϕB(a,
−→
f )(ξ,−→g ) = lim

n

Nn∑
k=1

θ
(ξn,k,

−−→
fn,k),(ηn,k,

−−→gn,k)
(ξ,−→g )

= lim
n

Nn∑
k=1

(ξn,k,
−−→
fn,k) 〈(ηn,k,−−→gn,k), (ξ,−→g )〉B = lim

n

Nn∑
k=1

(ξn,k,
−−→
fn,k)(〈ηn,k, ξ〉A ,−−→gn,k∗−→g )

= lim
n

Nn∑
k=1

(ξn,k 〈ηn,k, ξ〉A ,
−−→
fn,k

−−→gn,k∗−→g ) =

lim
n

Nn∑
k=1

(ξn,k 〈ηn,k, ξ〉A , (f1n,k(g
1
n,k)

∗g1, f2n,k(g
2
n,k)

∗g2, ...))

= lim
n

Nn∑
k=1

(
θξn,k,ηn,k

(ξ), (f1n,k(g
1
n,k)

∗g1, f2n,k(g
2
n,k)

∗g2, ...)
)
. (∗∗)

Using the equality in (∗) we have that limn
∑Nn

k=1 θξn,k,ηn,k
exists and in particular the

equality above implies that

lim
n

Nn∑
k=1

θξn,k,ηn,k
= ϕ(a).

Suppose that {eλ}λ∈Λ is an approximate unit in kerϕ then for each n,m ∈ N and λ ∈ Λ

we have that∥∥∥∥∥
(

Nn∑
k=1

f1n,kg
1
n,k

∗ −
Nm∑
k=1

f1m,kg
1
m,k

∗
)
eλ

∥∥∥∥∥
=

∥∥∥∥∥
(

Nn∑
k=1

θ
(ξn,k,

−−→
fn,k),(ηn,k,

−−→gn,k)
−

Nm∑
k=1

θ
(ξm,k,

−−→
fm,k),(ηm,k,

−−→gm,k)

)
(0, (eλ, 0, ...))

∥∥∥∥∥
≤

∥∥∥∥∥
Nn∑
k=1

θ
(ξn,k,

−−→
fn,k),(ηn,k,

−−→gn,k)
−

Nm∑
k=1

θ
(ξm,k,

−−→
fm,k),(ηm,k,

−−→gm,k)

∥∥∥∥∥ ‖(0, (eλ, 0, ...))‖
=

∥∥∥∥∥
Nn∑
k=1

θ
(ξn,k,

−−→
fn,k),(ηn,k,

−−→gn,k)
−

Nm∑
k=1

θ
(ξm,k,

−−→
fm,k),(ηm,k,

−−→gm,k)

∥∥∥∥∥ .
By taking the limit with respect to λ we have∥∥∥∥∥(

Nn∑
k=1

f1n,kg
1
n,k

∗ −
Nm∑
k=1

f1m,kg
1
m,k

∗
)

∥∥∥∥∥
≤

∥∥∥∥∥
Nn∑
k=1

θ
(ξn,k,

−−→
fn,k),(ηn,k,

−−→gn,k)
−

Nm∑
k=1

θ
(ξm,k,

−−→
fm,k),(ηm,k,

−−→gm,k)

∥∥∥∥∥
which implies that

∑Nn
k=1 f

1
n,kg

1
n,k

∗ converges to an element in kerϕ.

Set a2 = limn
∑Nn

k=1 f
1
n,kg

1
n,k

∗ and a1 = a−a2. We will prove that for all g ∈ kerϕwe have
the relation ag = a2g and so it is evident that a1 ∈ (kerϕ)⊥ and consequently a1 ∈ JX .
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Since a = a1 + a2 the proof will be complete.
So, suppose that g ∈ kerϕ and ξ ∈ X and consider the element (ξ, (g, 0, ...)) ∈ Y , then
from our calculations in (∗∗) we have that

(ϕ(a)ξ, (ag, 0, ...)) = ϕB(a,
−→
f )(ξ, (g, 0, ...)) = lim

n

Nn∑
k=1

(θξn,k,ηn,k
ξ, (f1n,kg

1
n,k

∗
g, 0, ...))

=

(
lim
n

Nn∑
k=1

θξn,k,ηn,k
ξ,

(
lim
n

Nn∑
k=1

f1n,kg
1
n,k

∗
g, 0, ...

))
= (ϕ(a), (a2g, 0, ...))

which implies that ag = a2g.

Lemma 6.2.2. Let (X,A , ϕ) be aC∗-correspondence and let (Y,B, ϕB) be theC∗-correspon-

dence formed by adding the tail T = c0(kerϕ) to X and let (π̃, t̃) be a Katsura covariant

Toeplitz representation of (Y,B, ϕB) such that π̃|A is injective. For each f ∈ kerϕ and i ≥ 1

we define

ϵi(f) := (0, ..., 0, f︸︷︷︸
i

, 0, ...) ∈ T.

Then for every i ≥ 1 and f ∈ kerϕ the equality π̃(0, ϵi(f)) = 0 implies that f = 0.

Proof. We may assume that f ≥ 0 because if π̃(0, ϵi(f)) = 0, then

π̃(0, ϵi(f
∗f)) = π̃(0, ϵi(f

∗))π̃(0, ϵi(f)) = 0

and from the C∗-property if we show that f∗f = 0 then f = 0. So, suppose that i ≥ 1 and
f ∈ kerϕ satisfies f ≥ 0 and π̃(0, ϵi(f)) = 0.
Then,∥∥∥t̃(0, ϵi(f1/2))∥∥∥2 = ∥∥∥t̃(0, ϵi(f1/2))∗t̃(0, ϵi(f1/2))∥∥∥ =

∥∥∥π̃(〈(0, ϵi(f1/2)), (0, ϵi(f1/2))〉∥∥∥
=
∥∥∥π̃((0, ϵi(f1/2))∗(0, ϵi(f1/2)))∥∥∥ =

∥∥∥π̃((0, ϵi(f1/2))(0, ϵi(f1/2)))∥∥∥
= ‖π̃((0, ϵi(f))‖ = 0,

which implies that t̃(0, ϵi(f1/2)) = 0.We should also note that

0 = t̃(0, ϵi(f
1/2))t̃(0, ϵi(f

1/2))∗ = t̃∗

(
θ(0,ϵi(f1/2)),(0,ϵi(f1/2))

)
.

If i = 1 for each (ξ, (g1, g2, ...)) ∈ Y we have that

ϕB(f,
−→
0 )(ξ, (g1, g2, ...)) = (ϕ(f)ξ, (fg1, 0, ...)) = (0, (fg1, 0, ...))

= (0, (f1/2, 0, ...))
〈
(0, (f1/2, 0, ...)), (ξ, (g1, g2, ...))

〉
= θ(0,(f1/2,0,...)),(0,(f1/2,0,...))(ξ, (g1, g2, ...)),
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which implies that

0 = t̃∗

(
θ(0,(f1/2,0,...)),(0,(f1/2),0,...)

)
= t̃∗(ϕB(f,

−→
0 ))

= π̃(f,
−→
0 )) = π̃|A (f),

where we used the fact that kerϕ⊕T ⊆ JY . From the injectivity of π̃|A we get that f = 0.

Suppose that i > 1, then for each (ξ,−→g ) ∈ Y where −→g = (g1, g2, ...) we have

ϕB(0, ϵi−1(f))(ξ,
−→g ) = (0, (0, ..., 0, fgi︸︷︷︸

i

, 0, ...) = θ(0,ϵi(f1/2)),(0,ϵi(f1/2))(ξ, (g1, g2, ...))

and therefore

0 = t̃∗

(
θ(0,ϵi(f1/2)),(0,ϵi(f1/2))

)
= t̃∗(ϕB(0, ϵi−1(f))) = π̃(0, ϵi−1(f)),

where we used the fact that JY = ϕ−1
B (K (Y )) since ϕB is injective. After (i − 1)-steps

we obtain that π̃(0, ϵ1(f)) = 0, which implies that f = 0.

Theorem 6.2.1. Let (X,A , ϕ) be a C∗-correspondence and (Y,B, ϕB) be the C∗-correspon-

dence formed by adding the tail T = c0(kerϕ) to X .

(i) If (π, t) is a Katsura covariant Toeplitz representation of (X,A , ϕ) on a Hilbert space

HX , then there exist Hilbert spaces HY and HT such that HY = HX ⊕ HT and a

Katsura covariant Toeplitz representation (π̃, t̃) of (Y,B, ϕB) on HY with the property

that π̃|A = π and t̃|X = t.

(ii) If (π̃, t̃) is a Katsura covariant Toeplitz representation of (Y,B, ϕB) then (π̃|A , t̃|X) is a

Katsura covariant Toeplitz representation of (X,A , ϕ). Furthermore, if π̃|A is injective

then π̃ is also injective.

Proof. (i) Set I = kerϕ and H0 = π(I)HX and define HT =
⊕∞

i=1 Hi where Hi = H0

for all i ≥ 1.We define t̃ : Y → B(HX ⊕ HT ) and π̃ : B → B(HX ⊕ HT ) such that for
a ∈ A , ξ ∈ X , (f1, f2, ...) ∈ T and (h, (h1, h2, ...)), (k, (k1, k2, ...)) ∈ HX ⊕ HT

t̃(ξ, (f1, f2, ...))(h, (h1, h2, ...)) = (t(ξ)h+ π(f1)h1, (π(f2)h2, π(f3)h3, ...))

and
π̃((a, (f1, f2, ...))(h, (h1, h2, ...)) = (π(a)h, (π(f1)h1, π(f2)h2, ...)).

To see that π̃, t̃ are well-defined it suffices to prove they are bounded. Pick an element
(h, (h1, h2, ...)) in HX ⊕ HT such that ‖(h, (h1, h2, ...))‖≤ 1 and set f0 = a and h0 = h,
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then

‖π̃((a, (f1, f2, ...))(h, (h1, h2, ...))‖= ‖(π(a)h, (π(f1)h1, π(f2)h2, ...))‖

= sup
i≥0

‖π(fi)hi‖≤ sup
i≥0

‖π(fi)‖≤ sup
i≥0

‖fi‖= ‖((a, (f1, f2, ...))‖,

which implies that ‖π̃((a, (f1, f2, ...))‖≤ ‖((a, (f1, f2, ...))‖. We also have

‖t̃(ξ, (f1, f2, ...))(h, (h1, h2, ...))‖= ‖(t(ξ)h+ π(f1)h1, (π(f2)h2, π(f3)h3, ...))‖

≤ max{‖t(ξ)h‖+‖π(f1)h1‖, sup
i≥2

‖π(fi)hi‖}

≤ max{‖ξ‖+‖f1‖, sup
i≥2

‖fi‖} ≤ 2‖(ξ, (f1, f2, ...))‖.

We prove now that (π̃, t̃) is a Toeplitz representation of (Y,B, ϕB).

We have

〈
t̃(ξ, (f1, f2, ...))(h, (h1, h2, ...)), (k, (k1, k2, ...))

〉
HY

= 〈(t(ξ)h+ π(f1)h1, (π(f2)h2, π(f3)(h3), ...)), (k, (k1, k2, ...))〉HY

= 〈(t(ξ)h+ π(f1)h1, k〉HX
+

∞∑
i=1

〈π(fi+1)hi+1, ki〉H0

= 〈(t(ξ)h, k〉HX
+ 〈π(f1)h1, k〉HX

+

∞∑
i=1

〈π(fi+1)hi+1, ki〉H0

= 〈h, t(ξ)∗k〉HX
+ 〈h1, π(f1)∗k〉HX

+

∞∑
i=1

〈hi+1, π(fi+1)
∗ki〉H0

= 〈(h, (h1, h2, ...)), (t(ξ)∗k, (π(f∗1 )k, π(f2)∗k1, π(f3)∗k2, ...))〉HY

and thus

t̃((ξ, (f1, f2, ...))
∗(h, (h1, h2, ...)) = (t(ξ)∗h, (π(f∗1 )h, (π(f

∗
2 )h1, π(f

∗
3 )h2, ...)).

t̃(ξ, (f1, f2, ...))
∗t̃(ξ, (f1, f2, ...))(h, (h1, h2, ...))

= t̃(ξ, (f1, f2, ...))
∗(t(ξ)h+ π(f1)h1, (π(f2)h2, π(f3)h3, ...))

= (t(ξ)∗(t(ξ)h+ π(f1)h1), (π(f
∗
1 )(t(ξ)h+ π(f1)h1, π(f

∗
2 )π(f2)h2, π(f

∗
3 )π(f3)h3, ...))

= (π(〈ξ, ξ〉A )h+ t(ϕ(f∗1 )ξ)
∗h1, (t(ϕ(f

∗
1 )ξ)h+ π(f∗1 f1)h1, π(f

∗
2 f2)h2, π(f

∗
3 f3)h3, ...))

= (π(〈ξ, ξ〉A )h, (π(f∗1 f1)h1, π(f
∗
2 f2)h2, π(f

∗
3 f3)h3, ...))

= π̃(〈(ξ, (f1, f2, ...)), (ξ, (f1, f2, ...))〉B)
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and if (g1, g2, ...) ∈ T

t̃(ξ, (f1, f2, ...))π̃(a, (g1, g2, ...))(h, (h1, h2, ...))

= t̃(ξ, (f1, f2, ...))(π(a)h, (π(g1)h1, π(g2)h2, ...))

= (t(ξ)π(a)h+ π(f1)π(g1)h1, (π(f2)π(g2)h2, π(f3)π(g3)h3, ...))

= (t(ξa)h+ π(f1g1)h1, (π(f2g2)h2, π(f3g3)h3, ...))

= t̃((ξa, (f1g1, f2g2, ...))) = t̃((ξ, (f1, f2, ...))(a, g1, g2, ...)))(h, (h1, h2, ...)).

Now let (a, (f1, f2, ...)) be an element in JY , by lemma 6.2.1 we have that a = a1 + a2

where a1 ∈ JX and a2 ∈ kerϕ and therefore

ϕ(a1) = lim
n

Nn∑
k=1

θξn,k,ηn,k

for some ξn,k, ηn,k ∈ X and as in the proof of the above-mentioned lemma if {−→eλ}λ∈Λ is
an approximate unit for T , where −→eλ = (e1λ, e

2
λ, ...), we have that

ϕB(a1,
−→
0 ) = lim

n

Nn∑
k=1

θ
(ξn,k,

−→
0 ),(ηn,k,

−→
0 )

∈ K (Y )

and
ϕB(a2, (f1, f2, ...)) = lim

λ
θ(0,(a2,f1,f2,...)),(0,(e1λ,e

2
λ,e

3
λ,...))

∈ K (Y ).

Note that for (x, (h1, h2, ...)), (η, (g1, g2, ...)) ∈ Y we have

t̃(x, (h1, h2, ...))t̃(η, (g1, g2, ...))
∗ = (t(x)t(η)∗ + π(h1g

∗
1), (π(h2g

∗
2), π(h3g

∗
3), ...)).

Therefore,

t̃∗(ϕB(a, (f1, f2, ...))) = t̃∗(ϕB(a1,
−→
0 )) + t̃∗(ϕB(a2, (f1, f2, ...)))

= lim
n

Nn∑
k=1

t̃(ξn,k,
−→
0 )t̃(ηn,k,

−→
0 )∗ + lim

λ
t̃(0, (a2, f1, f2, ...))t̃(0, (e

1
λ, e

2
λ, e

3
λ, ...))

∗

= lim
n

Nn∑
k=1

(t(ξn,k)t(ηn,k)
∗,
−→
0 ) + lim

λ
(π(a2e

1
λ), (π(f1e

2
λ), π(f2e

3
λ), ...))

= (t∗(ϕ(a1)),
−→
0 ) + (π(a2), (π(f1), π(f2), ...))

= (π(a1),
−→
0 ) + (π(a2), (π(f1), π(f2), ...)) = π̃(a, (f1, f2, ...))

and thus (π̃, t̃) is a Katsura covariant Toeplitz representation of (Y,B, ϕB).
(ii) Let (π̃, t̃) be a Katsura covariant Toeplitz representation of (Y,B, ϕB), then it is im-
mediate that (π̃|A , t̃|X) is a Toeplitz representation of (X,A , ϕ). Now, let a be an element
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in JX , then as above we have that

ϕ(a) = lim
n

Nn∑
k=1

θξn,k,ηn,k

for some ξn,k, ηn,k ∈ X and

ϕB(a,
−→
0 ) = lim

n

Nn∑
k=1

θ
(ξn,k,

−→
0 ),(ηn,k,

−→
0 )

∈ K (Y )

and therefore

(t̃|X)∗(ϕ(a)) = lim
n

Nn∑
k=1

t̃|X(ξn,k)t̃|X(ηn,k)
∗ = lim

n

Nn∑
k=1

t̃(ξn,k,
−→
0 )t̃(ηn,k,

−→
0 )∗

= t̃∗(ϕB((a,
−→
0 )) = π̃(a,

−→
0 ) = π̃|A (a).

Suppose now that π̃|A is injective, we will prove that π̃ is also injective. Let (a, (f1, f2, ...))
be an element in B such that π̃(a, (f1, f2, ...)) = 0 and let {gλ}λ∈Λ be an approximate unit
for kerϕ. For i ≥ 1 we have that

π̃(0, ϵi(gλfi)) = π̃((0, ϵi(gλ))(a, (f1, f2, ...))) = π̃(0, ϵi(gλ))π̃(a, (f1, f2, ...)) = 0

and by taking limit with respect to λ we get π̃(0, ϵi(fi))) = 0. Hence, by using lemma 6.2.2
it follows that fi = 0 for all i ≥ 1 and since

π̃|A (a) = π̃(a,
−→
0 ) = π̃(a, (f1, f2, ...)) = 0,

injectivity of π̃|A implies that a = 0. Thus, (a, (f1, f2, ...)) = 0 and we are done.

Lemma 6.2.3. Let X,Y be Hilbert A -modules of a C∗-algebra A and ϕ : A → L (Y ) be

an injective ∗-homomorphism. If (ξi)ni=1 ∈ Xn then

‖(ξi)ni=1‖= sup{‖(ξi ⊗ϕ u)
n
i=1‖: u ∈ Y, ‖u‖= 1}.

Proof.

sup{‖(ξi ⊗ϕ u)
n
i=1‖

2 : u ∈ Y, ‖u‖= 1}

= sup{‖〈(ξi ⊗ϕ u)
n
i=1, ξi ⊗ϕ u)

n
i=1〉‖ : u ∈ Y, ‖u‖= 1}

= sup

{∥∥∥∥∥
n∑

i=1

〈ξi ⊗ϕ u, ξi ⊗ϕ u〉

∥∥∥∥∥ : u ∈ Y, ‖u‖= 1

}

= sup

{∥∥∥∥∥
n∑

i=1

〈u, ϕ(〈ξi, ξi〉)u〉

∥∥∥∥∥ : u ∈ Y, ‖u‖= 1

}
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= sup

{∥∥∥∥∥
n∑

i=1

〈
ϕ(〈ξi, ξi〉1/2)u, ϕ(〈ξi, ξi〉1/2)u

〉∥∥∥∥∥ : u ∈ Y, ‖u‖= 1

}
= sup

{
‖(ϕ(〈ξi, ξi〉1/2)u)ni=1‖2: u ∈ Y, ‖u‖= 1

}

=

∥∥∥∥∥∥∥∥∥∥∥


0 0 · · · ϕ(〈ξ1, ξ1〉1/2)
0 0 · · · ϕ(〈ξ2, ξ2〉1/2)
...

... . . . ...
0 0 · · · ϕ(〈ξn, ξn〉1/2)



∥∥∥∥∥∥∥∥∥∥∥

2

=

∥∥∥∥∥∥∥∥∥∥∥


0 · · · 0

0 · · · 0
... . . . ...

ϕ(〈ξ1, ξ1〉1/2) · · · ϕ(〈ξn, ξn〉1/2)




0 0 · · · ϕ(〈ξ1, ξ1〉1/2)
0 0 · · · ϕ(〈ξ2, ξ2〉1/2)
...

... . . . ...
0 0 · · · ϕ(〈ξn, ξn〉1/2)



∥∥∥∥∥∥∥∥∥∥∥
=

∥∥∥∥∥∥∥∥∥∥∥


0 0 · · · 0

0 0 · · · 0
...

... . . . ...
0 0 · · ·

∑n
i=1 ϕ(〈ξi, ξi〉)



∥∥∥∥∥∥∥∥∥∥∥
=

∥∥∥∥∥ϕ(
n∑

i=1

〈ξi, ξi〉)

∥∥∥∥∥ =

∥∥∥∥∥
n∑

i=1

〈ξi, ξi〉

∥∥∥∥∥ = ‖(ξi)ni=1‖
2 ,

where we used the fact that∥∥∥∥∥∥∥∥∥∥∥


0 0 · · · ϕ(〈ξ1, ξ1〉1/2)
0 0 · · · ϕ(〈ξ2, ξ2〉1/2)
...

... . . . ...
0 0 · · · ϕ(〈ξn, ξn〉1/2)



∥∥∥∥∥∥∥∥∥∥∥

2

=

= sup



∥∥∥∥∥∥∥∥∥∥∥


0 0 · · · ϕ(〈ξ1, ξ1〉1/2)
0 0 · · · ϕ(〈ξ2, ξ2〉1/2)
...

... . . . ...
0 0 · · · ϕ(〈ξn, ξn〉1/2)




u1

u2
...
un



∥∥∥∥∥∥∥∥∥∥∥

2

: ui ∈ Y and

∥∥∥∥∥∥∥∥∥∥∥


u1

u2
...
un



∥∥∥∥∥∥∥∥∥∥∥
≤ 1


= sup{‖(ϕ(〈ξi, ξi〉1/2)un)ni=1‖2: un ∈ Y where ‖un‖≤ 1}

= sup

{∥∥∥∥∥
n∑

i=1

〈u, ϕ(〈ξi, ξi〉)u〉

∥∥∥∥∥ : ‖u‖≤ 1

}
= sup

{∥∥∥∥∥
〈
u,

n∑
i=1

ϕ(〈ξi, ξi〉)u

〉∥∥∥∥∥ : ‖u‖≤ 1

}

= sup

{∥∥∥∥∥
〈
u,

n∑
i=1

ϕ(〈ξi, ξi〉)u

〉∥∥∥∥∥ : ‖u‖= 1

}
=

sup

{∥∥∥∥∥
n∑

i=1

〈
ϕ(〈ξi, ξi〉)1/2u, ϕ(〈ξi, ξi〉)1/2u

〉∥∥∥∥∥ : ‖u‖= 1

}
= sup{‖(ϕ(〈ξi, ξi〉1/2)u)ni=1‖2: u ∈ Y, ‖u‖= 1}

and also that ϕ is an injective ∗-homomorphism and therefore isometric.

In the proof of our next lemma we are going to need the right creation operators which we
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now define. Let (X,A , ϕ) be a C∗-correspondence, FX to be the Fock space and ξ ∈ X⊗k

then we define

Rξ(a, ζ1, ζ2, ...) = (0, ..., 0︸ ︷︷ ︸
k

, (ϕ(a)⊗ Ik−1)(ξ), ζ1 ⊗ ξ, ζ2 ⊗ ξ, ...), (a, ζ1, ζ2, ...) ∈ FX .

Firstly, we show that Rξ is well-defined and continuous.
Indeed,

‖Rξ(a, ζ1, ζ2, ...)‖2 =

∥∥∥∥∥∥(0, ..., 0︸ ︷︷ ︸
k

, ϕk(a)ξ, ζ1 ⊗ ξ, ζ2 ⊗ ξ, ...)

∥∥∥∥∥∥
2

=

∥∥∥∥∥∥
〈
(0, ..., 0︸ ︷︷ ︸

k

, ϕk(a)ξ, ζ1 ⊗ ξ, ζ2 ⊗ ξ, ...), (0, ..., 0︸ ︷︷ ︸
k

, ϕk(a)ξ, ζ1 ⊗ ξ, ζ2 ⊗ ξ, ...)

〉∥∥∥∥∥∥
=

∥∥∥∥∥〈ϕk(a)ξ, ϕk(a)ξ〉k +
∞∑
i=1

〈ζi ⊗ ξ, ζi ⊗ ξ〉k+i

∥∥∥∥∥
=

∥∥∥∥∥〈ϕk(a)ξ, ϕk(a)ξ〉k +
∞∑
i=1

〈ξ, ϕk(〈ζi, ζi〉i)ξ〉k

∥∥∥∥∥
=

∥∥∥∥∥
〈
ξ, ϕk(a

∗a+

∞∑
i=1

〈ζi, ζi〉i)ξ

〉
k

∥∥∥∥∥ ≤ ‖ξ‖ ‖ϕk(〈(a, ζ1, ζ2, ...), (a, ζ1, ζ2, ...)〉)ξ‖

≤ ‖ξ‖2 ‖ϕk(〈(a, ζ1, ζ2, ...), (a, ζ1, ζ2, ...)〉‖ ≤ ‖ξ‖2 ‖〈(a, ζ1, ζ2, ...), (a, ζ1, ζ2, ...)〉‖

≤ ‖ξ‖2 ‖(a, ζ1, ζ2, ...)‖2

We now prove that for a C∗-correspondence (X,A , ϕ) and x ∈ alg(π∞, t∞), we have that
Rξx = xRξ , where (π∞, t∞) is the Fock representation of (X,A , ϕ) and by alg(π∞, t∞)

we denote the norm closed algebra generated by the images of π∞ and t∞. It suffices to
show thatRξ commutes with π∞(b) and t∞(η) for b ∈ A and η ∈ X , since these elements
generate alg(π∞, t∞). Let (a, ζ1, ζ2, ...) be an element in FX , we have

π∞(b)Rξ(a, ζ1, ζ2, ...) = π∞(b)(0, ..., 0︸ ︷︷ ︸
k

, ϕk(a)ξ, ζ1 ⊗ ξ, ζ2 ⊗ ξ, ...)

= (0, ..., 0︸ ︷︷ ︸
k

, ϕk(b)ϕk(a)ξ, ϕk+1(b)(ζ1 ⊗ ξ), ϕk+2(b)(ζ2 ⊗ ξ), ...)

= (0, ..., 0︸ ︷︷ ︸
k

, ϕk(ba)ξ, (ϕ1(b)ζ1)⊗ ξ, (ϕ2(b)ζ2)⊗ ξ, ...)

= Rξ(ba, ϕ(b)ζ1, ϕ2(b)ζ2, ...) = Rξπ∞(b)(a, ζ1, ζ2, ...)
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and

Rξt∞(η)(a, ζ1, ζ2, ...) = Rξ(0, ηa, η ⊗ ζ1, η ⊗ ζ2, ...)

= (0, ..., 0︸ ︷︷ ︸
k+1

, ηa⊗ ξ, η ⊗ ζ1 ⊗ ξ, η ⊗ ζ2 ⊗ ξ, ...)

= (0, ..., 0︸ ︷︷ ︸
k+1

, η ⊗ ϕk(a)ξ, η ⊗ ζ1 ⊗ ξ, η ⊗ ζ2 ⊗ ξ, ...)

= t∞(η)(0, ..., 0︸ ︷︷ ︸
k

, ϕk(a)ξ, ζ1 ⊗ ξ, ζ2 ⊗ ξ, ...) = t∞(η)Rξ(a, ζ1, ζ2, ...).

Note that for each n ∈ N if we set

R(n)
u =


Ru 0 · · · 0

0 Ru · · · 0
...

... . . . ...
0 0 · · · Ru

 ,

then this n× n matrix commutes with every matrix A = (Aij)ij ∈Mn(T
+
X ).

Indeed, if ξ = (ξ1, ..., ξn) ∈ Fn
X then

R(n)
u Aξ = R(n)

u


∑n

i=1A1iξi
...∑n

i=1Aniξi



=


Ru(

∑n
i=1A1iξi)
...

Ru(
∑n

i=1Aniξi)

 =


∑n

i=1A1iRuξi
...∑n

i=1AniRuξi

 = AR(n)
u ξ.

Recall that from the gauge-invariance uniqueness theorem we may think of the C∗-algebra
TX of a given C∗-correspondence (X,A , ϕ) as the the C∗-algebra C∗(π∞, t∞), where
(π∞, t∞) is the Fock representation of (X,A , ϕ).

Lemma 6.2.4. Let (X,A , ϕ) be a C∗-correspondence such that ϕ is injective. Then

‖A‖= inf{‖A+K‖: K ∈Mn(K (FX))}

for all A ∈Mn(T
+
X ) and n ∈ N.

Proof. Suppose that K = (Kij)ij ∈ Mn(K (FX)) and A = (Aij)ij ∈ Mn(T
+
X ) and ϵ > 0.

We pick a unit vector ξ = (ξ1, ξ2, ..., ξn) ∈ Fn
X such that

‖Aξ‖> ‖A‖−ϵ.
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There exists k ∈ N such that for all unit vectors u ∈ X⊗k we have ‖KR(n)
u ‖< ϵ, where

R(n)
u =


Ru 0 · · · 0

0 Ru · · · 0
...

... . . . ...
0 0 · · · Ru

 .

Indeed, using lemma 5.1.5 we may pick L = (Lij)ij such that each Lij is a finite linear sum
of elements of the form θx,y where x ∈ X⊗m and y ∈ X⊗m′ and

‖K − L‖< ϵ.

Since each Lij is a finite linear sum and the entries of the matrix L is finite, we can pick k
large enough such that for each unit vector u ∈ X⊗k and η ∈ FX we have

Lij(Ru(η)) = 0,

where we used the fact that the first k coordinates of Ruη are zero. Therefore we have
LR

(n)
u = 0 and so

‖KR(n)
u ‖≤ ‖KR(n)

u − LR(n)
u ‖+‖LR(n)

u ‖≤ ‖K − L‖‖R(n)
u ‖≤ ϵ.

Note that for any vector u ∈ X⊗k we have∥∥∥∥∥∥R(n)
u

 n∑
j=1

Aijξj

n

i=1

∥∥∥∥∥∥ =

∥∥∥∥∥∥
 n∑

j=1

Aijξj ⊗ u

n

i=1

∥∥∥∥∥∥ ,
since the left-hand side vectors are the same with the right-hand side vectors transposed by
k coordinates. From the preceding lemma we may pick a unit vector u ∈ X⊗k such that

‖R(n)
u Aξ‖≥ ‖Aξ‖−ϵ ≥ ‖A‖−2ϵ

and therefore

‖A+K‖≥ ‖(A+K)R(n)
u ξ‖≥ ‖AR(n)

u ξ‖−‖KR(n)
u ξ‖

≥ ‖AR(n)
u ξ‖−ϵ = ‖R(n)

u Aξ‖−ϵ ≥ ‖A‖−3ϵ,

since ϵ was arbitrary we conclude that ‖A+K‖≥ ‖A‖. It is obvious that

‖A‖≥ inf{‖A+K‖: K ∈Mn(K (FX))}.
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Thus,
‖A‖= inf{‖A+K‖: K ∈Mn(K (FX))}

and we are done.

Corollary 6.2.1. Let (X,A , ϕ) be aC∗-correspondence such that ϕ is injective and let (πu, tu)

be the universal Katsura covariant Toeplitz representation and (π̃u, t̃u) the universal Toeplitz

representation of (X,A , ϕ). Then there exists a complete isometry

τX : T+
X → alg(πu, tu),

such that τX(π̃u(a)) = πu(a) and τX(t̃u(ξ)) = tu(ξ) for each a ∈ A and ξ ∈ X .

Proof. Recall that from the gauge-invariance uniqueness theorem we have that OX is ∗-
isomorphic withC∗(π, t)where (π, t) is the injective Katsura covariant Toeplitz representa-
tion we introduced in theorem 5.1.1 and TX is ∗-isomorphic toC∗(π∞, t∞)where (π∞, t∞)

is the Fock representation. We denote these ∗-isomorphisms by ρ and ρ̃ respectively. Let q
be the restriction to alg(π∞, t∞) of the natural quotient map

C∗(π∞, t∞) → C∗(π∞, t∞)/K (FXJX).

From the preceding lemma and using the fact that K (FXJX)) ⊆ K (FX)) we have that
for k ∈ N and A ∈Mn(T

+
X )

‖A‖= inf{‖A+K‖: K ∈Mn(K (FX))} ≤ inf{‖A+K‖: K ∈Mn(K (FXJX))} ≤ ‖A‖

and therefore q is completely isometric. We set τX = ρ−1 ◦ q ◦ ρ̃|T+
X
, then this map is

completely isometric as a composition of completely isometric maps and if a ∈ A and
ξ ∈ X we have

τX(π̃u(a)) = ρ−1 ◦ q ◦ ρ̃|T+
X
(π̃u(a)) = ρ−1(π∞(a) + K (FXJX)) = ρ−1(π(a)) = πu(a)

and

τX(t̃u(ξ)) = ρ−1 ◦ q ◦ ρ̃|T+
X
(t̃u(ξ)) = ρ−1(t∞(ξ) + K (FXJX)) = ρ−1(t(ξ)) = tu(a).

By adding the tail T = c0(kerϕ) toX we may remove the requirement of ϕ being injective
and therefore we have the following:

Lemma 6.2.5. Let (X,A , ϕ) be a C∗-correspondence and let (πA
u , t

X
u ) be the universal Kat-

sura covariant Toeplitz representation and (π̃A
u , t̃

X
u ) the universal Toeplitz representation of
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(X,A , ϕ). Then there exists a complete isometry

τX : T+
X → alg(πA

u , t
X
u ),

such that τX(π̃A
u (a)) = πA

u (a) and τX(t̃Xu (ξ)) = tXu (ξ) for each a ∈ A and ξ ∈ X .

Proof. Let (Y,B, ϕB) be the injective C∗-correspondence we obtain by adding the tail
T = c0(kerϕ) and let (π̃B

u , t̃
Y
u ) be the universal Toeplitz representation of (Y,B, ϕB).

Recall that in remark 22 we proved that

I(π̃B
u ,t̃Yu ) = {0},

and therefore also for the restriction (π̃B
u |A , t̃Yu |X), which is a Toeplitz representation of

(X,A , ϕ), we have that I(π̃B
u |A ,t̃Yu |X) = {0}. By the gauge-invariance uniqueness theorem

there exists a ∗-isomorphism

ρ̃ : TX → C∗(π̃B
u |A , t̃Yu |X) ⊆ TY

such that for each a ∈ A and ξ ∈ X we have

ρ̃(π̃A
u (a)) = π̃B

u |A (a) and ρ̃(t̃Xu (ξ)) = t̃Yu |X(ξ).

The preceding corollary implies that there exists a complete isometry

τY : T+
Y → alg(πB

u , t
Y
u ),

where (πB
u , t

Y
u ) is the universal Katsura covariant Toeplitz representation of (Y,B, ϕB),

such that for a ∈ B and ξ ∈ Y we have τY (π̃B
u (a)) = πB

u (a) and τY (t̃Yu (ξ)) = tYu (ξ).
From theorem 6.2.1 we have that (πB

u |A , tYu |X) is an injective Katsura covariant Toeplitz
representation and therefore from the gauge-invariance uniqueness theorem there exists a
∗-isomorphism

ρ : OX → C∗(πB
u |A , tYu |X)

such that for a ∈ A and ξ ∈ X we have ρ(πA
u (a)) = πB

u |A (a) and ρ(tXu (ξ)) = tYu |X(ξ).
Set τX = ρ−1 ◦ τY ◦ ρ̃|T+

X
, then τX is completely isometric as a composition of completely

isometric maps and for each a ∈ A and ξ ∈ X we have

τX(π̃A
u (a)) = ρ−1 ◦ τY ◦ ρ̃|T+

X
(π̃A

u (a)) = ρ−1 ◦ τY (π̃B
u |A (a)) = ρ−1(πB

u |A (a)) = πA
u (a)

and

τX(t̃Xu (ξ)) = ρ−1 ◦ τY ◦ ρ̃|T+
X
(t̃Xu (ξ)) = ρ−1 ◦ τY (t̃Yu |X)(ξ)) = ρ−1(tYu |X(ξ)) = tXu (a)
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and therefore τX : T+
X → alg(πA

u , t
X
u ) is the desired complete isometry.

Theorem 6.2.2. Let (X,A , ϕ) be a C∗-correspondence such that T+
X is unital. Then the C∗-

envelope of T+
X is OX .

Proof. Using the lemma above we identify T+
X with alg(πu, tu) ⊆ OX , where (πu, tu) is the

universal Katsura covariant Toeplitz representation of (X,A , ϕ). We will prove that the
Shilov ideal Jalg(πu,tu) is trivial. Suppose that Jalg(πu,tu) 6= {0} and let γz to be the gauge
action of (πu, tu). By proposition 6.1.1 for each z ∈ T we have γz(Jalg(πu,tu)) = Jalg(πu,tu)

since γz(alg(πu, tu)) = alg(πu, tu). Let q : OX → OX/Jalg(πu,tu) be the natural quotient
map, we will prove that (q ◦ πu, q ◦ tu) is a Katsura covariant Toeplitz representation of
(X,A , ϕ).
Indeed, for a ∈ A and ξ, η ∈ X we have

q ◦ tu(ξ)q ◦ πu(a) = q(tu(ξ)πu(a)) = q ◦ tu(ξa)

and
q ◦ πu(〈ξ, η〉) = q(tu(ξ)

∗tu(η)) = q ◦ tu(ξ)∗q ◦ tu(η).

Note also that

(q ◦ tu)∗(θξ,η) = q ◦ tu(ξ)q ◦ tu(η)∗ = q(tu(ξ)t
∗
u(η)) = q ◦ (tu)∗(θξ,η)

and since the linear span of elements in the form θξ,η is dense in K (X) we get that

(q ◦ tu)∗ = q ◦ (tu)∗,

which implies that for b ∈ JX we have

(q ◦ tu)∗(ϕ(b)) = q ◦ (tu)∗(ϕ(b)) = q ◦ π(b).

For each z ∈ T, a ∈ A and ξ ∈ X if we define γ̃z(q ◦ πu(a)) = γ(πu(a)) + Jalg(πu,tu) and
γ̃z(q ◦ t(ξ)) = γ(t(ξ))+ Jalg(πu,tu) then γz is a well-defined gauge action of (q ◦ πu, q ◦ tu).
Since Jalg(πu,tu) 6= {0} we have that q is not injective but q : OX → OX/Jalg(πu,tu) is a
∗-epimorphism such that

q(πu(a)) = q ◦ πu(a) and q(tu(ξ)) = q ◦ tu(ξ), a ∈ A , ξ ∈ X

and therefore by the gauge-invariance uniqueness theorem q◦πu must also not be injective,
or else q would be injective. This implies that q is not injective on T+

X . Since Jalg(πu,tu) is a
boundary ideal the restriction of q to T+

X is completely isometric and hence injective, which
is a contradiction.
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Corollary 6.2.2. Let A be a unital C∗-algebra and α a unital ∗-automorphism. The C∗-

envelope of the semi-crossed product Z+ ×α A is the crossed product Z×α A .

Proof. In examples 5.1.3 and 5.1.4 we proved that for the C∗-correspondence Aα we have
that T+

A = Z+ ×α A and OA = Z ×α A . Since, A is unital we obtain that Z+ ×α A is
unital and the preceding theorem yields the desired result.

Lemma 6.2.6. Let A be a non-unital C∗-algebra and denote by A1 its unitization. If J ⊆ A1

is a closed two-sided ideal such that J ∩ A = {0}, then J = {0}.

Proof. We assume towards a contradiction that J 6= {0}. Since A ⊆ A1 has co-dimension
1, J is of the form J = span{A + λI} for A ∈ A and λ ∈ C. Since J is an ideal it is
self-adjoint and JJ∗ 6= {0} and therefore we may assume that λ ∈ R and A is self-adjoint.
Since J2 6= {0} we may assume that

(A+ λI)2 = A+ λI

and therefore

A2 + 2λA+ λ2I = A+ λI ⇐⇒ A2 + 2λA+A = (λ2 − λ)I,

which implies that λ = 1 and thus
A2 = −A.

If we set P = A2 we have that P ∈ A is a projection and A = −P . For each C ∈ A we
have that

(I − P )C = (I +A)C ∈ A ∩ J = {0}

and so I = P is a unit in A . Hence, a contradiction.

Remark 23. Let A be a non-unital operator algebra. Consider A as a subalgebra ofB(H )

for a Hilbert space H and setA1 = span{A , I}where I is the identity operator inB(H ).
We say that A1 is a unitization of A . Then corollary 2.1.15 in [3] proves that up to com-
pletely isometrical isomorphism, this unitization does not depend on the embedding of A

into B(H ).Therefore, A1 is called the unitization of A .

Definition 6.2.1. Let A be a non-unital operator algebra and A1 its unitization and let
(C∗

env(A1), i) be the C∗-envelope of A1. We define the C∗-envelope of A to be the pair
(C∗

env(A ), i) where C∗
env(A ) is the C∗-subalgebra generated by i(A ) into C∗

env(A1).

It was proved in [9] and [5] that the C∗-envelope of an arbitrary operator algebra is
unique and enjoys the following (universal) property:
For each C∗-cover (C , j) of A there exists a unique ∗-epimorphism ρ : C → C∗

env(A )
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such that ρ ◦ j = i.

We will now prove that the C∗-envelope of T+
X is OX without the additional hypothesis

that alg(πu, tu) is unital.

Theorem 6.2.3. Let (X,A , ϕ) be a C∗-correspondence. Then the C∗-envelope of T+
X is OX .

Proof. Once more we identify TX with alg(πu, tu), where (πu, tu) is the universal Katsura
covariant Toeplitz representation. The case that alg(πu, tu) is unital follows from theorem
6.2.2. Suppose that alg(πu, tu) is not unital and that OX has a unit I . Set alg(πu, tu)1 =

alg(πu, tu)+CI , then for each z ∈ Twe have that γz(alg(πu, tu)1) = alg(πu, tu)1 and so by
repeating the arguments of the proof of theorem 6.2.2 we get thatC∗

env(alg(πu, tu)1) = OX .
The C∗-subalgebra of OX generated by alg(πu, tu) is OX and therefore C∗

env(alg(πu, tu))
is OX .

Suppose now that both alg(πu, tu) and OX are not unital. We unitize OX by joining a unit
I and set

alg(πu, tu)1 = alg(πu, tu) + CI ⊆ OX + CI.

Since the Shilov ideal Jalg(πu,tu)1 is gauge-invariant we have that Jalg(πu,tu)1 ∩OX ⊆ OX is
also gauge-invariant and using again the same arguments Jalg(πu,tu)1 ∩OX = {0} or else it
would meet πu(A ). From the preceding lemma we get that Jalg(πu,tu)1 = {0} and therefore
C∗
env(alg(πu, tu)1) = OX + CI.The C∗-subalgebra of OX + CI generated by alg(πu, tu)

is OX and therefore C∗
env(alg(πu, tu)) = OX , which completes the proof.
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