NATIONAL AND KAPODISTRIAN UNIVERSITY OF ATHENS

SCHOOL OF SCIENCES
DEPARTMENT OF INFORMATICS AND TELECOMMUNICATIONS

PROGRAM OF POSTGRADUATE STUDIES

PhD THESIS

Architectures and implementation in FPGA technology of

hardware accelerators for forward error correction
encoding in on-board processing data-chains for

aerospace applications

Dimitrios K. Theodoropoulos

ATHENS

MAY 2023






EONIKO KAI KAMOAIZTPIAKO NMANEMIZTHMIO AOGHNQN

2XOAH OETIKQN ENIZTHMQN
TMHMA NAHPO®OPIKHZ KAI THAEMIKOINQNIQN

NMPOrPAMMA METANTYXIAKQN ZNMOYAQN

AIAAKTOPIKH AIATPIBH

ApXITEKTOVIKEG Kal UAOTTOIinON o€ TeEXvoAoyia FPGA
EMTAXUVTWYV UAIKOU Yia KwdiKoTroinon d816pwong
OPOAMATWY O€ CUCTHHATA ETTECEPYATIOG OEOONEVWV £V
TITAOEI YIO AEPOBIAOTNHIKEG EQAPHOYES

AnunRTpiog K. Oeo0dwpoT1TouAog

AOHNA

MAIOZ 2023






PhD THESIS

Architectures and implementation in FPGA technology of hardware accelerators for
forward error correction encoding in on-board processing data-chains for aerospace
applications

Dimitrios K. Theodoropoulos

SUPERVISOR: Antonis Paschalis, Professor, National and Kapodistrian University of
Athens

THREE-MEMBER ADVISORY COMMITTEE:
Antonis Paschalis, Professor, National and Kapodistrian University of Athens
Dimitrios Gizopoulos, Professor, National and Kapodistrian University of Athens

Nektarios Kranitis, Associate Professor National and Kapodistrian University
of Athens

SEVEN-MEMBER EXAMINATION COMMITTEE



Antonis Paschalis,

Professor, National and Kapodistrian Uni-
versity of Athens

Nektarios Kranitis,

Associate Professor National and
Kapodistrian University of Athens

George Alexandropoulos,

Assistant Professor, National and
Kapodistrian University of Athens

Dimitrios Soudris,
Professor, National Technical University
of Athens

Dimitrios Gizopoulos,
Professor, National and
Kapodistrian University of
Athens

Takis Mathiopoulos,
Professor National and
Kapodistrian University of
Athens

Mihalis Psarakis,
Assistant Professor, Univer-
sity of Piraeus

Examination Date: May 3, 2022



AIAAKTOPIKH AIATPIBH

APXITEKTOVIKEG Kal UNOTTOINON o€ TexVoAoyia FPGA emiTaxuvTwy UAIKOU yia
KwoIKoTToiNoN 816p0wong OQAAPATWY O CUCTAUATA ETTECEPYQTiag OEOOPEVWV EV
TITACEI VIO AEPODIACTNUIKEG EQAPUOYES

AnunRTpiog K. Oe0dwpoT1TouAog

EMIBAENQN KAOHIMHTHZ: Avtwvng NMaoxdAng, KabnynTrg, EBvikov kai KatrodioTpiakov
MavetmoTtrpiov ABnvwv

TPIMEAHZ ENITPOIMH NAPAKOAOYOHZHZ:

Avtwvng MaoyxdAng, Kabnyntig, EBvikév kai KatrodioTpiakdv MNavetmoTrpiov
ABnvuwv

AnunTtpiog NkifémouAog, Kabnyntng, EBvikov kai KatrodioTpiakov MNavetioTtryiov
ABnvwv

Nektapiog Kpavitng, AvatrAnpwtrg Kabnyntig, EBvikov kai KatmodioTpiakov
Mavetmotuiov ABnvwv

ENTAMEAHZ EZETAZTIKH ENITPOINH



Avtwvng MaoxaAng,

Kafnyntig, EBvikov kal KatrodioTpiakov
MavemoTipiov ABnvwy

NekTdpiog Kpavitng,

AvatrAnpwtnig Kabnyntrig, EBvikov Kai
KatrodioTpiakov Mavetmriothpiov ABnvwyv

Mewpylog AAe§avdpotToulog,

Emrikoupog Kabnyntig, EBvikov kai
KatrodioTpiakov Mavemiothpiov ABnvwy

AnpnTplog ZouvTpng,
Kafnyntig EBvik6 Meto6Bi1o MoAuTtexveio

AnunTpiog NkigétrouAog,
KalnynTtig, EOvikov
Kal KaTtrodioTpliakév
MavemoTApiov ABnvwy

Mavayiwrng MaBiétroulog,
KalnynTtig, EOvikov
Kal KaTtrodioTpliakov
MavemoTApiov ABnvwy

MixanA Wapdkng,
AvarrAnpwtig Kabnynrtig,
MavemoTtApio MNMeipaiwg

Huepopnvia E§éraong: 03 Mdiou 2022



ABSTRACT

A Forward Error Correction (FEC) encoder is an integral part of an on-board processing
data chain. The current Thesis deals with the problem of the design and VLSI implemen-
tation of efficient hardware encoder architectures for such systems. More specifically,
two focus areas have been identified and targeted: bit-level channel coding, which is ap-
plied mostly to telemetry data transfer in near-earth and deep-space communications and
packet-level erasure coding, which has emerged as a promising approach for high data
rate optical space communications, or for intermittent connectivity scenarios.

Regarding the first focal point of the hereto described work, Quasi-Cyclic Low-Density
Parity-Check Codes (QC-LDPC) have been adopted by the Consultative Committee for
Space Data Systems (CCSDS) as recommended standard for on-board channel coding
in Near-Earth and Deep-Space communications. It is shown, however, that the encoder
architectures which have been so far proposed for other error-correction schemes, are
either altogether inapplicable to the CCSDS QC-LDPC codes, or their direct applica-
tion comes with significant performance penalties that render them inefficient for high-
throughput hardware implementations. In the work presented in this thesis, a novel ar-
chitecture for the multiplication of a dense QC matrix with a bit vector, which is a funda-
mental operation of QC-LDPC encoding, is proposed. Based on this architecture, efficient
encoders for CCSDS codes are proposed, according to all the applicable LDPC encoding
methods, which are analytically described and compared in terms of resource utilization
efficiency for the CCSDS QC-LDPC codes. Moreover, in the special case of the spe-
cific code defined in the CCSDS standard for Near-Earth communications, specialized
techniques are also introduced, which efficiently handle the challenges arising from the
generator’s matrix circulant size (511 bits).

The proposed architectures have been implemented in various Field Programmable Gate
Array (FPGA) technologies and extensively validated and tested in the commercial coun-
terpart of the Xilinx space-grade Kintex UltraScale XQRKUO060 FPGA. The achieved per-
formance defines the state-of-the-art in this area, being able to achieve up to more that 70
times higher encoding throughput than the corresponding implementations by NASA/JPL,
on the same device and with a low resource budget. It is also the first work to introduce
an extensive and realistic testing framework including modern SpaceFibre data links, in
order to be as close as possible to a real mission system. Together with the detailed power
measurements provided, the current work breaks untouched ground for the adoption of
the CCSDS channel codes in application areas from which they had been so far consid-
ered unfavorable, due to their encoding complexity, like the upcoming high-performance
Free-Space Optical space communication standards.

Protograph based QC-LDPC codes are widely considered an advantageous option for for-
ward error correction (FEC) on magnetic recording (MR) media as well, because of their
excellent performance characteristics and their inherent possibilities efficient implemen-



tation. The vast majority of related research, however, has so far been focused on the
analytical optimization of code design and algorithms. Although high-speed encoding and
decoding with low hardware footprint are important for MR media, hardware implementa-
tions for such encoding schemes have so far been scarce. Leveraging the architecture
of LDPC encoders for space applications, efficient encoder designs for the protograph-
based LDPC codes proposed for MR media are also introduced. The proposed designs
are implemented in hardware as FPGA accelerators. Their efficiency is demonstrated on
an FPGA development board, achieving multi-Gbps of encoding throughput, adequate for
modern MR application standards. This is the first time such a study has been conducted
and could prove revolutionary in the field.

Packet-level erasure coding has been considered by the CCSDS in the 131.5-0O-1 exper-
imental specification for application in high data rate near-earth and deep-space commu-
nications, since it can protect against long error bursts as they may come along with the
effect of scintillation outages or transmission errors. However, implementations of packet-
level encoding and decoding so far exist only in software, running on a general-purpose
CPU, with limitations on the achievable performance, resource and power. In the second
focus area of this work, architectures for hardware acceleration of packet-level encoding
function are introduced, that allow integration on a high-speed on-board data processing
chain with very low footprint and power consumption. The hardware implementations have
been validated and the efficiency of the proposed architectures has been demonstrated on
a Xilinx KCU105 development board, reaching an encoding throughput of over 13Gbps.
Apart from offloading packet-level encoding from the on-board embedded processor, the
proposed accelerators are shown to achieve a significant speedup (over 80 times), when
compared with on-board software implementations of the corresponding NASA algorithms
of the ION delay tolerant network (DTN) implementation, by porting on some of the most
commonly used and state-of-the-art space-qualified embedded processors. This is the
first documented hardware implementation of packet-level encoders and the first time that
encoding throughput performance and power baselines are recorded. As with the chan-
nel codes of the first thematic area of this thesis, these findings unlock new horizons for
the re-evaluation of packet-level erasure codes for use in the upcoming high-performance
Free-Space Optical space communication standards.

SUBJECT AREA: Digital Design and Computer Architecture, Embedded Systems, Space
Communication Systems

KEYWORDS: Hardware Design, LDPC encoders, Hardware accelerators, Field Programmable
Gate Arrays, CCSDS, Packet-Level encoders, Space Communications



NEPIAHWH

H kwdikotroinon d16p8wong 0QAANATWY €ival avatTrooTTa0TO PEPOG PIAG EVOWUATWHE-
vNnG aAucidag emeéepyaciag dedopévwv evog ouoTnUaTog v TITACEL. H TTapouca diaTpiBn
TTpaydaTevUeTal To TTPORANUa Tou oxedlaouou kal TG VLSI uAhotroinong amodoTikwy ap-
XITEKTOVIKWV KWOIKOTTOINTWVY UAIKOU yia TETOIEG aAuaideg etreEepyaaiag dedouévwy. o
OUYKEKPIMEVA, OUO TOUEIC EVOIAPEPOVTOG £XOUV OTOXEUTEL: N KWOIKOTTOINON KAVAAIOU O€
eTiTTEdO bit, KUPiWG yIa TN HETAPOPA DEDOUEVWV TNAEPETPIOG OE ETTIKOIVWVIEG KOVTA OTN
yn Kai oT1o BaBu didotnua Kai n KwdikoTtroinon emédou TTaKETWY, N OTToia £XEl avadeEl-
X0¢€i WG I TTOAAG UTTOOXOPEVN TTPOCEYYION VIO UWNAO puBud dedopévv ETTIKOIVWVIESG
OTITIKOU XWPOU 1] YIa CEVAPIA OIAKOTITOUEVNG OUVOECINOTNTAG.

Ooov a@opd TNV TTPWTN €PEUVNTIKN TTEPIOXN TNG Epyaciag, ol KwdikeG Quasi-Cyclic Low-
Density Parity-Check (QC-LDPC) éxouv mrpotutrotroin®ei atmmd Tn ZupBouAeuTikn EmiTpo-
T yia ZuoTtiuarta Alaotnuikwyv Asdopévwy (CCSDS) yia Tnv KwdikoTroinon KavaAiol o€
ETTIKOIVWViEG KOVTA oTn 'n kal oto BaBu Aidotnua. Metd atrd evdeAexr) HEAETN TOU OU-
vOAoU TNG u@ioTauevng BiBAIoypagiag, ammodeikvUeTal woTOO0 OTNV TTapouaa OTI Ol apxl-
TEKTOVIKEG KWOIKOTTOINTWY TTOU £X0UV TTPOTABE HEXPI TWpa yia GAAa oxriuata d10pBwaong
oQaAudaTWY, €iTe ival TTavreAws avepdpuooTeg oTous Kwdikeg CCSDS QC-LDPC, cite n
aueon epapuoyn Toug ouvodeueTal atrd 1600 peiwpévn amdédoon TTou KabioTavral ava-
TTOTEAEOPATIKEG VIO UAOTTOINOEIG UWPNAWY aTTAITACEWY O€ TaXUTNTEG KwdIKoTToinong. Katd
OUVETTEIQ, TTPOTEIVETAI MIO VEQ QPXITEKTOVIKH yia TOV TTOANATTAACIO0PO evog TTUuKvou QC
Tivaka pe éva diavuopua atro bits, TTpagn n otroia atroteAei BepeAiwdn AsiIToupyia TNG Kw-
dikotroinong QC-LDPC Mg Bdon auTh TNV apXITEKTOVIKI|, TTPOTEIVOVTAI ATTODOTIKOI KWOIKO-
TToINTEG V1A KWOAIKEG CCSDS, cUP@wva pe OAEG TIG EQAPUOOTEEG HEBODOUG KWAIKOTTOINONG
LDPC, ol otroieg TTepIypA@OVTal AVOAUTIKA KAl CUYKPIVOVTAl WG TTPOG TV aTTodOTIKOTNTA
XPAONG TTOPWV VIO TOUG OUYKEKPIMEVOUG KWOIKEG. ETTITTAEOV, OTNV €I0IKA TTEPITITWON TOU
OUYKEKPIPEVOU KWdIKa TTou opieTtal aTo TpoéTutto CCSDS yia etmikoivwyvieg kovtd otn In,
EI0AYOVTAl ECEIDIKEUPEVEG TEXVIKEG, Ol OTTOIEG XEIPICOVTAl ATTOTEAECHATIKA TIG TTPOKARCEIG
TTOU TTPOKUTITOUV ATTO TO PEYEBOG TWV UTTOTTIVAKWY Tou QC TTivaKa-yevvATOPA TOU KWOIKA
(511 bit).

O1 TTPOTEIVOUEVEG APXITEKTOVIKEG UAOTTOINONKAV O¢ B1Apopeg TeEXVoAoyieg FPGA Kai eTTIKU-
pPWONKav Kal dOKINACTNKAV EKTEVWG OTO EUTTOPIKO AVTIOTOIXO TNG dIOOTNUIKAG KATNyopiag
Kintex UltraScale tng Xilinx (XQRKUO060), T0o o1roio TrepIAApBAVETAI OTNV avATITUEIOKA
kapta KCU105. H amrédoon 1Tou €mITUYXAvETal aTTOTEAEI OpOCNUO OTOV TOUEQ, KABWG
MTTOPEI va €TTITUXEI £WG Kal 70 @OpES UWNAOTEPN ATTOdOOT ATTO TIG AVTIOTOIXEG TTPOTACEIG
NG NASA/JPL, 6tav ulotroinBei oto idlo FPGA, kai pe XaunAd TTpoUTtroAoyIouo TTOpwVY
UAIKOU Kal KatavaAwaong 1o0xUog. Eival eTTiong n mpwTn £pyacia TTou €I0AYEl EvVa EKTETA-
MEVO Kal PEaAIOTIKO TTAQiCIO dOKIYWYV TTou TTEPIAAPBAvVEl oUyXpoveES OUVOEDTEIG OEDOUEVIWIV
SpaceFibre, TTpokeIuévou va gival 600 TO dUVATOV TTIO KOVTA O€ €va TTPAYUATIKO GUCTNHA.
Madi pe TIG AETTTOUEPEIG PETPAOEIG I0XUOG TTOU TTAPEXOVTAL, N TPEXOUCA £PYyACia aVOiyEl
VEEG DUVATOTNTEG YIA TNV UI0BETNON TwV KWIKWY Tou CCSDS o€ epapuoyég atro TiIg OTToi-



€G MEXPI OTIYUNAG BewpouvTav aTTayopeUTIKES, AOyw TNG TTOAUTTAOKOTNTAG KWOIKOTTOINONG
TOUG, OTTWG TA ETTEPXOPEVA TTPOTUTTA OTTITIKWYV ETTIKOIVWVIWY EAEUBEPOU XWPOU UWNAAG
ammodoong Tou CCSDS.

O1 kwdikeg QC-LDPC 10U BacifovTal o€ TTPWTOYPAPOUS BEWPOUVTAI EUPEWG MIA TTAEOVE-
KTIKA €TTIAOYT KwdikoTToinong 816pBwaong opaAudtwy (FEC), etmiong kai o€ péoa payvnti-
KAGS eyypaens (MR), Adyw Twv eEQIPETIKWV XOPAKTNPIOTIKWY ATTOS00NG KAl TWV EYYEVWV
dUVATOTATWYV ATTOTEAECHUATIKNAG UAOTTOINCNG TOUG OTO UAIKO. QOTOOO0, N GUVTPITITIKY TTAEIO-
VOTNTA TNG OXETIKAG EPEUVOG EXEI ETTIKEVTPWOEI EXPI OTIYUNG OTNV aVOAUTIKA BEATIOTOTTOI-
nNon Tou oXedI00KOU TwV KWOIKWYV KAl TwV CUVAQWYV aAyopibuwy. Av Kal n KwdIKoTToinon
KAl N atroKwOIKOTToiNON UWNANG TaXUTNTAG PE XOUNAG QTTOTUTTWHA UAIKOU €ival anuavTi-
KEG yIa Ta péoa MR, dgv ugioTvTal £TTi TOU TTAPOVTOG AVAPOPES OE PEAETEG UNOTTOINCEWV.
AlOTTOIWVTAG TNV APXITEKTOVIKI TWV KwdIKoToINTwV LDPC yia diaoTnuIKEG EQapPoyEG,
€lI0AYOVTAl TIPOCAPHOCHEVES APXITEKTOVIKEG YIa TOUG avTioTolxoug Kwdikeg MR. Or mTpo-
TEIVOUEVEG APXITEKTOVIKEG UAOTTOIOUVTAI O€ UAIKO wg emTaxuvTég FPGA. H atroteAeopari-
KOTNTA Toug atrodeikvueTal oTnv TTAakéTa avamTuéng FPGA ZC706, emTuyxavovTag atré-
doon ToAAaTTAWYV Gbps, €TTapKA yia Ta oUyxpova TTPOTUTTA JayvnTIKAS atrobrkeuong. H
TTapoUCa Epyaaia gival N TTPWTN MEAETN TTOU KATAYPAPETAI OTOV CUYKEKPIUEVO XWPO.

H kwdikotroinon dlaypa@rg o€ eTTTeEd0 TTAKETWYV £XEl TTpoTaBei atrd To CCSDS oTtnyv Trel-
pauatikr TTpodiaypa®r 131.5-0-1 yia epapuoyr) o€ dIaoTAMIKES ETTIKOIVWVIEG UPNAOU pub-
MoU SlaETAYWYNRS OTO £yYUG Kal 0To BaBU didoTnuaA, KOBWGS PTTOPEI va TTPOCTATEUCEI ATTO
MEYAAEG EKPAELEIC OPAAUATWY, OUVETTEIQ DIOAEIYEWVY OTTIVONPICHOU 1) CQAAUATWY PETADO-
ong. QoTé00, £PAPPOYEC KWOIKOTTOINONG KAl OTTOKWOIKOTTIOINONG O€ ETTITTEDO TTAKETWV
UTTAPXOUV JEXPI OTIVUNG MOVO O€ Aoyiouikd, TTou ekTeAeiTal oe CPU yevikAg Xprnong, Me
TTEPIOPICPOUG OTNV ETITEUEIKN ATTODOON, TOUG TTOPOUG Kal TNV 10XU. 2T OeUTEPN TTEPIOXN
eVOIAQEPOVTOG AUTNG TNG EPYOTIAG, EI0AYOVTAI OPXITEKTOVIKES YIa TNV €TITAXUVON UAIKOU
TNG AEITOUPYIAG KWOIKOTTOINONG O€ ETTITTEDO TTAKETWY, TTOU ETTITPETTOUV TNV EVOWNATWON
o€ pia aAucida emreepyaoiag Oedopévwy UYPNANG TaxuTNTAg PE TTOAU XapnASd atroTuTTw-
MO UAIKOU Kal TTEpIopIoPEVN KaTavaAwon evépyelag. Or UAOTTOINOEIC AUTEG BOKINACTNKAV
KaI N OTTOTEAECPATIKOTNTA TOUG TEKUNPIWBNKE oTnv TTAaKETA avatrtuéng Xilinx KCU105, n
otToia TTEPIAAUBAVEI TO EUTTOPIKO I00OUVAO TOU TTICTOTTOINUEVOU YIA DIOOTNUIKEG EQAPUO-
yé¢ Xilinx Kintex UltraScale (XQRKUO060), etmituyxdvovtag ammodoon KwdIKoTroinong avw
Twv 13 Gbps. EKT6¢ atmd TNV EAA@puUVon Tou £TTEEEPYACTIKOU QOPTIOU TOU KEVTPIKOU ETTE-
gepyaoTn, HEOW avABeong TNG KWOIKOTTOINONG ETTITTEDOU TTAKETWY OTOUG £CEIDIKEUUEVOUG
ETTITAXUVTEG UNIKOU, OI TTPOTEIVOUEVOI KWOIKOTTOINTEG ETTITUYXAVOUV ONUAVTIKR ETTITAXUVON
(Tradvw atro 80 @opég), o oXEOoN TIG AVTIOTOIXEG AUCEIG TTOU TTEPIAAUBAvVOVTAl OTn oouiTa
AoyiopIKoU yia dikTtua SIaAeImTopevng ouvdeoinoTnTag TG NASA (ION DTN), étav ekTeAe-
oToUV O€ PEPIKES ATTO TIG TTIO KOIVEG KAl oUyXpoveS evowuatwuéveg CPU yia dlaoTnuIkES
QTTOOTOAEG, ME TAUTOXPOVN £E0IKOVOUNON I0XUOG (TTavw atrd 3-5 Qopég BeATiwPEVO TTNAIKO
puUBUaTTOdooNG avda Povada KatavaAloKOPEVNG 1I0XU0G). AUTH €ival n TTPWTN Kal JOVODIKI)
MEXPI OTIVUNG KOTAYEYPAPUEVN UAOTTOINGN KWAIKOTTOINTWY ETTITTEOOU TTAKETOU KAl EIOIKOTE-
pa TNG TreIpapaTikAg TTpodiaypa®ns 131.5-0-1 o€ uAikd. Eival €1Tiong n TTpwTn OUCIOOTIK
MEAETN TWV TTAPAUETPWY aTTOd00NG Kal 1I0XU0G. OTTwg Kal JE TOUG KWOIKEG KAVAAIWY TNG
TTPWTNG BEPATIKNAG TTEPIOXNS AUTAS TNG dIATPIBAG, AUTA Ta eUPrUATa EEKAEIDWVOUV VEOUG



OPICOVTEG YIa TNV ETTAVAEIOAGYNON TWV KWOIKWV dIaypaPAG O€ ETTITTEDO TTAKETWY YIA XPrOoN
o€ OI00TNUIKEG EQAPUOYES UWNANG ATTOdOONG.

OEMATIKH MEPIOXH: WnoiokA Zxediaon kal ApXITEKTOVIKY YTroAoyloTwy, Evowpatw-
Méva ZuoTAuaTa, ZuoThuata AlaoTnUIKWY ETTIKoIvVwviwy

AEZEIZ KAEIAIA: Wnoiakn Zxediaon, Kwdikotrointég LDPC, EmtayuvTég YAIkou, FPGA,
CCSDS, KwdikotroInTég d10pBwong oQaAUATWY ETTITTEOOU TTAKETOU, AIQOTNMIKES ETTIKOI-
VWVIEG






2YNONTIKH NMNAPOYZIAZH THZ AIAAKTOPIKHZ AIATPIBHZ

H mrapouca diaTpir}, 6TTwG TTEPIYPAPETAI KAl ATTO TOV TiTAO TNG, TTPAYUATEUETAI APXITE-
KTOVIKEG UAIKOU yia KwdIKoTToinon d16pwong OQaANdTwy 0€ oUCTAUATA ETTECEPYATIAG
0edopévwy o€ aEPOBIOOTNUIKES EQaPUOYES. MeAethiOnkav dUO KUPIEG KATEUBUVOEIG: n
KWwOIKOTTOINON KavaAIoU o€ eTTITTEDO bit KAl N KWAIKOTTOINON TTAKETWY, OTTWG QUTEG TTEPI-
yPA®OoVvTal OTA avTioToIXa TTPOTUTTA Tou opyaviopou CCSDS. lMNa tnv TTpwTn TTEPITTTWON,
ASyw NG opoIdTNTAG TWV KWOIKWYV, TTPOEKUYE ETTITTPOCOETA N duvaTdTNTa ALIOTTOINONG
TWV aTTOTEAEOUATWY TNG €PEUVAG YIA XPrON OTOV TOPED TNG PAyVNTIKAG atmoBrkeuong. H
UAOTTOINON TWV APXITEKTOVIKWY KWAIKOTTOINTWY TTPAYHATOTTOINONKE o€ TTAATQOpueg FPGA
Kal SOC/MPSoC ol o110ieg €x0ouv TTPOTABEI | XPNOIUOTTOIOUVTAI O AEPOBIACTNMIKEG EQOP-
MOYEG, VW DOKIUAOTNKAV O€ TTEPIBAAAOV TO OTTOIO TTPOCOUOIWVEI AUTO EVOG CUCTHUATOG
eTeCepyaciog OEQOUEVWV EV TITHOEL.

21NV ei0aywyr) SivETal apXIKA MIA YEVIKH TTEPIYPAPN TNG KWAIKOTTOINONG 816p0waong o@al-
MATWV. ZTn ouvéxela Tng EvotnTag 1 meplypd@ovTtal Ta TTPoBARUATA yId T OTTOId N TTOPOU-
olafépevn épeuva avaldnta kai divel amravtioelg. AKOAOUBWG TEKUNPIWVETAI N CUVEICQOPA
TNG TTapoucag SIaTpIBAG ME avagopd OTIC dNUOCIEUCEIS O€ TTEPIOdIKA Kal OUVEDPIQ TTOU
TIPAYHATOTTOINONKAV OTO TTAQICIO TNG EKTTOVNONG TNG. TEAOG, TTapatiBevtal o1 TeXVoAoyi-
€G OTIG OTTOIEG TTPAYMATOTTOINONKE N €PEUVA KAl OTIG OTTOIEG ATTOKTAONKE UWPNAOS ETTITTEDO
e€€10ikeuoNnG, WG ATTOTEAECUA TNG EKTETAPEVNG XPHONG TOUG.

21NV €TTOPEVN €VOTNTA TTAPATIBEVTAI ONUAVTIKEG TTANPOPOpPiEG uTToRABpoU. ApXIKa TTEPI-
yPA@ovTal JOVTEAD KAVOAIWY OIAOTNMIKWY ETTIKOIVWVIWY, UE EUOACTN O QUTA TTOU TTEPI-
ypagovTal ota TTpoTutta Tou CCSDS 1mou uAotroloUvTal oTnv TTapouca. ‘ETreira rapou-
o1aletal n oToifa TTPpWToKOA WYV Tou CCSDS. O CCSDS cival £évag 01EBvG opyaviouog
TTOU TTEPIAANPBAVEI TIG CNPAVTIKOTEPES AEPODIACTNMIKEG UTTNPECIEG TOU TTAQVATN, KAl OKO-
TTOG TOU €ival N AVATITUEN TTPOTUTTWYV YIO CUCTAPOTA SIOCTNUIKWY ETTIKOIVWVIWY, £TO1 WOTE
Va UTTo0TNPIXOEI N BIAAEITOUPYIKOTNTA TOUG KAl va EAQXIOTOTTOINBEI TO PIOKO Kal TO KOOTOG
avaTrtuéng. Metagu aAAwv, €xel EI0AyEl TTPOTUTTA OTa OTToIa TTPOdIayPA@ETal N XPAON KWw-
Oikwv LDPC. Ta TpdTuTra auTtd agopouv Katd BAcn To €TTITTESO KWAIKOTTOINONGS KavaAiou,
TO OTT0i0 0TN oToIRa TTPWTOKOAAWV Tou CCSDS cival uTTo-€TTiITTESO TOU ETTITTEDOOU OUVOE-
ong (data link). 2Tn ouvéxeia avaAlovTal Ol YEVIKEG ATTAITHOEIG KAl TA XOAPAKTAPIOTIKA TWV
OUOTNPATWYV eTTECEPYQOiag OEOOPEVWV OE QEPOBIACTNUIKEG EQAPHOYES Kal TTWG auTd dia-
POPOTIOIOUVTAI OE OXEON HE TA EPTTOPIKA AVTIOTOIXA TOUG. ZUYKEKPIMEVA, TTEPIYPAPOVTAI
Ta XapaktnpioTikd Twv FPGAs, SoCs, MPSoCs kai etre¢epyaoTtwy (CPUSs) Ta otroia €ivai
KATAAANAQ yIa aEPOBIACTNHIKEG EQAPHUOYEG, EOTIACOVTAG TTEPICCOTEPO OE AUTA YIA TA OTTOIA
diatiBevtal avatrTuglakég kapTeg oTo epyacThpio (DSCAL). Ta e€aptipaTa autd kKaAouvTal
va Aeitoupynoouyv o€ 1Id1aiTepa eTTIRAPUPEVO TTEPIBAAAOV aTTO TTAEUPAS QUOIKWY CUVONKWY
(Beppokpaaciag, kpadaouwy KTA) Kal akTIVOBOAIag, evw Tautdxpova To TTEPIBWPIO aoTo-
xiag €ival TToAU pIKpO, AOyw TOU KOOTOUG PIag OIa0TNMIKAG atTooTOARG. Tautdxpova, ol
ATTAITAOEIG ATTOdOO0NG, KATAVAAWONG 1I0XU0G, dykou Kal BApoug eival 1I81aiTeEpa UWPNAEG.
210 TEAOG TNG OEUTEPNG EVOTNTAG TTEPIYPAPETAI TO TIPWTOKOAAO SpaceFibre, To o1oi0 €ival



OEIPIaKO TTPWTOKOAAO YIO ETTIKOIVWVIO CUCTANATWY €V TITHo€El. H onuaacia Tou gival 1d1ai-
TEPN OTNV TTapouca dIaTpIPr], KABWGS XPNOIKMOTIOINONKE EKTEVWGS OTO TTEPIBAAAOV OOKIPWY
OXI MOVO TWV KWOIKOTTOINTWY TTOU avaTtrTuxenkav oTo TTAQIcI0 TNG TTapouoag, aAAG Kal
AOITTWV €pYyWV OTA OTTOIO CUMMETEIXA KATA Tn SIAPKEIQ TNG £PEUVAG POU KAl UTTOOTHPICaV
OXETIKEG dnuooieuoelg Tou DSCAL. Mepiypdetal cuvoTtTIKG TO TTEPIBAAAOV TO OTTOIO ON-
MIOUPYAONKE yIa TNV eKTEAECN OOKIMWY, PE TNV ATTOOTOAN Kal AfWn dedouEVWY o€ Kal aTTd
mpog FPGASs, T1a otroia mrepIAdupBavav Tig uttd dOKIPI UAOTTOINOEIG, KABWG Kal TO OXETIKO
AOYIOUIKO TO OTTOI0 avVaTITUXONKE.

H eréuevn evotnTa 3 KaAUTITEI TNV KWAIKoTToinon LDPC o¢ emmitredo bit. Apxik& KaAUTTTE-
Tal TO BeWPNTIKO UTTORABPO Twv KWdikwv QC-LDPC. Madi pe Toug TOUPUTTIO KWOIKEG, Ol
kwdikeg LDPC atroteAolv Tnv TTAEOV OUYXPOVN CUVEICQOPA TNG ETTIOTHANG TNS Bewpiag
TTAnpo@opiag oto TTPORANPA TNG agIdTMoTNG NETAdoONG dedOPEVWY, UTTO ThV €TTIOpACN
BopuBou. Or TTpwToIl KWAIKEG TTOU TTEPIEYPAPNKav atrod Tov Robert G. Gallager, o o1roiog
TOUG €ICAYaYE, ATAV EVTEAWG TuXaiol. H TuxaidtnTa autr], o€ ouvOUAO O PE PHEYEDN UTTAOK
TNG TAENG PeYEBOUG XINGdwY 1 dekadwv XIANIGdwv bits, kKaBIoTd 1IBIaiTEPA ATTAITATIKA TN
oxediaon KwOIKOTTOINTWY KAl aTTOKWOIKOTTOINTWY TTou 8a ouvdudlouv uwnAn pubuaTtré-
000N ME MIKPEG ATTAITACEIG O€ UTTOAOYIOTIKOUG TTOPOUG. ATTODEIKVUETAI WOTOCO 0TI gival
EQIKTI N oXediaon KWAIKwVY TTou TTpooeyYifouv To OpIo TNG XwPNTIKATNTAG Kal TAUTOXPOVA
O TTivaKag 100TIHIOG Toug €€l OOMN], n oTToia dIEUKOAUVEI TNV UAoTToinon. H ouvnBéoTe-
pn Ooun TToU gP@aVviICeETal OTOUG OUYXPOVOUG KWAIKES €ival n "oxeddv KUKAIKA” (e@eEng
quasi-cyclic 4 QC), kard Tnv o1roia o TTiVAKAG ICOTIMIAG TOU KWAIKA aTroTeEAE pia didTagn
KUKAIKWV UTTOTTIVAKWYV. Mia etmimtAéov ouvnBiopévn atrAotroinon Twv QC Kwdikwv TTpo-
KUTTTEI OTTO MI HEBODO KATAOKEUNG KWOIKWYV KATA TNV OTT0ia £€VaG BACIKOG TTPWTO-YPAPOG
Tanner avamtuooetal o€ TTANPN ypdgo. OI TTiVOaKES I00TIYIAG TTou TTpokUTTITOoUV gival QC,
OAAG ETTITTAEOV OI KUKAIKOI UTTOTTIVOKEG Eival iOWV OI00TACEWYV INOEVIKOI TTIVAKEG N TTIVAKEG
METABEONG (UETATOTTIONEVOI HovadIaiol TTIVOKEG). MEpav auTwy TwV ATTAOTTOINCEWYV, £XOUV
TTPOTaBE KAl XpNOIKOTToINOEi EupEwg oTNV TTPAEN KWOAIKEG, Ol TTIVAKES ICOTIMIAG TWV OTTOI-
wv TTEPIAapPBavouv mmITTAEOV OOPEG Kal ATTAOTTOINCEIG Ol OTTOIEG OTOXEUOUV CUYKEKPIPEVA
oTnv akdPa eUKOAGTEPN duvaTh uAotToinon, OTTWG yia TTapddelypa ol LDPC kwdikeg Twv
mpoTUuTTwyV IEEE 802.16.

21n ouvéxela meplypagovtal ol QC-LDPC kwdikeg Tou TrpoteivovTal amd tov CCSDS,
Ta TTAEOVEKTAUATA TOUG O€ OXEOn ME Toug TTaAaidTEPOUC KWOAIKEG (concatenated RS &
convolutional) kKaBwg¢ Kal o1 TTapAyovTeG TToU £TTNPPEAloUV TNV atrddoaor] Toug. [pokel-
Tal yia €va oUvolo evvéa Kwdikwv TUTTou AR4JA Kai évav KWOIKA O OTT0iog ava@EPETal
oTtn oxeTikn BiBAIoypagia wg C2. O1 AR4JA TTpoTdBnkav apxIKa yia Xprion o€ ETTIKOIVW-
vieg 010 BaBU didoTnua (deep space), woTdOO UINBETABNKAV OTN CUVEXEIQ KAl 0€ AAAOU
TUTTOU €TTIKOIVWVIiES (TT.X. proximity-1) kai evidooovTtal atnv Kartnyopia Twv QC Kwdikwv
TToU BaacidovTal og TTpwTo-ypd@o. O C2 eival QC LDPC kwdiKag, KATAOKEUAOUEVOS JE HIa
TEXVIKA TTOU BaCieTal 0€ EUKAEIDEIO YEWMPETPIO OE TTETTEPACTHEVO DIAVUCUATIKO XWPO.

H evétnta cuveyiel ye TNV oXoAAOTIKA TTEPIYPA@r] Tou ouvoAou Twv LDPC kwdikoTroin-
TWV TTOU €XEl TTapouciacTei oTn BIBAIoypagia. O1 apxITEKTOVIKEG UAOTTOINONG TTOU €XOUV
TTPOTAOEI €ival YEVIKA BEATIOTOTTOINUEVEG VIO VA OUYKEKPIUEVO UTTOOUVOAO KWOIKWVY TTOU
uTTOoO0TNEICOUV N KABE HIa, OTOXEUOVTAG TO QVTIOTOIXO TTPWTOKOAAO Kal EKPETAAAEUOUEVOI



TIG 1010TNTEG TNG DOUNAG TWV OUYKEKPIMEVWYV TTIVAKWY I00TIHIAG KABE @opd. AlaTTioTwOnke
OTI 01 HEBODOI KWOAIKOTTOINONG TTOU €XOUV TTPOTABEI HEXPI ONUEPA KATATACOOVTAI ETTI TNG
ouciag o€ TE0oepIG HEBOOOUG KWAIKOTTOINONG:

* YTroAoyiopdg KwOIKAG AEENG ATTO TOV TTIVAKO-YEVVATOPA TOU KWAIKA, TTOU ATTOTEAEI
Kal TV M0 aTTAr péB0do. Oa avagépeTal €QeEns we n eubcia péBodog. To pelove-
KTNMO TNG JEBBBOU auTAG gival OTI O TTIVAKAG-YEVVATOPAC €ival KATA KAvOVa TTUKVOG
TTivakag, augavovtag TNV TTOAUTTAOKOTNTA.

* MéBodog Twv Richarson-Urbanke (e@e¢rig R-U), n omoia gival BEATIOTN yIa KWOIKES
TWV OTTOIOG O TTIVAKAG ICOTIMIAG EJ@aviCEl KATW TPIYWVIKA doun, | UTTOPEi va TTANOCIG-
O€l QUTH TN OoN HEOW YPOUMIKWY PETAoXNUATIONWV. O00o TTANCIEOTEPA OTNV KATW
TPIYWVIKN UTTOPEI VO PETAOKNUATIOTEI O TTIVAKOG ICOTIMIAG, TOOO TTIO ATTOOOTIKY| EU-
QaViCeTal N CUYKEKPIPEVN PEBODOG, HEILVOVTAG TIG DIOOTACEIG TWV TTUKVWYV TTIVAKWY
TTOU EUTTAEKOVTAI OTIG £EI0WOEIG UTTOAOYIOHOU.

* YBp1dIkr} nEBODOG, CUNPWVA PE TNV OTToIa €éva UTTOCUVOAO TWV WNQiwv I0OTIHIOG
utroAoyiceTal e Tnv euBeia péBodo kal Eva GAAo pe Tnv R-U.

* YTTOAOYIONOG TNG KWOIKAG AéENG atreuBeiag atmd Tov TTivaka I00TIYIOG Tou KWAIKA,
o€ OUo BAaTA, JE KATATUNON TOU TEAEUTAIOU O€ OUO UTTOTTIVOKEG, O DECIOC €K TWV
OTTOIWV UPIoTATAl AVOOTPOPN KAl YETATPETTETAI OE TTUKVO TTIVAKA. 2€ KATTOIEG TTA-
paAAay€EG auTAg TNG HEBGOOU, O AVECTPANMEVOG TTIVAKOG ATTOCUVTIBETAI E TN OcIpd
TOU O€ £va Avw Kal VA KATW TPIYWVIKO TTivaka.

OAeg o1 BIBAIOYPAPIKES AVAPOPES EEETAOTNKAV AETTTOUEPWGS, OCOV APOPA TNV KATAAANAOS-
TNTA TOUG YIa Toug KWwdIkeg Tou CCSDS, ue Tekunpiwon €ite TNG TTANPOUG aTtTouaiag du-
vaToTNTAG EQAPPOYNG TOUG, AOYW TNG ATTaiTNONG YIA TNV UTTAPEN OUYKEKPIMEVWY OOPWV
OTOUG TTIVOKEG ICOTIMIAG, €ITE TWV TTPOKANCEWY TTOU Ba AVTIUETWTTI(OV OTNV TTEPITITWON
UI08£TNOTG TOUG VIO TOUG KWOIKEG AUTOUG. MeVIKN TTAVTWG dIATTioTWwon €ival 0€ OAEG TIG pE-
B600ug KwAIKOTTOINONG EM@avideTal pia TTPAEN TTOAAATTAACIaoPOU BIavUCHATOG JE TTUKVO
QC mivaka, n otToia e10ayel TTPOKARTEIG 0TNV UAOTTOINON uWNAOU puBuoU KwdIKOTToINoNG,
XWPIG Kapia atrd TIG TTPOTEIVOUEVESG QPXITEKTOVIKEG OTO UAIKO va @aiveTal OTI dlaxelpiCeTal
IKAVOTTOINTIKA TNV TTPA¢N autr]. poTeiveTal ETTOPEVWG OTNV TTAPOUCA HIO APXITEKTOVIKK
UAIKOU YIO ThV PEYIOTN EKPETAAAEUON TNG EvDoyeVOoUGS TTapAAANAiag TTou xapakTnpidel Eva
QC Trivaka, n otroia Kal TTEPIYPAPETAI AVOAUTIKA, PE TNV KATAAANAN paBnuaTiky diaTu-
TTWOT, TTPOKEINEVOU TA ATTOTEAEOUATA ATTO TNV TEKPNPIWOT TNG VA XPNOIUOTIoINBoUV OTIG
QavaAUOEIG TTOU akoAouBouv.

H kwdikotroinon Twv AR4JA KWOiKwv PTTOPE va TTPAYUOTOTTOINBEI KAl YE TIG TEOOEPIG JE-
B06d0UG KWAIKOTTOINCNG TTOU ATTAPIOUOUVTAI AVWTEPW, TIPOCPEPOVTAS DIAPOPETIKOUG OUV-
dUAOPOUG KATAVAAWONG UTTOAOYICTIKWY TTOPWY, pulBuatodoong Kal uoTépnong ££0d0u.
Ta 100uyia autd pAAiIoTa S10POPOTTOIOUVTAl AVAAOYa PE TO pUBUS TOU EKAOCTOTE KWOIKA.
2Tnv TTapouca diaTpIRn, TTapEXOVTal AVAAUTIKOI TUTTOI UTTOAOYIOHOU TWV TTOPANETPWY QU-
TWV, yia KAOE pia atrd TIG TIPOTEIVOUEVEG APXITEKTOVIKEG, YIa KABe péBodo EexwpioTtd. H
UBPIOIKA PEBODOG ATTOOEIKVUETAI AVAAUTIKA OTI OEV TTAEOVEKTEI O€ KavEVA ToPéd. ATTO TIg



utTéAOITTEG HEBODBOUG, N HEBODOGC R-U atrodeikvueTal OTI TTAEOVEKTEI 0€ XaunAOGTEPOUG pUB-
MoUG, o€ ox€on Pe TN MEBODOO TOu KATATETUNPEVOU TTivaKa Io00TIHIag. H atreubeiog uébo-
00¢ Oev TTAcoveKTEl O6TAV O OTOXOG gival n uhotroinon o FPGA, cuutépaoua 1o oTToio
OIATTIOTWVETAI KAl EPYACTNPIOKA. 2TIG CUYKPIOEIG TWV TTPOTEIVOUEVWY OPXITEKTOVIKWY VIO
TNV K&OE PEBOdO TTapaTIBEVTAI KOI CUYKPITIKA OTOIXEIQ JE QVTIOTOIXEG UAOTTOINCEIS OTn BI-
BAloypaeia, o1 o1roieg Ba pTTopoucav duVNTIKA va EQAPUOCTOUV ATTEUBEIQG OTOUG KWOIKEG
AR4JA Kal JEOW TWV OTTOIWV TEKUNPIWVOVTAI T TTAEOVEKTAMOTA TTOU EICAYEI N TTPOTEIVO-
MEVN BACIKA apXITEKTOVIKI) TTOAATTAQCIAoUOU dlavuouaTog he TTUkvo QC Trivaka.

MANV TNG atreuBeiag peBGdOU, OI APXITEKTOVIKES TTOU TTapouacidlovTal BacidovTtal oTnv TTa-
padoxn 611 6Aa Ta bits TTpo¢ KwdIKoTToINON €ival TauTOXpova dIaBEaiua oTnv €i00d0 Tou
kwdikotroiNTA. H apxitekTovikr TNG ateubeiag pebddou uttooTnpidel ouTwG 1 AAAWGS O€l-
plakn €icodo Kal ££0d0 evdoyevwg. H TTapadoxn auTr £YIVE TTPOKEINEVOU Ol CUYKPIOEIG va
gival €11i TNG BAONG TNG TTOAUTTAOKAOTATAG TNG HEBGOOU KWBIKOTTOINONG Kal OXI TWV TTEPIOPI-
opwv TToU €TMIRAAEI N dIETTAPN €10000U Kal £€0dou. MNMapdAa autd, n oxediaon TTPAKTIKWY
KWOIKOTTOINTWV HE DIETTAPES £10000U-£€000U TUTTOU stream 1} FIFO, atroteAei ouoI00TIKN
TTPOKANON oxediaong. MNMapéxovTal ETTOUEVWG OTN OUVEXEIQ TPOTTOTTOINUEVESG APXITEKTOVI-
KEC KWOIKOTTOINTWYV Yia TIG JEBGOoUC R-U Kal KATATeETUNPEVOU TTiVOKA ICOTIMIAG, TTPOCAp-
MOOMEVEG yIa o€IpIakn €i0000-£€000. Ta BripaTa eKTEAEONG TWV AVTIOTOIXWY OAYopPiOPwv
avTioToIxiCovral o€ oTAdIA YPAUHUWY BIOXETEUONG O CUOTOAIKEG APXITEKTOVIKEG KWOIKOTTOI-
NTWV TToU £€a0@aAiouv TN BEATIOTN AIOTTOINON TWV UTTOAOYIOTIKWY TTOPWV. Ta ATTOTEAE-
opata uhotroinong (otnv kapta KCU105) divouv e€aipeTiké peyadAoug apiBuoug pubuatré-
doong, opifovTag 10 ETPO OUYKPIONG yia oTToladrTroTe yeAAovVTIKE uAoTToinon. H KCU105
@épel To FPGA XCKUO040, tTou atToTeAEl TO EUTTOPIKO AVTIOTOIXO TOU TTIOTOTTOINUEVOU VIO
dlaoTnIKES epapuoyéc XQRKUO60

Ooov agopd Tov kKwdika C2, n HovadIKr PEBOBOG KWAIKOTTOINONG TTOU UTTOPEI va eQap-
MooTei gival n atreuBeiag. QoT600 N PeyaAUTEPN TTPOKANCN 600V a®opd Tnv UAOTToIiNoN
OUYKEKPIMEVO KWOIKA gival N d1IA0TACN TWV UTTOTTIVAKWY TOU TTiVAKA I00TIYIOG (Kal KaTd
OUVETTEIO TOU TTivaka-yevvhTopa), n otoia gival 511-bit. O1 AUoe€Ig TTou €xouv TTpoTABEI
MEXPI OTIVUAG yIa TO TTPOBANUA auTto ival atTAéG UAOTTOINOEIG TNG atTeuBeiag pebddou ol
o1ToieG OeV EKPETAAAEUOVTAI TOUG UTTOAOYIOTIKOUG TTOPOUG PE TO BEATIOTO TPATTO, £I0AYO-
vTag adpaveic KUKAoug otn ypauun dloxéteuong. H uAlotroinon tng atreuBeiag pebddou
TTOU TTPOTEIVETAI avTiBeTa OTNV TTapouaa diatpiPn yia Tov C2, aglotrolei Tn BaCIKr apxITe-
KTOVIKA TOU TTOAAQTTAQCIOOUOU diavuouatog pe Trivaka QC, eAaxIoTOTTOIVTAG £TOI TOUG
ATTAITOUNEVOUG TTOpOoUG. ETTITTAéoV, HEOW HIOG HOVADAG TTPO-ETTEEEPYATIOS OTNV £i0000
TOU KWAIKOTTOINTH, N otroia €l0dyel undevIKA o€ KAaTaAANAa onueia TG akoAouBiag €1006-
oou, diaxelpifetal 6x1 HOvo TO TTPORANUA TWV BIACTACEWY TWV UTTOTTIVAKWY TOU TTiVOKQ-
YEVVATOPA, OAAG KAl KATTOIEG ETTITTAEOV TTOAUTTAOKOTNTEG TTOU TTEPIYPAPOVTAI OTO TTPOTUTTO,
0l OTTOiEC aopoUV TNV elIoaywyr] WNOEVIKWYV OTIG akoAouBieg €10600u Kal ££0D0U, TTPOKEI-
MEVOU TO PNKOG TNG KWAIKNG AEENG va gival duvapun Tou 2 (8160 bit). AvtioToixa pe Toug
AR4JA, Ta atmmoteAéopara ulotroinong oe FPGA TeKunpiwvouv TNV Cuveio@opd Tng TTpo-
TEIVOUEVNG APXITEKTOVIKNAG.

H oTamikr kal SuVapIKh 10XUG TwV TTPOTEIVOUEVWY UAOTTOINOEWYV QPXITEKTOVIKWY PETPRON-
ke otnv KCU105, pe xprion tou kKatdAAnAou utroouoTApaTog Tou FPGA kai TG KapTag,



TO OTT0I0 XapakTnpietal atd PeydAn akpifeia. H mTapouca cival n TpwTn YEAETN TTOU
AapBaver uttdYIvV TIG TTAPAPETPOUG KATAVAAWONG EVEPYEING, O OXEON ME TIG AVTIOTOIXEG
BIBAIOYPOPIKEG EQAPMOYEG.

OAol o1 KwdIKOTTOINTEG OOKINACTNKAV EKTEVWG, TOOO YE CUPTTEPIPOPIKI) TIPOCOUOIWCT) TOU
KWAIKa, KATd TNV otroia 1o {nToupevo Atav n kaAuywn kKwdika 100%, 600 kal oTo UAIKO.
ApxikG avatrTuxBnke Eva povTéAo TNG Kwdikotroinong ato Aoyiopikd GNU/Octave, ouUp-
PwVva PE TO OTTOIO TTaPAxOnKav Tuxaia diavUoPaTa OOKIKNG KAl O TIPOODOKWUEVES BACEI
QUTWYV OTTOKPIOEIG TWV KUKAWUATWY. 2T ouvéxela, Ta dedouéva OOKIPAG TpopodoTrRonkav
OTOUG KWOAIKOTTOINTEG OTO UAIKO, €iTe péow H/Y pe dlaouvdeon SpaceFibre, €ite atreubeiag
OTO UAIKO, ME XPron yevvnTplag weudoTuxaiag akohoubiag. To oUVOAO TwV ATTOKPICEWV
oTnV TTPWTN TTEPITITWON €ANYBNV pyéow TnG dlaouvdeong SpaceFibre, evw oTn delTEPN,
Ol ATTOKPICEIG TOU KUKAWNOTOG CUMTTIECTNKAV PE KATAAANAO KUKAWWQ, TOU OTTOIOU N TEAIKN)
TIUA dIaBACTNKE ATTO TO UAIKO. Z€ OAEG TIG TTEPITITWOEIG TA dEdOUEVA OUYKPIONKav PE Ta
avapevopeva. H okompudtnTa TG dIAKPIoNS Twv dUO JOKIYWYV £yKeITal 0Tn duvaTdTnTa
QOKIUNG O¢€ TTAR PN TaXUTATA, OTAV TTEPITITWON TNG TTAIPOUG DOKIUNG OTO UAIKO, € OUYKPI-
on JE Tn dokiun o€ éva TTePIBAAAOV TO OTT0I0 Ba TTPOCONOIWVEI, OTO PETPO TOU duvaTou,
QUTO MIOG TTPAYMATIKNAG ATTOOTOANG KAl OTO OTT0IO Ta dIAPOPA CapTAUATA TNG aAucidag
emegepyaoiog dlaouvdiovTal Eow (eugewv SpaceFibre.

Katd tnv peAéTn Twv AR4JA kwdikwy, diammoTtwonke o1 kwdikeg LDPC Baociouyévol oe
TTPWTOYPAPOUG £XOUV TTPOTABEI yIa éva eVTEAWGS DIOPOPETIKO TTEDIO EQAPUOYAG, AUTO TNG
MayvnTIKAG atmoBrikeuons. H oxeTikA €pguva woTdoo TTepIopileTal 0Tn OoXediaon Kal TIG
ID10TNTEG TWV KWAIKWYV, XWPIG Va £XEI TTPOUCIACTEI KATTOIA APXITEKTOVIKN UAOTTOINONG. Ka-
TTOI0I ATTO TOUG KWOIKES TTOU BaCifovTal 0€ TTPWTO-YPAPOUG TTOU £€XOUV TTPOTABEI yIa auTd
TO TTEQIO MOIPAOVTAl APKETA KOIVA XAPOKTNPIOTIKA pE Toug AR4JA, ue TO KUpIdTEPO Va E€i-
VaI Ol TTEPIOPICHOI TWV UPICTAPEVWY OPXITEKTOVIKWY KWAIKOTTOINTWY, Adyw TNG ATTOUCiag
douwv TTou va dieukoAuvouv Tnv uAlotroinon (répav 1g QC doung). Me Bdon Tig apxiTe-
KTOVIKEG UAIKOU yia Toug AR4JA KWOIKES, TTPOTEIVOVTAI KATA CUVETTEIA TTPOCAPUOCHEVEG
APXITEKTOVIKEG UWPNARG atTOd00NG Kal YIa TOUG £V AOYW KWOIKES. AOYW TWV YEVIKA UWnAwvV
PUBUWYV TTOU ATTAVTWVTAI OTO CUYKEKPIUEVO TTEDIO EQAPPOYAG (TTPAKTIKA UEYAAUTEPO ATTO
4/5), o1 uhoTTOINOEIG TTOU TTPOTEIVOVTal BacifovTtal oTn YEBODO TOU KATATETHNMEVOU TTiVAKA
ICOTIMIAG.

H Evotnta 4 mpayparteletal TNV KwOIKOTTOINON TTAKETWY, OTTWG AUTh TTEPIYPAPETAI OTO
avTioToIxo Treipapatikd Tpotutto Tou CCSDS (CCSDS 131.5). H 816pbwaon o@aApdTwy
o€ €TMTTEDO TTAKETOU KAAEITAI VA QVTIUETWTTIOE! VA DIAPOPETIKO TTPOBANUA ATTO TO AVTi-
oToIXo TTPORANUa o€ eTTitredo bit. YTrapxel €1 Tou TTapdvTog EVIOoVo evOIAQEPOV Yia TNV
QVATITUEN CUCTNUATWY OTITIKWY ETTIKOIVWVIWY EAEUBEPOU Xwpou (Xwpig dnAadr Tn xpHon
péoou), Baolopévwy o€ laser, yia TV €TmTEUEN 10IAITEPA UYWNAWY TAXUTATWY PETAPOPAS
oedopévwy. H oxetikA oudda epyaciag Tou CCSDS eival €1mi Tou TapdvTog ATTO TIG TTIO
OPACTAPIEG. ZE MIA TETOIQ TTEPITITWOT, N ETTIOPACT TWV ATHOCPAIPIKWY PAIVOUEVWY HE TN
Hop®r] SIOKUPAVOEWYV Tou O€iKTN dIABAOONG KAl EKTETANEVNG VEQOKAAUWNG, OTTWG £TTIONG
KOl QQIVOPEVA ATTWAEIOG OUYXPOVIOHUOU ToU OEKTN AOYw TTPORANUATWY OTr OTOXEUOT TWV
KEPAIWYV, gival duvaTtdv va odnyroouv oTnV aTtwAEIa onuavTikou apiBuou aTro bits, o€ on-
MEIO TTOU va unv ival EQIKTR N avakTnon TNG apXIKAS KWAIKNAG AéENg, o€ Eva KAaaikd oxriua



KWOIKOTTOINONG KavaAiou. AvTioToixa, Ta eTTiyEld TIPWTOKOAAQ TTou BacifovTtal o€ unvUuuao-
vTa emBeRaiwong (ARQ), dev gival atrodoTIKG AOYyW TwV PHEYAAWY KaBuoTepHoewV dIGdo-
ong. O1 KAAOOIKOI TPOTTOI AVTIMETWTTIONG QUTWYV TWV TTPORANUATWY XPNOIKMOTTOIOUV KWoI-
KeG KavaAiou (ouvhBwg Reed-Solomon) pe avadidragn Twv KwdIKoAEEewy (interleaving),
€101 WOTE Pia dIGAeIpn va dlapolpacTei o€ EYaAUTEPO APIBUO KWOIKOAECEWY KAl Ol KWOIKES
KavaAioU va JTTopECOUV va aTTodWOOUV.

Mia eVOAAOKTIKI) TTPOCEYYION AVTIMETWTTICEI OAOKANPEG KWAIKEG AEEEIG EVOG KWOIKA KAva-
AloU oav oUpBoAa, 1o kKaBéva atrd Ta otroia £xel HEYEDOG APKETWV XINIAdWV bits kai giTe
AaPBAvETal ETITUXWGS XWPEIG OQAAUOTA, €iTE BewpeiTal oav aTTwWAEcOEév 0To GUVOAS TOu.
‘Evag KwdIKag d10pBwaong o@aAudTwy ITTEOOU TTOKETOU O€ QUTH TNV TTEPITITWON EICAYEI
TTPOCOETA CUUPBOAA 1I00TIMIAG oTnV YETadIdOUEVN akoAouBia, £€Tal WOTE va gival EQIKTA n
avakTnon Tg apxIKAg akoAoubBiag, utro Tnv €TTidpacn dlaypapwy. 1o TTpdTuTTo CCSDS
131.5 TepIypA@ETal £va TETOIO OXANA, WOTOOO OEV UTTAPYXOUV KWAIKOTTOINTEG OE UAIKO YIa
auTd. H povadikr uAotroinon TTou uttdpxel gival uhotroinon Aoyiopikou otn oouita ION Tng
NASA, via xprion o€ diktua dIaAAeITTTopevnG ouvdeoiudtnTag (Delay Tolerant Networks-
DTN). Ze éva ouoTnua €v TITACN, N UAOTTOINON €VOG GUOTHHATOS KWOIKOTTOINONG TTOKETOU
o€ AOYIOMIKO EKTEAOUPEVO O€ ETTECEPYAOTNA YEVIKNG XPNong Ba frav 1I81aiTepa ammaITnTIKA
O€ UTTOAOYIOTIKOUG TTOPOUG Kal evépyela. Katd ouvETTeia TTpoTeivovTal 0TNV evOTNTA 4 KW-
OIKOTTOINTEG UAIKOU YIa TO €V AOyw TreipapaTiko Tpdtutro Tou CCSDS.

H evotnTa geKIVAEI PE PIA YEVIKA TTEPIYPAPN TNG KWAIKOTTOINONG TTAKETWY KAl OUVEXICEl
ME MIO HABNPOTIKA TTEQIYPAPN TWV KWAIKWY ToU TTPOTUTTOU, N oTToia SIEUKOAUVEI TNV TTE-
PAITEPW TTEPIYPAPH TWV KWAIKOTTOINTWY TTOU TTPOKEITAI va UAOTTOINBOUV. AKOAOUBWG TTE-
pIypAgovTal Ta XOPAKTNPIOTIKA atrodoong Kal ol TTapAyOoVTEG TTOU Ta ETTNPPEACOUV. 21N
ouvéxela rapouaiadovral dUo aAyopiBuol kwdikotroinong: o CNO (Check Node Oriented)
kal o VNO (Variable Node Oriented). O VNO ¢ival otnv oucia o aAyopiBuog 1rou Trepl-
yPA@ETAI OTO TTPOTUTTO, ME TN dlaPOPAd OTI N TTEPIYPAPN TOU OTNV EVOTNTA QUTH OTOXEUEI
oTnV UAOTTOINGT Tou O€ UAIKG. ZUP@wVva e auTdv, KaBws Ta oUPBOAQ €I0€pXOVTal GTOV
KWOIKOTTOINTH, avavewvouv Ta GUUBOAQ ICOTIHIOG TTOU OUVOEOVTAI PUE AUTA, CUNPWVA PE
TOV TTiVOKQA 100TIHIOG CUMPBOAWY Tou KwdIKa. OTTwg gival TTpoQaveEég, 0 UTTOAOYIOUOS TwV
OUMNBOAWV I00TIHIOG O€ AUTH TRV TTEPITITWOT OAOKANPWVETAI OXEOOV TAUTOXPOVA YIa OAA Ta
oUpBoAa, apéows HOAIG OAOKANPWOEI N eTTECEPYATia TOU TEAEUTAIOU EI0EPXOUEVOU CUURO-
Aou. AvtiBeta, o aAyopiBuog CNO cival cuvelio@opd TnG TTapolcag epyaciag. ZUuewva
ME auTov, OAa Ta €l0epXOPEVA OUUPBOAa atroBnkelovTtal apXIK&d o€ pia PvAun. Ta ocUp-
BoAa 1ooTIgiag uttoAoyidovtal d1adoyIKd, aBpoiovTag yia TOo KaBEva TO UTTOOUVOAO Twv
OUMBOAWV TTANpo@opiag TTou cuvdéovTal JE AUTA, CUP@WVA TTAAI JE TOV TTIVOKA I00TIWI-
ag Tou KWwdIKa. AvTioToixa, oTov aAyopiBuo autd, kdBe oUuBoAo Io00TIHIag utroAoyieTail
KOl EKTTEPTTETAI EEXWPIOTA, apoU €xel oAoKANPwOEi N €i00d0g OAWV Twv CUPBOAWY TTAN-
pogopiag oTov KwdikoTroINTr. Eival Trpo@aveg 611 kal 0Toug dUO aAyopIBuoUG, aTTalTeiTal
N TTPOCTTEAACN PEYAAOU OYKOU BEDOPEVWV O€ Eva UTTOOUCTNPA EEWTEPIKAG (WG TTPOG TOV
KWOIKOTTOINTA) MVAMNG, KABWGS dev Ba Tav @Ikt n dlaxeipion OAwv Twv CUPBOAWV atrd
TTOPOUG O€ éva microchip. ZNPAvTIKR OPWG dIaPopd Twv dUO aAyopiBuwWY, ue COBAPEG &-
TTITWOEIG OE JIA TTPAYUATIKA UAOTTOINON O€ UAIKO, €ival n aAAnAouyia TTpooTreAdoEwY TNG
MVAUNG: otnv Trepimtwon Tou VNO, n yvAun TpocTtreAauvetal eVaAAGE yia avdyvwaon Kal



EYYPa®r TTOANEG QOPEG YIa KABE OUPBOAO, aPOoU KABE I0EPXOUEVO OUUPBOAO EKTEAEI IO aA-
AnAouxia avayvwong-evnuéPWOoNG-eyypPaenig Miag B€ong JvAung oTnv OTToIa PE TO TTEPAG
TNG €TTECEPYQTiag Ba Exel TTpokUWel éva oUPBoAo 1ooTigiag. AvtiBeta o CNO opadoTrolei
TIG EYYPAYES KAl TIG AVAYVWOEIG TNG MVANNG: TO OUVOAO TWV EYYPAPWY TTPAYUATOTTOIEITAI
oTnVv apxn Tou aAyopiBuou, 6tav Ta €iIoepxOpeEVva CUPPBOAA EI0EPXOVTAl OTOV ATTOKWOIKO-
TToINTr. AVTIBETA, TO GUVOAO TWV AVAYVWOEWY ATTO TV YVAUN TTPAYUATOTTIOIEITAI KATA TOV
UTTOAOYIONO Kal TNV £E000/EKTTOUTT) TWV CUPBOAWYV 100TIHIOG. MPOKUTITEI OTI N OUAdOTTOI-
NonN QUTA TWV QVOYVWOEWVY Kal EYYPOaPWVY €UVOEi TNV attdédoon Twv KWAIKOTToINTwY. To
oUVOAO Twv CUUBIBACUWY Tou KABe aAyopiBuou Kal To 1I00JUYI0 ATTAITAOEWY OE TTOPOUG
KOl EVEPYEIQ UTTOAOYICETAI AVOAUTIKA.

2Tn ouvéxela TTapouaidldovTal apXITEKTOVIKEG GTO UAIKO yia Toug dUo aAyopiBuoug, oToxeu-
ovtag Tnv avatrTu¢lakn kapta KCU105, emtuyxdvovtag puBuous KwodIKOTToinong Jeya-
AUTepoug atro 13 Gbps. O1 KwdIKOTTOINTEG XpnoiyoTrolouv TV YvAun DDR4 1ng kdpTtag
Yl TOUG €VOIAPECTOUG UTTOAOYICHOUG, OTNV OTToia ouvdEéovTal JECW KATAAANAOU €AEYKTA
MVAUNG (MIG 7-series controller). O1 dokipég eTTAANBEUONG TWV KWAIKOTTOINTWY GTO UAIKO
Eyivav, OTTwG KAl OTNV TTEPITITWON TWV KWOIKWY KAVAAIOU TNG TTPONYOUNEVNG EVOTNTAG, HE
ouvouaouod yevvATpIag WeudoTuxaiag akoAouBiag dedopEVWY Kal CUMTTIEONG ATTOKPICE-
wV, aAAG Kal attTooTOANG Kal Afwng dedopévwy atrd HIY péow diaouvdeong SpaceFibre.
AvTioToixa TTaAI ue TouG KWOAIKES KAVAAIOU, avaTITUXONKE KWwAIKOTTOINTAG O€ AOYIOUIKO, Ba-
olouévog oTn dnuoaoioTroinuévn uAotroinon avoixtou kwdika (OpenFec project), n otroia
uloBeteital atrd mn couita ION kal ye BAonN TOV OTTOI0 UTTOAOYIOTNKAV Ol AVAUEVOUEVES O-
TTOKPIOEIG TWV KWOIKOTTOINTWY OTO UAIKG. To TTepIBAAAOV auTd agloTToINBnKe Kal yia TIg
METPAOEIG 1I0XUOG TTOU TTPAYUATOTTOINONKAY, JE XPrion TTAAI TOU KATAAANAOU UTTOOUOTAMO-
T0G ToU FPGA Kal TNG KAPTAG Kal 01 OTToieg, padi ue tnv agloAdynar| Toug oTnv mapouoda,
atroTeAoUV pIa aKOPO CUVEICQOPA TNG TTAPOUCaG Epyaciag, Kabwg gival N TTPWTN @opd
TToU €€eTACETAI TO {TNMA TNG KATAVAAWONG EVEPYEIAG VIO TIG UAOTTOINOEIG KWAIKOTTOINONG
ETTITTEOOU TTAKETOU.

O1 KWAIKOTTOINTEG TTAKETWY TTOU TTAPOUCIAOVTaAl, EKTOC OTTO TO VA ATTEAEUBEPWVOUV UTTO-
AOYIOTIKOUG TTOPOUG aTTO TNV KEVTPIKA JOVADA ETTECEPYATIAG EVOG OUCTIUATOG ETTECEPYO-
oiag dedopévwy ev TITACEI, gival o€ BEon va UTTOOTNPIEOUV UWNAOUG puBPOUG KWAIKOTTOI-
NonNG, IKAVOUG va YIA TIG ATTAITACEIG TWV VEWV TTPOTUTTWY OTITIKWYV ETTIKOIVWVIWY, KE TTOAU
QATTOTEAECPATIKOTEPO TPOTTO ATTO €vav ETTECEPYAOTN YEVIKAG Xpriong. Na Tnv TeKunpiwaon
NG TTPOTACNSG QUTAG, Ol TTPOTEIVOUEVOI KWOIKOTTOINTEG UAIKOU CUYKpPivOovTal PE UAOTTOIN-
O€IG AOYIOMIKOU O€ ETTECEPYAOTEG YEVIKAG XPrONG TTOU £XOUV TTPOTABEI | XpNoIYoTTOINBEi
o€ agPOdIACTNMIKEG EQAPUOYEG. TO AOYIOMIKO TOU KWOAIKOTTOINTH TTOU ava@EépinKe avw-
TEPW YIA TOV UTTOAOYIONO TWV AVAPEVONEVWY ATTOKPICEWYV EKTEAEOTNKE OIAOOXIKA OTOUG
emegepyaoTtég LEONS, LEONS kai NOEL-V (RISC5). Ta tn dokiuf XpnoiyoTtroinénkav
MovTEAQ Twv eTTeEEpyacTwyV auTtwyv o FPGA (soft processors), ouvdedepéva aTov idio €-
AeykTn) pvAung (MIG7-series) otnv TAakéta KCU105 kal n ouykpion £yive oTn Baon Twv
ATTAITOUPEVWY KUKAWVY pOAOYIOU YIa TOV UTTOAOYIOHO HIOG KWOIKOAEENG, avTi yia aTTOAUTO
PUBUOG KWAIKOTTOINONG, TTPOKEIMEVOU Ol CUYKPIOEIG va gival dikaieg. O1 yeTpnoeig £01Eav
MIa BeATiwon TnNG TaxuTnTag KATd £vav TTapdyovta PeyaAutepo ammd 80 Qopég, PeE Xpn-
on Twv TTPOTEIVOUEVWY KwdIKOTToINTWY. Mia akéua cUyKpion TTPAayuaToTToiNOnKe e TO



evowpatwuévo ouotnua etre¢epyaciag ARM Cortex A9 1ng ocipdg ZynQ-7000 Kal ouyke-
Kpipéva Tou MPSoC 1ng kaptag ZC706, kabBwg n texvoloyia ZynQ-7000 €xel rpdopata
TTPOTAOEI yIa Xprion 0 agPOdIACTNMHIKEG EQAPUOYES. € QUTA TN BOKIUR, XPNOIYOTTOINONKE
0 €AEYKTNG PvAUNG Tou uttoouoTApaTog ARM yia Tn dlacuvoeon TwWV KWAIKOTTOINTWY HE TN
MVAMN TNG KApTaG. H emTdyuvon 1Tou emdeixBnke ATav atmo 4,7 €wg 9 QopES HeyaAuTEPN
aATTOd00N TWV KWOIKOTTOINTWYV UAIKOU.

2TnVv TeAeuTaia evotTnTa oAokAnpwveTal n diatpIBn Kal TTeplypd@ovTal ol JEAANOVTIKOI EpEU-
VNTIKOI OpIiCOVTEG TTOU avoiyel N TTapoloa epyaacia.
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Architectures and implementation in FPGA technology of hardware accelerators for forward error
correction encoding in on-board processing data-chains for aerospace applications

1. INTRODUCTION

1.1 Introduction to Forward Error Correction schemes

Forward Error Correction (FEC) codes are used extensively in almost every communica-
tion and data processing system, in order to increase the reliability of transmission and
storage of data. This is especially important in space communications scenarios, due to
the challenging environmental conditions and the extremely stringent power requirements
of deep-space links, or conversely, the high data rates and low latency necessary in near-
earth satellite communication scenarios. Channel coding is the process that implements
the FEC capability, by transforming the information that is going to be transmitted over a
channel, in a suitable form that can lead to this reliability increase. Generally, in chan-
nel coding, redundant information is added to the transmitted or stored information, so
that its recovery at the receiver is possible, in the presence of errors which are caused
by noise, interference, disruptions of the transmission path between the transmitter and
the receiver, failure of the storage medium, or any other phenomena that could poten-
tially result in loss of information. Apparently, an efficient channel coding scheme is one
that combines the maximum information recovery with the minimum redundancy in the
transmitted/stored information. In his seminal work in [54], Shannon defined the capacity
of a channel as the upper bound of the rate at which it can convey information, and it
determined by the channel’s physical characteristics and the mathematical model which
describes it. Reliable communication can only be established if the rate at which the in-
formation is transmitted over the channel is lower than its capacity. In other words, he
proved that channel codes exist, which can result in transmission rates that are arbitrarily
close to the channel’'s capacity. What, however, he did not provide in his work, is the
definition of the specific codes themselves. The holly grail of information theory has been,
since then, the discovery of channel codes that can perform as close to the capacity limit
of the channel as possible. At the same time, an efficient channel coding scheme im-
plementation in a realistic scenario has to balance contradicting requirements and offer a
variety of trade-offs in terms of error correcting efficiency, encoding/decoding complexity,
throughput, hardware resources utilization and power consumption.

The traditional approach which has been widely adopted since the dawn of digital commu-
nications implements channel coding at the bit-level. Well known codes in this area include
Reed-Solomon (RS) [108] and Turbo [23] codes. Another highly advantageous class of
channel codes are the Low-Density Parity-Check (LDPC) codes, which are linear block
codes, characterized by large block lengths and sparse parity-check matrices. Introduced
by R.G. Gallager in 1960 [64], LDPC codes had in following years generally succumbed to
oblivion, due to the current era’s technology limitations, which could not allow their imple-
mentation at a reasonable cost. However, advances in VLSI technology, together with the
application of efficient code design techniques that facilitate encoder/decoder implemen-
tation have annihilated those barriers. Among the entire range of modern error correcting
codes (ECC), they are currently the most promising approach towards the capacity limit
described by Shannon [54]. This has established them as the optimal choice for FEC in
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modern applications.

The error correcting capability of conventional bit-level channel coding, however, is limited
in high speed and deep fading scenarios, such as those encountered in modern earth-to-
satellite and satellite-to-satellite laser links. Moreover, these environments are charac-
terized by high latency and the fading effect of the communication channel is so deep
that bit-level channel codes cannot provide the required reliability, since even a single
scintillation effect can span a high volume of the transmitted information sequence. Error
correction in this case takes place at a higher level of the communications protocol stack
than bit-level channel coding (which is typically a function of the data link layer in OSI
protocol stack). Contrary to the bit-level channel codes, where most of the encoding and
decoding takes place in specialised hardware, in this case traditionally, software-based
approaches had been followed, since the volume of the data to be processed is enormous.
This, in turn, introduces additional challenges in terms of resources, latency and power.

The vast volume of data transmitted in a a aerospace data-link is downstream data (from
the platform to the terrestrial ground station). In this scenario, an encoder is a hardware
or software element of the on-board data processing chain that generates the suitable
FEC sequence to be transmitted, and a decoder is the corresponding element on the re-
ceiver’s side (ground station). At the same time, the on-board resources are generally
scarce, contrary to the ground station’s, where resource and power abundance can be
presumed. Since the focus of this thesis is on aerospace applications, the first challenge
is the efficient implementation of encoders for FEC schemes. That is does not mean in
any case that the design of efficient decoders is trivial: deep space and near-earth com-
munication is always bidirectional and the upstream data normally refers to mission-critical
control and navigation information, that also needs a high level of protection. Moreover,
space-to-space communication (for example between satellites or between a rover and a
satellite) requires that the spaceborne platform is able to carry out both functions (encod-
ing & decoding).

1.2 Problem description and motivation

LDPC codes are linear block codes, characterized by large block lengths and sparse
parity-check matrices. The initial Gallager codes [64] were random and although they ex-
hibited excellent error-correcting capabilities, hardware implementation was challenging.
In order to reduce implementation complexity and encoding/decoding speed, additional
structure has been designed into the parity check matrices of all practical LDPC codes in
modern applications, so that they consist of an array of juxtaposed cyclic sub matrices,
named the circulants, which can be efficiently implemented. These structured codes are
collectively referred to as Quasi-Cyclic (QC) LDPC codes.

A special class of QC-LDPC codes, the protograph-based QC codes have recently re-
ceived considerable research interest in many modern standards [57]. The protograph
codes proposed in [60] exhibit outstanding performance over the partial response (PR)
channel, used to model magnetic recording (MR) media systems. The work in [40] shows
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the application of LDPC codes to physical layer network coding (PNC) and describes
the research on LDPC codes for PNC as an emerging research trend. A class of pro-
tograph based LDPC codes for use on PNC are also proposed in [40]. Finally, a novel
family of root-protograph QC-LDPC codes have recently been proposed in [59] for mod-
ern point-to-point and multirelay wireless communication applications, modelled according
to the block (or slow) fading channel. Most importantly, the Consultative Committee for
Space Data Systems (CCSDS) has standardized in [32] a number of protograph-based
QC-LDPC code families for space communication protocols, as alternatives to concate-
nated convolutional and Reed-Solomon codes, over which they offer substantially higher
error-correcting performance. In this paper, the focus is on these specific codes.

A multitude of encoder architectures for QC-LDPC codes has been proposed in the lit-
erature. Most of these architectures, however, focus on a specific standard or class of
standards, leveraging the specific properties of the particular code. The result is that al-
though they exhibit outstanding performance characteristics for the specific code family,
they are either altogether non-applicable to CCSDS codes and codes that are similard to
CCSDS, or their adoption to them comes with a significant performance penalty. Most of
these encoder architectures require a specific structure in the parity check matrix of the
code, which is not present in CCSDS codes. Some examples of such cases can be found
in [127, 97, 133, 99].

A new approach therefore is required, that can lead to efficient encoding of QC-LDPC
codes, without, however, duplication of the existing knowledge in the field: a thorough
investigation and analytical comparison of the existing encoding methods, a grouping of
the so far proposed encoder architectures into these methods and a comparison of the
results of their application to protograph-based QC-LDPC codes are fundamental research
requirements and solid justifications of the contributions of this work.

Packet-level (PL) erasure coding is a new approach for mitigation of burst errors in high
speed optical communications. CCSDS has introduced an experimental specification for
PL coding in [33]. Since their introduction in [33], however, the proposed codes have
not matured into a CCSDS recommended ("blue”) standard yet, nor are there any imple-
mentation attempts demonstrated in the literature. The current work is the first approach
to examine packet-level encoding algorithms and propose, implement and test hardware
encoder architectures for these algorithms. With the current research, | support that they
can be placed among the options for modern high speed communications.

1.3 Contributions & publications

The contributions provided by the work presented in this thesis can be grouped into two
main research areas: bit-level encoding for QC-LDPC codes and packet-level coding for
the erasure channel and system unit testing using SpaceFibre equipment as an auxiliary
area. The individual components of each contribution area are enumerated and described
in the current Section.
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1.3.1

1.

Bit-level QC-LDPC encoding

All the LDPC encoding methods which have been proposed so far are summarised
in Chapter 3 and their applicability to the protograph-based CCSDS QC-LDPC codes
of the CCSDS standard [32] and the codes for MR media is analytically examined.

The entirety of the published works in the research field of LDPC encoding imple-
mentations is thoroughly reviewed, grouped according to the encoding method that
each reference implements and their performance for the codes of the previous item
is questioned.

. A novel architecture for the multiplication of a dense QC matrix with a bit vector,

which is a fundamental operation of QC-LDPC encoding, is proposed. The architec-
ture leverages the inherent parallelism of the QC structure by concurrently process-
ing multiple bits, according to an optimized scheduling.

Based on this architecture, efficient encoders for CCSDS codes are proposed, ac-
cording to all the applicable LDPC encoding methods, which are analytically de-
scribed and compared in terms of resource utilization efficiency for the CCSDS and
MR QC-LDPC codes.

In the special case of the specific code defined in the CCSDS standard for Near-
Earth communications, a preprocessing algorithm is also introduced, which effi-
ciently handles the challenges arising from the generator’s matrix circulant size (511
bits).

State-of-the-art encoding throughput performance is demonstrated on a the com-
mercial counterpart of Xilinx space-grade Kintex UltraScale FPGA technology, achiev-
ing a significant speed-up compared with previous approaches, while at the same
time keeping resource utilization low.

Extensive testing in a realistic SpaceFibre-enabled environment has been executed.

It is the first work to introduce accurate and detailed power measurements and com-
parisons for all the encoder implementations presented.

The hereto described analysis and results have also been applied to the special case
of the protograph-based codes which have been proposed for MR media. These
cores bear significant resemblance to the corresponding codes of the CCSDS stan-
dard [32]. This is the first time that practical hardware QC-LDPC encoder implemen-
tations are proposed for MR applications.

The above topics have been published in [121], as an early stage preliminary work on
encoders for CCSDS and in [123] as a mature work. Further progress, however, has been
made since their publication, which is described in the corresponding Chapter 3. This
additional work is related to the design, implementation and testing of architectures with
AXIl4-Stream interfaces and testing with SpaceFibre equipment. Some of these results
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have been recently demonstrated in [105]. The work regarding MR applications has been
published in [124].

1.3.2 Packet-level coding over erasure channels

1.

The work presented in Chapter 4 is the first hardware implementation of PL codes
in the literature and in the market. Implementations of packet-level encoding and
decoding so far exist only in software, running on a general-purpose CPU.

. A novel encoding algorithm (Check Node Oriented, or CNO) is introduced in Section

4.4, which is shown to offer diversified trade-offs, when it is compared to the con-
ventional encoding algorithm (Variable-Node Oriented, or VNO) that is proposed in
[33] and the related references.

. The two encoding algorithms are analytically described and compared and the dif-

ferent trade-offs are described and explained.

Power measurements of the complete FPGA design are introduced, enabling thus
the discussion about the inclusion of packet-level codes in power-constrained on-
board applications.

Hardware implementations are proposed for the two algorithms and their trade-offs
are described, including power consumption.

Hardware implementations are compared with software implementations on CPUs
which have been used in aerospace applications, showing an indisputable acceler-
ation advantage, in favour of the proposed hardware implementations.

The above topics have been published in [122].

1.3.3 Unit-level testing and SpaceFibre integration

1.

2.

3.

Gaisler and STAR-Dundee SpaceFibre IP cores have been ported to the available
FPGA cards of DSCAL and reference designs that ca be used for testing have been
built.

Custom software has been developed around the STAR-System API, for test au-
tomation.

Software for test automation around the ZynQ-7000 series SoC has been built, on
the Xilinx Vitis Unified Software Platform.

These contributions have supported the publications in [126] and [37].
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1.4 Equipment & Technologies

The theoretical results and analytical estimations described throughout this thesis are
in all cases backed by active development and implementations on FPGA and MPSoC
hardware, which also include validation and verification procedures: the proposed archi-
tectures are implemented as IP cores on the targeted platforms and their responses are
compared against a bit-accurate software model, written in C or GNU/Octave. These de-
velopmental and testing processes accounted for a significant part of the total research
effort and required the solid understanding and proficient use of the corresponding tools:

« Xilinx Vivado and (various versions) for implementation. Heavy use of AXI infras-
tructure IP and most of the rest of AXI-related IP cores (for example AXI performance
monitor, AXI JTAG master and AXI DMA cores) was also mandated for the testing
frameworks adopted.

« Xilinx Vitis Unified Software Platform (various versions) for SoC and MPSoC sys-
tem programming was used, mostly for testing purposes and for the perfomance
comparisons of PL erasure codes’ implementations.

* Mentor Graphics Modelsim simulator was the tool of choice for behavioural simula-
tion, with code coverage analysis enabled in an effort to comply with ESA IP core
specifications [12].

» Synopsis Synplify Premier was used for synthesis, when the maximum targeted
clock rate was being sought after

» Vunit framework [19] was extensively used for most testbences and especially those
involving AXlI4-enabled cores.

* GNU/Octave language, which is the open-source equivalent of Mathworks Matlab
was used for the golden model development.

The DSCAL equipment available to support the research includes all the above listed
software and a variety of development boards, including the XUPv5, Zedboard, ZC706
and ZCU102 boards. These boards are described in more detail in Section 2.3.

1.5 Thesis outline

Chapter 2 introduces some necessary pieces of information about the thematic region
of the thesis. First, an overview of space communication channels and protocols is pro-
vided, with an emphasis on the CCSDS standards and the channel models which have a
direct or indirect relationship with the subjects of this thesis: TM bit-level channel coding,
mostly over the AWGN channel and packet-level coding over the erasure channel. Then
on-board data processing requirements are briefly analysed. The application of FPGAs
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and SoCs/MPSoCs in aerospace environments is described and the development and
evaluation boards which are available in DSCAL and include some of the FPGAs and/or
SoC/MPSoCs which have been proposed or used for space applications. This Section is
followed by a brief introduction into the CPUs that are used in space, with a brief analysis
of the emerging trends. Finally, SpaceWire and SpaceFibre protocols are described and
the auxiliary contributions of the current work in the field of SpaceFibre unit-level testing
is detailed.

The subsequent Chapter 3 describes all aspects of QC-LDPC encoding with which this
thesis deals. First, the theoretical background of QC-LDPC codes is provided, to the level
of detail that is necessary for the subsequent analysis. Then, the specific codes of the
CCSDS standards are described in a way that is meaningful from an encoder implemen-
tation perspective. This analysis is quite different from the corresponding definitions which
are provided in the CCSDS standards and most importantly, sets a concise terminology
and notation that is followed across the Chapter. A detailed description follows, of all the
methods which have been proposed so far for LDPC encoding and all the encoding archi-
tectures in the known and accessible literature, grouped according to the encoding method
that they implement. For each encoding method and architecture, an applicability analysis
is provided, regarding their effectiveness for the protograph-based codes of the CCSDS
standard and their limitations are highlighted. The basic architecture for the multiplication
of a bit-vector with a dense QC matrix is afterwards described, which forms the basis for
the hardware encoding architectures proposed in the subsequent Section 3.5, for each
one of the possible encoding methods. Analytical calculation of the required resources
is provided in each case and comparisons are made against the proposed architectures
presented in Section 3.3 which are applicable to the QC-LDPC codes of the CCSDS stan-
dard. These architectures are slightly modified in the next Section (3.6), so that practical
implementations featuring industry-standard AXI4-Stream interfaces can be designed, ina
way that balances the execution steps along a high-performance pipeline. The implemen-
tation results targeting space-equivalent FPGA fabric are provided and compared against
the (limited) implementations of the codes of the CCSD standard in the literature and in
the market. The testing framework is then provided in Section 3.7. In 3.8, which is the
last Section of Chapter 3, the protograph-based QC-LDPC codes proposed for MR media
systems are briefly described. These codes bear significant resemblance to the corre-
sponding CCSDS codes and the adaptation of the architectures introduced in Section 3.5
is possible. Their implementation results and testing methodology are also described.

Chapter 4 deals with packet-level erasure coding. After a short introductory Section (4.1)
which mostly focuses on the problems that PL coding is trying to solve, the codes of the
CCSDS standard in [33] are presented and a concise notation is established. Then, in
Section 4.4, two encoding algorithms are described, one of which (Check Node Oriented-
CNO) is a new contribution of this thesis. The different trade-offs of the two encoding
algorithms are identified and compared, as well, in that Section. Hardware architectures
for the two encoding algorithms are introduced in Section 4.5, for which the different imple-
mentation scenarios favoring the one over the other are explained. Section 4.6 describes
the implementation results and performance and power characteristics of the implemen-
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tation on the KCU105 development board. Comparisons to software implementations of
the PL encoder process of the CCSDS standard on CPUs used in aerospace applications
are provided in Section 4.7.

Finally, Chapter 5 concludes the thesis and describes the future research directions that
have been inspired by the work described herein.
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2. BACKGROUND

2.1 Space communication channels & protocols

A space link is a communications link between a spacecraft and its associated ground
system or between two spacecrafts. A space communications protocol is a communica-
tions protocol designed to be used over a space link, or in a network that contains one
or multiple space links [30]. Space data data links are inherently different from their ter-
restrial counterparts, since the transmission channel is dominated by longer transmission
delays, weather phenomena low transmission power, high attenuation and high noise.

A channel model is a mathematical representation of the effect of a communication chan-
nel through which wireless signals are propagated, on these signals; it is modeled as the
impulse response of the channel in the frequency or time domain [62]. The selection of
the correct channel model for each space communication link is important for the correct
design and performance characterization of the FEC code that is used. The work in [102]
provides a starting point to the study of channel models used for near-earth, deep-space
and optical communications. In the simplest case, the Additive White Gaussian Noise
(AWGN) channel is used, especially for low-rate deep space communications. However,
as data rates increase, transmission volumes (i.e. block lengths) become higher and
atmospheric phenomena need to be modeled in near-earth scenarios, its limitations be-
comes prominent. Fading effects have to be taken into account and more complex fading
channel models need to be considered, like the Nakagami, Rayleigh and Rician channels.
Moreover, multipath transmission and solar or cosmic ray interference cause inter-symbol
interference (I1SI) between the transmission symbols, so that the channel can no longer be
considered as memoryless. The Binary Erasure Channel (BEC) is another useful channel
model that has also been adopted in the development of space communication proto-
cols. Since all these channel models have been amply studied and documented and the
relevant information is covered by almost every relevant academic textbook, it is not the
purpose of this thesis to elaborate on the details of their mathematical description and
properties. Intermittent connectivity is also common in space communications: whether
as a result of atmospheric perturbations due to optical (refractive index) turbulence, mete-
orological phenomena (e.g. cloud coverage), or loss of line of sight, as a result of orbital
movement. In these cases, the Sdelay tolerant networking (DTN) architecture [36] is used
to describe and solve the problem of communication. References [28] and [42] provide
further insight and the most recent advances in the application of the DTN architecture for
space applications.

The Consultative Committee for Space Data Systems (CCSDS) is a multi-national forum
for the development of communications & data systems standards for spaceflight. An
overview of the space communication protocols standardized by the Committee is pro-
vided in [30]. The complete analysis or enumeration of the protocols implemented by the
committee is neither feasible, nor meaningful. Instead, attention is limited to the protocols
involved in the work described in this thesis, which are displayed in Fig. 2.1 with their
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Figure 2.1: Overview of space communication protocols.

correspondence to the OSI protocol reference model (where possible).

Protocols for multispectral and hyperspectral image compression dominate the the top lay-
ers, mostly because parts of this work supported the research activities of DSCAL in their
respective areas. More specifically, the initial 123.0-B1 standard provided a prediction-
based adaptive algorithm that achieves a unique combination of low complexity and high
efficiency: a prediction algorithm estimates the image sample value based on the values of
nearby samples in a small 3-D neighborhood and an encoder algorithm losslessly encodes
the mapped prediction residuals using a sample adaptive encoder or the block-adaptive
encoder specified in the CCSDS 121.0-B-3 standard for lossless data compression, as
an alternative option. A high throughput parallel implementation of the standard has been
introduced in [126], which targets a low cost COTS SoC FPGA device. In February 2019,
the standard was updated to version 2 (CCSDS 123.0-B-2) and support was added for
near-lossless compression capability, according to which, absolute and/or relative error
limits to lossy compression are defined. A high-performance architecture and implementa-
tion of the standard has recently been introduced by DSCAL in [37] and it has been tested
and validated on space-grade technology. Of the other two protocols listed at the higher
layers of Fig. 2.1, CFDP provides file transfer capabilities and the corresponding software
user interface, while the bundle protocol implements the DTN network architecture in the
context of space communications.

Between the Data Link and the Network Layers of the ISO stack, the Licklider Transmission
Protocol (LTP) can provide reliable and unreliable communications over a single data link
hop. It is optimised to support CFDP and to interoperate with the bundle protocol. The
space and encapsulation packet protocols are part of the CCSDS encapsulation service,
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which is attached to the data link layer and serves as a convergence sublayer between
this layer and the higher layer protocols, some of which span multiple OSI layers.

The data-link layer is split into two sub-layers: the data-link protocol and the synchro-
nization and channel coding sub-layers. The distinction refers to the different protocol
functions, rather than the special needs of space communications. In these layers, four
protocol stacks are defined for telemetry, telecommand Proximity-1 and free-space opti-
cal links. Proximity-1 links are short range bi-directional links between space equipment,
for example between fixed probes or rovers and orbiting relays. Recently, free-space op-
tical laser-based communications have been gaining momentum for space applications,
since they offer the potential of an order of magnitude increase in the offered data-rate,
compared to their RF counterparts, while requiring less space, power and mass for their
electronics. Their advent has called for different protocols. This area of optical space
communications is currently evolving rapidly and new functionalities are being constantly
added to the corresponding protocols. Currently, three different kinds of space optical
communications are considered [56]:

» High Photon Efficiency (HPE) links are photon-starved links, typically expected in
deep-space mission scenarios, or in small satellites (cubesats), that cannot support
the mass and power of a high-performance laser system.

» High Data Rate (HDR), mainly considered in near-earth scenarios, where throughput
performance is the most important criterion.

+ On-Off Keying (O3K), where high data rates are required, but the focus is on but
implementation simplicity and low cost. This is the currently the most active area of
the CCSDS Optical Communications Working Group.

Obviously, many function are common between the four space data-link protocol stacks
and the corresponding protocols share common descriptions of them. The focus of this
thesis is on the synchronisation and channel coding sub-layer, where FEC codes are im-
plemented. Other than error correction, common functions of this sub-layer are:

* Receiver’s and codeword synchronisation, which is implemented typically by ap-
pending a synchronisation sequence in the transmitted data stream, so that the
codewords are delineated,

* Ensuring enough transition density of the generated output stream, so that the re-
ceiver’s clock can synchronise. This is typically implemented by pseudo-randomising
the generated bit stream. In the case of optical communications, this is not required.

The bundle, encapsulation packet and LTP protocols are important interfaces for the era-
sure correcting codes of the 2.2 CCSDS 131.5-O-1 experimental specification, with which
an important part of the current thesis is involved. In particular, the standard [33] pro-
poses the protocol layer structure of 2.2 for DTN enable space missions. Erasure coding
is proposed as a shim layer right before the encapsulation layer (or service).
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Figure 2.2: CCSDS Protocol Stack with Erasure Coding Functions. Source: [33]

Together with the synchronisation and channel coding sub-layer, this work implements
FEC encoding of the TM synchronisation and channel coding standard [32] and the Era-
sure Coding functionality described in the experimental CCSDS 131.5-0O-1 standard [33].

2.2 On-board data processing

The stringent requirements of aerospace applications in terms of reliability and power call
for a different approach, when considering on-board data processing equipment. Com-
mercial devices, targeting hugely larger market shares and lower time to market, cannot
obviously meet these requirements. Processors in space are required to withstand harsh
environmental conditions, mainly due to radiation effects. In addition, the risk margin of
the disruption of the mission needs to be significantly lower. To meet these ends, the
space industry has established the notion of Technology Readiness Level, and the rele-
vant guidelines for ECSS are provided in [8].

The degradation of the reliability of electronic systems manifests itself in two forms of er-
rors in their operation. The most severe form refers to hard errors. These can happen as
a consequence of the gradual or sudden degradation of the system caused by the accu-
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mulation or a surge of total ionizing dose (TID) or atomic displacement (Total Non lonizing
Dose-TNID or Displacement Damage-DD) [55]. Another kind of effects are transient phe-
nomena which lead to so-called "soft errors” in the component’s operation. When the error
in the system is caused by the passage of a single particle, the event can be categorised
as Single Event Effect (SEE). SEEs can lead to soft errors, for example Single Event
Upsets [66], or hard, as is the case with Single Event Upsets (SEU) or Burnouts (SEB).

Depending on the type of the effect, various mitigation techniques are applied at various
levels: from the physical layer, which refers to the semiconductor fabrication process up
to the system level design. Devices employing these techniques are referred to as radi-
ation tolerant, or radiation hardened devices. Radiation hardening aims to minimise the
probability of radiation effect’s occurrence in the first place, mostly by measures on the
physical layer and their cost of radiation hardened can be significantly higher than that
of their commercial counterparts. Radiation tolerance, on the other hand, assumes that
radiation effects are bound to occur and aims at reducing the impact of radiation effects
on the system’s operation. ECC in the memories and buses is the fundamental radiation
tolerance technique. A summary of mitigation techniques at various levels of design can
be found in [79] and the references therein.

The topic of mitigation techniques is widely covered in the literature. Consequently, we
limit our brief description to the following techniques, which are more relevant to this work:
Triple Modular Redundancy (TMR) and memory scrubbing. In a basic TMR sheme, three
redundant circuits perform the same task on the same data. A maijority vote process at
the system’s output can mask a failure in one of the circuits. Obviously, the cost of this
approach is that it requires triple resources. Memory scrubbing, as the name implies, is
a method to increase the integrity of data stored in a memory system. It requires that
a method of ECC has been applied to the data written in the memory. Its contents are
periodically retrieved, any errors are detected and corrected with the ECC and the result
is written back to the memory. The frequency of the memory scans needs to be balanced,
so that single errors are not accumulated and the ECC fails.

In the near future space computing technology is expected to converge more rapidly with
the equivalent terrestrial practices [63], so that, depending on the mission goals, the re-
quired balance between performance, resiliency and cost is met: as smaller payloads with
a limited lifespan are becoming more popular, the requirements for space-qualified parts
can be relaxed. The most extreme example of this scenario is the case with cubesats
and nanosattelites in the "new space” emerging trend [92], the lifespan of which can be
as small as a few days [100]. In this aspect, for non-mission critical functions and time-
specific payloads, even the use of COTS equipment can be acceptable.

In a typical aerospace on-board processing application scenario, an airborne or space-
borne platform is the main producer of information: a sensor or an instrument gener-
ates the information to be processed by the terrestrial base station, notwithstanding the
emerging trend of executing more complex tasks on-board. We refer to these data as the
telemetry. It is of course also true that the direction of the transmission is always bidi-
rectional, with the upstream transmission related mainly to configuration data and control
of the space platform and the on-board instruments. This is known as the telecommand

49 D. Theodoropoulos



Architectures and implementation in FPGA technology of hardware accelerators for forward error
correction encoding in on-board processing data-chains for aerospace applications

Figure 2.3: PLATO paylolad architecture overview. Source: [107]

transmission.

Typical on-board data handling systems are built around a central processor (OBC-On
Board Data Computer), which is mostly responsible for telecommand functions and the
coordination of the rest of the platform subsystems: telecommunication, telemetry, mass
memory subsystems, sensors, instruments, and payload processors. All these subsys-
tems communicate through highly reliable communication links, typically MIL-STD-1553,
or spacewire and spacefibre, which are described separately in Section 2.5. The Space
Avionics Open Interface Architecture (SAVOIR) initiative is a move towards the standard-
ization of space avionics and, among other products, it proposes a reference functional
architecture reference model.

The PLATO (PLAnetary Transits and Oscillations of stars) payload [107] is a much more
complex system which comprises 27 CPU cores, over 30 FPGAs and high speed space-
fibre interconnections. A central Instrument Control Unit (ICU), based on a CPU and a
radiation hardened FPGA controls the entire instrument and handles data compression.
However, multiple peripheral data processing units, built around CPUs and FPGA accel-
erators are responsible for the vast volume of on-board data processing. An overview of
the system is depicted in Fig. 2.3.

On-board data processing, therefore, includes multiple CPUs, which, in turn, rely on FPGA-
based accelerators to deliver their time-constrained high-volume mission, and data flows
between the various payload components through high-speed serial links, like PCle and

D. Theodoropoulos 50



Architectures and implementation in FPGA technology of hardware accelerators for forward error
correction encoding in on-board processing data-chains for aerospace applications

spacefibre. In the context of this work, we focus on hardware accelerators for the FEC
functions of the data processing chain, which are more efficiently implemented as IP cores
on the programmable logic part (FPGA). The data flow between the various processing
cores within the FPGA is managed by on on-chip protocols, like the Advanced eXtensible
(AXI) protocol, which is an open-standard on-chop interconnect specification developed
by ARM, as part of its Advanced Microcontroller Bus Architecture (AMBA) specification.
Figure 2.4 provides a simplified view of the system architecture adopted throughout this
thesis and further detailed later in this Section: data to be encoded are sent to the FPGA
through a spacefibre serial interface. A spacefibre bridge converts the incoming stream
to an AXI4-Stream bus for on-chip communication and sends them to the encoding core,
which is denoted in the image as the accelerator. Processed (encoded) data follow the
reverse data flow and sent to the spacefibre network. The operation of the accelerator is
normally controlled and monitored through control and status registers, which are acces-
sible through:

* The spacefibre interface, using the Remote Memory Access Protocol (RMAP)[3].
This option allows for the remote configuration and monitoring of the encoder by
a processing platform on a different spacecraft processor, like the central CPU or
the instrument control unit. More details about the RMAP protocol are provided in
Section 2.5.

* The AXI4-Lite memory mapped interface by a properly connected controlling CPU.
This possibility is most important in the case when the programmable logic is a part of
a System-on-Chip (SoC) design, where the FPGA device fabric includes one or more
(soft or hard) CPU cores and the interconnect fabric. As further detailed in Section
2.3, SoC platforms have been extensively used in this thesis for development and
testing.

* The AXI4-Lite interface by the JTAG interface provided by the FPGA fabric. This
possibility is especially useful during development and debugging, since it allows
immediate and easy access to the control and status registers of the accelerator
from the developer’s PC.

For some processing workloads which involve big volumes of data, it is necessary to
provide access to external RAM resources. The accelerator in these cases communicates
with the external memory through an AXI (in this thesis AXI3 or AXI4) bus, through a
memory controller.

2.3 FPGAs in space

Initially, FPGAs implemented only auxiliary tasks and glue logic in a spacecraft system,
while the telemetry and flight control tasks were handled by specialized CPUs, which is
the topic of Setion 2.4. However, soon after their introduction FPGAs gained increased
popularity for aerospace applications, due to the increased processing power and size,
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Figure 2.4: Simplified on-board processing reference system.

weight, power, and cost (SWAP-C), when compared to CPUs and GPUs [85], and nowa-
days, they are widely used for embedded computing in space. They are the only solution
to the increasing need of on-board processing resources: contrary to what happened in
the past, in modern missions we witness an increasing tendency to decentralise space
data processing from the ground stations, by executing more and more tasks on the edge
(on-board systems). This tendency embraces even complex algorithms,like artificial in-
telligence (Al) [62], deep neural networks [67] [129], satellite edge computing [87] and
advanced hyperspectral image compression [126].

However, despite their obvious advantages, FPGA devices that can support spaceflight
need to be able to withstand the challenging space environment, as already described in
Section 2.2 and there is only a limited number of Radiation Hardened By Design (RHBD)
FPGAs in the market. The mostimportant device families for spaceflight are manufactured
by Microsemi and Xilinx. A common feature of these families is that the configuration
memory is based on SRAM technology instead of flash, since the latter is susceptible to
radiation effects [91], with an obvious impact on the cost. The products of both vendors
share a rich mission heritage, an extensive overview of which is provided in [86].

In addition to the standard hardening techniques, Microsemi PolarFire radiation tolerant
FPGAs chips use Silicon-Oxide-Nitride-Silicon (SONOS) Non-Volatile (NV) technology
[114], which provides immunity against SEU effects, in addition to low power. The physical
layer manufacturing details of the SONOS technology, as well as its rad-hard attrbutes are
widely covered in [114]. TMR in the user logic, when required, is assured through suitable
provisions from the bundled software (Libero sinplify). On the other hand, the Xilinx SRAM
radiation hardened FPGA range includes the legacy Virtex-4QV FPGA (90nm) device fam-
ily, the Virtex-5QV FPGA (65nm) XQR5VFX130 device and the RT Kintex UltraScale (20
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nm) XQRKUOG0 device, which is currently the state-of-the-art in terms of performance.

With their vendors being based in the USA, however, all these products from Microsemi
and Xilinx are subject to USA export controls, like the International Traffic in Arms Reg-
ulations (ITAR), which adds insecurity to the European missions’ planning. Recently, the
NanoXplore family of RHBD devices has been introduced as a European solution [86],
although it has not yet practical presence in any real space mission.

Interestingly, an emerging trend for extending the application area of commercial Xilinx
ZynQ and ZynQ Ultrascale+ SoCs into aerospace applications has recently risen. A num-
ber of research activities has been focusing on the study of the susceptibility of the ZynQ-
7000 series SoCs. The SEU behaviour of the ZynQ-7020 SoC'’s integrated ARM Process-
ing System is the subject of the work in [76]. In [117], the authors present their results on
heavy proton SEU testing of the same device, while [24] evaluates the SEE behaviour of
the NINANO board used in EYE-SAT nanosatellite. The work in [130] is the most complete
analysis of the SEE behaviour of ZynQ-7000 series programmable logic and configuration
memory under heavy ion irradiation. One of its major contributions is that it provides the
tools for the design of efficient mitigation techniques, including effective ECC and configu-
ration memory scrubbing. At the same time, a multitude of research activities incorporate
these SoCs for aerospace applications. In [126], for example, we have introduced a high
performance parallel implementation of an accelerator for the CCSDS 123.0-B-1 hyper-
spectral compression algorithm. This work leverages the resources of both the processing
system and the programmable logic to deliver state-of-the-art throughput performance.
The authors in [111] propose a hybrid convolutional neural network accelerator for se-
mantic segmentation of image, which is widely used in space applications. Their work is
evaluated on Xilinx ZynQ and ZynQ Ultrascale+ MPSoCs, while performing error injection
and radiation-beam testing, in order to characterise the response of the proposed archi-
tectural framework in the presence of radiation phenomena. In all these cases, mostly soft
techniques are used as mitigation measures. TMR effectiveness under heavy ion radiation
is evaluated in [115] for a ZynQ 7000 SoC supporting a CCSDS 121.090-B-2 compression
IP core, demonstrating a 40% increased Mean Time To Failure (MTTF). A rather complete
study of the effectiveness of soft methods is presented in [82]. The key takeaway is that
for non mission critical systems, soft SEE mitigation techniques can provide the resilience
required for space applications.

In DSCAL, the following FPGA and MPSoC boards are available and used in the scope
of the current thesis:

« The KCU105 evaluation board, built around the Kintex UltraScale XCKU040 de-
vice, which is the commercial equivalent of the radiation tolerant Kintex Ultrascale
XQRKUO060. Regarding the rest of the board’s equipment, of notable interest to the
purposes of this thesis are the two SFP+ cages, which were used for spacefibre
integration and the 2 GB of DDR4 RAM component memory at 2400MT/s (over a
64-bit datapath width).

* The ZC706 board, featuring a Zyng-7000 XC7Z045 SoC at speed grade 2, with two
ARM Cortex-A9 MPCore hard processors. The specific SoC is a mid-range device
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Figure 2.5: From left to right: The KCU105, the ZC706 and the Zedboard development
boards. Source: Xilinx website.

of the Zyng-7000 class of heterogeneous SoC devices, which integrates a dual-core
ARM (Cortex-A9) processor with Kintex-7 FPGA fabric. One SFP+ cage is included.
The board also includes 1 GB of DDR3 RAM connected to the processing system
(PS) build around the two ARM processors (component memory), as well as 1 GB
of DDR3 RAM for the programmable logic (SODIMM memory). Access to the two
memories is independent (both memories can be accessed at the same time).

* The Zedboard, with the Zyng-7000 SoC XC7Z020. The board has no SFP+ connec-
tions, but it includes 512MB DDR3 memory connected exclusively to the processing
system. Access to the memory space from the programmable logic can be provided
from the ZynQ’s PS AXI3 high performance (HP) ports.

* The ZCU102 board, which includes an Ultrascale+ XCZU9EG MPSoC, with a quad-
core Arm Cortex-A53, 4 GB of DDR4 SODIMM RAM for the processing system, 512
GB of DDR4 component memory for the programmable logic and 4 SFP+ cages,
among other things.

2.4 Space-grade CPUs

Similarly to what is described in Section 2.2, the requirements of CPUs are radically dif-
ferent between terrestrial and aerospace applications. Commercial CPUs, target hugely
larger market shares, can meet lower time to market requirements and include advanced
features and vastly higher performance. Not being able to withstand the harsh environ-
mental conditions typically met in spaceflight, however, they fail to meet the reliability
requirements of space missions. Space-qualified CPUs have therefore been developed
to mitigate these issues. These CPUs are based on commercial Instruction Set Architec-
tures (ISAs), so that the cost of the ecosystem around them is reduced. The ecosystems
includes hardware design processes and tools, as well as software tools for applications
development. Historically, MIL-STD-1750 architecture [1] dominated space missions, due
to its already widespread adoption by military airborne computers. Quickly, however, fol-
lowing the evolution of commercial architectures, the market was dominated by SPARC
and PowerPC. A pictorial overview of the historical evolution of space CPUs is provided
in Fig.2.6.
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Figure 2.6: History of CPU architectures used in space missions. Source: [53]

The European Space Agency (ESA) has generally opted for the SPARC architecture,
mainly because of the widespread availability of software and its open architecture, which
allowed the Agency’s independence from specific vendors. To this aim, ESA funded the
development of the LEON processor in late 1997. One of the principal objectives of the
project was the integration of fault tolerant-by-design techniques. The processor should
be able to detect and tolerate one error in any register without software intervention, and
to suppress effects from Single Event Transient (SET) errors in combinational logic [16].
LEON evolved in the following years and currently, LEON3 [44] is the most widely adopted
platform for ESA missions. LEONS is distributed as synthesizable VHDL model of a 32-bit
processor compliant with the IEEE-1754 (SPARC V8) architecture by Aeroflex Gaisler.
The distribution is under the GNU GPL license allowing use for any purpose without li-
censing fee. The most significant upgrades over the previous LEONZ2 is the support of
Symmetric Multi Processing (SMP) and pipelined operation at 5 stages. In space mis-
sions, a fault-tolerant version of the processor (LEON3FT) is the one that is widely used.
Fault tolerance is assured by the implementation of ECC coding of all on-hip RAM blocks,
which is able to detect and correct up to four errors per 32-bit RAM words or per cache
memory tag, and all these without performance impact (completely transparent to user
applications). The main means for achieving fault-tolerance is by using ECC coding of
all on-chip RAM blocks. A famous LEON3-based SoC is the GR712RC from Aeroflex
Gaisler.

LEONS is the latest version of the LEON processor family[45] and it primarily targets
high-end FPGA’s. Although it has not yet been implemented in space missions, it pro-
vides backward compatibility for most of the software implementations that have targeted
LEONS3 and LEON4 processors, claiming up to 85% higher performance. Nevertheless,
the Reduced Instruction Set Computer version V (RISC-V) Instruction Set Architecture
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Figure 2.7: A typical GRLIB LEON/NOEL SoC design

(ISA) is expected to dominate upcoming on-board processing applications [53]. In Euro-
pean missions for example, the De-RISC project [48] has recently shown the first mile-
stones for a multi-core RISC-V processor for aerospace designs. The project is based on
the NOEL-V 64-bit RISC-V processor core [46] from Aeroflex Gaisler and state-of-the-art
hypervisor technology to accomplish high performance workloads, on a complete process-
ing platform for space. The three processor models (LEON3/5, NOEL-V) are distributed
as parts of the open-source GRLIB IP library, which is an integrated set of reusable IP
cores, designed for system-on-chip (SoC) development and they are available also in fault-
tolerant versions for FPGA and ASIC implementations. Typically, they are interconnected
through Advanced Microcontroller Bus Architecture (AMBA) Advanced High-performance
Bus (AHB) and Advanced Peripheral Bus (APB) interfaces.

A typical SoC reference design used across this thesis and built around a single LEON/NOEL
processor core with the peripherals included in the distribution, is depicted in Fig. 2.7. As
its name implies, the AHB JTAG component shown in the image provides a JTAG debug
link to the SoC, allowing among other things the uploading and debugging of user soft-
ware to the processor’s memory, through the GRMON software tool, which is part of the
processor’s software ecosystem. Other useful software tools included in the ecosystem
are the cross-compiler for the CPU architecture and a simulator (TSIM). The debugging
capabilities are completed with the Debug Support Unit (DSU) depicted in the image. This
module communicates with the CPU through a dedicated debug interface (in addition to
AHB) and has complete control over its pipeline, its registers and the contents of the in-
struction trace buffer. The processor can be set into debug mode by the DSU, which halts
the pipeline. As part of the current work, the LEON/NOEL ecosystem has been set up
on the KCU105 and Zedboard development boards, to allow for interaction with custom
FPGA peripherals, as well as for software comparison
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2.5 Spacewire and spacefibre

Other on-board processing systems examples are instruments, mass-memories, proces-
sors, and downlink telemetry physical transmission equipment. The interconnection of
these systems is a challenging task: fault-tolerance, error recovery capabilities, low power,
simplicity, performance and architectural flexibility place stringent requirements on the de-
sign of an on-board network. The interconnections of the equipment in a network with
these requirements is feasible only with serial links [20].

Initially, space agencies and manufacturers followed their proprietary approaches to ad-
dress this issue. The diversity of communication links that arose resulted in high cost,
limited development and test time and interoperability issues. Traditionally, NASA mis-
sions systems were built around the Serial RapidlO (SRIO), which is a non-proprietary,
high-bandwidth, packet-switched system level interconnect, with PCle also gaining signif-
icant attention from the Agency, mainly by virtue of its widespread commercial adoption
as a high speed serial link in commercial applications.

In 1992, the demand for interconnection of distributed signal-processing systems led ESA
to assign the development of a new standard to the University of Dundee [104]. This
process resulted in the first version of ECSS-E-ST-50-12C (SpaceWire) standard [11].
The standard defined a high speed data-handling on-board network and technology. It
provided bidirectional, full-duplex data-links at speeds of 2 to 200 Mbit/s, which connect
together SpaceWire enabled equipment. Data-handling networks can be built to suit par-
ticular applications using point-to-point SpaceWire data-links and routing switches.

The next generation of SpaceWire is the SpaceFibre technology, standardised as ECSS-
E-ST-50-11C [10]. Except for higher data rates (6,25 Gbps signalling rate), SpaceFibre
comes with other significant enhancements:

* Fibre-optic cabling, with electrical support for backwards compatibility with SpaceWire.

» Multi-laning, which can combine the throughput of multiple physical links (lanes) to
support well over 20 Gbit/s.

» Advanced Quality of Service (QoS) mechanisms, like prioritization of Virtual Chan-
nels, bandwidth reservation and support of deterministic delivery constraints.

DSCAL is a partner of the Hi-SIDE project (https://www.hi-side.space/) consortium
and as such, it has been granted a access to SpaceFibre test equipment, featuring a
STAR-Ultra PCle interface and link analyzer card, along with the necessary software
tools (GUI and API for the development of custom applications and performance mea-
surements) and an accompanying encrypted IP core netlist for the FPGA’s side of the
SpaceFibre link. The Hi-Side IP core exposes up to 7 AXI4-Stream 128-bit interfaces to
the user logic (one for each virtual channel) and a RMAP port for configuration and control.
From the software’s side on the host PC, the communication of the software application
with the logic implemented on an FPGA is transparent: files are sent to and received from
the user logic on the FPGA through straightforward API calls.
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Figure 2.8: Hi-SIDE IP core’s behaviour with regard to TLAST signalling.

The provided equipment (host API and the Hi-SIDE core) also supports the multi-laning
feature of SpaceFibre, which means that it can aggregate the traffic from multiple Space-
Fibre lanes. More specifically, the STAR Ultra PCle interface card provides two 4-lane
SpaceFibre links to a suitable corresponding interface of up to 20 Gbit/s per link. The
maximum data rate can be achieved when all four 6,25 Gbit/s lanes are used. Because of
the 8b/10b encoding on the SpaceFibre link, only 80% of the lane bandwidth is available to
the user logic. Of the equipment available at DSCAL, only the Zynqg UltraScale+ MPSoC
ZCU102 development board with 4 SFP+ connector cases can support the maximum data
rate of 20 Gbit/s. The ZCU105 card, however, which has been extensively used in this
work can only provide up to 10 Gbit/s of user bandwidth.

As part of the Hi-Side project’s deliverables, a sample design for the KCU105 has also
been provided to DSCAL. The reference design includes a basic demo for a loopback
test through the card’s FMC connectors, without connectivity to the host PC. The refer-
ence design had to be modified, so that a suitable SERDES is mapped to the transceivers
allocated to the SFP+ connectors of the board. The transceivers also needed to be pa-
rameterized and a suitable clock source to be configured on the board and connected to
the transceivers’ CPLLs. This process was different for the various development boards
used in DSCAL: the KCU105 and ZCU102 boards use GTH transceivers, while ZC706
uses GTX transceivers.

Another challenge that had to be addressed with the delivered equipment was related to
the behaviour of the AXI stream interface of the provided core: the TLAST signal at the
end of a SpaceFibre packet’s transmission is asserted on invalid TDATA, which, however,
are framed by an asserted TVALID and de-asserted TKEEP signals, as depicted in Fig.
2.8. Existing AXI4-stream bridges proved to be unable to handle this behaviour properly
and custom logic was needed for that. The observed behaviour is mainly caused by the
structure of the a space packet: data characters are followed by an End Of Packet (EOP)
character. At the receiving side, this is translated into TLAST by the SpaceFibre core. If
the valid payload data are not aligned with the 128-bit wide AXI4-Stream interface, one
or more de-asserted TKEEP signals need to be inserted. The SpaceFibre IP core obvi-
ously issues another beat of de-asserted TKEEP signals, in order to ensure consistent
behaviour.

Figure 2.9 is a block diagram of the resulting environment used for testing throughout
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this thesis, as well as to the contributing projects. The design depicted refers to the con-
figuration used on the KCU105 board, but except for the number of lanes and type of
transceivers, it is the same for all the other boards.

On the PC side, the STAR-System software provided as part of the Hi-SIDE equipment
provides the drivers of the SpaceFibre STAR-Ultra PCle board, as well as the software
tools for transmitting and receiving packets to and from the SpaceFibre IP code. The
software bundle provides two options: a set of GUI applications and a complete API for the
development of custom software tools. In both cases, statistics and performance data can
be derived. Figure 2.10 gives an example of the GUI applications. In order to streamline
the automatic execution of scripts including SpaceFibre transactions, the following custom
applications were developed, based on the STAR-System API (optional parameters are
in brackets):

* spfilink —I < lanes > —r < rate > [—p < port > —x < TX scrambling >: resets all
lanes and establishes a new link with the required parameters. Default is port 1 and
TX scrambling ON.

* rmapRead < address >: reads a 4-byte register at a user-specified address.

* rmapWrite < address >< wvalue >: writes a 32-bit value at a register at a user-
specified address.

* filesend -c < channel > —i < file >: sends a binary file to the specified channel of
the master stream interface of the core.

+ filereceive -c < channel > —o < file >: receives data from the specified channel
until an End Of Packet (EOP) character is received and writes the stream into a file.

+ filesendreceive -c < channel > —i < file > —o < file >: execute the previous
actions in the same call.
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Figure 2.10: GUI applications examples

The GRLIB library from Gaisler [43] also includes a SpaceFibre core, which was also
connected to the GTX and GTH transceivers of the DSCAL boards. Because of its lack of
multi-lane support, however, that core could not provide connectivity with the Hi-Side host
PC, like in Fig. 2.9, which is exclusively multi-lane: even when a single line is connected
between a multi-line enabled SpaceFibre end and a single-line one, the multi-lane layer
of the PC lane needs to be initialised in order for the link to be successfully established.
The Gaisler IP core does not have AXI4-Stream interfaces, but a modified FIFO interface
for each of the virtual channels (up to 32) it supports. In this interface, the EOP and FILL
control characters are being transferred as data, but they are marked with a special 4-
bit side-band signal, each bit of which is asserted when a control byte is present in the
corresponding byte of the 4-byte data bus. Wrapper logic needed to be created, so that
control characters are removed from the stream and the AXI4-Stream signals (TKEEP and
TLAST) behave according to the protocol specification. The lack of a single-lane enabled
host PC at DSCAL limits the application of this core only to communication between two
cards, which, at the time of writing is work in progress.

Overall, the SpaceFibre interface was extensively used in this thesis, for at-speed testing
of the IP cores, from the host PC.
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3. QC LDPC ENCODER IMPLEMENTATIONS

3.1 QC LDPC Linear Block Codes

In this section, a brief introduction into the elements of coding theory that are relevant
to this work is attempted, which defines the notation for the rest of the Section. The
analysis provided herein is by no means complete, since the break-down of the theoretical
properties of the CCSDS codes is not a goal of this thesis and it is adequately covered by
the relevant textbooks on information theory.

Let’s assume a source producing a sequence of information bits, or formally, symbols over
5. In order to establish reliable communication over a noisy channel, this information
sequence needs to be transformed into another one with a higher rate, with redundant
information as a countermeasure to noise. There are generally two methods for this, which
correspond to the two broad categories of error correcting codes: convolutional and block
codes. In the case of convolutional codes, the transformation of the input sequence into
the output (encoded) takes place in a stream-oriented fashion: the output of the encoder
at any given time is a function of the current and all the previous values of the input. In the
case of block codes, on the other hand, a grouping of % information bits is considered as
an individual message and encoded separately. Let s = [so, S1, ...sk_l] be the information
sequence to be encoded. It follows that there are 2* possible messages, each of which
is mapped into a n-bit sequence ¢, which is an element of the k-dimensional subspace of

{]Fg}n:

s —c:sc{Fy}" ce{Fy)" (3.1)

The binary sequence cis a linear function of s and it is a codeword of the code. Obviously,
there are 2* codewords of what is referred to as a (n, k) linear block code. The rate of the
code is the ratio k/n of total bits, which means that the encoded sequence is larger than
the initial by n — k additional bits. In most practical codes, exactly n — k parity bits form a
separate sequence which is appended to the information sequence. In other words, the
codeword has the form ¢ = [s,p}, where p is the sequence of the parity bits. These linear
block codes are referred to as systematic codes and they exhibit obvious implementation
advantages over the non-systematic ones during encoding. All the codes in this thesis
are systematic codes.

A linear block code is uniquely defined by its generator matrix, denoted as G in this thesis.
The generator matrix defines the linear relationship between s and c¢. Simply set, if we
represent s and c as row vectors, this is described by (3.4):

s = [30 ST ... Sk—ﬂ (3.2)
c= [co cl ... Cn—1] (3.3)
c=s'G (3.4)

G is a k x (n — k) matrix and for linear codes, each codeword is a linear combination of
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the rows of GG. In the special case of systematic codes, the firs k columns are the k x k
identity matrix. Conversely, a linear block code is defined by the null space of GG, which is
called the parity-check matrix of the code:

GH" = 0,4 (3.5)

In (3.5), 0, is the n x k zero matrix. It can also be shown that a binary sequence of n-bits
is a codeword of the code defined by H if and only if equation 3.6 holds. This is called the
parity-check equation and it is important for decoding, as well as for encoding, since the
decoding process attempts to calculate the vector s that satisfies (3.6) and which has the
smallest distance from the received codeword ¢: s = argmin{d,(c, ¢)}.

cH" = 01x(n-1) (3.6)

The rows of H can be understood as the linear equations that every codeword has to
satisfy (in order for it to be a valid codeword). Although there are always n columns and
n — k rows in H, it is not always true that all these parity-check equations are linearly
independent: in these cases, there a number of rows is a linear combination of a subset
of (n — k) rows and H is not a full-rank matrix. The reasons for this complication are
related to the error correcting characteristics of the codes and they reside in the field of
information theory. Some of the codes in this thesis fall into this category.

As already mentioned briefly in Section 1.1, LDPC codes are linear block block codes with
large code lengths and sparse density matrices. The initial Gallager codes were random,
which means that their parity-check matrix had no structure at all. Although this random-
ness resulted in excellent error-correcting capabilities, their hardware implementation was
challenging. It can be shown, however, that capacity approaching codes can be structured
codes and various techniques have been proposed for the construction of very good per-
forming structured codes. A famous structure in the design of LDPC codes is the Quasi-
Cyclic (QC) structure, according to which the parity check matrix consists of an array of jux-
taposed cyclic sub matrices, named the circulants, which can be efficiently implemented.
QC-LDPC codes have been adopted by many modern communication standards, such
as |IEEE 802.11, 802.16 and DVB-S2, and the list of their endorsement is continuously
growing. QC LDPC codes have also been adopted by the Consultative Committee for
Space Data Systems (CCSDS) as recommended standard for on-board channel coding
in Near-Earth and Deep-Space communications.

A further simplification of the QC structure with significant implementation advantages is
possible through the protograph code design approach. Protograph codes are based on
the Tanner graph representation of the parity-check matrix of LDPC codes. A Tanner (or
bipartite) graph [119] contains two types of connected nodes: each row of H is represented
as a check node in the graph and each column as a variable node. There is a connection
between one check node c¢; and a variable node w; if and only if h,; = 1. For a Tanner
graph, ¢ = (V,C, &), V,C and & are the sets of variable nodes, check nodes and edges
respectively.

A protograph is defined by a small Tanner graph, comprising a low number of check and
variable nodes. Contrary to a full Tanner graph, in which there is always a single con-
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nection between a check and a variable node, a protograph can contain parallel edges,
which correspond to multiple connections between these nodes. The significance of a
multiple node is going to become apparent from the expansion process described later
in the current Section. An example of a protograph is Figure 3.2. The cardinality and
the members of the sets ¢/, C and & are defined with the help of analytical methods, like
extrinsic information (EXIT) chart analysis [26] and asymptotic weight distribution (AWD)
[27], so that decoding performance criteria are met. These techniques depend, among
other things, on the channel model adopted. Starting from the protograph, the full final
graph of the codes we are interested in is obtained in usually two expansion steps as fol-
lows: first, the protograph is repeated x times and the edges on the expanded (or derived)
graph are permuted among the copies of the protograph, so that any parallel edges in
the graph are removed. The edge permutations are calculated according to a computer
search algorithm, like Progressive Edge Growth (PEG) [78] or Approximate Cycle Extrin-
sic Message Degree (ACE) [125], which aims to maximize the girth and the distance of
the code. These parameters are strongly related to the performance characteristics of the
code and more specifically, the error floor and the decoding threshold. After this first step,
a second expansion step follows and the final graph is derived. This time, the nodes are
repeated m times but no edge permutations between the expanded nodes are performed:
if node u; is connected to ¢;, that means that there is a connection between v, and c;;;
(addition is modulo-m). It is important, however to note that node degree (i.e. the number
of incident nodes) is preserved during each expansion step, and form what is called as
the neighborhood of a node: if a variable node u; € V' is connected to a ¢; € C with one
edge, any variable node in the expanded graph that has been created as a copy of v,
is connected with exactly one replica of ¢;. It follows that parallel edges in ¢ result in as
many connections between the copies of the connected nodes as the number of these
parallel edges.

Following the parity-check matrix equivalent representation for protograph-based codes,
let H' be the parity-check matrix after the first expansion step. During the second ex-
pansion step, each element H'(i, j) representing a single edge at the initial protograph
is assigned the value 119 while elements of the matrix corresponding to multiple parallel
edges are assigned the value 1Y), where z € [0,m — 1], I is the m x m identity matrix
I, rotated by z positions to the right. Absence of any edge between two nodes v, and
¢ in the graph ¢’ = (V/,C’, &) which is derived after the first expansion step is indicated
with a m x m zero matrix in H'(i, ).

As a consequence of the expansion process, the resulting code is typically a quasi-cyclic
(QC) code, the H matrix of which is an array of juxtaposed permutation or zero matrices.
An example of the CCSDS rate 1/2 code is given in Figure 3.1. For CCSDS AR4JA codes,
x = 4, as explained later in the current Section.
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Figure 3.1: Example H matrix of the CCSDS rate 1/2 AR4JA code

3.2 CCSDS codes

Many CCSDS standards recommend QC-LDPC codes at the channel coding and syn-
chronization sub-layer. In particular, CCSDS the current work, the focus is on the codes
defined in [32]. Two code class classes are recommended by the standard: one opti-
mized for deep-space Accumulate-Repeat by 4-Jagged Accumulate (AR4JA) and the one
for near-earth communications (C2). One member of the AR4JA family (the rate 1/2,
length 2048 bits code) has been endorsed by other CCSDS standards as well, includ-
ing the Proximity-1 space link protocol and the upcoming update of [35] for Optical On-Off
Keying. The special properties and challenges of these codes are described in the current
sub-section.

The standard provides the option for randomization of the output codeword to ensure
sufficient transition density on the transmitted vector. The encoder’s output is the Channel
Access Data Unit (CADU), consisting of the optionally randomized codeword, prepended
by a 64-bit (for AR4JA) or 32-bit (C2) synchronization sequence (Attached Sync Marker-
ASM).

3.2.1 ARA4JA codes for deep-space communications

For deep-space communications, nine protograph-based AR4JA codes are defined in the
recommended standard, which are the result of the combination of three block length
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Table 3.1: M parameter of AR4JA codes
Rate | k=1024 | k=4096 | k=16384
1/2 512 2048 8192
2/3 256 1024 4096
4/5 128 512 2048

2R-1
1-R 7

extra nodes

U4 %)

Figure 3.2: AR4JA protograph. R is the rate of the code

sizes (1024, 4096 and 16384 bits) over three code rates: 1/2, 2/3 and 4/5. The parity
check matrices of these codes consist of circulant sparse M x M submatrices, where M
is a parameter dependent on block length and code rate and is given in Table 3.1. All
these codes are constructed by uplifting the protograph depicted in Fig.3.2, in which node
vs corresponds to punctured bits in the codeword: the parity bits that are derived during the
protograph expansion process from this node are not transmitted, and their sole purpose
is to increase the rate of the code.

In the first step of the protograph expansion process, parameter = = 4 for all AR4JA codes.
For the second expansion step, parameter m = M /4. The last M = 4m parity bits, which
correspond to the last column of Fig. 3.1 are not transmitted.

From the QC parity-check matrix, the generator matrix can be calculated in systematic QC
form, using Gaussian elimination. The generator matrix for each member of the family has
the form G = [Tk W,_i], Where Iy is the MK x MK identity matrix and W,_, is a
dense matrix of size M K x 2M, and K is a parameter dependent on the code rate. Sub-
matrix W itself has the structure of (3.7), where r = 4K, c =8and each W;;isa M /4x M /4
dense circulant. Note that punctured bits have been omitted from the matrix G.
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3.2.2 C2 code for near-earth communications

For near-earth communications, a basic (8176, 7156) LDPC code is defined, constructed
on the 3-dimensional finite geometry EG(3,23) over the field GF(23). The QC parity check
matrix of the code is displayed in Fig. 3.3 and it consists of a 2x 14 array of 511 x 511 sparse
circulants. Conversely, the non-systematic part of the generator matrix in systematic cir-
culantformis a 14 x 2 array of 511 x 511 dense circulants. The encoding process prepends
18 zero bits to the 7136 bits of incoming frame to be encoded. These bits participate in
the encoding process but they are not transmitted as a part of the systematic output of the
encoder. Two tailing bits are also added to the final codeword, to ensure that the output
codeword length is also divisible by 8 and 16. With the addition of these tailing bits, the
dimensions of the recommended code are finally (8160, 7136). The complete encoding
process for the C2 code is diagrammatically shown in 3.4. It is obvious that the fact that
the circulants’ dimensions are not powers of two introduces implementation challenges
for a hardware encoded and decoder expansion, as does the shortening and addition of
extra bits in the final codeword. Note also that the C2 code is not a protograph code: its
cyclic submatrices are not permutation or zero matrices.

3.2.3 Performance characteristics of the various CCSDS codes

The LDPC codes proposed by the CCSDS offer substantially advantageous performance
over the convolutional and Reed-Solomon (RS) codes which they replaced. A simplified
error-correction performance diagram derived from software simulations by the JPL over
the Gaussian channel and BPSK modulation is shown in Fig. 3.5. Limited information
is provided concerning the parameters of the simulation [31], however, it is obvious that
Turbo and LDPC codes outperform the simple RS and convolutional codes, at least in
terms of error-correcting performance. These simple codes, however, have a place in
modern spaceflight applications, when implementation complexity is the most important
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Figure 3.4: The encoding process for the C2 code.
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criterion [18]. It has also to be emphasised that the performance of Turbo and LDPC codes
is, to a great extent, determined by the decoding processes. This is further explained in
the following paragraphs.

There are some fundamental performance limits that pertain to every FEC code. First
of all, the capacity of a channel defines the ultimate boundary of the achievable region
where channel coding can operate. The minimum achievable BER as a function of E;,/ N,
for various rates is displayed in Fig. 3.6 for the binary input AWGN channel (BI-AWGN).
The calculation of these curves starts from Shannon’s noiseless source coding theorem:
the maximum rate is equal to the mutual information between a channel input and the
channel output [25] R < M. By inserting E,/Ny = 1/20>R and estimating numerically
(Monte-Carlo) the BI-AWGN capacity, the performance limits can be derived. The area on
the right of each rate defines the achievable region for each code rate.

Another limitation comes from the constraints on the block length of a code. The rate-
dependent Shannon performance limits assume infinite block lengths and the minimum
achievable BER for each rate is asymptotically approached as code length approaches in-
finity. Fig.3.7 displays this approximation. The horizontal lines represent the absolute ca-
pacity limits (for the BI-AWGN channel) and the "bound” lines the sphere-packing bounds
imposed by the limited block length.

Regarding RS codes, the CCSDS recommends a (255,223) RS code for higher error-
correcting performance and a (255,239) for lower overhead. RS decoding processes only
hard symbols: the input to the RS encoder are symbols of the RS code, which are, in the
end, exact bits (either 1, 0) or erasures, according to a slight variation of the basic RS
decoder and their performance curves can therefore be analytically calculated, without
dependency on the decoder. RS are also maximum distance separable codes (MDS):
their minimum distance is equal to the Singleton bound [70], meaning that it is the most
optimal. However, RS codes have never been deployed alone in space missions. They
are typically combined with interleaving, which further improves their error-correcting per-
formance by spreading error bursts along multiple RS codewords and concatenated with
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Figure 3.5: Performance comparison of the CCSDS recommended codes. Source: [31].

D. Theodoropoulos 68



Architectures and implementation in FPGA technology of hardware accelerators for forward error
correction encoding in on-board processing data-chains for aerospace applications

Minimum BER

le-1

le-2

le-3

le-4

le-5

-0.5
Ey/No (dB)

Figure 3.6: The minimum achievable BER for various rates, as a function of E;,/N,.

Source: [25]

= 1E-4

Minimum E./N, (dB) for WER

Information Block Size k (bits)

5 ial ! T e | ! e |
Bound r=1/2 Capacity r=1/2 r

44 —a— Bound r=1/3 — Capacity r=1/3 E
Bound r=1/4 Capacity r=1/4 r

3 —=— Bound r=1/6 — Capacity r=1/6 L

Capacity r=0

24

1

0

-1

10 100 1000 10000 100000

Figure 3.7: Sphere Packings Bound on performance for various rates over the BI-AWGN.

Source: [31]

69

D. Theodoropoulos



Architectures and implementation in FPGA technology of hardware accelerators for forward error
correction encoding in on-board processing data-chains for aerospace applications

an outer convolutional code: the input sequence is first encoded with the RS code, in-
terleaved and then encoded again with a convolutional code. In this case, as depicted
in Fig. 3.5, substantial coding gain is achieved and for many decades, concatenated RS
and convolutional codes were the standards channel coding solution.

Convolutional code decoding introduces trade-offs between complexity and performance.
There exist various algorithms for the decoding of convolutional codes, the most important
of them being the maximum likelihood sequence decoder (MLSD) and the bit-wise maxi-
mum a-posteriori decoder (MAP) of the Bahl-Cocke—Jelinek—Raviv (BCJR) algorithm [21].
As its name suggests, the former calculates the most probable path in the code’s Trellis
with the Viterbi algorithm, while the latter calculates the same path with an iterative algo-
rithm. Convolutional decoding is "soft”, meaning that the readings from the channel are
continuous values, and the selection of the quantisation step is an important parameter
affecting the coding performance.

With the advent of Turbo codes, the capacity limit was further approached, as clearly
seen in Fig. 3.5. Since Turbo encoding is practically a combination of two convolutional
encoders, both of which receive an interleaved version of the same input sequence, the
Turbo decoder is accordingly based on two convolutional decoders (typically BCJR), which
iteratively exchange messages about the belief each one has on the initial sequence. In
each iteration of the BCJR algorithm, each constituent decoder provides an enhanced
estimate of the initial sequence, based on the extrinsic knowledge it receives from the other
encoder, according to the turbo principle (iterative re-inforcement of belief propagation
[112]). There are therefore many trade-offs in the Turbo decoding process, each of which
has an effect on the achieved performance. These include the decoding algorithm itself
(soft-input soft-output maximum A-Posteriori Probability decoders are the most common),
the channel input values and decoders’ messages representation (typically log-likelihood
ratio, rather than absolute values), the quantisation step of the soft values from the channel
and the number of iterations and termination conditions of the algorithm (stopping rules).
The total implementation losses, however, can be kept to negligible levels (as low as 0.03
dB in [95]), with adequate resource allocation.

Finally, LDPC decoding is mainly performed with iterative algorithms, according to which
the nodes of the Tanner graph of the code exchange soft messages which convey the
belief that each node has about its value (zero or one) to their incident nodes on the graph.
Fig. 3.8 provides a simplified overview of the basic sum-product decoding algorithm (SPA).
It presents a small part of the bipartite graph of the code, which includes two variable
nodes (u;, u;7) that correspond to received symbols and two connected check nodes (c;,
c;7) that correspond to two parity equations. The variable nodes are initialised with the
log-likelihood probability from the received channel, according to (3.8), where ¢; is the
received code symbol. In each iteration of the algorithm, the variable node v; calculates a
soft value, by summing its own so far knowledge (or belief) with the corresponding values
u;_,; that it receives from its adjacent check nodes, as in (3.9) (u;_,; are initialised to zero
at the beginning of the algorithm). Then, variable node v; sends to the connected check
node ¢, the information is has calculated for its value, minus the check node’s own belief
of \;, as in (3.10). Next, each check node ¢; calculates the value «%“’;, which combines

j—i?
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Figure 3.8: Simplified overview of SPA decoding. Variable node update on the left and
check node update on the right. The arrows represent message exchanges in each iter-
ation.

the received ), values from all connected variable nodes, minus the value of the node i, to
which the message i, is transmitted. The algorithm ends if a hard decision (based only

on the sign of );) leads to a valid codeword (one that satisfies all parity check equations),
or an iteration limit has been reached.
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0~ tog( =) 38)
)\giter) _ )\’Eiter—l) + Zu]—” (39)
J
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Itis obvious from the above description that the selection of the maximum number of itera-
tions and the quantization step are critical design issues that affect the performance of the
decoder. An important hardware implementation consideration is also the update mes-
sage scheduling: QC codes support, for example, layered scheduling [50], which allows
for efficient parallel implementations. Most importantly, the hardware implementation of
equation (3.11) is challenging and several approximations have been proposed, each with
different trade-offs between performance and complexity.

To conclude the current subsection, simple codes like concatenated RS and convolutional
codes can offer substantial error-correcting performance and are the obvious selection
when implementation complexity is the main issue. On the other hand, LDPC and Turbo
codes can perform very close to the capacity limits, if the complexity price is worth being
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paid, which mainly refers to the decoder complexity. Since the complexity of Turbo de-
coders is constant for all rates, while that of LDPC is reduced linearly as the code rate
increases, Turbo codes are a preferable option for rates lower than 1/2. For higher rates,
LDPC codes can offer better performance with similar complexity. It has to be empha-
sized, however, that this is a coarse simplification and there is no simple solution for all
the design issues of a FEC function within a communications system. Such attempts in
[116], [75] have made critical assumptions and they have specified limiting conditions to
the comparisons.

3.3 LDPC encoding methods and their limitations

In general, LDPC encoding refers to the process of calculating the mapping s — ¢ of a k-bit
binary vector s € {IF,}* to the proper element ¢ of the k-dimensional subspace V' C {F,}",
according to the code definition, which is defined by the parity-check matrix H of the code,
so that the parity-check equation cH” = ( is satisfied.

The encoding methods for LDPC codes that have been proposed so far are the following:

3.3.1 Direct method

The direct method involves the application of Gaussian elimination to calculate the gen-
erator matrix G from the null space of the parity-check matrix H of the code, that is to
solve the equation GHT = 0. This process takes place offline and depending on the en-
coder’s implementation details, the generator matrix data or structure is stored into the
encoder. A codeword ¢ can thus be calculated from the input information block s through
the vector-matrix multiplication ¢ = sG.

The generator matrix of all practical codes can be transformed in systematic form, through
linear operations of its rows and columns. For a (n,k) linear block code in this case
G = [Iy W,_x], where I, is the k x k identity matrix and for QC codes, W,,_; is an
array of dense cyclic sub-matrices, with the structure of (3.7). The resulting codeword ¢
is consequently ¢ = [s p], where p is the vector of the n — £ parity bits. In this case, the
encoders implementing this method need only to store the r x ¢ x m bits of the first rows (or
columns) of these circulants. However, despite the fact that the initial parity-check matrix
H is sparse, the resulting I, , matrix and consequently its constituent circulants are dense
matrices. The generator matrix of the (2048,1024) AR4JA CCDSS code is displayed in
Fig. 3.9 as an example: there are 8 x 8 dense circulants of 128 bits in this code.

Encoders proposed in [121],[140],[94],[142],[17],[135],[136] are based on the direct en-
coding method. My preliminary work in [121] has introduced an efficient architecture for
the parallel execution of the vector-matrix multiplication involved in the direct encoding
method, by leveraging the inherent parallelism of the generator matrix of CCSDS codes,
achieving.
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Figure 3.9: The generator matrix of the (2048,1024) AR4JA CCSDS

Although the work in [140] focuses on CCSDS codes, the proposed architecture handles
encoding inefficiently, requiring large XOR operations over a significant number of bits
(k/2 or 2048 in the provided example) and at the same time register resources are wasted.
Algorithmically equivalent approaches are found in [135] and the parallel SRAA of [142].
The required logic resources for hardware implementation are inevitably a large portion of
a Virtex7-xc7vx485t FPGA, which render their approach impractical.

The authors in [142] propose various types of encoding circuits, based on shift registers,
which achieve encoding complexity that is linearly proportional to the number of parity
bits of the code (n — k according to the notation in this work), or the n total bits of the
code in the case of the parallel approach. The SRAA serial encoding scheme described
is practically the naive approach provided in the CCSDS standard [32], based on a shift
register for the circulants and a register for the calculation of parity bits. The calculated
complexity does not include the memory and the necessary circuitry for the loading of
the generators g, ; (first rows of I, ; in (3.7)) of the circulants to the SRAA shift registers,
which incur significant resources cost in practical implementations, as it will be shown in a
subsequent section. According to the parallel SRAA approach, which achieves encoding
in ¢b cycles (following the writers’ notation), all k£ input bits participate in the calculation
of each parity bit in one clock cycle. This architecture could not be implemented with
reasonable resources in practical encoders for codes with block lengths in the range of
several thousands of bits and should be considered only as a theoretical approach for
academic research purposes only. Even in this case however, the AND-XOR binary cal-
culations on a large number of bits would necessitate large combinatorial paths and would
severely jeopardize throughput performance. The two-stage encoding scheme which is
also described in [142] is practically the H2-inverse method described later in the current
Section.

The work in [17] proposes an architecture based on Linear Feedback Shift Registers (LF-
SRs). The input information bits are multiplied with the first rows of the circulants ; ; and
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Figure 3.10: Structure or H matrix for the R-U method

instead of rotating the circulant registers, the rotation concerns the output register, which
contains the parity bits at the end of the encoding process. The work in [131] describes
an implementation of [17].

The approach described in [135] is algorithmically equivalent to the parallel SRAA ap-
proach of [142], without taking advantage of the QC structure of the targeted codes (IEEE
802.16e). Its performance however is also dominated by the large XOR binary operation
involved. In addition, the memory requirements for the storage of the generator matrix,
totalling (n — k)k bits, pose considerable constrains to the associated hardware. The
work in [136] is another adoption of the SRAA architecture of [142], employing the direct
method and optimized for sparse circulants. Finally, another implementation of the SRAA
architecture is described in [38].

3.3.2 R-U method

This method is based on the fact that the codeword can be calculated directly from the H
matrix by solving the system of equations defined by the parity-check equation Hc! = 0.
The Richardson-Urbanke (R-U) method [110] solves this equation with complexity almost
linear to the block length, provided that the parity-check matrix of the corresponding QC-
LDPC code has approximate upper-triangular structure, or it can be transformed to such
form, which is depicted in Fig.3.10. For a systematic code with a H matrix of size (n—k) x k,
the calculated codeword has the form ¢ = [s J3 p2}, where s is the input vector and p;,
py are parity bits vectors of length ¢ and m — ¢ respectively and and the parity bits are
calculated according to (3.12), (3.13), (3.14).

o=FET'B+D (3.12)
Pl = HET'A+CO)s" (3.13)
py =T '(As" + Bpl) (3.14)

The above equations involve many sparse matrices, but only a single dense, namely ¢ 1.
Sparse matrix operations can be implemented by simplified hardware and the determinant
factor affecting the performance of the encoder becomes the g x g dense matrix ¢ ~!. The
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parity-check matrix of many widely adopted LDPC codes has been specifically designed
so that the parameter ¢ is small, or in the case of DVB-S2 is zero and the matrix ¢!
has a special strucutre which results in efficient hardware implementation. For example,
the ¢ matrix of the LDPC codes adopted for IEEE 802.11ac/n, 802.16e and many other
applications is the g x ¢ identity matrix.

For many other codes, the transformation into approximate lower triangular form, without
affecting the QC structure of the matrix is not straightforward. For example, in the case of
the CCSDS codes defined in [32], this can be achieved by shifting the last 4 circulants (4m
bits) by 8 columns (8m bits) to the left. Since the last 4m bits of the code are punctured, this
permutation does not affect the encoder’s output. Fig.3.11 displays the H matrix before
and after the transformation for rate 1/2 AR4JA code with & = 1024. The parameter ¢ is
therefore 4m and o' is a 4m x 4m dense QC matrix of m x m circulants. Architectures
proposed in [84], [127], [73], [139], [133], [71] are examples of application of the R-U
method.

The work in [84] does not target QC codes, nor can it efficiently handle large dense ¢ ma-
trices. The parameter g is 2 in the provided implementation examples and the resulting
encoders occupy a large amount of the resources of Xilinx XC2V4000-6 FPGA, including
a number of Block RAMS. The encoder architecture in [127] targets IEEE 802.11n codes
where ¢ matrix is the identity matrix, but is not applicable to CCSDS codes. Targeting
Wimax LDPC codes, [133] also assumes that ¢ is the identity matrix. In [73] the authors
propose a code construction method, together with encoder-decoder architectures. The
proposed encoder implements the R-U method, but the code construction aims at mini-
mizing the parameter g. The dense matrix multiplication (3.13) involving ¢ in their case
is executed on all elements of ! in parallel, which obviously does not scale efficiently
for large g. The method proposed in [71] and [139] employs SRAA modules introduced in
[142] for the dense matrix operations of the RU algorithm. The scalability issues concern-
ing the adoption of SRAA architectures for the direct encoding method, also pertain to the
R-U method for CCSDS codes, because of the size of parameter g.

The R-U method is not applicable in the case of CCSDS C2 code: the structure of its
H matrix is obviously not lower-triangular and at the same time, the matrix dimensions
prohibit the matrix inversions in Eq. (3.12-3.14). In the case of AR4JA codes, however,
after the transformation of its A matrix according to Fig. 3.11, the o ~! matrix is a 4m x 4m
dense QC matrix, which complicates the calculations of (3.12).

3.3.3 Partitioned-H methods

This class of methods is based on the fact that for all systematic codes, the codeword ¢
consists of the systematic part, which is a copy of the input information block and the parity
bits: ¢ = [s p]. The parity-check matrix can therefore be partitioned into a (n — k) x k
submatrix H; and a (n — k) x (n— k) submatrix H,, where H = [H; H,], so that the parity
bits vector can be calculated by (3.15), (3.16), (3.16).

Hc' = Hys™ + Hyp™ =0 (3.15)
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Figure 3.11: H matrix before (left) and after (right) the transformation into lower triangular
form.
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Figure 3.12: ! submatrix for AR4JA codes. m = 128 bits for this example of the
(2048,104) member.
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Figure 3.13: H, ' submatrix for the Wimax (2016,1008) code.

ngT == HlsT (316)

p’ = Hy'Hys” (3.17)

Submatrix H, is sparse and the vector H,s” can be easily calculated. For many practical
codes, submatrix H;l exhibits regular structure, which facilitates the involved calculations.
A common structure in the parity-check matrix of many codes is the dual-diagonal: the
rightmost part or of H,, or even the entire submatrix (IEEE 802.11 n/ac, 3GPP2 DVB-
S2) is a dual-diagonal matrix. For example, the H, ' matrix of the IEEE 802.16e (Wimax)
LDPC codes exhibits a simple, regular structure displayed in Fig. 3.13. On the contrary, for
CCSDS codes, as well as for most of the codes that do not have a dual-diagonal structure
in the parity-check matrix, the H, ' matrix is a dense 4m x 8m QC matrix (after omission
of the columns corresponding to the punctured bits).

According to a variation of this method ([132], [80], [81], [77], [137], [134]), H, matriX is
decomposed into a permutation matrix IT and two triangular matrices L, U, using triangular
factorization (or LU decomposition). Equation (3.16) is therefore transformed into (3.19),
from which parity bits are calculated using back-forward substitution. Conversely, the LU
decomposition can be applied on H, ' matrix, so that parity bits are calculated according
to (3.20),(3.21).

Hy, =171 (LU) (3.18)
LIU(p")] = T(H,s") (3.19)
Hy'=1""YL'U) (3.20)
I'p" = L'[U'(H,s")] (3.21)

The architectures proposed in [69], [14], [141], [74], [106] and [138] all follow algorithmi-
cally equivalent approaches which assume a dual-diagonal H, matrix. Parity bits can be
calculated directly from the vector H,s” using backward substitution. In (3.17), H, ' is a
lower triangular matrix and H, (i, j) = 1,7 > j, and back substitution is applicable.

77 D. Theodoropoulos



Architectures and implementation in FPGA technology of hardware accelerators for forward error
correction encoding in on-board processing data-chains for aerospace applications

For another class of codes (for example in IEEE 802.16€), H, * has the approximate dual-
diagonal structure of (3.22), where IZ.(””]') are permutation matrices. Targeting these cases,
[97], [83] and [41] propose encoders with similar algorithmical descriptions, which perform
all the necessary permutations along with backward substitution for the calculation of the
corresponding parity bits, directly from H2 matrix.

I \rr...o00
Hy=] ' (3.22)

The variation of the method based on L-U decomposition of H, according to (3.18)-(3.21)
is used in [80], where the authors also propose an offline preprocessor for the triangulation
of Hy,. The QC structure of the matrix however is not kept in the decomposed matrices,
at least for the demonstrated codes. Reference [134] proposes the same encoder archi-
tecture with a different decomposition algorithm for CMMB codes, which are not QC. The
same encoder architecture is also proposed for CMMB in [132], without details on the de-
composition algorithm. The work in [81] targets random Gallager codes. The encoding
process is identical to [80], however algorithms are provided for the calculation of per-
mutation matrices, which minimize the density of L, U components. It is shown that the
compression achieved for the storage of sparse L, U matrices favors this method over R-
U, at least for Gallager codes. The adoption of this encoding method however for CCSDS
inflicts a major performance penalty because of the loss of QC structure in L, U matrices.
For example, using the triangulation process outlined in [80], the AR4JA rate 1/2 code with
k=1024 bits calls for the storage, proper indexing and processing of a total of around 64K
nonzero elements of L, U matrices, compared to the simple storage of the 2K elements
of the first rows of the circulants needed for the 4m x 4m ¢! matrix.

The work in [90] modifies the procedure in [80] and adopts LU decomposition of H; !,
so that parity bits are calculated according to (3.21). It is shown that for the selected
codes (Multi-level QC-LDPC codes), this method can result in more efficient storage of
the decomposed matrices L/, U’ and II’ in the encoder’s memory than H, ' or storing the
components of H, according to [41]. However, the efficiency of the proposed encoding
scheme is limited only to the two-step expanded multi-level codes described, which results
in a cyclic structure in the triangulated components. Fig.3.14 depicts an example of the
generated L’ and U’ matrices, compared to their CCSDS equivalents. The VMM archi-
tectures proposed for the vector-matrix multiplications are evidently not applicable for the
random matrices of CCSDS. Memory requirements for indexing the non-zero values are
also a prohibitive factor for AR4JA codes. Another fully parallel method is also proposed,
targeting high encoding throughput. According to this method, there is no need to store 1/,
U’ in memory and the vector-matrix multiplications of (3.21) are executed in parallel on all
bits. This method cannot scale for higher block lengths or other codes. Even for CCSDS
AR4JA £=1024, rate 1/2 code, it was discovered that the implementation of this method
woukd require more than 72K LUTs, fitting only high-end Virtex 5 FPGAs, with prohibitive
routing delays for any practical application.

D. Theodoropoulos 78



Architectures and implementation in FPGA technology of hardware accelerators for forward error
correction encoding in on-board processing data-chains for aerospace applications

Figure 3.14: L', U’ matrices of (2016,1008) example code in [90] (left) and AR4JA k=1024
rate 1/2 code (right).

3.3.4 Hybrid method

In [47] the authors propose a hybrid approach, according to which the parity-check matrix
is transformed in approximate lower-triangular form, as in R-U method. The parity bits are
calculated using a mix of the direct and the R-U method: The first subvector p, of the ¢
parity bits in R-U equation (3.13) is calculated from the the generator matrix GG, according
to the direct method. In this case, only the first ¢ columns of the submatrix W,,_ in (3.7)
need to be stored in encoder memory, avoiding thus the dense vector-matrix operations
involving ¢! of the pure R-U method. The work in [47] focuses in IEEE 802.11an codes.
For CCSDS AR4JA codes however, g = 4m and parameter r (i.e. the rows of circulants
in the generator matrix) is 8, 16, 32 for rates 1/2, 2/3, 3/4 correspondingly, while o~ is
always 4m x 4m, for all codes. Pending the detailed performance analysis of the next
section, it is evident that no performance gain is achievable from this method for any of
the CCSDS codes. On the contrary, memory requirements and critical path are adversely
affected from the larger dense matrix involved.

3.4 Description of the proposed basic architecture

In the general case, consider the multiplication p = sWW of the bit vector s with the dense
QC matrix W, which is an r x ¢ array of m x m circulants. Vectors s, p are also partitioned
into a number of r and ¢ sub-vectors correspondingly, each consisting of m bits, as shown
below in (3.23) and (3.24). Bit j of sub-vector p; is calculated by equation (3.25), where
W,.:(7) is the j-th column of the circulant W, ;.

s = [31 S9 ... ST] (3.23)

p=1p p2 - D (3.24)

79 D. Theodoropoulos



Architectures and implementation in FPGA technology of hardware accelerators for forward error
correction encoding in on-board processing data-chains for aerospace applications

T

pij) =D W) (1<i<el1<j<m) (3.25)

=1

In a parallel implementation, a number of L input bits of vector s can be concurrently
processed at each clock cycle. If parameter L is such that m is an integral multiple of L,
equation (3.25) can be completed in mr/L cycles according to the following method.

We define the subvectors of s; being processed in the current clock cycle as in equation
(3.26). We also split the column vector W, ,;(j) of equation (3.25) into m/L subvectors of
L bits. Subvector I/I/lff)L(j) is defined in (3.27), where 0 < e < 7* — 1. In practice, since L
bits of input vector p are processed, index e refers to one of the m/L execution cycles in
which circulant W, ; is involved.

sl(e)L = [si(eL+1) si(eL+2) ... s(eL+ L)) (3.26)

WO G) = [Wis(eL +1,5) Wig(eL +2,5) ...

(3.27)
Wii(eL + L, j5) "

Because sub-matrices W, ; are cyclic, equation (3.28) holds. To simplify notation, we
define W/;(j) = Wlf?)L(j) . Symbol B signifies modulo-m addition.

m

W) =W G B eL) 0<v< T o1 (3.28)

7

At each clock cycle, for each bit position j of subvector p;, we calculate a partial result

gge)(j, [) in parallel, according to (3.29). Note that Wlﬁ.(j) is independent of the execu-

tion cycle. This means that each g§6> (7,1) depends only on the input bits and the current
circulant index (. B
o (3.1) = s W) (3.29)

Each p;(j) can be calculated by accumulating the corresponding values of gge)(j,l), us-
ing shift registers. Equation (3.25) can be rewritten as in (3.30), if we take into account
equations (3.28) and (3.29). The partial results which are calculated at each clock cycle e
are accumulated into p;(j), as indicated by the internal summation in (3.30). The external
summation updates the values of Wlﬁ in (3.29) and the accumulation continues for all [.

pi) =Y d?G &eL.t) [F1=0 (3.30)
=1 e=0

In this work, we introduce an additional degree of parallelism. In every clock cycle (e),
instead of processing L consecutive bits of s, we process L,, bits from each of the r sub-
vectors s;. We set L,,, = L/r, so that the total number of bits being concurrently processed
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are fixed to L. According to this scheme, at each execution cycle, instead of calculating
and accumulating 0\ (j, 1), we calculate the partial sum 46\ (j) according to (3.31). The
partial results are accumulated into p;(j) according to (3.32). The total number of bits
being concurrently processed is again equal to L, but at each clock cycle, all circulants
participate in the calculation of parity bits.

5O =S s@Lmpplm(y 0<e< 2 3.31
7 (]) ; l 1.3 (j) = = Lm ( )
=1
pi(j) = > 89 ®eLy) (3.32)
e=0

Note that in this case, 6§e) (7) is independent of the current circulant, in contrast to gg“"’ (7,0)
in (3.29), where the dependence on [ means that for the calculation of each p;(j), the
corresponding g§e> (7,1) is alogical function of L + log,(r) bits. Conversely, this means that
each WZ’LZ. needs to be calculated from a function generator with log,(r) inputs. According

to the introduced method, however, the value of 5§e) (7) depends only on the rL,, bits of
the input vector s.

The decoupling of 5§6) (7) from [ comes with a significant advantage for hardware imple-
mentation. If we define the truth function 1 as in (3.33), and set w(¢) as the ¢-th element

of column vector Wlﬁm (j & eL,,), then (3.31) can be simplified as (3.34). This simplified
statement of partial sums removes the need of a function generator for the elements of W/
and significantly reduces complexity.

nu:u:{aiii (3.33)

r L
HOEDY (Z 57 (€)1 [w(€) = 11) (3.34)
=1 \¢=1

Consequently, for a hardware implementation of this algorithm, at each cycle we need to
calculate vector () according to (3.34) and accumulate this partial result into a register,
according to the summation indicated by (3.32).

The accumulation of 51@) (7) in (3.32) can be efficiently implemented with a Linear Feed-
back Shift Register (LFSR), an abstract block diagram of which is presented in Fig. 3.15.
The input feed is given by (3.34). After m/L,, processing cycles, registers u;(j) have
accumulated the expected result, according to (3.32).

Table 3.2 lists the calculated resources and performance estimations. The input to each
register of the LFSR is a function of the non-zero elements of column vector W, ;(j). For
simplicity, we assume that Z;”:l Wi.(7) = m/2, which is a realistic approximation for all
the dense QC matrices involved in CCSDS encoding operations, according to all encoding
methods outlined in the next Section. Consequently, each (5de) (7) is a function of rL,,/2
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Figure 3.15: LFSR architecture for QC vector-matrix multiplication.

Table 3.2: Resource and Performance Estimations

2-input binary functions (2-input xor) emr Ly, /2
Registers (FFs) cm
Logic levels (2-input xor) [logs (rLy/2)]
Encoding cycles m/ Ly,

input bits. The accumulation between succesive execution cycles adds another variable
to the sum of input parameters of each register, to total L,,/2 + 1. The logical resources
required for this operation, in terms of 2-input xor functions, are rL,,/2, for each u;(j).
Given that the total number of register bits is ¢m, the total logic resources needed are those
displayed in Table 3.2. According to the previous analysis, each LFSR input depends
approximately on rL,,/2 + 1 bits. Consequently, a reasonable approximation for the 2-
input logic levels required is [logs (rL,,/2)]. The introduced architecture accomplishes the
calculation of the cm bits of vector p;(j) in m/ L, cycles. Note that this value is independent
of cand r.

3.5 Encoding architectures

The introduced architecture in Section 3.4 can be employed for every linear operation in-
volving the multiplication of a bit vector with a dense QC matrix, even beyond the field of
LDPC encoding. Such operations constitute key steps in each of the encoding methods
presented in Section 3.3. In the current Section, the applicable encoding methods which

D. Theodoropoulos 82



Architectures and implementation in FPGA technology of hardware accelerators for forward error
correction encoding in on-board processing data-chains for aerospace applications

have already been described in Section 3.3 are evaluated for CCSDS codes, using the in-
troduced architecture and compared to the applicable propositions in the literature. Based
on the conclusions drawn, practical hardware implementations are presented in the next
sub-section. Hardware budget is calculated on the basis of 2-input binary functions and
memory bits.

3.5.1 Direct method encoder

The direct method implementation according to the proposed architecture is displayed in
Fig. 3.16(a). The architecture introduced in the previous Section is used for the multipli-
cation of p = sWW. Additional logic is required in this case for rearranging the input data of
vector s into sle)L”, as required for the LFSR operation. This can be easily implemented
by a series of » non symmetric Parallel In-Parallel Out (PIPO) shift registers. Input data
are provided to the encoder L,, bits at each clock cycle and stored in one of these shift
registers, depending on the current subvector s;. During calculation (as e increases from
0tom/L,,—1), L,, bits of each subvector shift register are shifted out. Processing of each
input frame is concluded in m/L,, cycles, consequently if L;, = rL,,, the input to the LFSR
module never stagnates and maximum encoding throughput is achieved. Conversely, the
entire input information block can be loaded into the array of the PIPO shift registers, at
the same time.

Compared to our previous work in [121], the introduced architecture in the current work is
algorithmically equivalent to the subcases of L,=8, 16, 32 for rates 1/2, 2/3 and 4/5 cor-
respondingly. The architecture implemented in [17], which is cited in and recommended
by earlier versions of the CCSDS standard [32], processes input bits serially. However, a
parallel implementation which processes L;, input bits at each clock cycle can be built as
in Fig. 3.16(b) and compared to the proposed implementation of the direct method. Ex-
amples of resources and performance estimations are listed in Table 3.3 and compared to
our proposed direct method encoder. For the same encoding cycles, the proposed archi-
tecture achieves shorter critical path and requires fewer combinatorial resources for rates
1/2 and 2/3, at the cost of additional Flip-Flops, which favours FPGA implementations.
For rate 4/5, however, both architectures achieve the same encoding throughput perfor-
mance, while the fixed overhead of the PIPO registers required for generation of vectors
sl(e)L'” dominates required resources. In an FPGA implementation, these registers can be
substituted with Block RAM based FIFOs.

3.5.2 R-U method encoder

The equations (3.13), (3.14) involve many sparse matrices, but only a single g x g dense,
namely ¢!, which is the critical factor affecting the performance of the encoder. An ex-
ample of the ¢! matrix of AR4JA codes is provided in Fig. 3.12.

The R-U method implementation according to the proposed architecture is displayed in
Fig. 3.17(a). The 4 L,,-bit vectors UEG)L"L are calculated by rotating input vectors s; by
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Figure 3.16: Proposed implementation according to the direct method (a) compared to a
parallel implementation of [17] (b). L;,, = rL,,

Table 3.3: Direct method estimations

Work Rate Logic FFs Logic | Enc.
functions levels | cycles
Proposed 1/2 | 8192y +256 | 2048y 3 64y
Fig. 3.16(a) 2/3 | 8192y+1024 | 1536y 4 32y
Li,,;=rL,,, L,=2 | 4/5 | 8192x+4096 | 1280y 5 16
Based on [17] 1/2 19456 1024 ¢ 64y
Fig. 3.16(b) 2/3 10240y 512y 5 32y
L;,=2r 4/5 5376 256 16

x=1, 4, 16 for block lengths 1K, 4K, 16K correspondingly
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Table 3.4: R-U method budget

Operation Logic FFs Levels | Rate
Shift registers 16mK 8mK 1 ALL
24L,, 3 1/2

vT 72°L,, 4L, 5 2/3
168L,, 6 4/5

fr 8mL,, 4m 1+L° | ALL
4L, 1 1/2

a’ 20L,, 4m 3 2/3
56L,, 4 4/5

p’ 16m 8m 3 ALL
(32+8L,,)m+28L,, | 24m+4L,, 1/2

TOTAL (48+8L,,)m+92L,, | 32m+4L,, | Max. | 2/3
(80+8L,,)m+224L,, | 48m+4L,, 4/5

aFor k = 1024, subtract 2 from this value
°L=[logs(Ln)]

L,, bits at each clock cycle. The hardware implementation of this particular operation
is feasible, since matrix £A + C is sparse, and each vz(e)Lm (7) depends only on at most
one bit of each s;, since (EA + C) is QC. Vectors vi(e)Lm(j) are stored in intermediate
registers, in order to reduce the critical path. After the m/L,, cycles required for the dense
matrix multiplication, the 4m vector f7 is stored into the register of the LFSR. Vector 4™ is
calculated based on addition of the permutations of f7. Since node v; is not connected
to node ¢, in Fig. 3.2, it is evident that for all AR4JA codes, the first 4m bits of matrix A
are zero. Vector a7, is calculated in parallel with f and stored into the intermediate shift
registers in the figure. At the final step of the process, the calculation of ¥ = B’ and
addition to a” are performed at the same clock cycle, to form the parity bits. The analytical
detailed estimations of the resources consumption for this architecture are provided in
Table. 3.4.

Examining the previous works implementing the R-U method and applicable to CCSDS
codes, the architecture proposed in [73] for Block-LDPC codes is not expected to result
in efficient implementations of CCSDS codes encoders. The resources and performance
metrics are dominated by the dense matrix operation involving matrix »=!. A more suit-
able approach would be based on the architecture described in [71], which leverages the
SRAA modules introduced in [142] for ¢! multiplication. A diagram of a CCSDS encoder
based on that architecture is displayed in Fig. 3.17(b), in which the layered approach
is followed for sparse matrix operations. Table 3.5 summarizes the estimated resources
and performance metrics of the two encoder architectures displayed in Fig. 3.17. Al-
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Figure 3.17: Proposed implementation according to the R-U method (top), compared to
the classical approach taken in [71](bottom). All bits of vector s are considered to be
available at the encoder’s input.
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Table 3.5: R-U method estimations

Work Rate Loglc FFs Logic | Enc.
functions levels | cycles

Proposed | 1/2 | 6144\+56 | 3072x+8| 3 64y

Fig. 3.17(a) | 2/3 | 4096y+184 | 2048\+8 | 5 32y
Ly =2 4/5 | 3072y+448 | 1536y+8 | 6 16y
Based 1/2 | 5120,+26 | 8192y 2 | 512y
on [71] 2/3 | 3584y+58 | 4608y 3 | 256y

Fig. 3.17(b) | 4/5 | 2816x+116 | 2816y 4 128
x=1, 4, 16 for block lengths 1K, 4K, 16K correspondingly

Table 3.6: Hybrid method estimations

Work Rate Logic FEs Logic | Enc.
functions levels | cycles
Proposed 1/2 8192y+8 | 3072y 3 64\
Fig. 3.18 2/3 | 7168x+40 | 2048y 4 32y
L.=2, L;,;=2r | 4/5 | 6656x+112 | 1536y 5 16x

x=1, 4, 16 for block lengths 1K, 4K, 16K correspondingly

though the architecture of 3.17(b) requires slightly less combinatorial resources and has
a smaller critical path than the proposed, it concludes encoding of one input frame in 8
times more cycles, since the operations on each layer and the SRAA modules are exe-
cuted serially. Consequently, the introduced architecture achieves considerably increased
encoding throughput performance, for the same resources.

3.5.3 Hybrid method encoder

A block diagram of an encoder implementing the hybrid method described in [47] is de-
picted in Fig.3.18. The 4m wide vector f(T') is in this case calculated from the generator
matrix, in an identical way as in the direct method. Intermediate vectors a”, b* and the
final calculation of parity bits are calculated as in R-U method. Note that in this case there
is the need for shift registers at the encoder’s input for LFSR operation. Table 3.6 lists the
resources for this method.
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Figure 3.19: Proposed implementation according to the partitioned-H method. The archi-
tecture of Fig. 3.15 is used for dense matrix operation involving H,*. All bits of vector s
are considered to be available at the encoder’s input.

3.5.4 Partitioned-H method encoder

The block-diagram of the proposed architecture implementing this method is displayed
int Fig. 3.19. At each clock cycle, vectors uffa)Lm are calculated directly from input bits,
in a way similar to vi(e)L’” of the R-U method, and stored into L,,-bits registers. These
intermediate results are provided to a LFSR, which implements the binary multiplication

with H,'. Calculation of p” is concluded after m/L,, cycles.

Table 3.7 summarizes the involved estimations for the example case of L,, = 2. The
existing implementations of the partitioned-H method, either directly or through triangular
decomposition, require a specific structure of the parity check matrix, incompatible with
AR4JA codes. Consequently, this is the first time that an encoder architecture for this
method is proposed and thus no fair comparisons can be made.

3.5.5 Special case: C2 code

For the C2 code, the only applicable method is the direct, at least without any modification
of the parity-check matrix. Special manipulation is required, however, because of the
problematic circulant size of the code, which is not a power of 2. In our work in [121] we
had introduced an efficient scheduling of the stream of input bits, by adding one zero bit
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Table 3.7: Partitioned-H method estimations

Work Rate Logic FFs Logic | Enc.
functions levels | cycles
Proposed | 1/2 | 10240y+24 | 2048x+16 64\
Fig. 3.19 | 2/3 | 6144y +88 | 1536x+16 3 32y
L, =2 4/5 | 4096x+216 | 1280y+16 16

x=1, 4, 16 for block lengths 1K, 4K, 16K correspondingly

every 511 input bits. The effect of that addition was counterbalanced by performing one
less rotation of the parity bits shift register. In the current work, we applied the architecture
of Fig. 3.16 by setting m = 511, » = 14. A block diagram of the proposed encoder is
displayed in Fig. 3.20(a). Input bits are supplied to the encoder in pieces of L;, bits and
are padded with zeros as necessary, by setting sgm/L’”)’l =0z, , Where 0, is a sequence
of L,,, zeros. The effect of these extra 14L,,, zeros added to each circulant can be balanced
by a permutation of the calculated parity bits by L,,, positions to the left.

In order to address the problematic circulant size of the code, the authors in [94] pro-
pose a packing-unpacking scheme, as displayed in Fig. 3.20(b). Input data are packed
into groups of 21 bits, before they participate in the corresponding parity calculation. An
architecture which is algorithmically equivalent to the Recursive Convolutional Encoders
(RCEs) of [17] implements the cumulative parity calculations. At each clock cycle, the
RCEs perform a shift or a shift-accumulate operation of 7,16 or 21 bits. In Fig. 3.20(b),
we model the input of each RCE register (Flip-Flop) as a binary function generator of 30
parameters. Note also that because of the difference between the input bus size (16-
bit) and the shift-accumulate step (21 or 7-bit), latent cycles are introduced in the parity
generators’ operation.

Table 3.8 compares the analytical estimations of the proposed architecture and the one
based on [94]. The two architectures offer different trade-offs: Fig. 3.20(a) is optimized
for combinatorial resources utilization and logic levels, while Fig. 3.20(b) for Flip-Flop
use and it concludes encoding in approximately 12% less cycles. The efficiency of each
architecture therefore depends on the targeted technology and the parameter which is
needed to be optimized. Targeting high encoding throughput on FPGA technology, in
which combinatorial logic is mapped to LUTs and Flip-Flops are an abundant resource,
the hardware implementation of the proposed architecture achieves higher clock rate.
This is because of the fewer logic levels and the lower routing delays imposed by the total
footprint of the proposed encoder. The higher clock rate compensates for the increased
number of cycles required for encoding, so that the actual encoding throughput of the
proposed architecture is higher. In our measurements, targeting Virtex-5/XC5VLX110T-1
FPGA, we were able to achieve 30% higher clock rate with the proposed architecture,
compared to that of Fig. 3.20.
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Figure 3.20: Proposed stream input implementation for C2 code (a), compared to the

packing-unpacking scheme proposed in

[94] (b).

Table 3.8: C2 code estimations

Logi Logi Enc.
Work ogic FEs ogic nc
functions levels | cycles
Proposed (Fig. 3.20(a)) 7602 8176 3 510
[94] (Fig. 3.20(b)) 29638 | 1107 5 448
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Figure 3.21: Top to bottom, left to right: A matrices of k = 1024 codes: R12, R23 and R45.
3.6 Implementation and results

In this Section, practical CCSDS encoder implementations, based on the architectures
proposed in Section 3.5 are demonstrated. The different encoding methods offer various
trade-offs between combinatorial logic and Flip-Flop usage and critical path logic levels.
However, the following remarks pertain to all cases and can limit the selection of the opti-
mal architecture for each rate:

* As already mentioned in Section 3.3, the Hybrid method does not offer any advan-
tages over the other methods. Consequently, no implementations have been built,
which are based on the Hybrid method.

* The R-U method is more favourable for lower rates, over partitioned-H. The dimen-
sions of the ¢! are always 4m x 4m, whereas the size of H, ' is 4m x 8m. However,
the size of EA + C is k bits, and the parameter m decreases by half for every rate
increase (e.g. for k=1024, m is 128 for rate 1/2, 64 for 2/3, 32 for 4/5 and so on).
This means that as the rate increases, the calculation of v7 = (FA + C)s (refer
to Fig. 3.17) is becoming increasingly more challenging. Conversely, the AR4JA
protograph in Fig. 3.2 adds more weight-4 nodes as code increases. In practical im-
plementations on the FPGA, the increase of the rate of k/m reaches a point where
the synthesis and place & route results favour the partitioned-H method over the
R-U, for rates higher than 1/2.

* The A matrix in R-U calculations for all the AR4JA codes has zeros in its first M
lines. However, the A matrix of the rate 1/2 codes has the very interesting property
of consisting of two M x M identity matrices, which greatly facilitates implementation.
This property is not valid for the rest rates. Fig. 3.21 shows the structure of all the A
matrices for £ = 1024 codes.
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Note also that the implementations of the R-U, partitioned-H and hybrid methods described
in the previous Section require that all input bits are available at the encoder’s input, while
only the direct method can naturally encode a stream of input data. This assumption was
made in order to provide direct comparisons of the encoding algorithms, without favouring
any one of them, by virtue of the stream interface. Also, many references in the literature
(albeit referring to other codes) make this assumption. Consequently, the architectures
proposed in Section 3.5 form the theoretical basis for comparisons with any other archi-
tecture that adopt this assumption.

For practical implementations, however, and especially for the higher block lengths (4K
and 16K), it is not realistic to assume that all the & bits of an information block are available
at the same time. Consequently, the architectures of Section 3.5 were modified accord-
ingly. Most importantly, the calculations in the different stages of the encoders needed
to be balanced, so that optimal pipelined operation between several successive transfer
frames is ensured. This involves the prudent selection of L;, (input/output bus width) and
L,, of the various modules of the architectures.

For rate 1/2 AR4JA codes, we developed a hardware implementation based on the R-U
method, as shown in Fig. 3.22. Because of the structure of A matrix of the rate 1/2 codes,
the calculation of o’ = As” is very easy and can be implemented using only two FIFOs,
which sum the first 4m with the last 4m bits of the input information block. It is important to
emphasize that this calculation can be performed in groups of L;, bits, and a large register
of 4m bits for the entire vector a” is not required. The calculation of «*, which involves
the sparse matrix £A + C can be performed by a simple LFSR, according to the direct
method: its combinatorial resources cost is low enough to not hinder the overall system
performance. The calculation o the vector u” needs k/L,, cycles to be complete, as is the
time required for an entire input transfer frame to be stored into the systematic part’s FIFO.
Afterwards, u” is loaded into a series of 4 parallel load shift registers, so that the calculation
of the next transfer frame can continue. The dense matrix calculation involving ¢! is
executed as in Section 3.5. Vector b = Bf” is a summation of a low number of subvectors
of 7 and can be easily calculated directly from f7, without requiring an intermediate buffer.
Finally, each successive L;, bits of b are added with the corresponding L;, bits of a”, to
give the corresponding parity bits. The fact that the parity bits are being calculated only
in groups of L, bits for many of the involved sparse matrix calculations, has an important
result in the limitation of the required resources. Finally, a multiplexor at the encoder’s
output alternates between the 64-bit ASM sequence, the systematic bits and the parity
bits. By selecting L,, = 4 and L,, = 64, the encoder operates at its maximum throughput,
when an uninterrupted stream of successive input transfer frames is presented to its slave
interface: all its modules are busy for the most part of the time in a pipelined fashion
and no idle cycles are required at its master interface for parity calculations to complete.
The pipelined operation of the encoder is shown on the timing diagram of 3.23, where
successive frames are represented with different colors.

For rates 2/3 and 4/5 the partitioned-H method is the most preferable in therms of overall
resources utilisation and encoding throughput performance. The modified architecture
that we implemented for stream 1/O is shown in Fig. 3.24. In this case, v’ = H;s” is
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calculated with a simple LFSR, according to the direct method, in the same way as u” in
Fig. 3.22. The calculation of u”, however, takes only k/L;, cycles to complete, instead
of k/L,, in the case of the R-U method. Afterwards, a parallel-load shift register loads
the intermediate result, which is loaded to the front register that implements uje)Lm, until
the previous calculation of p’ is completed. Like the R-U implementation, a multiplexor
alternates between the 64-bit ASM sequence, the systematic bits and the parity bits. The
pipelined operation of the encoder is shown on the timing diagram of 3.25.

The implementation results of the above stream architectures are shown in Table 3.9. For
the C2 code, the results of the architecture of Fig. 3.20 are being displayed. These results
are place and route results on the target device, and they were derived from Synopsys
Synplify Premier (Synthesis) and Vivado 2022.1 (P&R). It is obvious that for the codes
with k£ = 1024, 4096, the performance derived is mainly defined by the device’s switching
limits, whereas only the 16K and the C2 is affected by combinatorial paths.
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Table 3.9: CCSDS-131.0 encoders implementation results on the KCU105 board

Rate Codeword Encoding Resources Max. clock Throughput
length (n) Method LUTs Flip-Flops BRAMSs (MHz) (Gbps)
1/2 2048 R-U 3053 2782 3 480 30,6
2/3 1536 Partitioned-H | 3286 1992 1 490 31,4
4/5 1280 Partitioned-H | 2494 1205 1 460 29,4
1/2 8192 R-U 8605 9013 3 480 30,7
2/3 6144 Partitioned-H | 8685 6828 1 470 30
4/5 5120 Partitioned-H | 6770 3670 1 470 30
1/2 32768 R-U 30823 33712 3 220 14
2/3 24576 Partitioned-H | 25291 25287 1 240 15,3
4/5 20480 Partitioned-H | 15835 12780 1 350 22,4
7/8 (C2) 8160 Direct 3287 1883 - 360 5.76

The full encoding throughput testing setup described in Section 3.7 was used to measure
the power consumption of the implemented cores. A Xilinx SYSMON core was instantiated
at the top-level entity of the testing design, and its recorded measurements were read
from the board’s system controller, through the integrated 12C bus of the board. Several
power supplies support the operation of the FPGA. The supply rail that powers user logic
(CLBs, BRAMS) is the VCCINT power supply, at 0,95V. The SYSMON core can monitor all
the voltage and current rails of the device. For each implementation, two measurements
were performed: one with the design loaded, but with the encoder in an inactive state (not
encoding) and another one with the design running and encoding pseudo random frames
at the maximum clock frequency. The difference in the recorded power between the two
tests is the dynamic power and it corresponds to the switching activity. The measurements
were averaged over a period of 2 minutes, with ove measurement taking place every
second.

Comparisons with the recent implementations targeting specifically AR4JA CCSDS codes
are made in Table 3.11. The architectures of the current work were synthesized for the
same FPGA device as the corresponding references. Compared to our previous work
in [121], the efficiency of the introduced architecture results in almost five times higher
encoding throughput, with similar resources. The large XOR operations over 2048 bits,
which are introduced by the architecture in [140] result in a large amount of required re-
sources and poor timing, compared to the implementation proposed in this work. Finally,
to the best of our knowledge, there is no other documented implementation of 16K AR4JA
CCSDS codes, other than the implementation by the NASA/JPL which has been presented
in the CCSDS Optical Communications Working Group monthly meeting in 23 June 2020.
In that meeting, the discussion revolved around the possible use of the AR4JA codes for
the oncoming O3K standard for free-space optical communications. Implementation com-
plexity was a major concern in this case, since the O3K is supposed to become a simple,
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Table 3.10: Power measurements on the KCU105 board

Rate Codeword Clock | Static Power (W) | Operating Power (W) | Dynamic | Power Efficiency
length (n) (MHz) | VCCINT Total | VCCINT Total Power (W) Mbps/mW*
1/2 2048 480 0,259 0,887 | 0,507 1,18 0,294 25,9
2/3 1536 490 0,199 0,797 0,53 1,147 0,35 27,3
4/5 1280 460 0,168 0761 0,408 1,008 0,247 29,2
1/2 8192 480 0,323 0,927 1,361 1,974 1,047 15,6
2/3 6144 470 0,263 0,842 1,247 1,832 0,99 16,4
4/5 5120 470 0,218 0,798 | 0,785 1,371 0,574 21,9
1/2 32768 220 0,398 0,979 | 2,204 2,807 1,828 5
2/3 24576 240 0,312 0,92 2,51 3,097 2,178 4,9
4/5 20480 350 0,298 0,914 1,363 1,962 1,048 11,4
7/8 (C2) 8160 360 0,177 0,748 | 0,384 0,951 0,203 6,1

*Total operating power is considered for the calculations

Table 3.11: AR4JA implementation comparisons (synthesized design) with previous work
in the literature

Encoding FPGA Resources Clock Throughput
Rate k Work
Method Device LUTs Flip-Flops BRAMs ‘ (MHz) (Gbps)
12 1024 [121] Direct XC5VLX110T-1 3258 2176 - 230 3.59
This R-U 3024 2741 3 280 17,9
45 4096 [140] Direct XCTVXA85T- 101173 141411 - 200 8
This Part-H 6862 3724 3 320 20,5

low-cost option. The comparison of the architectures implemented by the JPL with the
ones presented here are displayed in Table 3.11. Although the footprint of the JPL en-
coders is 2-3 times lower than the proposed, their throughput is lower by 4-7 times an
order of magnitude. More importantly, it is mentioned that a multi-core implementation is
required, in order to achieve a 10 Gbps performance, which is required for the specific
optical application. Such a solution would occupy up to 80% of a XQRKUO060 FPGA, with-
out taking into account the additional design complexity which would be introduced by the
management of multiple parallel cores operating on a single stream of data to be encoded,
as well as the routing delays that would emerge in such a congested design. It is obvious
that the proposed architectures can easily achieve this performance requirement, with a
small fraction of the FPGA resources.

Table 3.13 compares the encoder based on Fig. 3.20(a) with prior work targeting CCSDS
C2 code. Contrary to the rest entries in the Table, the proposed encoder implements all
the functions of the TM-SDLP protocol (synchronisation and randomisation). The PISO
registers in Fig. 3.20(a) are mapped to LUT RAM, hence the difference in Flip Flop count
between estimations in Table 3.8 and actual count in Table 3.13. Our previous work in
[121] implemented the direct encoding method, based on a different scheduling of the in-
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Table 3.12: AR4JA 16K implementation comparisons (implemented design) with
NASA/JPL on the Virtex UltraScale+ XCVU9PFLGA2104-2L FPGA

Rate Work Resources Clock Throughput
LUTs % |FlpFlops % |BRAMs % | (MHz) (Gbps)
12 JPL || 16360 4,15% 16665 2,11% 0 0% 500 0,5
This || 35707 9,06% | 34050 4,32% 3 0,42% || 320 20,5
213 JPL || 10988 2,79% 8245 1,05% 0 0% 500 0,5
This || 22789 5,78% | 25334  3,21% 1 0,14% || 480 30,7
4/5 JPL | 6764 1,72% 4155 0,53% 0 0% 467 0,5
1

This | 14857 3,77% 12956  1,64% 0,14% || 590 37,8

put bits. Instead of the PISO registers of Fig. 3.20(a), it was based on an ping-pong buffer
at the encoder input, which handled the boundaries between the 511-bit circulants. Com-
pared to that work, the architectural optimizations of the current work result in an increase
in encoding throughput, while at the same time minimizing the required resources. The
work in [109] also implements the direct encoding method. It buffers an entire input frame
and partitions it into 14 sub-vectors of 511 bits each. All parity bits are being calculated in
parallel. It requires, however, significantly more resources than the encoder of the current
work, while at the same time achieving lower throughput performance, even on a more ad-
vanced Kintex-7 FPGA. Prior works listed in [4, 7, 6, 9] refers to commercial products, for
which limited information is available. The encoder in [4] has 8-bit input-output interfaces
and implements the direct encoding method. It stores two circulant tables: one for pro-
cessing input bits which correspond to the same 511-bit circulant of the generator matrix
and another for the cases when the 8 input bits span two circulants. This implementation
requires a large amount of resources. A low complexity and low throughput encoder is
provided in [6]. It implements the direct encoding method and the input-output buses are
bit-serial. Another encoder for C2 code is provided in [9]. It also implements the direct
encoding method and input-output bus is 8 bits. Block RAM is used for input-output buffer-
ing. Finally, for [7], no information about the underlying architecture is provided other than
what is displayed in Table 3.13. Implementation results on the space-grade Virtex5-based
XUPV5 development board are provided, for easier comparisons. Like in the case of the
AR4JA codes, of particular interest is the comparison with the NASA/JPL implementa-
tion, which target an ultrascale+ FPGA. Our implementation on the same device yields
more than 15 times higher performance, for 2-3 times the required resources, which are
in any case a very small percentage (less than 0,8% and 0,2% for LUTs and FlipFlops
correspondingly).
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Table 3.13: C2 implementation comparisons (synthesized design)

Work Targeted FPGA technology/ Resources Clock Throughput
Demonstrated device LUTs Flip-Flops BRAMs (MHz) (Gbps)
[121] Virtex-5/XC5VLX110T-1 9128 1156 0 200 3,12
[109] Kintex-7/XC7325T 54747 92233 38 297 297
[4] Virtex-5/XC5VLX30-1 9.2K N/A N/A 164 1.14
[6] Virtex-6/XC6VLX240T-1 N/A* N/A* 0 418 0,418
[9] Artix-7/100T-1 6873 3219 1 239 1,55
[7] Various FPGA/ASIC N/A N/A 0 200 1,6
Proposed Virtex-5/XC5VLX110T-1 3338 1340 0 260 4,16
NASA/JPL Virtex UltraScale+/ 1297 1042 0 600 0,66
Proposed XQVU3P-FFRC1517-2-i 3336 1906 0 700 11,2

*The design takes up 290 slices. One Virtex-6 slice contains 4 LUTs and 8 Flip-Flops.

3.7 Testing

The introduced architectures have been extensively tested to ensure compliance with the
standard. A bit-accurate golden model has been built with GNU Octave, which produced
a number of test vectors and the corresponding expected results for all the codes of the
standard, including the randomization option and the synchronisation sequence (ASM).
These data were produced and stored off-line as separate files on disk. These test source
data were then handled by a testbench which supplied them to the encoder and received
the generated responses in three phases, in order to test marginal conditions in the code
and ensure 100% code coverage in all cases:

1. Full throttle operation: During this phase, the testbench provided an uninterrupted

flow of data to the encoder and the receiver was assumed to be always able to accept
encoder’s generated output. No idle cycles on the encoder’s master interface were
experienced here: an assert statement would immediately raise an error in this case.
The purpose of this phase was to validate the operation of the encoder at full speed.

. A series of successive reset signals were afterwards sent to the encoder, in order to
verify the correct behaviour of the code during all its FSM transitions. The timing of
the reset assertions was determined with the help of modelsim’s signal spy package.

. Specific amounts of input data were sent to the encoder, immediately followed by in-
valid (TVALID de-asserted) cycles, while the encoder’s output was halted (TREADY
on the encoder’s master interface is de-asserted). This phase excited certain FSM
transitions, which are generally related to the FIFOS in Fig. 3.22, 3.24 and 3.16
becoming full when the next parity calculation is complete.
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4. Channel interface validation. The flow of data to and from the encoder was not con-
stant in this phase, like in phase 1. The sender to the encoder and the receiver
paused operation randomly through the corresponding TVALID and TREADY sig-
nals on the input and output interfaces respectively. The rules that govern their be-
havior, however, were consistent with the AXI4-Stream protocol (i.e. once TVALID
is asserted, it must remain high until the handshake occurs). The purpose of this
phase was to verify protocol operation on input and output interfaces.

On the completion of the testbench, the recorded responses from the encoder were com-
pared to the expected values from the Octave golden model and any discrepancies were
reported.

Apart from the software simulations of the encoder’s RTL description, the implemented
architectures were also tested at-speed on the target hardware. Two tests setups have
been implemented: one that tests the encoder at full throughput operation and another
one that is based on a SpaceFibre channel with a host PC, according to Fig. 2.9. Both
environments are described below.

In the full throttle scenario, the encoders were connected to a 64-bit LFSR, which pro-
vided them with pseudo-random data to be encoded. The generated responses were
compressed with a 64-bit Multiple-Input Shift Register. Both these components were op-
erating in the same clock domain and were working at 100% duty cycle: once started
through an AXI4-Lite configuration interface, the LFSR continued to provide an uninter-
rupted stream of input data. At the same time, the MISR had always is TREADY signal
asserted. After a specified amount of cycles, which was defined through the LFSR’s con-
figuration interface, the LFSR’s operation was halted and the MISR value was read and
compared against the expected value of the Octave golden model. The performance of the
streaming interfaces of the core, as well as their compliance to the AXI4-Stream specifi-
cation were monitored through an AXI performance monitor core from Xilinx. All read and
write operations were executed over the JTAG interface of the FPGA, through a JTAG to
AX| master core and an AX| smart connect core, also from Xilinx.

The test environment with SpaceFibre core integration is shown in Fig. 3.27, which de-
scribes in detail the user logic part of Fig. 2.9. The latter gives the broader pictorial de-
scription of the overarching testing environment. Again, test data were provided through
the SpaceFibre interface to the encoder and the generated responses were captured and
compared aginst the golden model data. The tests were performed using the two lanes of
the SpaceFibre link between the KCU105 board and the Dundee PC, providing 10Gbps of
user bandwidth on each direction. The link statistics over the SpFi link are shown in Fig.
3.28, for an example case of a rate 1/2 code. It is apparent that the downlink connection
was saturated by the encoder core.

Finally, in an implementation of the full throttle test environment on the XUPV5-LX110T
prototyping board, during the validation of the direct method’s implementation in [121], all
the rates of the £ = 1024 codes where also tested on-board sequentially, using the partial
reconfiguration feature of the Xilinx Virtex-5 XC5VLX110T FPGA.
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3.8 Special topic: QC encoding for magnetic media recording

Interestingly, a special application of the encoders for AR4JA had been found to be in
the domain of magnetic media recording. QC-LDPC codes are widely considered an ad-
vantageous FEC option for magnetic recording (MR) media. The vast majority of related
research, however, has so far been focused on the analytical optimization of code design
and algorithms. Although high-speed encoding and decoding with low hardware footprint
are important for MR media, hardware implementations for such encoding schemes have
so far been scarce. Among the proposed LDPC code variants, protograph-based codes
are a promising option, because of their excellent performance characteristics and effi-
cient implementation. In the work in [124], we leveraged the architecture of the work on
LDPC encoders for space applications and we proposed efficient encoder designs for the
protograph-based LDPC codes proposed so far for MR media. The proposed designs
were also implemented in hardware as FPGA accelerators. The efficiency of the intro-
duced architectures was demonstrated on the ZC706 FPGA development board, achiev-
ing multi-Gbps encoding throughput, adequate for modern MR application standards.

Protograph LDPC codes for MR media have been proposed in [61] and [60], [39], [128]. In
the following subsections, these codes are briefly described and encoder designs for each
one of them are proposed. The notation of Section 3.1 is maintained, where applicable.
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3.8.1 IARA

In [60], the authors propose a series of three punctured protograph LDPC codes for use in
the partial response channel. Puncturing is a technique to maintain the desired code rate
by omitting (i.e. not transmitting) some of the parity bits. The authors call these codes
Improved Accumulate-Repeat-Accumulate or IARA codes. It is shown that they exhibit
lower decoding thresholds, improved convergence speed and overall better BER perfor-
mance than conventional protograph LDPC codes for the AWGN channel. In particular,
the comparison is made against AR3A, AR4JA and a regular LDPC code with column
weight 3 in the dicode and EPR4 channels. Furthermore, the performance of one variant
(rate 1/2 IARA2) of these codes over the ergodic Nakagami fading channels is examined
in [58].

The protographs for IARA codes and the corresponding parity-check matrices for rate 4/5
are displayed in Fig. 3.29. The parity check matrices of rate 4/5 of IARA codes are also
displayed in Fig. 3.29 as an example. I, and 0,, are the M x M identity and zero matrix
correspondingly, where M = zm (x is the first protograph expansion step, according to
the notation established in Section 3.1). Each variable node, after protograph expansion,
corresponds to one column of the parity check matrix. In the figure, node u; corresponds
to the rightmost column and the rest columns are numbered successively from right to left.
Check nodes correspond to the rows of the parity check matrix and they are numbered
from the top to the bottom of the matrix (¢; corresponds to the first row). Parity bits are
derived from the expansion of nodes vy, v5, v3. Node v, however, is a punctured node: the
parity bits generated from this node are not transmitted. A submatrix Pi, is a z x = array of
either m x m permutation matrices, or m x m zero matrices. The number of permutation
matrices on each row or column of P, is i. The exact position of the permutation matrices
in the array, as well as the permutation values, are defined by the selected protograph
expansion algorithm. Note also that the protograph of IARA3 code is almost identical to
that of AR4JA code, with the selection of the punctured node being the only difference
between them.

Ot Win(L1) .. Win(1,22)
Hybamny = | ™ : - : (3.35)
Iy Wi(3z,1) ... W, (3z,2x)

Submatrix H; corresponds to the expanded protograph nodes u4 and higher. The partic-
ular numbering of protograph nodes in Fig. 3.29 results in an efficient structure of matrix
H, ', which is given in (3.35). It is composed of the M x M zero and identity matrices, 0,
and I, respectively, and an 3z x 2z array of juxtaposed m x m dense circulants, W,, (i, j).
Specifically for the IARA3 code, W,,.(i,j) = 0,,,7 > 2w. Note also that the last M bits of
the encoded codeword are punctured, consequently the last M rows of H, ' can in any
case be substituted with zeros.

Leveraging the structure of H,' matrix, we can introduce an efficient encoding scheme,
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based on the partitioned-H encoding method. The first z bits of intermediate vector u”
can be omitted because the first M columns of H, ' are zeros (bits corresponding to I, in
(3.35) are punctured. This leads to a significant simplification of the encoder architecture.
If submatrix W is the 3x x 2z array of W, circulants, parity bits can be calculated by
multiplication of the last 22m bits of intermediate vector u” with 1.

The proposed encoder design for IARA codes is displayed in Fig. 3.30 and is actually
similar to the corresponding AR4JA architecture in Fig. 3.19. Input bits are initially stored
into a series of r x m-bit cyclic shift registers, where » = k/m. At each clock cycle,
these registers are rotated cyclically by L,, bit positions. The permutation and summation
modules calculate L,, of totally m bits of each subvector u;,1 < i < 3z at the same
clock cycle. Subvector uf)Lm includes the L,, bits of u; during the e-th execution cycle.
Obviously, 1 < m/L,, < 3. These 3zL,, bits are fed to the LFSR structure we introduced
in Section 3.4 for the efficient multiplication of a vector with a QC matrix. After m/L,, + 1
cycles, the calculation of the 2xm parity bits will have been concluded.

3.8.2 2-D-P1 and 2-D-P2

The authors in [39] examine the performance of protograph LDPC codes over the 2-D
Inter-Symbol Interference (I1S1) channel. Based on Extrinsic Information Chart (EXIT) anal-
ysis [120], two types of codes are constructed: 2-D-P1 and 2-D-P2 codes. The proposed
codes have better decoding thresholds, lower floors and better error performance in 2-D
ISI channel than conventional protograph AR4JA and AR3A codes, which are optimized
for the AWGN channel.

The protograph for these codes is given in Fig. 3.31. We propose a reordering of proto-
graph nodes, as described in the figure, which results in an efficient structure of H,*. This
structure is the same for 2-D-P1 and 2-D-P2 and it is described in (3.36). The definition
of matrices I,,, 0, and W, (i, j) is the same as the previous paragraph. Because of the
structure of H, ', the last zm parity bits are equal to the first m bits of the intermediate
vector u”. If W is the 2z x 3z array of W, (i, j) circulants, p = [p1 p.| is the parity bits
vector, parity calculation is summarized in (3.37).

Wn(L,1) ... Wn(l,32)
Hylpm = | = : 3.36
2@DP) Ty (22,1) ... Wi(2z,3) (3-36)
Iu Oy Oy
T:W T
pr="t (3.37)

p2T = [ug .. .uxm_l]T

The proposed encoding design for these codes is displayed in Fig. 3.32 and it will be
shown later in the current Section that it can been also used for other codes, with adjust-
ment of the size of the LFSR (parameter f in the figure). The calculation of p! is performed
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Figure 3.29: IARA protographs and parity-check matrices for rate 4/5 codes.
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as with IARA codes. For the calculation of pI, successive ung> subvectors are accumu-

lated at each encoding cycle into simple shift registers. All calculations are completed
after m/L,, cycles.

3.8.3 Nested high-rate ISI codes

In [128], the authors show the limitations of punctured protograph codes, when they are
used with the Bahl-Cocke-Jelinek-Raviv (BCJR) equalizer and propose a method for de-
signing rate-compatible, capacity approaching protograph codes for partial response chan-
nels. In [98], they extend their previous work and they propose two families of protograph
codes, optimized for the EPR4 and dicode channels: nested high-rate and extended rate-
compatible codes. All the proposed codes perform within 1.1 dB of the independent and
uniformly distributed (i.u.d.) capacity limit. In this work, we focus on the first of the pro-
posed code families, henceforth referred to as nested high-rate ISI codes, which, start-
ing from a basic rate 1/2 protograph, build higher-rate variants by adding more variable
nodes. In contrast, extended rate-compatible codes build higher rates through the addition
of check nodes also, leading inevitably to larger graphs.

The proposed protograph structure for nested high-rate ISI codes is displayed in Fig. 3.33,
along with an example of rate 4/5 parity check matrix. The degree distribution of nodes u;
and higher is determined by protograph EXIT chart analysis, aiming at minimizing decod-
ing threshold and it is not constant as in other protograph codes. In the diagram, check
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Figure 3.33: Nested high-rate I1SI code protograph and parity-check matrix for rate 4/5.

node degree distribution for this subset of variable nodes is represented as d..,,i = 1, 2, 3.

The structure of matrix H, ! is provided in (3.38) and it is identical to that of IARA3 code,
without puncturing. As with previous codes, however, the zero elements allow for simpli-
fication of the encoding process, by omiting the first zm bits of v’ from the dense matrix
multiplication Wu” . The last xm parity bits are calculated directly from intermediate vector
v, as in the case of 2-D-P codes. Consequently, encoding can take place in an identical
way as in (3.37). It follows that the encoder architecture is the same. Note, however, that
submatrix W is considerably smaller than 2-D-P codes and consequently, the LFSR for
dense matrix calculations is simpler.

I Wo(1,1) ... Wp(1,2z) ]
2isn = . : : (3.38)

MW, (22,1) ... W,(2x,3)

_]M OM 0M i
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Figure 3.34: RCOP code protograph and parity-check matrix for rate 4/5.

3.8.4 RCOP

Targeting also the two-dimensional ISI channel, [61] describes a rate-compatible, non-
punctured protograph LDPC code family. Starting from a basic rate 1/2 protograph and
following a similar methodology to 2-D-P codes [39], the authors leverage the Finite Length
(FL) EXIT chart analysis to construct higher rate compatible optimized codes (RCOP). The
protograph is displayed in Fig. 3.34. The structure of matrix H, * for this code is identical to
(3.36). Consequently, the parity bits are calculated as in (3.37) and the proposed encoder
architecture is that of Fig. 3.32.

3.8.5 Implementation results and testing

In this section, we provide hardware implementation results and describe the testing method-
ology for the designs proposed so far in the current Section, targeting FPGA technology.
The implemented encoders were designed as IP cores for Zyng-7000 SoC technology and
tested on the Xilinx ZC706 development board. The interfaces of the IP core interfaces
follow AMBA AXI4-Stream specification [2], featuring a slave for receiving information bits
to be encoded and a master interface for encoded parity bits.

Implementation results are listed in Table 3.14. In all cases, we selected rate 4/5, as this is
the lower rate for practical applications on MR media. For IARA codes, since the maximum
edge degree is 3, we select the value of the first expansion step = = 4, so that parallel
edges are removed and the total codeword length is comparable to the other codes listed in
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Table 3.14: Implementation results (synthesized design) on Xilinx Zynq XC72045-2 SoC

Code . ) Sector Codeword Resources Clock Throughput
data (Bytes) length (Bytes) LUTs F/Fs (MHz) (Gbps)
IARA [60] 4 1024 8 4096 5120 51138 41423 395 2528
2DP [39/RCOP [61] | 5 552 4 4140 5175 39007 41658 367 22.02
Nested ISI [39] 5 552 4 4140 5175 38082 41595 375 22.50

the table. Forthe other codes, we set parameter = = 5, which is the maximum edge degree
of 2-D-P codes. The encoding throughput is calculated as the average number of parity
bits calculated per second. Selection of the second expansion step parameter m was
such that the resulting block length is close to 4KB, as required by the International Disk
Drive Equipment and Materials Association (IDEMA) Advanced Format (AF) specification.
The encoding throughput performance achieved satisfies commercial magnetic recording
media requirements, while resource utilization is low.

For testing, we performed behavioural simulation of the encoder designs hardware de-
scriptions against a GNU/Octave bit-accurate model. Random data were generated and
provided to the design under test (DUT). Encoder responses were compared to GNU/Octave
golden template and correct operation of the encoder was verified. For on-chip verification
and validation of the implemented designs, we developed a testing environment on the
Zynq 7045 SoC, featuring AXI4-Stream memory maps connected to the encoder IP core’s
interfaces. The contents of the register on the slave interface were initialised with random
data through the SoC JTAG port. The generated parity bits were collected to another
memory map connected to the core’s master interface and read by the testing software,
again through JTAG port and compared to the expected vectors of the GNU/Octave model.
A diagram of the testing environment is provided in Fig. 3.35.
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Figure 3.35: Testing environment for the magnetic recording media encoders.
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4. PACKET-LEVEL ENCODER IMPLEMENTATIONS

4.1 Packet level erasure codes introduction

Packet-level erasure coding is a technique to increase reliability in many modern applica-
tions, such as edge computing [88], underwater acoustic sensor networks [65], magnetic
recording media [72], hybrid broadcasting broadband television (HbbTV) [93] and delay
tolerant networks (DTN) over deep space communication systems [15], in which traditional
automatic repeat request (ARQ) schemes are not applicable or practical, or the fading ef-
fect of the communication channel is so deep that bit-level channel codes cannot provide
the required reliability. Essentially, packet-level coding treats entire groups of information
bits as symbols and performs error control coding over these symbols, instead of individual
bits.

Typically, erasure coding takes place at the highest levels of a communication systems
protocol stack, in which the erroneously received packets from the lower layers’ channel
codes, as well as the completely missed packets from deep fading phenomena, are treated
as erasures. Packet-level erasure coding schemes can coexist with traditional channel
FEC, offering different trade-offs. Joint use of erasure coding and bit-level FEC schemes
in different scenarios has been studied in [22, 49, 101]. In [13], the authors combine
RaptorQ codes at the application layer with real-time channel prediction and adaptively
varying turbo codes at the physical layer.

The most common approach for coding over block erasure channels in space missions
is the combination of Reed-Solomon (RS) codes [108] with interleaving. The (255,223)
RS code with 8-bit symbols is the most popular example, having been a part of many
missions’ communication systems and recommended by CCSDS [32], along with its rate
(255,239) variant. RS codes are maximum distance separable (MDS) codes: if (n, k) are
the dimensions of a code, they can recover from the erasure of any n—k or fewer symbols.
Consequently, they can provide optimal error recovery capability. Aninterleaver is typically
connected to the output of the RS encoder in order to protect against deep fading. Such
coding schemes have been proposed in [34] and [35] for optical space communications.
The limitation of RS codes, however, is high encoding complexity, which imposes the use
of short block lengths. The polynomial arithmetic operations involved in encoding and
decoding operations result in non-linear encoding/decoding complexity, even in the base
case proposed in [118].

Another promising approach is the use of packet-level Low-Density Parity-check (LDPC)
erasure codes, according to which encoded symbols are entire blocks of information bits.
Although these codes are not MDS codes, they can achieve significant performance gains
[29]. Capacity approaching ensembles can perform very close to the Singleton bound [70]
and both encoder and decoder complexity can scale linearly with block length. Packet-
level LDPC erasure coding has been proposed by the Consultative Committee for Space
Data Systems (CCSDS) in experimental specification 131.5-0-1[33] for near-earth and
deep space communications. The integration of packet-level LDPC codes in the CCSDS
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protocol suite, along with their performance evaluation is described in [15].

The CCSDS experimental specification [33] describes two families of LDPC code design
schemes: the "online” and the "ad-hoc”. In the former, the code is dynamically constructed
for any desired block length and rate, based on a predefined node degree distribution
and a pseudo-random permutation of the parity-check matrix columns. This method is
also referred to as Flexible Irregular Repeat Accumulate (F-IRA) [89]. For applications,
however, in which this flexibility is not required, a series of nine LDPC codes with fixed
block lengths of 512, 2048 and 16384 symbols and rates 2/3, 4/5 and 8/9 is also provided.
These codes achieve better performance than the F-IRA and they are generated according
to an algorithm which is similar to DVB-S2 LDPC codes [5].

To the best of my knowledge, the only implementation of the proposed codes is their
integration into the the Interplanetary Overlay Network (ION) software suite [96], which
is a software implementation of the bundle protocol for Delay Tolerant Networks (DTN),
through the endorsement of OpenFec library [51]. In [15], a multithreaded implementa-
tion of the ION libraries is proposed for better performance. However, the purely software
approach proposed is expected to exert considerable strain on the on-board general pur-
pose processor and mass memory subsystem of a space Software Defined Radio (SDR),
which is typically responsible for these functions. Offloading these tasks to a small foot-
print hardware accelerator integrated into a FPGA is especially important in the case of
microsats and cubesats and high data rate optical communications, to achieve reduced
size, weight, power, and cost (SWaP-C). Typically, spacecraft subsystems usually include
FPGAs responsible for command and data handling (C&DH) tasks and the recent trend is
to fully utilize these devices for multiple combined functions [52]. Moreover, FPGA hard-
ware acceleration of packet-level coding enables a very high speed data processing chain
providing data rates in the scale of several Gbps.

In the contribution described in the current Chapter, hardware architectures of packet-
level erasure coding schemes for high data rate satellite communications are introduced,
implemented and validated in a FPGA board, for the first time. First, an alternative de-
scription of the encoding algorithm presented in the CCSDS specification is provided,
which is suitable for a hardware implementation, without modifying the code itself. In addi-
tion, an entirely new encoding algorithm is introduced, which can offer improved encoding
throughput performance in certain implementation scenarios defined in this Thesis. Then,
efficient encoder architectures for these encoding algorithms are provided and highly flexi-
ble and low-cost implementations of IP cores are developed, which achieve high encoding
throughput, while using only a minimal percentage of FPGA resources. Although the en-
coder’s primary function is offloading of LDPC PL-FEC functions from the on-board CPU,
a considerable acceleration compared to the software implementations of encoding op-
erations on state-of-the-art and common processor IP cores for spaceflight is additionally
achieved.
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Table 4.1: Codes parameters

Rate | k=512 | k=2048 | k=16384
2/3 | ) Cy Cs
45 | ¢y Cs Cs
8/9 | ¢ Cs Cy

4.2 Background

In this Section, the structure of the packet-level erasure codes is briefly described. An al-
ternative description to that provided in the standard [33] is adopted, and the correspond-
ing notation, which facilitates the coherent presentation of the architectures in Section
4.5.

Nine such codes are defined in the standard [33], which are the combinations of three
information block lengths over three code rates, as in Table 4.1. The information block
to be encoded is partitioned into k£ packets of L bits each. Typically, each packet u; en-
capsulates a single Protocol Data Unit (PDU) of the adjacent layer in the protocol stack,
for example a Licklider Transmission Protocol (LTP) segment. These packets are hereto
referred as information symbols of the code. From these information symbols, m redun-
dant (parity) symbols p; are generated. The union of the k£ information symbols and the m
parity symbols constitutes one longword (LW) of the PL erasure code. LWSs are transmit-
ted through an erasure channel, at the receiving end of which, a packet is either received
correctly in its entirety, or it is completely lost and it is considered as an erasure. The
purpose of the redundant (parity) packets is to allow the reconstruction of the initial infor-
mation block, even in the presence of erasures in the channel. It should become evident
at this point that a packet erasure can occur when the underlying bit-level FEC algorithm
has failed for this packet, or a CRC which is typically associated with the packet (e.g. in
[35]) has failed as well. The packet-level codes of the CCSDS standard can be described
equivalently as extended LDPC codes, by considering symbols of L bits, instead of in-
dividual bits. The parity check matrices of these codes are structured according to the
LDPC codes defined in the DVB-S2 standard [5]. For each information symbol s;, we de-
fine as F’, a small pseudo-random subset of b; parity symbols p, which are affected by
sit F' = {psy,Pus - - - Py }- The parity check matrix H of the packet-level codes is then
a juxtaposition of a m x k sparse matrix , and a dual-diagonal m x m matrix H,, as in
(4.1).

H=[H, H,)
_ ) Lps € FY,
Hy(w,y) = { 0, else (4.1)
1, (x = =z—1),z>1
Hy(z,y) :{ O,glse y) Il (y )
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In order to facilitate encoding and decoding, the sets F are not defined randomly for all
values of 7, or, equivalently, submatrix H, is structured. For each of the nine codes in Table
4.1, an array 1M1, of k/q sets is defined in the standard, with ¢ being a parameter of the
code and c the code number. Each row 771.(j) = {z1,2,...x;,} contains a small subset
(b; = 3 < 16) of pseudo-random integers in the range 1 to m, the cardinality of which is not
necessarily the same across the entire array: in other words, the length of each row in 771..
is not constant. If « = m/q and 17.(z) is the z-th row of 171., the sets F! are calculated
by adding a constant to each element of 771.(z), according to (4.2).

F;‘n:{pw:we{xjicmemqu)}}

¢ = (i mod q)«

(4.2)

The symbol = in (4.2) denotes an integer division, whereas symbol ¥, a modulo-m ad-
dition. From (4.2), it obvious that b; is constant for every ¢ information symbols. The
exact values of the 171. array are optimized for maximum performance of the resulting
code, based on analytical code design tools and they are provided in the specification as
constants.

4.3 Performance characteristics of packet-level erasure codes

The Singleton bound is the upper bound on the size of a block code. If n is the block length,
d is the minimum distance of the code and ¢ is the alphabet size, the Singleton bound states
that the maximum number of codewords in the code is |C| < ¢"~®. The performance of
an error-correction code in the binary erasure channel is defined by how close the code
is to the Singleton bound, or in other words, how much lower is the minimum distance
of the code from the maximum value it can take for the specific code parameters. For
example, in the case of a (n, k) linear code, the Singleton bound implies that the minimum
distance of the code is d,,;, < n — k + 1. If the erasures in the channel are independent,
the Singleton bound imposes a lower limit in the decoding failure probability:

P. > z": el —e)"™" (4.3)

i=n—k+1

In (4.3), e is the symbol erasure probability and P, the codeword failure probability (i.e.
the probability of an ideal decoder failure). MDS codes, like the RS codes, approach this
limit, however, LDPC codes do not, which introduces a substantial performance penalty.
For the codes in the standard, this performance gap is shown in Fig. 4.1 to be remarkably
small.

As with the channel codes of Section 3.1, the performance of the packet-level codes de-
pends also on the decoder. Decoding of PL codes can be performed either iteratively, with
the MAP algorithm described in Section 3.2.3 or with the maximum likelihood algorithm.
The former comes naturally with an inherent performance penalty, mostly as a result of
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Figure 4.1: The codeword error rate (P. vertical axis) vs the symbol erasure probability for
the packet-level codes of this work. Source: [33]

cycles in the parity-check matrix of the code. Experimental results of the severity of this
kind of loss under iterative encoding can be found in [103]. Maximum likelihood decod-
ing, on the other hand, is the most optimal decoding method and it consists in solving
the set of linear equations described in (4.4). The transmitted vector of N symbols is
x = (z1,X5...2y) and the received vector that contains erasures is y = (y1,%2...Yn)-
We denote as K the set of the indices of correctly received symbols in y and as X its
complement, i.e. the set of erasures indices. If § is an erased symbol, X = {i : u; = §}.

ngxgé = Hg{x?/; (4.4)

The complexity of the maximum likelihood algorithm is O(/N?), however practical approaches
have been introduced in [27] (improved probabilistic approach) and [103] (pivoting algo-
rithms), that offer different trade-offs between complexity and performance. The data in
Fig. 4.1 have been drawn with the maximum likelihood with pivoting method introduced
in [103].

To conclude, the performance of the proposed codes is very close to the Singleton bound,
or conversely, the proposed are almost MDS codes. Maximum likelihood decoding, how-
ever, remains a challenging task, although efficient decoding algorithms exist.

4.4 Encoding Algorithms

The processing challenge in the case of packet-level encoding is related to the large length
of information symbols, rather than the processing complexity of the linear encoding op-
erations. Each symbol spans several thousands bits, consequently, the direct applica-
tion of traditional LDPC encoding algorithms used in bit-level coding, like the Richardson-
Urbanke algorithm [110] and triangular factorization [81], is not feasible. Symbols in this
case reside in a memory system and a packet-level encoder needs to access information
symbols resident in that memory efficiently.

The two possible information symbols access patterns define two algorithms for parity
symbols calculations, which are described in the current Section: the variable node ori-
ented (VNO) and the check node oriented (CNO) algorithms. VNO is the standard encod-
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ing algorithm presented in the CCSDS standard [33] (albeit described differently), while
CNO is a novel algorithm introduced in this contribution. The complexity of both algorithms
is linear to the symbol block length L.

4.4.1 Variable node oriented algorithm

According to the description in Section 4.2, the VNO algorithm progresses by updating all
the parity symbols which depend on each successive information symbol. Following the
LDPC code equivalence, the columns of H, are processed one by one. The execution
steps are summarized in Algorithm 1.

Algorithm 1 Variable node oriented calculation

1. All parity symbols bits are initialized to zero:
pi()=0,1<I<L1<j<m

2. For each information symbol u;:

(i) The list of parity symbols affected by w; is calculated from (4.2).
(i) Symbol u; is bitwise added to all the affected parity symbols in F? :
po(l) = wi(l) ® py(l),1 <1< L,Vpy € F,

3. Parity symbols are accumulated into successive symbol positions:
pil) =pj(l) ®pj—1(1),1 <I<L,2<j<m

4.4.2 Check node oriented algorithm

On the contrary, the check node oriented (CNO) algorithm calculates each parity bit p; by
bitwise adding a subset F, of information symbols and the previous parity symbol, p;_1,
for j > 1. Contrary to the VNO algorithm in which array 771, is provided in the standard, the
generation algorithm of F needs to be defined. This is possible through a transformation
of (4.2) as follows: for each code, starting from H,, we define a base matrix 177, with «
rows. Each row r contains the indices of the non-zero elements of the r-th row of H,,, as in
(4.5). Again, as in the case of 171, the number of elements in each row is not necessarily
constant.

m(r)=A{p| Hu(r,p) =1} (4.5)
We then observe a repetition pattern in the indices of the non-zero elements of the re-
maining rows of H,: M! is repeated for totally m/«a times, adding one at each successive
copy. We define matrix A. as the matrix of these non-zero elements. The repetition pat-

tern resident in its structure is shown in Fig 4.2 and the resulting analytical expression for
FJ is given in (4.6).
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M, a
(M, +1) mod ¢ a
(M, +2) mod g a m/a

[(Mi+(m—1)/a) mod q| }-a

Figure 4.2: Structure of matrix A4.. Only the first 2¢ rows are shown. Additions shown are
modulo ¢

= {u§ : € € [(#5 + q)g + (zs mod ¢ + ¢) mod ¢]
| 25 € M.(j mod a)}
¢=(+qlg/a)+ (i mod g) +a
Taking into account the dual diagonal structure of H,, the algorithm progresses by pro-

cessing each row of the parity check matrix of the code and generates one parity symbol
after the other. Algorithm 2 summarizes the above steps.

Algorithm 2 Check node oriented calculation

1. All information symbols u; are initialized to their values.
2. For each parity symbol p;:

(i) The set F? of contributing information symbols is calculated by (4.6)
(i) Symbols u¢ € F?, are bitwise added to p;:
pi(l) = ue(l) ®p;(1),1 <1< Lyug € F,
(iii) The previous parity symbol is added to the above sum, if j > 1:
pi(l) =pi(l) & pj(l),1 <I<L,2<j<m

4.4.3 VNO and CNO tradeoffs

VNO and CNO algorithms are equivalent and their complexity is exactly the same. How-
ever, their performance can be significantly differentiated by the scenario in which they
will be called to operate.

VNO has the advantage of being able to begin encoding processing before all the infor-
mation symbols become available in their entirety. Also, it does not require the storage of
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Table 4.2: algorithms trade-offs

VNO CNO
Buffer space mL bits kL bits
Memory Random read/write — Sequential write —
access pattern sequential read random read
Starting All information
None
condition symbols in buffer
Parity symbols All symbols in the One symbol after the
generation end concurrently other during execution

the information symbols in a suitable data structure: symbols are processed one by one
and once operations involving a symbol u; have finished, this symbol is no longer neces-
sary for the further progression of the algorithm. In the end, all the parity symbols become
available on the memory buffer practically at the same time.

On the other hand, CNO requires that all the information symbols are available on a buffer
to start. Consequently, the buffer size (kL /8 bytes) is considerably higher than VNO (m /8
bytes). Also, the dependency on the availability of all information symbols for the parity
generation process to start, may introduce latency in the data processing chain. CNO
algorithm is suitable for scenarios in which all the information symbols have been gen-
erated from the previous processing step in the data processing chain and stored in a
shared memory buffer, when the encoding operation is requested. CNO also features a
completely different memory access pattern than VNO, by separating read and write oper-
ations. After the first step of algorithm 2, no further memory write operations are required,
which can lead to improved memory performance. Note also that all CNO write operations
are to successive memory addresses of a possibly contiguous area, while VNO memory
access operations are to apparently random positions. The absence of spatial locality in
the consecutive read and write operations can significantly impact the performance of an
implemented hardware system, by limiting cache systems efficiency. These trade-offs are
summarized in Table 4.2.

4.5 Hardware Architectures

In the current Section, the hardware architectures for the two encoding algorithms of Sec-
tion 4.4 are introduced, for an on-board data processing scenario requiring streaming input
and output interfaces. Block diagrams of both the CNO and VNO algorithms are illustrated
in Fig. 4.3 and Fig. 4.5 respectively. From a high-level perspective, they incorporate the
following major features and components:

» Streaming input and output interfaces, so that on-the-fly operation in a data process-

D. Theodoropoulos 120



Architectures and implementation in FPGA technology of hardware accelerators for forward error
correction encoding in on-board processing data-chains for aerospace applications

ing chain is supported. This corresponds to a single read and a single write channel.
The data width of all the encoder interfaces is d bits.

* A configuration interface and a memory for loading of matrices 771 and 777" and the
selection of the code (C to Cy) of the current encoding operation.

* Read and write channel modules, which support access to a RAM subsystem.

* A RAM subsystem, which is used as scratchpad memory. The introduction of this
subsystem is necessary for the calculation of parity symbols, since the large symbol
length does not allow the implementation of encoding algorithms using exclusively
on-chip memory resources.

* Internal AXI4-Stream interfaces with elastic buffers, which simplify the design and
minimize the critical paths.

* Glue and control logic, as described in the current section

4.5.1 CNO architecture

We start the description of the proposed architectures with the one for the CNO algorithm,
which is apparently the simplest of the two and it is shown in Fig. 4.3. Initially, all the
information symbols are written in the external memory, taking up & successive symbol
positions. Afterwards, for each parity symbol p;, module F,, calculates the indices ¢ of
the information symbols u, which contribute to p;. Indices &, in turn, define the source
address for the successive read operations required. Register r is initialized to zero and
accumulates all consecutive u,, but valid parity symbols are present at the output interface
only when the last ic from the set F is being read from memory. Note that all read symbols
are accumulated into r, which is a simplification of step 2(iii) of Algorithm 2. The CNO
encoder’s operation is detailed in Algorithm 3.

The calculation of indices ¢ is executed by the module R, a block diagram of which is
displayed in Fig. 4.4. It contains a configuration memory, which stores the parameters
1M, a small lookup table F for the code parameters ¢ and « and simple elements like
logical shifters and adders, which implement equation (4.6). The number of the code for
the current LW (among the nine codes defined in the CCSDS specification) and index of
the current parity symbol () are the inputs of the module and ¢ is the output. An important
detail concerning the storage scheme of parameters 717 is that we add an extra bit to the
stored parameters, which is set to *1’ for the last parameter of each one of the « sets of F? .
This extra bit is necessary for the implementation of the condition in line 7 of Algorithm 3.
Since the maximum value of j is 8192, the size of register j is 13 bits. Also, elastic buffers
have been inserted into the module as required, in order to assure timing closure.

Operations on successive packets can be pipelined using double buffering, provided that
there is the necessary buffer space available: during the calculation and the output of the
current longword (.£;) from the output serial interface, the write channel can receive the
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Figure 4.3: CNO architecture

Algorithm 3 CNO encoder’s operation
fori=1...kdo
U4 S5, G U > Write s; in memory
end for
cp — u,u<0 > Receive last s in memory and reset
foryj=1...m—1do
forall ¢ € FJ, do
if ¢ is the last element of £/ then
P& T, T T D
else
10: r<1rdce
11: end if
12: end for
13: end for

S R A

©
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Figure 4.4: Block diagram of R, module.

information symbols of the next one (£ ), writing the incoming information symbols into
a different address base. After all parity operations of .£; have been concluded, they start
again from the address base of ., ;.

4.5.2 VNO architecture

The block diagram of the proposed VNO architecture is provided in Fig. 4.5. The infor-
mation symbols s, are presented to the stream input interface in subvectors s;(t) of d bits,
with 1 <t < L/d and accumulated into buffer « after L/d steps. In the meanwhile, the list
of the indices of parity symbols {«'} which affected by the current symbol is retrieved from
the corresponding module (R,,,), based on configuration parameters and (4.2). Parame-
ters ¢ also define the source and destination addresses for the read and write operations
of the corresponding memory access modules.

For each index v, module R,,, calculates also the logical variable =(v), which is the index
of the first information symbol which updates parity symbol p,,. Based on this information,
and assuming a byte addressable RAM, a read operation is executed at symbol address
L, /8 only if =Z(x») > 14, which indicates that symbol p, needs to be updated in RAM. If
=(y) < i, the data of symbol ¢, do not need to be updated and only a write operation
is executed at the current destination address. With this optimization, our architecture
eliminates the first initialization step of Algorithm 1. Also, step 2)(ii) is simplified, since we
set p,, equal to u,.

The encoder’s operation is summarized into Algorithm 4. Initially, during the first loops
in lines 1-11, Z(v) always returns zero, which means that ¢, is accessed from the first
time and a read operation is not necessary. Afterwards, as an increasing number of par-
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Figure 4.5: VNO architecture
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ity symbols have been written into, write-only cycles are executed together with update
cycles, which are cycles which are indicated in lines 7 and 8 of Algorithm 4. Finally, after
a specific value of i, which is different for each code, =(v) > i, Vi) < m,i < k, which indi-
cates that only update cycles are executed and the check in line 4 of Algorithm 4 becomes
redundant.

Another optimization introduced by the proposed architecture is the elimination of the ac-
cumulation step in Algorithm 1: as the parity bits of the j-th symbol are transmitted from
the stream output interface, buffer u is reused and the same parity bits are shifted into it.
At the same time, d bits of parity symbol j — 1 are shifted out of «, in order to participate
in the accumulation operation of the Algorithm in line 16 of Algorithm 4.

Algorithm 4 VNO encoder’s operation
1. fori=1...k do

2: U< S > Receive s; into buffer
3: forallc, € F, do

4: if =(¢) = 0 then > First access to ¢,
5: Cp < U > Write symbol to memory
6: else > ¢y, has already been affected
7: T 4= Cy > Read ¢, from memory
8: Cp—Uudr > Update ¢y,
o: end if
10: end for

11: end for
12: 1<

13: pr<r,u<r
14: for j=2...m do

15: T Cj
16: U<—rdu,pj—rdu > Accumulate parity symbols
17: end for

A detailed block diagram of the R,,, module is displayed in Fig. 4.6. The calculation of
parameters ¢ is based on (4.2) and can be implemented by using simple logic elements:
shift registers, multiplexers, adders and a small lookup table #, as shown in Fig. 4.6. For
each information symbol i, a total of b; values of ¢ is calculated. Since the maximum value
of i is 16384, the size of register i is 14 bits. The log,(q) least significant bits of register i are
multiplied by «, which is always a power of 2. Consequently, the calculation of (: mod ¢)«
is done with a shift register. The rest 14—(og,(q) most significant bits of register i are added
to a base address retrieved from F#, which is constant for the entire encoding operation and
this sum specifies the absolute address of the indices in 771... Finally, the two intermediate
results 171.(i + ¢) and (i mod ¢)« are added modulo-m to calculate the final parameter .

For the calculation of Z(¢), the R,,, module incorporates a R%, module, which receives the
indices ¢ at its input and for each of them, generates only the first index from the set F¥.
The returned value is the index of the first information symbol which affects parity symbol
py- Elastic buffers are also inserted in the module as required in order to assure timing
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Figure 4.6: Block diagram of the R,,, module.

closure.

The accumulation of information symbols in line 2 of Algorithm 4 is pipelined between suc-
cessive symbols, in order to accelerate the encoding process. The pipelined operation of
the architecture between consecutive longwords, however, requires double buffering: as
soon as processing of all information symbols of the current longword (£;) have completed,
the parity symbols are ready to be transmitted from the front memory buffer, through the
read interface. From this point, the information symbols of [}, start updating the corre-
sponding parity symbol positions of the back buffer. Less obvious, however, is the solution
of the contention problem for the read memory interface during the pipelined operation:
the read channel is used both for update operations on .£;,; and for the output of par-
ity symbols of .£;. The solution is to add an arbitration mechanism for the read requests
coming from these two sources, which assigns priority to the reads related to the update
operations. The parity output is available only when the read channel is not used, which
happens when =(v¢)) > i, as in Fig. 4.7. With this mechanism, read and write channels
are always busy and encoding throughput is maximized.

4.5.3 Design Considerations

Since the processing complexity of the two algorithms is the same, the combinatorial logic
hardware requirements of both architectures are not expected to differ significantly. In-
stead, it is the memory access pattern, that raises performance challenges to the RAM
subsystem, that differentiates the two architectures. The resource and performance re-
quirements for both architectures are listed in Table 4.3. The VNO architecture performs
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Figure 4.7: Read channel arbitration of the VNO architecture.

b; write memory operations for each one of the k symbols (b; = |F},|.b; = |FJ,|). The opti-
mization introduced by avoiding the first read operation for a empty symbol position (using
variable =(¢)), however, removes m read operations. We define parameter {’ as the sum
of the non-zero elements in H,, which can be expressed equivalently as in (4.7). At the
end of the encoding process, m symbols are read from the memory into the output inter-
face. Due to the pipelined operation of the architecture during encoding of consecutive
longwords, parity symbol reads are executed simultaneously with encoding calculations
of the subsequent longword. Consequently, the total cycles required for encoding (7..) can
be considered to be equal to those required for lines 1-11 of Algorithm 4. Supposing that
read and write channels can work simultaneously and independently, total encoding time
is attributed to the time required for RAM writes only, as shown in Table 4.3.

k m
W = Zb = Zb;. = H,(i.j) (4.7)

Conversely, the CNO architecture performs £ write operations per each longword, corre-
sponding to the & information symbols, followed by V', writes for each one of the m parity
symbols. Thanks to pipelining, write operations of longword .(;, in lines 1-3 of Algorithm
2 can be executed concurrently with the reads in lines 6-13 of the current longword .£;,
and hence T, can be considered to be equal only to the time required for reading. In the
total calculation times listed in the table, a constant number of C idle cycles for each mem-
ory access is added, which accounts for the memory latency. This accounts for the time
required for the setup of the AXI transaction, until actual data start moving on the interface.

The minimum latency (A,,;,) of each architecture is defined as the minimum number of
cycles between the of reception s,(0) and the output of the first parity symbol p,(0), as in
Fig. 4.8, assuming no delay cycles on the input interface. We observe that both archi-
tectures complete calculations in the same number of cycles, but the minimum latency of
CNO architecture is considerably lower. However, as described in Section 4.4, all infor-
mation symbols need to be available at the first step of the algorithm and the amount of
RAM required is significantly higher than VNO, especially when double buffering is used
in order to support the pipelined operation. VNO architecture is preferable in a data chain
comprising a sending entity which transmits sporadically packets of data in the form of
symbols, with pauses between them and at the same time, the entity which receives data
after encoding is capable of handling a continuous stream of parity symbols. The situa-
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Table 4.3: Resource and performance estimation
Architecture VNO CNO

RAM total read (bytes) LW /8 Lw/8
RAM total write (bytes) LW/8 Lk/8

Total cycles (7}.) Lew /8d | LCW /8d
Minimum latency (A,.;,) | LW /8d Lk/8d
RAM buffer bytes mL/4 kL/4
Input

chr:;tr:el |: Ly Li

Output

ch:lr?:el ‘ ﬂ Ly ‘ Lt

Amin ‘

Figure 4.8: Minimum latency definition.

tion is reversed in the case of CNO, which favors a scenario with a continuous sending
process and intermittently receiving endpoint.

4.6 Hardware Implementation and Validation

In the current Section, the hardware implementation and validation of the two architectures
VNO and CNO which were introduced in Section 4.5 is decribed, in the form of IP cores
for various FPGA Systen-on-Chip (SoC) platforms.

The following implementation requirements for the IP cores are considered:

* Flexibility in the selection of each individual code on a per codeword basis through
a configuration register update, without affecting throughput performance. The rate
and block length can change during the mission, in response to varying channel
fading characteristics.

 Flexibility in erasure symbol block length. Typically, this parameter is expected to
remain constant in a mission and must be compatible with underlying protocol stack.
For CCSDS protocols [31], typical values range from 128 to up 4K bytes.

» Access to a Random Access Memory (external to the FPGA), which is used as
scratchpad memory for the parity symbols calculations.

» Streaming input-output of data. Typically, on-board subsystems communicate over
high-speed serial data links, e.g. ECSS-E-ST-50-11C (SpaceFibre)[10].
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* Hardware footprint should be minimum, while encoding throughput should be ade-
quate for current and envisioned space communications standards, like the upcom-
ing CCSDS Optical On-Off Keying specification [56].

The KCU105 board is the first implementation target used in the current work and the first
platform in which the correct operation of the implemented encoders was validated and
for which performance data were derived. In the KCU105 board, the XCKU040 FPGA is
connected to 2GB of DDR4 SODIMM RAM memory, accessible from the programmable
logic subsystem through a Memory Interface Generator (MIG) IP core, which exposes an
AXl4 interface to the user logic.

The block diagram of the implemented design is provided in Fig. 4.9, which also exhibits
the environment which has been used to validate the functional operation and evaluate
the performance of the proposed IP cores. The encoders’ parameters are configured from
an AXI4-Lite interface and feature AXI4-Stream input-output interfaces. The memory-
mapped interface for access to the RAM implements AXI4 protocol. The encoders are
connected to the AXI4 user interface of the Xilinx MIG IP core, which provides access to
the external DDR4 RAM. Test data are generated by a Fibonacci-type Linear Feedback
Shift Register (LFSR) and the produced parity symbols are accumulated into a Multiple
Input Signature Register (MISR). Both registers (LFSR and MISR) are based on primitive
polynomials and they are therefore maximal length. The reason we have selected these
modules for test vector generation and signature compression is their implementation sim-
plicity, which allows them to operate at full clock speed, without introducing idle cycles in
the AXI4-Stream interfaces of the encoders. Protocol compliance with AXI4 Specification
is validated by a protocol checker core, which also records performance data: namely the
total number of bytes transferred through the interfaces and the number of clock cycles
required for each encoding operation. The initialization of the encoding core and the test
modules is done through AXI4-Lite configuration registers. The same protocol is used
for the readback of the encoders’ status register and the test modules output data (MISR
value recorded and total number of cycles). Finally, all these parameters are accessible
from a user application through a JTAG to AXI4-master core from Xilinx.

The expected MISR signature has been calculated off-line by a bit-accurate software
model of LFSR and MISR modules and an encoder based on the OpenFEC [51] project.
This software model was executed for several longwords and the results were compared
with those of the behavioral simulation of the Register Transfer Level (RTL) description
of the reference design in Fig. 4.9, as well as with the FPGA-in-the-loop results on the
KCU105 board. For the RTL simulation, the Vunit open source simulation framework [19]
was used, in order to model the memory-mapped AXI4 interfaces of the design, assuming
a perfect memory model: a RAM which can be accessed concurrently for read and write
with zero latency.

Implementation results and performance data for the two architectures of Section 4.4 are
summarised in Table 4.4. The derived performance data refer to encoding with the CCSDS
code (3, which is the code with the largest parameters n, k£ and which is therefore the most
demanding case, in terms of hardware resources. The simulated number of cycles (7)
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Figure 4.9: Encoders’ reference design on the KCU105
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data were derived from the RTL simulation (assuming an ideal memory). The only idle
cycles introduced are those required for AXI4 protocol transaction setup and handshak-
ing, which set parameter C to a value slightly greater than 1. The value of parameter
C, however, is considerably higher in the implemented designs. Especially in the case
of the implemented VNO architecture, the continuous alternation between read and write
operations results in an increase of the value of parameter C in the implemented design,
which is expected: the DDR memory can be accessed only for read or write at a given
time. Consequently, lines 7 and 8 of Algorithm 4 cannot be executed in parallel, contrary
to what the AXI4 channel abstraction may suggest. This limitation, however, does not
pertain to the CNO implemented design, in which read and write operations do not occur
concurrently and memory can be accessed more efficiently.

Analysing the performance profile of the implemented architectures, it becomes evident
that packet-level encoding is heavily dependent on data transfer operations and the crit-
ical factor defining performance is the memory bandwidth. In the KCU105 development
board, the DDR4 component memory can provide up to 2400 MT/s on a 64-bit interface,
accessible through a 512-bit AXI4 bus at 300MHz. As shown in Table 4.3, the CNO archi-
tecture requires fewer total memory transactions and is therefore favoured in a memory
bandwidth constrained environment, such as the one we present in Fig. 4.9: not only is
the final encoding throughput achieved with the CNO core higher, but this also is feasible
with marginally more than half of the available RAM bandwidth. This allows for another
benchmarking test on the KCU105 board with two cores, which, in the case of the CNO
cores, leverages almost the full memory bandwidth, as shown in Table 4.4. A similar test
with two VNO cores instead, yielded no significant performance benefit against a single
core, because memory bandwidth has already been almost exhausted with a single core.

Table 4.4 demonstrates also the different implementation trade-offs for the two hardware
architectures. Both architectures require only a small percentage of the chip and board
logic resources. The resource utilization of the VNO architecture is higher than that of
CNO. A large part of this difference is attributed to the double buffering on register « in
Fig. 4.5, or correspondingly, line 2 of Algorithm 4, and the large burst size (4 KiB) of AXl4
memory transactions. The hardware requirements for both architectures can be reduced
significantly, if a lower total burst size (burst length x beat width) or parameter d is set,
as example in Section 4.7, where parameter d set to 128 bits. It is evident, however
that the performance is reduced proportionally. Finally, the power was measured on the
KCU105 board, using the SYSMON core from Xilinx. SYSMON was connected to the
board’s system controller through its 12C bus and power measurements were recorded
during continuous operation of the cores. Totally 120 samples were averaged, in order to
obtain the recorded values. The frequency settings that are presented in the table are the
maximum frequencies that ensure the saturation of the AXI4 interface of the MIG DDR4
core on this board: setting the encoders’ clock to a higher frequency has no positive effect
on the encoding throughput. The lower clock frequency of the 2-core implementations
has a key effect on the total power consumption. However, the total power of the design
is dominated by the MIG controller and the 10 associated with it (VCC1V2 power rail).
Finally, it is evident that the CNO architecture, by virtue of its lower footprint and memory
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Table 4.4: Resource and performance measurements on the KCU105

VNO CNO

1-core ‘ 2-core 1-core ‘ 2-core
LUTs (% of FPGA utilization) 5377 (2,22%) 10754 (4,44%) 2031 (0,84%) 4062 (1,68%)
Flip-Flops (% of FPGA utilization) 5714 (1,18%) 11428 (2,36%) 3560 (0,73%) 7120 (1,47%)
36Kbit BRAMs (% of FPGA utilization) 24,5 (4,08%) 49 (8,17%) 17 (2,83%) 34 (5,67%)
External RAM (% of KCU105 utilization) | 64 MiB (3,13%) | 128 MiB (6,25%) | 128 MiB (6,25%) | 256 MiB (13%)
T. (simul.) 5043455 4981250
C' (simul.) 1,092 1,078
T. (recorded) 12357857 23982085 10699412 14017186
C' (recorded) 2,68 2,6 2,32 1,52
Throughput 13,3 Gbps 13,4 Gbps 15,05 Gbps 22,98 Gbps
RAM bandwidth utilization 75% 77% 53% 81%
Clock frequency 300 MHz 150 MHz 300 MHz 150 MHz
Static power 2,55 W 2,53 W 2,48 W 2,12 W
Dynamic power 2,76 W 2,8W 1,74 W 2W
Power efficiency (Gbps/W) 2,5 2.51 3,57 5,58

d=512-bits, L=4KiB, C; code, Burst size=4KiB, read priority MIG scheduling.

access pattern, has more favourable power characteristics.

4.7 Comparison to CPU Implementations

Although the encoders’ primary role is offloading of LDPC PL-FEC functions from the on-
board CPU, the achieved performance can lead to a considerable acceleration compared
to the software implementations of encoding operations on a general purpose CPU. In the
current Section, we compare the performance of our hardware accelerator implementa-
tions with that of the purely software encoding procedure on some commonly used and
state-of-the-art space-grade CPUs. The comparisons are against the software encoder
implementations on the LEON3, LEONS and NOEL-V soft processors.

For the performance benchmarking measurements, a resource efficient SoC design was
built, with the necessary GRLIB IP modules and the proposed encoder cores, as shown
in Fig. 4.10. Apart from the cores required for a basic LEON/NOEL-V subsystem, the
SoC of Fig. 4.10 comprised the proposed hardware encoding cores as the design in Fig.
4.9, although in this case the parameters of the encoder had been initialized at synthesis
time. The bus width of all AMBA buses was set to 128-bits and the entire design was
clocked by a single clock source: the clock generated by the MIG controller, which was
set at a very low frequency (10 MHz). Since the aggregated read and write bandwidth of
the the AXI4 channel of the MIG controller (32 MiB/s) is a small fraction of the total DDR4
memory bandwidth of the board (19200 MiB/s), the memory model provided by the MIG
DDR4 controller is as close as possible to a zero-latency memory and ensures a common
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Figure 4.10: System design for performance comparisons.

basis for the comparison, since the total cycles required for encoding are not affected
by the behavior of the memory. The performance metric which we have adopted for the
comparisons was the average number of the 10 MHz clock cycles which were required for
encoding one LW, instead of the actual encoding throughput. A direct comparison on the
basis of raw performance achieved would not be meaningful in the case of soft processors
because the actual data-rate performance depends on the achieved frequency of each
mission specific place and routed FPGA SoC design.

Two tests have been run on the SoC: a hardware test as in Section 4.6 and a purely
software test on the LEON/NOEL-V processor, which is a specially designed simplified and
optimized version of the corresponding routine provided in [96], in which erasure coding is
implemented as an additional software layer to protect LTPs segments and called Erasure
Coding Link Service Adapter, or ECLSA. We compiled the software with the vendor’s cross
compilers, setting the highest optimization level for the corresponding ISAs. Test vectors
and expected results were identical in both test cases, through a software implementation
of the LFSR and MISR modules. The compiled software was loaded on the processor
core through JTAG interface, using the vendor’s grmon utility. Both tests were initiated
by the processor system and the clock cycles required in both cases were recorded by
a specially designed performance counter core, which was started and stopped through
General Purpose Input-Output (GPIO) signals: the first (start) is asserted at the beginning
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Table 4.5: Acceleration characteristics against LEON/NOEL-V soft processor on the
KCU105

RAM buffer | Average T, | Speedup factor
o LEON3 1796901689 1
E LEON5 192 MiB 566576395 3,2
A NOEL-V 564176669 3,2
LUT:898
CNO FF:1267 128 MiB 20522702 87,6
BRAM:6
LUT:1827
VNO FF:1866 64 MiB 20512826 87,6
BRAM:8

L=4KiB, C; code. d = 128.

of a LW encoding procedure and the second (fin) at its completion. Performance data
were averaged over 100 LWs.

In [15], a software implementation is described, which uses three threads: one for filling the
encoding matrix with the information symbols, a second for actual encoding and a third for
transmission of the encoded parity symbols. On the contrary, the hardware architectures
introduced in the current work use double buffering techniques to pipeline the encoding of
consecutive longwords. Both techniques succeed in absorbing the time required for the
reception of information symbols and the transmission of encoded parity data into the time
required for actual encoding. Consequently, the performance comparison made in this
Section takes into account only the encoding time, that is the time required for calculation
of the parity symbols, provided that information symbols are available as soon as they are
requested. We set L = 4 and d = 128 bits in the comparisons, but the encoding time is
proportional to the information symbol block length and memory bus width in both cases.

In Table 4.5, the total number of clock cycles which were recorded by the performance
counter module are listed. Although in the memory bandwidth constraint test environment
described Section 4.6 the CNO core outperformed the VNO by a significant margin, in this
scenario, both cores recorded almost the same performance, as it was expected by the
theoretical analysis of the corresponding algorithms in Section 4.4 and the data of Table
4.3. Also, the performance of the specific memory-bound workload is almost the same
for LEONS and NOEL-V. Finally, compared to the hardware implementations, the RAM
buffer space of the software implementation is larger. From the data listed in Table 4.5,
it is evident that the proposed architectures offer a significant acceleration of packet-level
encoding functions, compared with the on-board software implementation on embedded
processors used in space applications.

Another performance comparison was made against the dual-core ARM Cortex-A9 pro-
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cessor of the Zynqg XC7Z2045 System-on-Chip (SoC) featured by the ZC706 board. As
already descibed in Chapter 2 and more specifically in Section 2.3, the ZynQ process-
ing system is currently gaining increasing interest for aerospace applications. The soft-
ware implementation of the PL coding engine which was used for comparisons with the
LEON/NOEL processors was ported to the ARM platform, using the Vitis Unified software
platform from Xilinx.

The system’s design block diagram used for the comparisons is displayed in Fig. 4.11,
which is similar to Fig. 4.9, except that the encoder cores are connected to two HP ports,
instead of the MIG controller and initialization and control of the components in the PL
region are performed through the General Purpose (GP) AXI4-Lite interface of the PS,
under software control. In the ZC706 board, the Processing System (PS) is connected to 1
GB of component DDR3 SDRAM, which is not directly accessible from the Programmable
Logic (PL). Instead, the PL subsystem exposes four 64-bit high performance (HP) AXI3
Slave interfaces to the PL and shares the same DRAM controller with the embedded ARM
processors. Of course, as already mentioned in Section 2.3, the PL logic can use the 1GB
of SODIMM memory, which is dedicated to it (the PL). However, the component memory
option was selected, so that both the memory controller as well as the memory itself are
the same in both tests.

The controller of the ZynQ PS on the ZC706 is clocked at 533 MHz, which corresponds
to a total peak data rate of 4,264 MB/s. In practice, however, the effective data rate at
the HP ports is lower than this value [113], [68]. The hardware encoders were clocked
at 250 Mhz. For the software encoder implementation on the ARM system, an encoding
kernel was cross-compiled in the form of a C language bare-metal application. Full op-
timization level was selected as a compilation option and the ARM NEON optimizations
were activated, in order to take advantage of the advanced Single Instruction Multiple
Data (SIMD) technology in the ARMv8 architecture. The ARM software made use of the
DMA’s interrupt outputs to signal the beginning and the end of encoding process, in or-
der to calculate the performance data. The PS for the test was clocked at the maximum
value of 800MHz. The performance achieved is listed in Table 4.6 and is limited only by
the available bandwidth of the memory controller of the ZynQ SoC and the board RAM.
The RAM memory system’s bandwidth utilisation in the experiments was consistent with
that in Table 4.4. In all cases, significant speedup has been achieved. However, it is not
possible to measure the PS power on the ZC706 board, since the power regulators do not
provide the necessary current measurement outputs on the PMBUS of the card.

Another series of experiments has therefore been conducted for the comparisons against
the quad-core ARM Cortex A53 Application Procession Unit of the ZynQ Ultrascale+ PS
system of the ZCU102 board. The reference design of Fig. 4.12 was built to support the
measurements. On the ZCU102, the high performance ports are AXI4 compliant, which
makes integration easier. For the PL system tests with the hardware encoders, the pro-
gramming of the configuration and control registers of the encoders, as well as the control
of MISR compression and were performed by the PS. On the other hand, for the PS sys-
tem tests, AXI4 slave interfaces were created for the LFSR and MISR modules, through
which the PS was able to read the random data and send the output of the software encod-
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Figure 4.11: System design for performance comparisons against the ARM embedded
processor on the ZC706.

Table 4.6: Acceleration characteristics against the embedded ARM Cortex A9 processor
on the ZC706

LW time | Enc. throughput | Speedup Mem.

(msec) (Gbps) factor | saturation
Software (on ARM) 890 0,66 1 UNKOWN
VNO (1 core) 190 2,83 4,7 73%
VNO (2 cores) 177 3,03 5 78%
CNO (1 core) 170 3,15 5,2 50%
CNO (2 cores) 96 5,57 9,3 88%

D. Theodoropoulos 136



Architectures and implementation in FPGA technology of hardware accelerators for forward error
correction encoding in on-board processing data-chains for aerospace applications

SoC boundaries Legend

g " " =" = m o E E N EEEEEEEEE .

. Programmable logic AXl4-Lite AXI4-Stream
. AXI4 s > Stub

Start .

= Arrow direction from master to slave
L
« Component

| T
\ 4 *

DDR

controller
E i CCSDS 3
131.5-0-1 core S_AXI_HPO_FPD

APU

l MPCORE
DMA
AXI MISR ENEIZ
Processing
System

——
M_AXI_HPO_FPD

M_AXI_HP1_FPD

Figure 4.12: System design for performance comparisons against the ARM embedded
processor on the ZCU102.

ing routine to the MISR module. These two functions (writing of the data to be encoded
to a memory region and sending the encoded output to the MISR AXI4 address), were
performed by the DMA controller of the PS, through special software routines, which were
synchronised through the interrupt controller. It is also important to note that the encod-
ing software was single-threaded, since bare-metal applications do not support threads.
This means that the software encoding process cannot pipeline input of data, encoding
and output, as is the case with the hardware encoders. However, the DMA controller on
the ZynQ Ultrascale+ is very efficient, and input and output of data account for a small
( 5%) percentage of the total encoding time. The clock of all the PL modules was set at
333 MHz, which the maximum frequency supported by the HP ports of the PS. Both cores
(CNO and VNO) saturated the bandwidth of the port and consequently, there was no point
in extending the tests to multiple encoder cores per HP port. Finally, the data bus of all
the AXI interfaces was set at 128-bits.

The performance and power measurements results are displayed in Table 4.7. The frame
encoding time is the average time for a full frame (longword) reception from the LFSR,
encoding and parity output to the MISR. This setup implements a realistic scenario of
a potential on-board system and takes into account the totallity of the processing steps
required to receive data from a sensor and to transmit the processed data to the next
recipient on the data-processing chain. The power efficiency is calculated by taking into
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Table 4.7: Resource and performance measurements on the ZCU102
VNO | CNO | ARM A53

Frame encoding time (ms) 67,79 | 69,81 319
Encoding throughput (Gbps) | 3,96 | 3,84 0,84
Dynamic power (W) 1,29 | 0,66 0,94
Power efficiency (Gbps/W) 3,07 | 5,82 0,9

d=128-bits, L=4KiB, C; code.

account the dynamic power dissipated during the encoding process. It can be seen that
hardware encoding is substantially more efficient than the software counterpart, on the

ZynQ Ultrascale+ platform.
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5. CONCLUSIONS AND FUTURE WORK

The novelties introduced in the current thesis, regarding QC-LDPC encoder architectures,
are shown to achieve state-of-the-art performance, with the lowest documented hardware
footprint, as a result of the optimized architectures which are introduced and an efficient
bit vector multiplication with dense matrices. LDPC codes without the dual-diagonal struc-
ture or any other focused provisions in the structure of their parity-check matrix, or their
protograph, in order to facilitate encoding, have been so far considered unfavorable for
high-speed, resource starved implementations, even though they exhibit some favorable
FEC performance features. The work in this Thesis manages to bridge this gap between
encoding efficient LDPC codes (like those of the IEEE802.11ac/n standard) and the gen-
eral case of QC-LDPC codes, with potentially better FEC behavior, broadening their ap-
plication field.

In addition, it is shown, for first time in the literature, that PL-FEC encoding can be im-
plemented efficiently in hardware and offers another option for increasing the reliability of
modern applications, other than traditional systems combining error correction codes and
deep interleavers. The efficiency of the proposed hardware architectures is such that they
can be implemented even in low cost FPGA platforms and they can easily satisfy the per-
formance requirements of current and upcoming high data rate communication standards.
The proposed encoders can readily form part of a high-speed data chain for small satel-
lites and CubeSats in a single chip data processing unit implemented in FPGA technology,
combined for example with the parallel implementation for hyperspectral compression on
a Zyng-7000 platform which have been proposed in [126]. This contribution enables the
application of PL-FEC for next generation high data rate reliable satellite communications
in space environments where burst errors are dominant, under low signal-to-noise ratio
regimes.

One of the most active and promising development areas among the CCSDS working
groups is related to the standardization in the domain of free-space optical communica-
tions. A multitude of options is being considered for various application scenarios: from
high photon efficiency aiming mostly deep-space communications to low-complexity op-
tions of the O3K standard. A broad overview of the activities taking place within CCSDS
and the Interagency Operation Advisory Group (IOAG) is given in [56]. Of particular in-
terest is the possibility of endorsement of the rate 1/2 AR4JA LDPC codes of [32] into
the new free-space optical communication standards [34]. Protograph-based Raptor-like
(PBRL) and Accumulate-Repeat-Accumulate (ARA) LDPC codes are also candidates for
the emerging O3K standard and an already future research direction is to provide hard-
ware accelerators for them, following the accumulated expertise on LDPC encoding. Era-
sure coding is also mentioned [34] as an option for optical high data rate communications,
consequently, the work presented in Chapter 4 is going to be adapted accordingly. Finally,
the focus of this thesis has been the encoding process of either bit-level or packet-level
codes. LDPC and most importantly, packet-level decoding are also challenging tasks. Es-
pecially in the case of packet-level coding, there are no known hardware implementations.
The design of a complete codec, therefore, would be an invaluable contribution.
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3GPP2
ACE
AHB
Al
AMBA
APB
API
AR4JA
ARQ
ASIC
ASM
AWD
AXI
AWGN
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BEC
BER
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CCSDS
CFDP
CLB
CMMB
CNO
COTS

Third Generation Partnership Project 2
Approximate Cycle Extrinsic Message Degree
Advanced High-performance Bus
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Advanced Microcontroller Bus Architecture
Advanced Peripheral Bus

Application Programming Interface
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Bit-Error Rate

Block RAM
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Channel Access Data Unit

Consultative Committee for Space Data Systems
CCSDS File Delivery Protocol
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CPLL
CPU
CRC
DD
DMA
DDR
DSCAL
DSU
DTN
DUT
DVB
ECC
ECLSA
ECSS
EG
EOP
ESA
EXIT
FEC
FF
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FIFO
FMC
FPGA
GF
GPIO
GUI
HDR
HP
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IEEE
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JTAG
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Institute of Electrical and Electronics Engineers
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Magnetic Recording
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