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Abstract

This master’s thesis explores the optimization of resource allocation in
emergency response systems and healthcare facilities, with a focus on the
dispatching of rescue units and the scheduling of nurses’ appointments.

The first part of the thesis will focus on the allocation and programming of
rescue units. The importance of time in emergency situations and the need
for quick deployment of rescue units to incident locations is emphasized. To
achieve this objective, the thesis draws upon optimization concepts such as
the Travelling salesman problem, the multiple Travelling salesman problem,
and the vehicle routing problem. These concepts are incorporated into the
formulation of a mathematical model that addresses the resource allocation
optimization challenges in emergency response scheduling. Subsequently,
some heuristic methods will be described to solve the problem, as well as
metaheuristic methods to improve the heuristic solution.

The second part of the thesis focuses on a specific problem: the opti-
mization of the scheduling of nurses’ appointments for optimum response to
medical emergencies. For this, there will be a description of the problem
and the model. A new adapted heuristic algorithm is presented as well as
a metaheuristic algorithm to improve the heuristic solution. Combining the
available theory, artificial intelligence and algorithmic methods, there will be
an application on real data.

Finally, the results of the application on real data will be analysed. The
performance of the proposed algorithm will be judged on simulated trials.



ITepiindn

H dimhopate| epyooio e€epeuvd T PehtioTonolnon xotavourc tépwy o€
CUC THUOTA AVTHIETOTIONG EXTANTNG UVAYUNG XL EYXATUC TUOELS UYELOVOUXTG
neplioddng, pe 0TlaON GTNY AMOCTOAY] LOVABWY BLICGWONS XUl OTOV TROYEO-
HOTIOUO pavTEBOD YOOTAEUTMY.

To mpnto Yépog tng epyaciog Vo €0TIUOEL OTNY XATUVOUY XUl TOV TEO-
YeuuUoTIoud wovddwy ddowone. H onpavtixdtnta tou ypdvou oe enelyovoeg
XATOOTACELS Xou 1) avdryxn Yo ypriyoern Owdeon povddwy diddeone o€ tomo-
Veoleg meplotatnedv toviCetar. o va emteuydel autdc o oTtodyoc, N epyaocio
Baoiletoun oe évvoleg PeltioTonolinong Omwe To TEOBANUA TOU TAAVOSIOU TwA-
N7y, TO TOAATASG TEOBATUO TAAVOBLLY TWANTOY X0t TO TEOBATUL SPOUOAGYNOTS
oY otog. AUTEC OL IBEEC EVOWUATMVOVTOL OTOV GYNUATIOUS EVOS LoTUOTIXOU
HOVTEAOU TOU amMEVUUVETAL OTIC TPOXANOEC TNG BEATIOTOTOMNONG XATUVOUNS
Topwv. Axoholidng, Yo meprypagoly xdmoteg eupeTég uédodol yia Ty Ao
Tou TEOBAUaTOS, xadg xon UETEUPETIXEG UeVodOL Yo TNy Peltiwon tng eu-
eeTiNg Ao,

To dedtepo uépog Tng epyaciog e0TIALEL OE EVoL CUYXEXPUEVO TEOBANUL: TNV
Behtiotonolnon Tou TEoYEoUUATIoN0) PUVTEBOY YOGNAELTOY Yia TNV BEATIOT
avTamoxplor ot enelyovta meploTaTd. o autod, Yo umdpler uo TepLy popy
Tou TEoPAfuaToc xar Tou Joviéhou. ‘Evac VEoC mpocupuooUEVo EURETIXGS
alybprduog mapouctdleton xodME xal €VOC UETEVRETIXOSC ohyOELiUoC Yo TV
Behtiwon tng evpeTinric Adomng. Xuvdudlovtag Tny undpyouca Yewpia, TEYVNTA
vonuooun xon ahyoprduixéc uedodoug, VYo undpLel EQUOUOYT) TEVK OF TEAY-
HoTIXd OEBOUEVAL.

Kotohnxtixd, To anoTeEAEoUTA TG EQUOUOYNG TIEVE OF TRy UoTiXd Bedouéval
Yo avohudolv. H amddoon tou npotewvouevou aiyoplduou do xprdel and npo-
COUOLWUEVES DOXYIES.
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Chapter 1

Introduction

In the face of emergencies, time is of the essence. The ability to rapidly
deploy rescue units to incident locations can mean the difference between life
and loss. Additionally, within the healthcare sector, ensuring that nurses’
appointments are optimally scheduled is essential for efficient resource uti-
lization. These challenges demand innovative solutions that leverage opti-
mization techniques to tackle complex routing and scheduling problems. This
thesis endeavors to provide such solutions and optimize resource allocation
in both emergency response systems and healthcare settings.

1.1 Vehicle Routing Problem

One fundamental problem that underlies the optimization of resource allo-
cation is the Vehicle Routing Problem (VRP). The VRP involves determining
the optimal routes for a fleet of vehicles to serve a set of customers, while
minimizing total travel distance or time. It is a classic optimization problem
with various real-world applications, including emergency response systems
and delivery services.

Generally, the VRP is described as the problem of designing optimal deliv-
ery or collection routes from one or several depots to a number of geograph-
ically scattered cities or customers subject to side constraints.

To be more elaborate, let V' = {1,...,n} be a set of vertices representing
cities with the depot located at vertex 1, and A be the set of arcs. We



denote G = (V, A) as the graph of the cities and the arcs. With every arc
(i,7), © # j, is associated a non-negative distance matrix C' = (¢;;) (i.e.
the matrix of travel costs or travel times). When C' is symmetrical, it is
often convenient to replace A by a set E of undirected edges. In addition,
it is assumed that there are m available vehicles based at the depot, where
mp, < m < my. If mp = my, m is said to be fixed. If m;, = 1 and
my = n — 1, m is said to be free. If m is not fixed, it is usual to associate
a fixed cost f on the use of a vehicle. Moreover, the solution of VRP comes
from the designing of a set of least-cost vehicle routes so that:

1. each city in V' \ {1} is visited exactly once by exactly one vehicle;
2. all vehicle routes start and end at the depot;

3. some side constraints are satisfied;

Some other constraints may be:

i. capacity restrictions: a non-negative weight (or demand) d; is attached
to each city ¢ > 1 and the sum of weights of any vehicle route may not
exceed the vehicle capacity;

ii. the number of cities on any route is bounded above by ¢ (this is a
special case of (i) with d; =1 for all ¢ > 1 and D = ¢);

iii. total time restrictions: the length of any route may not exceed a pre-
scribed bound L; this length is made up of intercity travel times c;;
and of stopping times ¢; at each city ¢ on the route;

iv. time windows: city ¢ must be visited within the time interval [a;, b;]
and waiting is allowed at city i;

v. precedence relations between pairs of cities: city ¢ may have to be
visited before city j.

1.2 Travelling Salesman Problem

Another related problem that arises in our context is the Travelling Sales-
man Problem (TSP). The TSP seeks to find the shortest possible route that



a salesman must take to visit a set of cities exactly once and return to the
starting city. It is a well-known NP-hard problem with a wide range of ap-
plications, including route optimization in emergency response systems and
healthcare logistics.

Another definition of the TSP includes graphs. Again, as in the VRP, we
have a set of n cities and a set of routes. Therefore, we define the graph
G = (V, A). Furthermore, there is a length ¢, associated to each route a € A
and the assumption that G is connected. Just as we mentioned before, the
goal is to find a trip for the salesman to visit every city requiring the least
possible total distance. There is a chance that a route is used more than
once, and a city visited more than once. For this reason, each edge has a
non-negative weight, in order to avoid tours.

1.3 Multiple Travelling Salesman Problem

In scenarios where multiple agents are involved, such as multiple rescue
units or multiple nurses, the Multiple Travelling Salesman Problem (MTSP)
becomes relevant. The MTSP extends the TSP by considering multiple sales-
men, each with their own set of cities to visit. The objective is to determine
optimal routes for each salesman that collectively minimize the overall dis-
tance or time.

Here, all salesmen could share the same depot or there could be multiple
depots. In all cases, each salesman starts and returns to their depot. If the
number of salesmen is not fixed, then a fixed cost could be assigned to each
salesman if they are used in the solution. Other variations of the problem
could include time windows, i.e. certain cities need to be visited in specific
time periods, or even restrictions on the number of cities each salesman can
visit. In this problem, aside from the number of cities each salesman will
visit, we seek to find the optimal routes in order to minimize the value of the
objective function, i.e. distance, time etc.

The MTSP can be considered as a relaxation of the VRP.



1.4 Real-world applications

Theoretically, one could start working on optimizing the schedules of res-
cue units/nurses using stochastic methods. Although the stochastic vehicle
rooting problem introduces a new level of complexity by taking into account
uncertainties, such as travel times and changes in demands, it comes with
an increase in the complexity making the solution of the problem practi-
cally unfeasible. The same applies when we consider the Travelling Sales-
man Problem (TSP) and the Multiple Travelling Salesman Problem (MTSP).
Consequently, many algorithms have been created to approach the optimal
solution, while keeping the complexity to a minimum.

All the algorithms formulate the problem within the context of the Vehicle
Rooting Problem (VRP). At the same time, they incorporate elements of the
Travelling Salesman Problem (TSP) and the Multiple Travelling Salesman
Problem (MTSP) into our resource allocation optimization problem. These
problems provide insights into the allocation and routing of multiple rescue
units or nurses, taking into account their respective tasks and constraints.

It is important to highlight that the results obtained from these algorithms
need to be obtained within a logical timeframe. The urgency and time-
sensitive nature of emergencies and medical appointments require practical
solutions that can be implemented efficiently. Therefore, the focus of this
thesis is to strike a balance between achieving accurate results and obtaining
them within a reasonable amount of time.

Optimizing the dispatching of rescue units and the scheduling of nurses’
appointments can lead to reduced response times during emergencies, en-
hanced coverage, and increased patient satisfaction. The proposed models
and algorithms can serve as valuable tools for decision support systems in
real-world emergency response systems and healthcare facilities.

In the first part of this thesis, the emergency dispatching of rescue units
is studied and analysed. The units are ranked, their service times may be
random variables with a standard deviation, and the problem seeks to min-
imize a weighted sum (R/STsp/ Y. w;C;). There is a satisfying number of
heuristic algorithms in existence. In order to decide which could be the most
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useful in emergency situation, a simulation was designed and the results were
compared. Moreover, the results from each algorithm are inserted in a num-
ber of metaheuristic algorithms, in order to achieve better results. When we
arrive at a decision about the best pair of heuristic-metaheuristic algorithms,
we pass on to medical appointments and emergencies.

In the second part, the pair of algorithms is adapted on a given problem
and a simulation is run on real data. The schedules then are used to run a
simulation on medical emergencies.

In conclusion, this master’s thesis aims to contribute to the field of re-
source allocation optimization in emergency response systems and healthcare
settings. By addressing the challenges of emergency response and nurse ap-
pointment scheduling, this research strives to provide practical and effective
solutions that optimize resource allocation, minimize response times, and en-
hance the overall effectiveness of emergency response systems and healthcare
services.

11



Chapter 2

Emergency incidents

This chapter focuses on the problem of optimal allocation of rescue units
in an emergency situation. Specifically, a study by Wex et al., 2014, is
presented.

2.1 Problem specification

Let m be the number of available rescue units and n the number of inci-
dents that need to be processed. For this problem, we assume that m < n,
meaning that the number of available rescue units is smaller than or equal
to the number of incidents, which is usually the case in natural disasters.
Moreover, we assume the following properties:

Property 1. Each incident has specific requirements and every rescue unit
has different capabilities. This property accounts for the fact that not every

rescue unit is able to process each incident.

Property 2. The processing times depend both on the incident and on
the rescue unit.

Property 3. The travel times between the locations of incidents vary be-
tween units.

Property 4. The processing of an incident must not be interrupted (non-
preemption).

12



Property 5. Each incident has a different significance. Therefore, it is
assigned a weighting factor accounting for both casualties and damage in-
duced over time. We name this weight “factor of destruction” or “severity
level”. The overall harm is measured, as a proxy, by the sum of weighted
completion times regarding the processing of incidents.

In the following section, a decision support model is developed. The goal
is to find the schedules and assignments of rescue units to incidents that
minimize the sum of completion times of incidents weighted by their sever-

ity.

2.2 Mathematical Model

Here, we will present an optimization model to find optimal schedules and
assignments of rescue units to incidents. The model is presented in a binary
quadratic formulation.

Firstly, we use the following notation:

Table 1
Notation used in the mathematical model.

Input parameters

n Total number of incidents, with set I={1,...,n}

m

Total number of rescue units, with set
K=A{1,...,m}

w; € R0 Factor of destruction (severity level) of incident j

py e R*° Time required by rescue unit & to process incident
j; oo if rescue unit k is incapable of addressing
incident j

sfj € R0 Travel time required by rescue unit k£ to move from

incident ¢ to incident j; if ¢ = 0 then rescue unit k
resides at its depot before travelling to incident j

13



capy; € {0, 1} 1 if rescue unit k is capable of addressing incident
1; 0 otherwise

Decision variables

Xl e{0,1} 1 if incident ¢ is processed by rescue unit k& imme-
diately before processing incident j; 0 otherwise
v e {0,1} 1 if incident ¢ is processed by rescue unit & (at any

time) before processing incident j; 0 otherwise

Secondly, the mathematical model can be written as:

IIllIl ijzz pj —i—s Xk —i—Yk (ZXWSM)] (O)

”’”]1 k=1 i=0

s.t.

ﬁiﬁéXZZL j=1,...,n, (C1)

i=0 k=1
n+l m
ZZXk: 1=1,...,n, (C2)
j=1 k=1
n+1

X@:L k=1,...,m, (C3)
}:XWH_ k=1,...,m, (C4)
Yf%—Y _1<sz7 1=0,....,n;, 7=1,...,.n+1;

l J J (C5)

k=1,....m; [=1,...,n,
n+1

ZX ZXZJ’ l=1,....,n; k=1,...,m, (C6)
=0

Xk<z§ i=0,...,n; j=1,...,n+1; k=1,....m, (CT)

14



YP=0, i=0...n+1 k=1..,m, (C8)
Vi <capr, i=1,....,n; j=1,....n4+1; k=1,...,m, (C9)

n+1
Z S>Yh i=0,...mji=1..n+1 k=1...,m,  (C10)

ZXU_ B i=0,...mj=1,....n+1; k=1,...,m,  (Cll)

X’f vief{o,1},i=0,...,n;5=1,...,n+1;k=1,...,m. (C12)

177

Firstly, we have written the objective function (O) which is the weighted
sum of completion times over all incidents. We can write the objective func-
tion as 7| w;C}, where:

m n n

=30 (30 (o oot v+ 32 ) 35
k=1 \i=0 i=0

which is the completion time of incident j. Since only one rescue unit pro-

cesses the incident j, only one of the addends is non-zero. That is the one

that corresponds to the unit k£ that processes the incident j. We understand

that (for the unit k that processes incident j)

n
>0k + o) s
i=0
is the processing time of incident j and the travel time to j starting from the
incident that was processed immediately before incident j. It is now clear
that (for the unit & that processes incident j) the

> (i Yoot 3

is the sum of processing times of the incidents that preceded the incident j
and the travel times between those incidents.

Then, the restrictions of the problem follow (C1-C11) and, finally, the re-
striction of non-negativity.

We note that two new incidents have been added. These are fictitious given

15



by 0 as the starting point (named depot) and n+1 as the ending point. Since
these incidents do not require any processing time, we fix pf = p* =0
Moreover, we give each unit £ a setup time s'gjj > 0 to move from its starting
point to incident j. Also, we set sfm 41 = 0 for all rescue units k, because we
do not want to take into consideration the travelling times from their last
scheduled incident to their ending point and focus only on the minimization
of the response time towards incidents. As we have already mentioned, the
factor of destruction of incident j is denoted by w;, meaning the lower the
factor of destruction, the less severe the incident.

In order to ensure that there is exactly one incident that is processed im-
mediately before each of the n non-fictitious incidents, we have constraint
(C1). In order to ensure that there is exactly one incident that is processed
immediately after each of the n non-fictitious incidents, we have constraint
(C2). Constraints (C1) and (C2) also ensure that each non-fictitious incident
is processed by one rescue unit. Constraint (C3) follows, which guarantees
that each rescue unit starts processing the fictitious incident 0 (the depot).
Similarly, constraint (C4) ensures that each unit ends processing the fictitious
incident n 4 1. Constraint (C5) accounts for the transitivity in predecessor
relationships. This means that if an incident ¢ is processed (not necessarily
immediately) before any incident [ and the incident [ is processed (not nec-
essarily immediately) before an incident j, then the constraint ensures that
YJ; = 1. If an immediate predecessor for a specific incident j exists, there has
to be a successor as given by constraint (C6). If an incident i immediately
precedes an incident j, then it generally precedes it, as given by constraint
(C7). The constraint (C8) prevents a reflexive, direct or indirect predecessor
relationship. If a rescue unit k does not have the capability to process an
incident 7, they should not be assigned to it. Therefore, we have constraint
(C9). The constraints (C10) and (C11) together, ensure that if a rescue unit
k does not process an incident ¢ before an incident j, Y;’; = 0. To be more
precise, the constraints (C10) and (C11) together, set Y% = 0 if a rescue unit
k does not process either one of the incidents ¢ or j. However, if a unit &
processes both ¢ and j, but j is processed before 7, the constraints do not set
Y% =0 (it can be set to 1 and still satisfy all the constraints), but thanks to
the minimization of the objective function, Y;* takes the value 0 (because all
the parameters and variables are non-negative).

Constraint (C12) makes the model a binary program.

Each feasible solution of the minimization model represents valid schedules
and assignments of all rescue units.
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2.3 Heuristics for solving the RUASP

Not only is it proved that the Rescue Unit Assignment and Schedul-
ing Problem (RUASP) is NP-hard, but also some practical runtimes where
evaluated. More specifically, small up to moderately large instances with
m,n < 40 were used to evaluate the requested times. Using a mixed integer
non-linear programming optimizer, the Simple Branch and Bound solver in
GAMS, it was found that even small instances cannot be solved optimally in
a practically reasonable time. This conclusion was confirmed in interviews
with the German Federal Agency of Technical Relief (THW), where it was
made clear that decision support in practice cannot take more than 30 min-
utes. Therefore, several heuristics for solving the RUASP are presented.

Greedy heuristic: This heuristic method is applied in practice in emer-
gency operations centers, usually in a manually-operated and non-automated
decision-making process. Here, the incidents are ranked by their level of their
severity and are processed from most severe to least severe. It is for this rea-
son that this method is called GREEDY heuristic.

Construction heuristics: Seven heuristics are adapted (Weng et al., 2001)
proposed for solving the R/STsp/ Y w;C; scheduling problem. The heuris-
tics are named SCHED1 to SCHEDT.

Improvement heuristics: The classical 2-opt and 3-opt exchange pro-
cedure are adapted within a single rescue unit (Lin, 1965; Lin & Kernighan,
1973) as well as multi-unit 2-opt and 3-opt, resulting in four heuristics. More-
over, a load balancing heuristic is presented.

GRASP metaheuristics: The improvement heuristics and the construc-
tion heuristics, that are mentioned above into GRASP (Greedy Randomized

Adaptive Search Procedure) metaheuristics, are amalgamated.

Monte Carlo-based heuristic: So as to account for randomness in the
search procedure, we suggest a Monte Carlo-based heuristic.

17



More details on the heuristics and metaheuristics will follow.

The suggested heuristics, except for the Monte Carlo-based heuristic, can
be divided into two categories. One set of 8 construction heuristics, which
generate initial feasible solutions of RUASP instances, and a set of 5 im-
provement heuristics, which iteratively produce new feasible solutions while
testing them for local optimality. Every construction heuristic was combined
with every improvement heuristic to produce 40 composed heuristics, which
are used in the computational experiments.

Now, the construction heuristics as well as improvement heuristics will be
analysed. Then, an description of GRASP metaheuristics and the Monte
Carlo-based heuristic will follow.

2.4 Construction heuristics

The set of construction heuristics includes the Greedy heuristic and some
construction heuristics originating from the scheduling literature.
Let 71, be the total processing and setup time for unit & in the corresponding
loop and let aj be the last assignment that was taken on by unit £ in the
corresponding loop. Here, the setup time is the total time needed for a unit
to arrive at the current incident. Let, also, p; be the average processing
time of the units that are capable of processing incident 7. In the end, each
heuristic will return a list, ¢ = (o1, ..., 0.,), of the schedules for all m units.

2.4.1 Greedy heuristic

Today, the Greedy heuristic is used in emergency operations centers to
model best practice. The idea, here, is to arrange the incidents in descending
order of the factor of destruction and then to assign each of those incidents
to a unit cleverly chosen. In order to make the assignment of an incident j
to a rescue unit k£ we take under consideration both the assignment history
and the updated travel times of each unit. The pseudocode of the Greedy
algorithm is as follows:

1: Sort incidents in decreasing order of severity, w; > ws > ... > w,, and
set C < {wy,...,wy}.

18



2: Initialize the current completion time of each rescue unit, set all rescue
units to start at the depot, give an empty set of assignment to each
rescue unit i.e.

T 0, ap <0, 0, + @ VkeK.
3: for . =1tondo
4:  Select incident 7 < ¢ to be processed.

5. K* < {k € K|capy; = 1} are all units capable of processing incident.

6: if K* # o then

T unit arkg ll?in (Tk + 5’;“) chooses unit with lowest start time.
<K
8: else
9: return unsuccessful (no feasible assignment).
10:  end if
11:  Update  Tunit < Tunit+5e" i ADE, Qunit <= 1, Ounit < Ounie U {1}
12: end for
13: return o < (04, ...,0,,) being the list of schedules.

For example, in an arbitrary iteration ¢ = ¢, the algorithm takes the fol-
lowing steps:

1. Creates a set K* = {k € K|capy; = 1} which contains all the units
that are able to process the incident 7.

2. If the above set is non-trivial, the algorithm chooses the unit with the
lowest start time. If K* = &, it returns a message of failure and the
algorithm stops.

3. If such a unit is found, the algorithm updates 7, t0 Tunit + sgﬁtm +
unit

P Qe 10 1 and oy 10 Oypie U {1}

19



Evidently, the Greedy algorithm overlooks the possibility that it may not
offer the best results by processing the most severe incidents first, since the
processing times may also play a crucial role in the decision-making process.
It is also easily proven that the Greedy algorithm could easily fail in produc-
ing good results to an instance of the RUASP. On the other hand, thanks to
its simplicity, the results are generated quickly and can be applied without
computational support for small instances.

2.4.2 Scheduling heuristics

The algorithms in this subsection consider the trade-off between severity and
processing time. This way, 7 heuristics are adapted to fit the R/STsp/ > w;C;
scheduling problem. The initial heuristics were suggested by Weng et al.
(2001).

The SCHEDI1 heuristic that follows, differs from the Greedy algorithm.
Firstly, the ratio of the processing time averaged over all units to the severity
level is what determines the order of the jobs. Secondly, so as to assign
incidents to units, except for the time required to travel to the location of
the respective incident, the time required to process the incident is also taken
under consideration. The SCHED1 algorithm proceeds as follows:

1: Sort incidents by

DLl < <P with pie g Y pf (M = #{k|capy = 1})
ke{k|capri=1}

being the average processing time of incident ¢, and set

Ce{E,...

’wn N

2: Initialize the current completion time of each rescue unit, set all rescue
units to start at the depot, give an empty set of assignment to each
rescue unit i.e.

T 0, ap <0, 0, @ VkeK.

3: for . =1tondo
4:  Select incident 7 <— ¢ to be processed.

5. K* <+ {k € K|capy; = 1} are all units capable of processing incident.
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6: if K* # @ then

T unit <— arg min (Tk + sgk,i + pf) chooses unit with lowest sum of
time. e
8: else
9: return unsuccessful (no feasible assignment).
10:  end if

11: Update Tunit — Tunit+3unit ‘+pumta Qynit — ’i, Ounit — O unit U {Z}

Qynit,t 1

12: end for

13: return o < (0y,...,0,,) being the list of schedules.

The second scheduling heuristc is named SCHED2 and has a slight change
from SCHED1. Here, the incident in a arbitrary iteration, is assigned to
the rescue unit which has the lowest processing time. To put it simply, the
pseudocode of SCHED?2 takes the following form:

1: Sort incidents by
BB < <P with Pi < 3 > P, (M = #{k|cap.; = 1})
ke {rlcapni=1}
being the average processing time of incident ¢, and set
C{L,... B}

’ wn

2: Initialize the current completion time of each rescue unit, set all rescue
units to start at the depot, give an empty set of assignment to each
rescue unit i.e.

Tk<—0, ak<—0, O <— I Vk € K.

3: for . =1 ton do

4:  Select incident ¢ <— ¢ to be processed.
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5. K* + {k € K|capy; = 1} are all units capable of processing incident.

6: if K* # @ then

T unit < arg minp¥  chooses unit with lowest processing time.
keK*
8: else
9: return unsuccessfully (no feasible assignment).
10:  end if

11: Update Tunit ¥ Tunit+5unit ‘_|_pun7jt’ Qynit < i? Ounit < Ounit U {Z}

Aynit,t 1

12: end for

13: return o < (oy,...,0,,) being the list of schedules.

We easily understand that the algorithm of SCHED2 differs from that of
SCHEDT1 only in the 7th step.

The third scheduling heuristic is named SCHED3 and differs from SCHED1
by considering processing times and travel times but ignoring history. There-
fore, the SCHED3 algorithm takes the following form:

1: Sort incidents by
BB < <P with Pi < 7 > Pk, (M = #{k|cap.; = 1})
ke{k|capri=1}
being the average processing time of incident ¢, and set
C{L, ... ]
2: Initialize the current completion time of each rescue unit, set all rescue
units to start at the depot, give an empty set of assignment to each

rescue unit i.e.

<0, ap <0, oL, < 9 Vk € K.
3: for t=1tondo
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4:  Select incident 7 <— ¢ to be processed.

5. K* <+ {k € K|capy; = 1} are all units capable of processing incident.

6: if K* # @ then

T unit < argmin (3’;“ + pf) chooses unit with lowest sum of
travel and procgzé(i;g time.

8: else

9: return unsuccessful (no feasible assignment).

10:  end if

11: Update Tunit < Tunit+3unit 4_|_p1'1,nz’t’ Qynit < i? Ounit < Ounit U {Z}

Aynit,t 1

12: end for

13: return o < (0y,...,0,,) being the list of schedules.

The next heuristic presented is the SCHED4 heuristic which differs from
SCHED1 in the first step. Here, the incidents are renumbered using their
minimum processing time. Hence, the SCHED4 algorithm takes the following
form:

1: Sort incidents by
DL D2 < Doowith p min y
wy — w2 — — wnp Di kE{ﬁ|capm»:1}pZ
being the minimum processing time of incident 7, and set
p Pn
C{L,... B}
2: Initialize the current completion time of each rescue unit, set all rescue
units to start at the depot, give an empty set of assignment to each

rescue unit i.e.

T+ 0, ap <0, 0, +— @ VkeK.
3: for : =1 ton do
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4:  Select incident 7 <— ¢ to be processed.

5. K* <+ {k € K|capy; = 1} are all units capable of processing incident.

6: if K* # @ then
T unit <— arg min (Tk + sgw + pf) chooses unit with lowest sum of
start and proggsi;ng time.
8: else
9: return unsuccessfully (no feasible assignment).
10:  end if
11:  Update  Tunit = Tunit TS5 ADE™, Qunit = 1, Ounit < Ounat U {1}
12: end for
13: return o < (0y,...,0,,) being the list of schedules.

The next heuristic presented is the SCHEDS heuristic which differs from
SCHED?2 in the first step. Here, similarly to the previous case, the incidents
are renumbered using their minimum processing time. Hence, the SCHED5
algorithm takes the following form:

1: Sort incidents by
DL D2 < Doowith p min y
wy — w2 — — wnp Di kE{ﬁ|capm»:1}pZ
being the minimum processing time of incident 7, and set
p Pn
C{L,... B}
2: Initialize the current completion time of each rescue unit, set all rescue
units to start at the depot, give an empty set of assignment to each

rescue unit i.e.

T+ 0, ap <0, 0, +— @ VkeK.
3: for : =1 ton do
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4:  Select incident 7 <— ¢ to be processed.
5. K* < {k € K|capy; = 1} are all units capable of processing incident.

6: if K* # & then

T unit < arg minpf  chooses unit with lowest processing time.
keK*
8: else
9: return unsuccessfully (no feasible assignment).
10:  end if

11: Update Tunit ¥ Tunit+8unlt ‘_|_pymt’ Qlynit < i? Ounit < Ounit U {Z}

Aynit,t 1

12: end for

13: return o < (oy,...,0,,) being the list of schedules.

The scheduling heuristic SCHEDG6 differs from SCHEDS3 in the first step.
Here, similarly to the case of SCHEDA4, the incidents are renumbered using
their minimum processing time. Hence, the SCHEDG algorithm takes the
following form:

1: Sort incidents by
DL> D2 > o Poowith §; < min K
wy — wy — Wn, Di ke{n|capm-:1}pl
being the minimum processing time of incident 7, and set
C <+ {5}—11, B

»wn I

2: Initialize the current completion time of each rescue unit, set all rescue
units to start at the depot, give an empty set of assignment to each
rescue unit i.e.

T <0, ap <0, o, < Vke K.
3: fort=1tondo
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4:  Select incident 7 <— ¢ to be processed.

5. K* < {k € K|capy; = 1} are all units capable of processing incident.
6: if K* # & then
7 unit <— argmin <3§k1 +pf)  chooses unit with lowest sum of

keK*
travel and processing time.

8: else
9: return unsuccessfully (no feasible assignment).
10:  end if

11: Update Tunit — Tunit+3unlt i‘f'pumt, Qynit — ’i, Ounit — Ounit U {Z}

Qyunit, 1

12: end for

13: return o < (0y,...,0,,) being the list of schedules.

We note that for the last 3 heuristics (SCHED4, SCHED5, SCHEDG), it

is required that a minimum p; <— min  p¥ exists. If it doesn’t, then
ke{k|capri=1}

the respective incident cannot be processed by any unit. Therefore such an
instance has no feasible solution. The following algorithm SCHED?7 selects
both incident and unit in the same step. This way, drawbacks induced by
pre-ordering incidents (as in algorithms SCHED1 to SCHEDG) are avoided.
The pseudocode of the SCHEDT algorithm is as follows:

1: Initialize the current completion time of each rescue unit, set all rescue
units to start at the depot, give an empty set of assignment to each
rescue unit i.e.

Tk <0, ap <0, oL, O Vk € K.

2: Initialize list of incidents I < {1,...,n}.
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{Tk+5§k,i+?9§ 7—’“—’_515%vi—HDéC
w; '

3: Set C' +

i€l ke K} and ¢+ min ,
i€l ke K Wi

4: for 1 =1 ton do

5: Select incident +* € I and unit £* € K corresponding to c, i.e. here is
the ratio of completion time to severity level minimal. If no minimum
exists, stop unsuccessfully (no feasible assignment possible).

6:  Update I < I\ {i*}, Tpr < 7 + 85+ 98 qp i, o

ak*,i*
O U {Z*}
Thtsh Pl . Tetsk 4k
7. Update C' < {——2~—|ic [,k € K} and ¢ <~ min ——k——,
i iel,keK Wi
8: end for
9: return o < (o0y,...,0,,) being the list of schedules.

2.5 Improvement heuristics

In this section, some improvement heuristics for k-opt node exchanges and
load balancing are presented. The k-opt node exchanges is used to find a lo-
cally optimal solution by exchanging k nodes (incidents), either in the same
unit (by exchanging the order in which the unit processes them) or between
units. It was found that the 3-opt node exchange had a bigger percentage
to arrive at a locally optimal solution than the 2-opt node exchange. The
k-opt node exchange for k£ > 4 is more time consuming than the 3-opt node
exchange, due to the increase in the complexity. It was found, though, that
the 4-opt node exchange, despite being more complex, did not have a signif-
icantly larger chance of arriving at a local optimal solution than the 3-opt
node exchange. For this reason, only the 2-opt and 3-opt node exchange
heuristics will be described.

2.5.1 Routing heuristics

In the routing literature, k-opt exchange procedures comprise improve-
ment heuristics that are used for solving the Travelling salesman problem
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(Lin, 1965; Lin & Kernighan, 1973), where in each iteration a k-opt ex-
change is applied until no further k-opt exchange leads to an improvement
of the objective value (this means that a local optimum is reached). In the
current problem, though, the exchange of 2 or 3 edges across units may lead
to infeasible solutions. This could happen if (sequences of) incidents are as-
signed to units which are not capable of processing these incidents. For this
reason, not edges, but nodes (i.e. incidents) are exchanged. These moves are
referred to as 2-nodes and 3-nodes exchange respectively. These exchange
procedures are applied in two ways. Firstly, a k-node exchange is applied
inside the schedule of each rescue unit individually (named 2NSU with k£ = 2
and 3NSU with k£ = 3 respectively). Secondly, exchanges are applied across
schedules of multiple rescue units (named 2NMU with & = 2 and 3NMU
with k = 3 respectively). The procedures of the resulting four heuristics are
shown below:

A B
Before 2-nodes exchange .—).—@—)0—‘—).—@4—).—'—).
B A

After 2-nodes exchange .—>Q—®—>Q_p—)o_@_).—,.4_).

A B C

Before 3-nodes exchange ._@_‘_)W
B C A

After 3-nodes exchange .—W

# Incident

Fig. 2 Illustration of 2-nodes and 3-nodes exchange steps in a single unit.
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A

o—»—@—n »——>0—8——>8—8—8——8 Unitk
Before 2-nodes exchange
e ) @—n—n%—n Unit k,

e () > >0 4 e = e e Uitk
After 2-nodes exchange
. ———»—>e. »—»—@—»—n—n—n Unit k,

A
A
o—@—n—n B——>0——8——8——8—8——8 Unitk
Before 3-nodes exchange .—).—’—).—D—@ o808 8 8 Unitk
B .
e e e (&) e Uitk
C
B
0—@—:—» »——>0—8—>8 88 8 Unitk
After 3-nodes exchange .—).—‘—)._’—@ Y 58 - & Unitk,
C :
e a6 = e = (&) e Uitk
® Incident A

Fig. 3 Illustration of 3-nodes exchange steps across units.

2.5.2 Load balancing heuristic

In this subsection, it is aimed to solve a specific problem. More specifically,
when queues of rescue units tend to get long in large-scale disaster scenarios,
the process of the incidents at the end of the queue need to wait comparably
long. This way, excessively large harm is unavoidable (in terms of objective
value). So as to avoid an extremely severe impact, a load balancing heuristic
LOADBAL is suggested. This aims to improve a current solution by reas-
signing the last incidents in a queue to the end of another queue. Let 7; be
the last incident in the (ordered) list 0. The pseudocode of the LOADBAL
heuristic is as follows:
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. Initialize (for |oy| = my, o = {k1, ko, ..., km, })
my ¢

harm(oy) < > wg, (Z Sp 1k, +p’,§l> to be the harm related to unit
= i=1

ke K.

. repeat

k* < arg maxharm(oy) selects the unit &* with the highest harm
kK
and the last incident ig« processed by this unit .

Select the unit &’ for which the processing of incident iy~ as the last
incident of the queue results in the lowest additional harm, i.e.

k' argmin  harm(oy, U {ix+}) — harm(oy).
ﬁG{kEK|cap,€,ik* =1}

Determine the reduction and the increase of harm caused by moving
incident iz from the queue of unit k* to &/, i.e.
Aharmy« < harm(o«) — harm(og \ {ig+}),
Aharmy < harm (o U {ig-}) — harm(oy).

if Aharm;- —Aharm;, > 0 then

Create new solution with less harm by setting
O < o \ {ig+}, harm(op) < harm(og+) — A harmyg-,
Okt ¢ O U {'ik*}, harm(ak/) < harm(ak/) + Aharmk/ .

end if

: until A harmg- —A harmy <0

2.6 GRASP metaheuristics

The construction heuristics follow the same search path repeatedly. To cure
this defect, GRASP (Greedy Randomized Adaptive Search Procedure) may
offer diversity to the solutions of the construction heuristics (Feo & Resende,
1995; Pitsoulis & Resende, 2002; Risende & Ribeiro, 2003). To be more
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precise, GRASP is a multi-start metaheuristic for combinatorial problems in
which each iteration consists of two phases: construction and local search.
In the construction phase, a construction heuristic is used to create feasible
solutions, whose neighbourhood is searched using a improvement heuristic.
The search continues until it reaches a local minimum. The result is the best
overall solution. GRASP variants of algorithms GREEDY and SCHED1 to
SCHEDT7 as construction heuristics are given by the following pseudocode.

1:
2:
3:

10:
11:
12:

13:
14:

Initialise S «+ Q.
for iter = 1 to N (max. iterations)

Perform greedy randomized construction by initializing candidate set
C, i.e. perform initial steps in algorithms GREEDY and SCHEDI1 to
SCHEDT respectively.

for [ =1tondo
Compute cpin <~ min{c|c € C} and cpax < max{clc € C'}.
RLC + {c € C|¢ < ¢min + @(Cmax — Cmin) }-

Select randomly a value ¢ € RLC and let ¢ be the corresponding
incident.

Perform steps inside the loop in algorithms GREEDY or SCHED1
to SCHED7 without reassigning i.

Update C' «+ C\ {i}.
end for
Set 0 < (01, ...,0,) being the list of schedules.

Perform local search upon o by one of the improvement heuristics
giving ¢’. Update list of solution by S « S U {o’}.

end for

return solution min S.
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Here, « is the percentage of the number covered by a greedy choice. This
kind of candidate list limitation is seen in the bibliography as wvalue restric-
tion. Furthermore, limitations on the candidate list can be pursued by allow-
ing only the 8 best elements, in a type of limitation referred to as a cardinality
restriction. Of course, one can apply both limitations simultaneously.

To specify, in steps 3 and 8, only one of the algorithms (GREEDY, SCHEDI,
..., SCHEDY7) is used and not any combinations of them. It all depends on
which solutions we want to ameliorate by adding randomness to the finding
of the solution.

2.7 Monte Carlo-based heuristic

Finally, in order to solve the RUASP, a Monte Carlo-based heuristic is
designed. The Monte Carlo simulation offers flexibility in future extensions
of the optimization model. For example, it is flexible in co-allocation of rescue
units and the consideration of informational uncertainty. Moreover, due to
the many constraints of the RUASP, it is obvious that this problem is highly
flexible. Regardless, it is expected that the Monte Carlo-based heuristic will
not easily get stuck in a local optimum. Of course, there are more complex
scenarios where “evaluation procedures rely a great deal on trial and error”.
In contrast, this defect is cured by a Monte Carlo method.

It is denoted that the incidents are iteratively scheduled in two stages. In
the first stage, an incident is assigned to one of the D most appropriate rescue
units. Here, the appropriateness is defined only based on the processing times
of the units. The goal behind this choice, is double. Firstly, assignments of
incidents to units that require an extremely long time for processing are
avoided (which is why D € [0%, 100%]). Secondly, this way, randomness is
included. The last is done by not assigning incidents to units that require the
shortest processing time among all units. In a second stage, each incident is
inserted into the incident queue of the previously selected unit. In order to
determine the position of the new incident in the queue, the weighted ratio of
the severity of incident w; and the time p}” it takes the selected rescue unit
to process this incident are taken into consideration. Each queue k* lists its
incidents in decreasing order of the values w;/p¥".
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Just like all Monte Carlo algorithms, the Monte Carlo-based heuristic runs
a fixed number of iterations with the Monte Carlo-based heuristic being the
one with the lowest value found in all iterations. The two input parameters
required are D and N. The value D € [0%, 100%] is used for the selection
of rescue units and N is the number of the feasible solutions generated. The
pseudocode of the Monte Carlo-based heuristic is the following:

1: for iter = 1 to N (max. iterations) do

2:  Initialize the cumulative processing time of each rescue unit, rescue
units to start at the depot, the ordered list of incidents assigned to
unit, i.e. curr_process_time(k) <~ 0, «ap <0, o< O Vke K.

3:  while I # © do

4: Select next incident ¢ € I and update I < I\ {i}.

5: K* < {k € Klcapy; = 1} are all units capable of processing
incident 1.

6 if K* =0 then

T return unsuccessfully (no feasible assignment).

8 end if

9 Sort K* in ascending order of curr_process_time and select ran-

domly a rescue unit £* with one of the D lowest values of curr_process_time
of all rescue units in K™*.

10: Update 7y« < Tp+ + s’;k i +pf*, it < 1.
11: curr_process_time(k*) < curr_process_time(k*) + p&”.
12: Set oy  op+ U {i} and order o+ in descending order of w;/pl .

13: end while
14: end for

15: return o = (0y,...,0,,) being the list of schedules.
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2.8 Computational experiments

In this subsection, some computational experiments are presented and the
suggested heuristics are evaluated. This evaluation is done mainly based on
two touchstones. Firstly, the solutions of the heuristics are compared to a
lower bound of the optimal solution. Due to the fact that finding optimal
solutions turned out to be computationally infeasible (even for comparatively
small instances), lower bounds are needed. So, the gap between the lower
bound and a solution found with a heuristic is an upper bound of the gap
between the optimal solution and the heuristic solution. This means that
the gap underestimates the quality of the heuristic solutions. Secondly, since
the GREEDY heuristic represents the best practice behaviour of emergency
operation centers, its solution serves as a point of reference. For this reason,
the solutions of all the suggested heuristics are evaluated regarding their
improvement over the GREEDY heuristic. Subsequently, an appropriate
RUASP relaxation will be found so as to estimate lower bounds. Afterwards,
the data generation of the experiments are explained and, finally, the results
and runtimes are presented and discussed.

2.8.1 Relaxation of the RUASP

An effort was made to solve the binary quadratic programming formulation
of the problem using the software package GAMS. Although, due to the NP-
hardness of the RUASP, optimal solutions could not be reached even for
small instances (40 incidents and 40 rescue units). It is for this reason that
appropriate relaxations of the RUASP were derived. It was denoted that even
after the relaxation of some of the constraints, runtimes varied between 11
and 22 hours, with an average of 15.6 hours. The trials showed an exponential
increase in the runtimes with the increase of numbers of units and incidents,
with the number of incidents having a stronger impact. It is obvious that
these runtimes to find an optimal solution are inappropriate.

2.8.2 The major earthquake in Japan in 2011

In a numerical experiment, data was drawn from interviews with associates of
the THW (Bundesanstalt Technisches Hilfswerk) which were in direct contact
to first search and rescue teams after the major earthquake in Japan in 2011.
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Accordingly, the values of the input parameters are as described in the Table
2 below:

Table 2
Settings in randomly generated scenarios. Here, U(a, 5,7) is the discrete
uniform distribution between o and 5 with step size ~.

Input parameters Value, range or distribution

Number of rescue units m € {10, 20, 30,40}

Number of incidents n € {10, 20, 30,40}

Number of instances 10

Processing times Pl ~ N(20,10)

Travel times sy ~N(1,0.3)

Factors of destruction w; €{1,2,3,4,5}

Capabilities of rescue units A ~U(1,5,1), ke K

Capabilities required by incidents R; ~ U(1,5,1), i € I,

capr; = 1, if Ak = Ri;

’ 0, else

Number of iterations 500000

It is assumed that there is a maximum of 40 units and 40 incidents (Wex
et al, 2014, 697-708). Processing times are large compared to travel times.
So, travel times should have a smaller mean value as well as variance. Also,
the factor of destruction of an incident indicates the level of severity. This
resulted in 5 levels of severity: low (1), guarded (2), elevated (3), high (4),
and severe (5) harm. The severity levels are selected according to a discrete
uniform distribution. The “rescue units” had a total of 5 capabilities (po-
licemen, fire brigades, paramedics, search and rescue units, special casualty
access teams). It is also assumed that each incident requires exactly one
rescue unit.

2.8.3 Summary of data evaluation

The scenarios considered consisted of 10, 20, 30 and 40 incidents and units,
where the number of units did not exceed the number of incidents. For each
combination of the number of incidents and the number of units, 10 instances
were randomly generated and solved by all heuristics (combined or not with
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a metaheuristic). What was measured in the end, was the average ratio
1 ( fé), where H; is the heuristic solution and LB is the lower bound. This
means that for smaller ratios, better solutions are gained (closer to the lower
bound). Moreover, the respective averages where calculated when applying
the GREEDY heuristic without any improvement heuristic, which is what

represents the best current practice. The experiments showed the following:

e Every combination of construction and improvement heuristic improved
the results of the GREEDY algorithm in all instance sizes at a sig-
nificance level of .01 (p-value of t-test). Even after composing the
GREEDY algorithm with any metaheuristic, the results were better
than simply applying the GREEDY algorithm (.01 level of significance).

e Results showed that the SCHEDT construction heuristic in combination
with any of the metaheuristics lead to superior results in all instances
compared to the other construction heuristics combined with the same
or any other improvement heuristic (metaheuristic) (.05 significance
level with a few exceptions).

e The results of the GREEDY heuristic combined with any of the meta-
heuristics are worsening as the problems gets larger. On the contrary,
the combinations of the rest of the heuristics with any metaheuristics
maintain mean ratios below 1.5.

e Concerning the MC heuristic, results are great in scenarios small in
size, but they worsen as the numbers of units and incidents get larger.
Still, through, in almost all instances the MC algorithm dominates the
GREEDY algorithm in most of its combinations (.01 level).

e Among the combinations with improvement heuristics used, the ones
combined with 3NMU showed the best results (at the .05 level). Gen-
erally, though, the improvement heuristics can ameliorate the solutions
of the construction heuristics (in almost 50% of the instances at the .01
level).

e Even though the GRASP metaheuristic showed mixed results, the re-
sults achieved by the heuristics ranged at most from 10.9% up to 33.9%
above the lowed bound.

36



2.8.4 Runtimes

As previously mentioned, the results are to be found within minutes in
real natural disasters. Thankfully, all the heuristics fulfill this condition.
More specifically, all heuristics required less than one second, except for
the ones involving the 3NMU which required up to 20 seconds in instances
of largest sizes and the MC heuristics. Concerning the MC heuristics, the
average runtimes varied between 3.45 minutes (for small instances) and 18.26
minutes (for large instances). Results showed that the runtimes of the MC
grow linearly with both rescue units and instances.
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Chapter 3

Appointments and emergencies

3.1 Description

In this section, we try to solve a vehicle rooting problem of a fixed number
of units responding to medical appointments and emergencies. Firstly, we
present the respective properties of the current problem:

Property 1. Each incident has specific requirements and every rescue unit
has different capabilities. This property accounts for the fact that not every

rescue unit is able to process each incident.

Property 2. The processing times depend only on the incident and not
on the rescue unit.

Property 3. The travel times between locations are the same between units.

Property 4. The processing of an incident must not be interrupted (non-
preemption).

Property 5. Each incident has the same significance.

Property 6. Each one of the appointments has a time window in which
it has to be addressed.
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We would prefer to keep the more experienced nurses available to respond
to medical emergencies. Consequently, we would prefer to assign as many
scheduled appointments as possible to the less experienced nurses and as
few as possible to the more experienced ones. Thus, the problem focuses
on minimizing the total travel time of the nurses while keeping the more
experienced ones available to respond to medical emergencies.

3.2 Available Data

The data comes from a company situated in Peristeri, Greece. This com-
pany offers medical services at home in all of Attica, Greece. In total, there
are 49 different medical services offered and 12 different nurses that act as
independent rescue units. The service times for each of the 49 types of inci-
dents are presented below:

Service no. | Required time Description (in Greek)
1 5 ‘Eveon
2 107 Awohndio evniixwy
3 60’ Awohnla Touddv
4 127 Yulhoyr obpwy pue TIEMAN
5 15’ Afdmn xodépyelag afuotog
6 5 A xodépyelag TpadaTog
7 107 Afn xodhiépyelog xompdvewy
8 9’ Afdn xadhiépyelog TTUEAGDY
9 5’ Ardm ervogapuyyxol Selyuatog
10 407 "Evopén evoophéBetag yoprynong
11 45’ EvbogiéBeto yoprynon (opdc/pdpuaxa/topeviepixn)
12 25’ Xoptjynon eviepinic oltiong
13 30’ Xophynon YK XEVTEXNG YROUUUNC
14 24 [Tepinolnom xevtpini|c YeouUhc
15 307 Torodétnon GRIPPER
16 35’ Alharyry @hefoxadetripa
17 157 ‘Eheyyoc hefoxadetripu
18 15 Phracdpiopa - drotienon @/x
19 30° Aoyt TpayetooToplog
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Service no. | Required time Description (in Greek)
20 15’ Iepimoinom tpayeiootoulog
21 307 Alhoryt| yaotpootoplag
22 15’ [Tepinoinom yaotpootoplog
23 26’ Aoy xou Tepinolnom oTouiwy
24 107 O&uyovoiepaneia
25 20° Negelomnoinon
26 30’ Avoppognon
27 25’ Awkeinwy xodetnplaouog
28 25’ TonoYétnon FOLEY
29 27 Aoy FOLEY
30 32’ Alhayry FOLEY unepnBixoU
31 15’ ‘Eieyyoc FOLEY - mAbon x0oteng
32 5 Alhory ) 0UpOGUAAEX T
33 407 Tonovétnon LEVIN
34 42’ Aoy LEVIN
35 20 ‘Eleyyoc LEVIN
36 20 Hhextpoxapdioypdprua
37 33’ Aéora afpartog
38 14’ Hepimoinomn xatdxiiong - Teaduatog
39 40’ Xepoupyinde xadaplopog
40 20° Tonolétnon aepooTE®UATOg
41 22 Komn pappdrtwy
42 45’ Artouua vytewy
43 20 Tomur) vytewvy
44 30’ Troxhuoudc vhnhoc
45 16’ Troxhuouds younhoc
46 40 ‘Evopdn n/x
47 20° Iepimoinomn xbotng x6xxuyog
48 5 RAPID /uoproxé test
49 15’ dhacdpiopo port

Below is presented a table on which we see which services can be provided
by each of the 12 units.
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Unit no.

SIS ST PSS PSS ST PSSP oSSl Lo PSSP SIS S PS>
ISP TS SIS SIS IS S ISISISST oSS oSS OSTSISIS T SIS IS S
SIS PSSP S SIS S SIS SIS TSSO DSTSISSTSS SIS TS SIS S
SIS S PSS ISISIS SIS IS SIS SIS SIS SIS S S
O S SIS SIS SSISSISISISSSISISS | STSISSISIS IS SIS S S S
=SS PSP S ISISISIS IS ISIS IS PSS v v v SIS IS SIS oSS s
OSSP S SIS ISISISIS SIS SIS SIS SIS SIS SIS SIS SIS SIS S S S S S
WIS S S S SIS SIS SIS SIS SIS SIS S SIS SIS SIS SIS SIS SIS S S S S S
ISP PSS SIS IS SIS IS SIS SIS SIS SIS SIS IS SIS SIS SIS S SIS S 0SS
DS SIS SIS SIS SIS SIS SIS SIS SIS S SIS SIS S SIS SIS SIS S S S S S
NS TS S SIS SIS SIS SIS SIS SIS SIS S SIS SIS SIS SIS SIS SIS S S S S
IS PS IS S SIS SIS IS SIS SIS SIS IS SIS SIS SIS IS SIS SIS SIS S S S 0SS

Service no.

1
2
3
4
5
6
7
8
9

10
11
12

13
14
15

16
17
18
19
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Service no. Unit no.

1121314516789 ]10]|11]12
35 VIiVIVIVIVIVI]-| VIV IV I|IV]-
36 VIiVIVIVIVIVIVIVIVIVIV ]V
37 VIVIVIVIVI]I-] -V - | V| -]|-
38 VIiVIVIVIVIVIVIVIVIVIVI]V
39 VIivi]i-IvIivi]-1-1-1-1-1-1-
40 VIiVIVIVIVIVIVIVIVIVIVI]V
41 VIiVIVIVIVIVIVIVIVIVIVI]V
42 VIiVIVIVIVIVIVIVIVIVIVI]Y
43 VIiVIVIVIVIVIVIVIVIVI|IV ]V
44 VIVIVIVIVIVIVIVIVIVIVIY
45 VIiVIVIVIVIVIVIVIVIVIVI]V
46 VIiVIVIVIVIVIVIVIVIVIVI]V
47 VIiVIVIVIVIVIVIVIVIVIVI]V
48 VIiVIVIVIVIVIVIVIVIVI|IVI]V
49 VIiVIVIVIVIVI]- VIV IV]-]-

Capabilities of nurses

3.3 Mathematical Model

Now, we present an optimization model to find the optimal schedules and
assignments of nurses to appointments. The model is presented in a binary
linear formulation.

Firstly, we use the following notation:

Table 2
Notation used in the mathematical model.

Input parameters

n Total number of incidents, with set 1= {1,...,n}
m Total number of nurses, with set K = {1,...,m}
pj € R0 Time required by a capable nurse to process inci-

dent j, j € IU {n+1}7 (pn+1 :O)
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sk e R2O

ap € R=0

capy; € {0,1}
min; € R=0
max; € R=Y
Work,, € R=9
Break; € R=°

Bf e R0
M e R0

Decision variables
X} e{0,1}

k
Y;j S {07 1}

BF € R=Y

Travel time required by nurse k& to move from in-
cident ¢ to incident j; if © = 0 then nurse k re-
sides at its depot before travelling to incident j; if
7 =n+ 1 then nurse k returns to their depot and
finishes their shift

The significance of the time of rescue unit k, k €
K. The quantities a; increase as the experience of
nurse k increases. This means that if nurse £ is
more experienced than nurse ¢, then a; > ay.

1 if nurse k is capable of addressing incident 7; 0
otherwise

The earliest moment a nurse can start processing
incident j, j € IU{n + 1}, (min,;; = 0)

The time by which a nurse must have finished pro-
cessing incident j, 7 € [

The total number of minutes a nurse has to work,
including their break, k € K

The number of minutes the break of nurse £ lasts,
ke K

The starting time of nurse k, k € K

M > 24 -60 (fixed number)

1 if incident ¢ is processed by nurse k immedi-
ately before processing incident j; 0 otherwise,
ke K,ie{0}UIL jelu{n+1}

1 if incident i is processed by nurse k (at any
time) before processing incident j; 0 otherwise,
ke K,ie{0}UIL jelu{n+1}

The time by which nurse k£ will be done with the
incident [; M if nurse k£ doesn’t process incident [,
ke K, lelu{n+1}.
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Notes:

1.

For nurse k (Vk € K), the incidents 0, n+1 refer to their depot. Incident
0 refers to the depot as a starting point and incident n + 1 refers to the
depot as a finishing point. Depot for different nurses may differ.

. Fori,j el i#j, s;=sy; Vke K Inother words, between

locations of appointments, all nurses need the same transport time.
These times may differ only in the case that i = 0 or 7 = n + 1, since
the depot for different nurses may differ.

. An incident may include/require more than one services.
. All times are expressed in minutes.

. The reader understands that for each incident [, the times By are cal-

culated taking into account that the nurse cannot start processing the
incident [ before min;.

The quantity aj does not depend on the time the shift of nurse k starts.
The values of a; generally depend also on the travel times between
locations, as well as the significance of a nurse over the travel time.

Now, the mathematical model can be written as:

s.t.

m n n+l

min > > > asXj (0)

7715 k=1 i=0 j=1

Zn:ixszl, j=1,...,n, (C1)

=0 k=1
n+1 m

YN xh=1, i=1,...,n, (C2)

j=1 k=1
n+1

> o Xp=1, k=1,...,m, (C3)
j=1
Xt =1, k=1,...,m, (C4)
=0
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Yi4+Yi—-1<Y) i=0,...,n; j=1,...,n+1;

177

n+1

Zn:Xfl”:ZXl’;, l=1,...,n; k=1,...,m,
: =

ngyk i=0,....n; j=1,....,n+1; k=1,...

177

Yi?:(), 1=0,....n+1;, k=1,...,m,

Yiﬁ?gcapki, 1=1,...,n; 7=1,....n+1;, k=1,...

n+1

§:X5>Yk i=0,...,n;j=1,....,n+1;, k=1,...

177

ZXIJ>Yk 1=0,....,n;5=1,....n+1;, k=1,...

177

Blk:max< (Bk+8 —l—pz) le,minl+pla(1—yo’;) M> )

=0

l=1,....,.n+1;, k=1,...

n n+l
Z Z(Sf] —|—pj)XZ < WOI‘kk - Breakk, k= 1, .
i=0 j=1
BS+1§B§+W0rkk, k=1,...,m,
maXZEZY(ﬁBZk, [=1,...,n,

k=1

X5 Yhe{o1}, i=0,...n5=1,....n+ 1L k=1,...,m

157

(C13))
(C14))
(C15)

(C16")

The objective function is the weighted sum of travel times of all nurses. In
comparison to the first model we presented, the weights here, ay, do not corre-
spond to factor of destruction rather to the “cost” of having nurses unavailable
for emergencies. The objective function can be written as ) ;- , a;C, where:

n n+l

Ok_ZZSka

=0 j=1
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which is the total travel time of nurse k. If we want to minimize the total
time (travel time and service time), we can write the Cj, as:

n n+1l

Cr = ZZ(;DJ‘ + SZ)XZ

i=0 j=1
Constraint (C1’) ensures that there is exactly one incident that is processed
immediately before each one of the n non-fictitious incidents. Constraint
(C2’) ensures hat there is exactly one incident that is processed immedi-
ately after each one of the n non-fictitious incidents. Constraints (C1’) and
(C27) also ensure that each non-fictitious incident is processed by one nurse.
Constraint (C3’) ensures that each nurse starts processing the fictitious in-
cident 0 (the depot). Similarly, constraint (C4’) ensures that each unit ends
processing the fictitious incident n 4+ 1. Constraint (C5’) accounts for the
transitivity in predecessor relationships. This means that if an incident 7 is
processed (not necessarily immediately) before any incident ! and the inci-
dent [ is processed (not necessarily immediately) before an incident j, then
the constraint ensures that Yzé“ = 1. If an immediate predecessor for a specific
incident j exists, there has to be a successor as given by constraint (C6’). If
an incident ¢ immediately precedes an incident 7, then it generally precedes
it, as given by constraint (C7’). The constraint (C8’) prevents a reflexive,
direct or indirect predecessor relationship. If a rescue unit k does not have
the capability to process an incident ¢, they should not be assigned to it.
Therefore, we have constraint (C9’). The constraints (C10’) and (C11’) to-
gether, ensure that if a rescue unit £ does not process an incident ¢ before
an incident 7, YZ? = 0. Constraint (C12’) sets the times BF as described in
the notes. Constraints (C13’) and (C14’) ensure that nurse k£ does not over-
work. More specifically, constraint (C13’) ensures that each nurse has time
for their break. Constraint (C14’) ensures that no nurse will work overtime.
Constraint (C15%), ensures that appointment [ will be assigned to the nurse
that can process it in the required time window.

Constraint (C16’) makes the model a binary program.

Each feasible solution of the minimization model represents valid schedules
and assignments of all nurses.

In order to find the schedule of each nurse, for example nurse k, we are
interested in the quantities Bf < M, € I, k € K. Afterwards, so as to
estimate the times of arrival of nurse k at the appointments, we calculate the

46



quantities AY = B — p; for the incidents where BF < M.

3.4 Proposed Heuristic for the problem

Since the new model to be solved has even more constraints, its solution
would take even more time than the previous one. Therefore, we have to find
a heuristic algorithm in order to find a heuristic solution in reasonable time.
For this reason, and as analysed before, we adapt a modification of SCHED7
heuristic to our problem. The pseudocode of this adapted algorithm is as

follows:
1: Initialize the sorted list of incidents I = {1,...,n} so that min; <
ming 1, ¢ =1,...,n— 1.

Let K= {1,...,m} be the list of nurses.
Initialize the current completion time of each nurse, set all nurses to
start at their depot, give an empty vector of assignments to each nurse
i.e.

Tk<—B§, ag < 0, O'k(—{} Vk € K.

fori=1ton do

We create the set of nurses that can respond to appointment i. Set
C + {(k,Af)|Af = max (Tk + s’ék’i, mini) ,capy; = 1,

A¥ 4+ p; < min (max;, Bf + Work, — Break, — s¥, ,,) ., k € K}.
If C' = @, stop unsuccessfully (no feasible assignment possible).

We create the set of nurses that increase the least the value of the

objective function.
Set H < arg min{axrs® | (k, AF) € C}.
k

g,
Choose k* = min{k|k € H}.
Update 7j+ = A¥ +p;, cpe < i, o < o= U { (3, A¥) }.
end for

return o < (01,...,0,) being the list of schedules.

47



In step 1, we sort the incidents according to the time their time windows
start. Since each time window has the same length, we do not need to take
into account the ends of the time windows yet. We also sort the nurses
in increasing experience. Afterwards, we do the classic initial step as in
SCHED?7.

In step 3 (and afterwards), the quantities A¥ denote the time that nurse k
arrives at incident ¢. For each incident i, the set C' contains the couples
of nurses that can respond to appointment ¢ and their respectful times of
arrival at appointment ¢. A nurse can respond to an appointment ¢ if they
are capable of processing to all the services demanded by appointment .

In step 4, we create a set H of nurses (that are able to respond to incident
i) and increase the least the value of the objective function.

In step 5, we choose one nurse from set H. We can choose randomly, but
here we decided to choose the one from the least experienced ones.

In step 6, we update the values of 75+, ap~ and the set o« for the chosen
nurse k*.

In step 8, we return the list of schedules.

3.5 Proposed Metaheuristic

In this subsection, we propose an adapted 3NMU metaheuristic algorithm.
This adapted algorithm must choose the three nurses and three appointments
(one of each) and swap them among the three nurses. Of course, the chosen
appointments can only be swapped if each of the nurses can process their
newly appointed incidents. The new schedules are created and accepted if
the objective function takes a lower value than previously. The pseudocode
of this adapted algorithm is as follows:

1: for k£ in K do

N

for [ in K\ {k} do

@

for ¢ in K\ {k,(} do
4:  for a =1 to length(oy) do

5. for b =1 to length(o;) do
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-~

10:
11:
12:
13:

14:

15:
16:
17:
18:
19:

20:
21:
22:
23:

for ¢ =1 to length(c,) do

It only makes sense to swap appointments that should be addressed
in the same time window. So:
if ming, ()] == Ming, 4y == Ming, ) &&
CaDE oy (0)[1] == COPLo (a)1] == CAPg ) == 1 dO

Set the trial schedules, the “flags” and the current appointment
0} & Ok, 0] = 01, 0, < 0y, 01(a) < a4(c), 0)(b) < or(a),
oy(c) <= oy(b), wy, <0, wy <= 0, wy 0, dy <= a, dy < b, d3 < c.

Set the time that nurse k finishes with their last appointment
if dy >1do

Ty = 0% (di — 1)[2] + pot (ay—1)p)s ok < 03(dy — 1)[1]
else

T ¢ BY, ap, <0

end if

Set the time that nurse [ finishes with their last appointment
if dy > 1 do

7 < 0(dy — 1)[2] + Poy(ay 1)) v = 07(d2 — 1)[1]
else

7 Bl a; 0

end if

Set the time that nurse ¢ finishes with their last appointment
if d3 > 1do

7y < 0g(dy — 1)[2] + Poy(as—1)p)s g < 0g(ds — 1)[1]
else
T, < Bl a; <0

end if
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24 Set the new trial schedule of nurse &
while (wp, ==0 && dy <length(o},)) do

25: Set A < max (ming;(dl)[l], T + Szk,a;(d1)[1}>

26: if A+ Pol ()] < MaX47 (dy)[1] do

27 Set i <= A+ por s 04(d1)[2] = A, i <= oy (dh)[1],
di + dy +1

28: else

29: Set wy, + 1

30: end if

31: end while

32: if 7, + s’;;c(length(g,k))[l]mﬂ > Work,, — Break; do

33: Set wy <1

34: end if

35: Set the new trial schedule of nurse [

while (w; == 0 && dy <length(o})) do

36: Set B <+ max (mingg(dz)[l}, T + slaml,(d2)[1]>

37- if B + Dol(da)[1] < MAX! (dy)[1] do

38: Set 7 <= B + Pot(ay))s 01(d2)[2] <= B, ai < 0y(d2)[1],
dy < dy +1

39: else

40: Set w; + 1

41: end if

42: end while

43: if 7, + sig(length(a;))[u,nﬂ > Work; — Break; do
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44:
45:
46:

47:

48:
49:

50:
51:
52:
53:
54:
55:
56:
oT:

H&:
59:
60:

objective function

Set w; + 1

end if

Set the new trial schedule of nurse ¢
while (w, == 0 && d3 <length(c))) do

Set D <+ max <mingg(d3)[1}, Tq Tt Siq,o;(ds)[ll)

if D+ Do (d3)[1] < MAXs7 (d5)[1] do

Set 7, + B + Dot (d3)[1] U;<d3)[2] — D, o+ O';(dg)[]_],
dg — d3 +1

else

Set w, <1

end if

end while

: q
if 7, + Sag(

Set wy <1

end if

length(o}))[1],n+1

> Work, — Break, do

Set trial schedules as new schedules if they lower the value of the

if wk—l—wl—i-wq == 0 &&
length(og)—1 4

Zg:k‘,l,q Qg <
Eg:k,l,q Qg <

do

h=1

oy (W)[1],% (h+1)[1]

length(og)—1 g

h=1

ag(h)[1],04(h+1)[1]

/ / /
Set oy < 0y, 01 < 0}, 04 < 0,

end if
end if
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61: end for

62: end for
63: end for
64: end for
65: end for
66: end for

In steps 1-3, we choose 3 different nurses.
In steps 4-6, we choose one appointment from each nurse.
In step 7, we check if these appointments belong in the same time window.
If not, these nurses cannot exchange appointments. We also check to see if
after the exchange, each of the nurses will be able to process their new ap-
pointment. If one of them cannot, they cannot exchange appointments. The
“flags” wy, ,w;, ,w, reveal if there is a problem with the new assignments.
In step 8, we create the new schedules, with exchanged appointments (o}, 07, o7).
Now, the times of the appointments need correction. For each one of the
nurses, we find the first appointment whose time needs correction (dy, da, d3).
In steps 9-13, we create the current completion time and current position of
nurse k.
In steps 14-18, we create the current completion time and current position
of nurse [.
In steps 19-23, we create the current completion time and current position
of nurse gq.
In steps 24-34, we make the corrections on the schedule of nurse k, whilst
checking to see if any problems occur.
In steps 35-45, we make the corrections on the schedule of nurse [, whilst
checking to see if any problems occur.
In steps 46-56, we make the corrections on the schedule of nurse ¢, whilst
checking to see if any problems occur.
In steps 57-58, if no problems have occurred, we check if the new schedules
lower the value of the objective function. If yes, we accept these new assign-
ments.
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This algorithm check all possible exchanges between all possible triplets of
nurses.

3.6 Simulation

First of all, we divide Attica into the following divisions:

1. Central Athens: This region would encompass the central areas of
Athens, including landmarks such as Syntagma Square, Monastiraki,
and Plaka.

2. Northern Athens: This region would cover the northern neighborhoods
of Athens, including areas like Kifissia, Marousi, and Psychiko.

3. Southern Athens: This region would include the southern neighbor-
hoods of Athens, such as Glyfada, Voula, and Alimos.

4. Western Athens: This region would encompass the western neighbor-
hoods of Athens, including areas like Peristeri, Aigaleo, and Petroupoli.

5. Parnitha Division: This division could include municipalities and areas
located in the northern part of Northern West Attica, such as Acharnes,
Thrakomakedones, and the vicinity of Mount Parnitha.

6. Mandra Division: This division could encompass municipalities and
areas situated in the southern part of Northern West Attica, including
Mandra, Elefsina, and the surrounding regions.

7. Lavreotiki Division: This division could include municipalities and ar-
eas located in the eastern part of Southern West Attica, such as Lavrio,
Sounio, and the surrounding regions.

8. Megara Division: This division could encompass municipalities and
areas situated in the western part of Southern West Attica, including
Megara, Nea Peramos, and the nearby regions.

9. Marathon Division: This division could include municipalities and ar-
eas located in the eastern part of Northern East Attica, such as Marathon,
Nea Makri, and the surrounding regions.
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10. Rafina-Pikermi Division: This division could encompass municipalities
and areas situated in the central part of Northern East Attica, including
Rafina, Pikermi, and the nearby regions.

11. Pallini Division: This division could include municipalities and areas
located in the western part of Northern East Attica, such as Pallini,
Gerakas, and the vicinity.

12. Markopoulo Division: This division could include municipalities and ar-
eas located in the eastern part of Central East Attica, such as Markopoulo
Mesogeas, Koropi, and the surrounding regions.

13. Paiania Division: This division could encompass municipalities and
areas situated in the central part of Central FEast Attica, including
Paiania, Pallini (partially), and the nearby regions.

14. Glyka Nera Division: This division could include municipalities and
areas located in the western part of Central East Attica, such as Glyka
Nera, Pallini (partially), and the vicinity.

15. Vouliagmeni Division: This division could include municipalities and
areas located in the southern part of Southern East Attica, such as
Vouliagmeni, Voula, and the surrounding regions.

16. Vari Division: This division could encompass municipalities and areas
situated in the central part of Southern East Attica, including Vari,
Varkiza, and the nearby regions.

17. Markopoulo Mesogaias Division: This division could include munici-
palities and areas located in the eastern part of Southern East Attica,
such as Markopoulo Mesogaias, Kouvaras, and the vicinity.

18. Piracus

Then, using Google Maps, we calculate the matrix of times between re-
gions.

o4



Division | 1 | 2 | 3[4 |5 |6 |7 |89
1 1513030204535 |70 55|70
2 30120 (40|25 |25|30|50140 |45
3 30140 (20|50 |60]|60]|60]|70]70
4 201255020 |35(30|701|40 |55
5 4512516035 |15|35(65 |50 |60
6 351306030 |35[10|75{20]70
7 7050160 |70|65|75(20 (85|80
8 55140 (7040 | 50|20 |85 |10 |80
9 70 (45|70 55|60 |70 (80|80 |15
10 50130 |50 |45(40|50| 55|50 30
11 40 | 1514530 (30| 40| 50|40 |45
12 5030|4040 40|40 |40 |45 |55
13 402040 35|40 |35(40 {40 |50
14 40204035 |35|40(40 |45 |50
15 45145115140 |60 |60 | 55|70 |80
16 55140 25|40 |60 |60 |45 |65 |80
17 55130 (3540 |55|50]|30]|55]60
18 301404525 |50(40| 85|50 |75
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Division |10 |11 | 12|13 |14 |15 |16 |17 |18
1 50 [ 40 | 50| 40 | 40 [ 45| 55|55 | 30
2 30115 |30]20|20|45|40]30 |40
3 5045|4040 140 | 15|25 |35 |45
4 45130 140 | 35| 35|40 |40 |40 |25
) 40 | 30 | 40 | 40 | 35 |60 | 60 | 55 | 50
6 50 | 40 | 40| 35| 40 | 60 | 60 | 50 | 40
7 5550 (4040 |40 |55 45|30 |85
8 50 40 | 45|40 |45 |70]65 |55 |50
9 30145 (55]50|50 |80 80|60 |75
10 15125130120 {20|55(55|35]|55
11 2510|1515 15|35 |35 (20|40
12 301510 1512025201555
13 2015|1510 | 10|40 | 35|25 |45
14 2011520 10| 10|40 |35|25|45
15 55 (35(25[40|40 |10 10|30 |45
16 95 135[20(35(35[10|10|25]|55
17 3512015252530 25|10 |55
18 95405545 45|45 |55 (55|10

From the given data, we know that there are approximately 80 medical
appointments per day and 50—55% of those are between the hours 7:00-15:00.
We know that in each shift there are 5-6 nurses working. We only know the
experience of 12 nurses. Therefore, we will simulate only two shifts, 7:00-
15:00 and 15:00-23:00. In each of those shifts, there will be 6 nurses working.
In the each shift there will be 40 appointments simulated.

Moreover, from the data, we know that there are 20-25 medical emergencies
per day. After we are done with the scheduling using the algorithms, we will
simulate 16 medical emergencies, in order to calculate the percentages of the
answered and unanswered calls.

We proceed to simulate the medical appointments. For the each shift,
there will be 10 appointments per two-hour window. For each incident, in
a given time window, we will choose randomly a location. The medical
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services demanded for each appointment will be generated with the help of
a geometric random variable. From the data, we calculate that a customer
asks for approximately 1.25 services. Therefore, we will need a geometric
random variable with mean 0.25. We conclude that the random variable will
be Geom(0.8) which counts the number of failures before the first success.
According to the provided data, 75% of the demanded services are of type
(service number) 1, 2, 4, 5, 10, 11, 38. From the rest, 90% of them are of
type 7, 8, 14, 23, 24, 26, 28, 29, 32, 34, 44. For this reason, we will choose
the types of services according to a vector of probabilities. Each one of the
services 1, 2, 4, 5, 10, 11, 38 is chosen with probability 75%/7 = 75/700,
each one of the services 7, 8, 14, 23, 24, 26, 28, 29, 32, 34, 44 is chosen with
a probability 25% x 90%/11 = 225/11000 and each one of the rest is chosen
with a probability 25% x 10%/33 = 25/33000.

We also assume that we do not have appointments in all regions of Attica
each day. Due to the large travel times, unprecedented incidents and medical
emergencies, it would be preferable only to visit a few regions each day. In
this simulation, we assume that those regions are 1,2,4,18.

We then calculate the levels of experience of each nurse based on how many
different types of services they can provide.

We now present the data in R.

#The times needed for the provided services

times_of_services=c(5, 10, 60, 12, 15, 5, 10, 9, 5, 40, 45, 25, 30, 24, 30,
35, 15, 15, 30, 15, 30, 15, 26, 10, 20, 30, 25, 25, 27, 32, 15, 5, 40, 42,
20, 20, 33, 14, 40, 20, 22, 45, 20, 30, 16, 40, 20, 5, 15)

#The matrix of capabilities of nurses

Capabilities_of _nurses<- matrix(c(
1,1,1,1,1,1,1,1, 1,1, 1, 1,
1,1,1, 1,1, 1,1, 1,1, 1, 1, 1,
1,1,1,0,1,0,0, 1, 0, 0, 0, 0,
1, 1,1, 1,1, 1,1, 1,1, 1, 1, 1,
1,1,1,1,1,0,0,1,1, 1, 1, 1

? ? ?

o7



AT oA A A0 0 T 0 1000 ST A A0 A A0 A0 A3 A A4S~ — —
A A A A A A A S A A0 0 S A A S A AA A DS A A A A A A D A D o —
e e e e T T T T B R B R B . S B R B L e S R e R = e e T T T e T T B SIS RS RS
IR e e R e e e T I i e M S L R S R R R . S R e R s e R e e ]
A A A A A A A A A A A A OSSO A A A A A A A A A O o
A A A A A A A A A A A0 S A A AAA A A A A A AS A S A A
e e e e e T e T T B e S R R S e e B R T T T T e T B B R R e B e SR B SRR R
e e e e T T e T B L R S R R e R R e e T e e T T T e B T e SR e R VR RS
e T T T T e e e e R R R e e e e e e T e T T T T S R R S R VR RS
e T T T B B e B R R e e e T T e T T T e T e B B S R S R e e R A e B R R )
T I I I A R R R R I = I = T R R e R R R e e T T e T T e IR A R R R

Lo R e B e e R e TR e T e B e B e B e AR A e R e R e R e B e O e B e R e A e TR o R e R e R e TR e T e B e B s A s e B e R e R e R e R e R e R |

58



1, 1,1, 1,1, 1,1, 1,1, 1, 1, 1,
1, 1,1, 1,1, 1,1, 1,1, 1, 1, 1,
1, 1,1, 1,1, 1,1, 1,1, 1, 1, 1,
1,1, 1,1,1,1, 1,1, 1, 1, 1, 1,
1, 1,1, 1,1, 1,1, 1,1, 1, 1, 1,
1,1,1,1,1,1,0,1,1, 1,0, 0
), nrow = 49, ncol = 12, byrow = TRUE)

#The sums of rows=the vector of experience
experience_of_nurses=c(49,49,48,48,49,45,36,44,41,43,38,32)
#the travel times of nurses between locations

Travel _times= matrix(c(

15, 30, 30, 20, 45, 35, 70, 55, 70, 50, 40, 50, 40, 40, 45, 55, 55, 30,
30, 20, 40, 25, 25, 30, 50, 40, 45, 30, 15, 30, 20, 20, 45, 40, 30, 40,
30, 40, 20, 50, 60, 60, 60, 70, 70, 50, 45, 40, 40, 40, 15, 25, 35, 45,
20, 25, 50, 20, 35, 30, 70, 40, 55, 45, 30, 40, 35, 35, 40, 40, 40, 25
45, 25, 60, 35, 15, 35, 65, 50, 60, 40, 30, 40, 40, 35, 60, 60, 55, 50,
35, 30, 60, 30, 35, 10, 75, 20, 70, 50, 40, 40, 35, 40, 60, 60, 50, 40,
70, 50, 60, 70, 65, 75, 20, 85, 80, 55, 50, 40, 40, 40, 55, 45, 30, 85
55, 40, 70, 40, 50, 20, 85, 10, 80, 50, 40, 45, 40, 45, 70, 65, 55, 50,
70, 45, 70, 55, 60, 70, 80, 80, 15, 30, 45, 55, 50, 50, 80, 80, 60, 75,
20, 30, 50, 45, 40, 50, 55, 50, 30, 15, 25, 30, 20, 20, 55, 55, 35, 55
40, 15, 45, 30, 30, 40, 50, 40, 45, 25, 10, 15, 15, 15, 35, 35, 20, 40,
50, 30, 40, 40, 40, 40, 40, 45, 55, 30, 15, 10, 15, 20, 25, 20, 15, 55
40, 20, 40, 35, 40, 35, 40, 40, 50, 20, 15, 15, 10, 10, 40, 35, 25, 45
40, 20, 40, 35, 35, 40, 40, 45, 50, 20, 15, 20, 10, 10, 40, 35, 25, 45,
45, 45, 15, 40, 60, 60, 55, 70, 80, 55, 35, 25, 40, 40, 10, 10, 30, 45
95, 40, 25, 40, 60, 60, 45, 65, 80, 55, 35, 20, 35, 35, 10, 10, 25, 55
55, 30, 35, 40, 55, 50, 30, 55, 60, 35, 20, 15, 25, 25, 30, 25, 10, 55
30, 40, 45, 25, 50, 40, 85, 50, 75, 55, 40, 55, 45, 45, 45, 55, 55, 10
),nrow = 18, ncol = 18, byrow = TRUE)

We can now start the simulation.
Firstly, we set the values a; (Vk € K) as

#The vector of a_k
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a=(107,10°, 108,108, 10, 107, 102, 105, 10, 10, 103, 10!)

and the locations of the depots of the nurses, for which we use a discrete
uniform random variable

#the depots of the nurses
depot=floor(18*runif(12))+1

This way, we get the simulated values:
depot =(11, 18, 7, 12, 12, 15, 14, 4, 1, 3, 13, 14)

We, also, write a function to calculate the travel time of each nurse be-
tween locations. For this simulation, we only take into consideration the
travel times between appointments, and set travel times from or to depots
equal to 0. The function is as follows:

#The travel time of nurse k from location i to location j
S <- function(i,j,k) {
if (i==0 && j!=81) { #from depot to first appointment of nurse k
return(0)

} else if (i==0 && j==81) { #if the nurse isn’t assigned to any
appointments

return(0)

} else if (i!=0 && j==81) { #from last appointment of nurse k to
depot

return(0)
else { #between appointments
} pp

return(Travel _timesli,j])
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It is time to simulate the appointments. We will follow the procedure we
described:

#Appointments

time_of_appointment=matrix(0,nrow=1,ncol=80) #the time needed for
the appointments

location_of_appointment=matrix(0,nrow=1,ncol=80)
appointment_min=matrix(0,nrow=1,ncol=80)
appointment_max=matrix(0,nrow=1,ncol=80)

capability_for_appointment=matrix(0,nrow=12,ncol=80) #this matrix
shows if nurse k (row) can respond to the demands of the appointment
i (column)

for (i in ¢(1:80)) {

services=sample(c(1:49), 1+rgeom(1,0.8), prob = ¢(75/700, 75/700,
25/33000, 75/700, 75/700, 25/33000, 225/11000, 225/11000, 25/33000,
75/700, 75/700, 25/33000, 25/33000, 225/11000, 25/33000, 25/33000,
25/33000, 25/33000, 25/33000, 25/33000, 25/33000, 25/33000, 25/33000,
225/11000, 25/33000, 225/11000, 25/33000, 225/11000, 225/11000, 25/33000,
25/33000, 225/11000, 25/33000, 225/33000, 25/33000, 25/33000, 25/33000,
75/700, 25/33000, 25/33000, 25/33000, 25/33000, 25/33000, 225/11000,
25/33000, 25/33000, 25/33000, 25/33000, 25/33000))

time_of_appointment[i]=sum(times_of _services[services])
location_of_appointment[ij=sample(c(1,2,4,18),1)
for (k in ¢(1:12)) {

capability_for_appointment [k,i] = prod(Capabilities_of nurses|[services,k])

61



}

#The time window of appointment i
if (i<=10) {
appointment_min[i]=7*60
appointment_max|[i|=9*60
}else if (1i<=20) {
appointment_min[i]=9%*60
appointment_max[i]=11*60
} else if (i<=30) {
appointment_min[i]=11*60
appointment_max[i]=13%*60
}else if (i<=40) {
appointment_min[i]=13*60
appointment_max|[i]=15%60
}else if (i<=50) {
appointment_min[i]=15%60
appointment_max[i]=17*60
} else if (i<=60) {
appointment_min[i]=17*60
appointment_max[i]=19*60
} else if (i<=70) {
appointment_min[i]=19*60

appointment_max[i]=21*60
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} else if (i<=80) {
appointment_min[i]=21*60

appointment_max[i]=23%*60

We gain the following results:

time_of_appointment=(10, 22, 15, 12, 25, 40, 40, 14, 40, 15, 52, 14, 10,
5, 5, 15, 40, 17, 10, 45, 40, 15, 30, 15, 19, 40, 40, 5, 5, 55, 15, 42, 14,
50, 60, 9, 5, 10, 12, 30, 45, 15, 45, 12, 34, 14, 16, 5, 40, 10, 25, 45, 40,
15, 40, 15, 106, 14, 14, 45, 14, 10, 10, 12, 9, 45, 5, 15, 40, 5, 40, 12, 27
15, 45, 14, 45, 5, 45, 65)
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1,18,1,1,4,4,1,2,18,2, 4,2, 18,18, 4, 4,2, 1, 4, 1, 1,4, 4,
2,4,18,18, 18,1, 18,18, 1,2, 18,1, 2,4, 1, 4, 1, 18, 1, 18, 2, 1, 18,
1,4, 4,18, 18,2, 4, 1, 4, 4, 4, 1, 18, 4)

appointment_min=(420, 420, 420, 420, 420, 420, 420, 420, 420, 420
540, 540, 540, 540, 540, 540, 540, 540, 540, 540, 660, 660, 660, 660
660, 660, 660, 660, 660, 660, 780, 780, 780, 780, 780, 780, 780, 780
780, 780, 900, 900, 900, 900, 900, 900, 900, 900, 900, 900, 1020, 1020,
1020, 1020, 1020, 1020, 1020, 1020, 1020, 1020, 1140, 1140, 1140, 1140,
1140, 1140, 1140, 1140, 1140, 1140, 1260, 1260, 1260, 1260, 1260, 1260,
1260, 1260, 1260, 1260)

appointment_max=(540, 540, 540, 540, 540, 540, 540, 540, 540, 540
660, 660, 660, 660, 660, 660, 660, 660, 660, 660, 780, 780, 780, 780
780, 780, 780, 780, 780, 780, 900, 900, 900, 900, 900, 900, 900, 900
900, 900, 1020, 1020, 1020, 1020, 1020, 1020, 1020, 1020, 1020, 1020,
1140, 1140, 1140, 1140, 1140, 1140, 1140, 1140, 1140, 1140, 1260, 1260,
1260, 1260, 1260, 1260, 1260, 1260, 1260, 1260, 1380, 1380, 1380, 1380,
1380, 1380, 1380, 1380, 1380, 1380)
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#the transpose of the matrix, line i

describes which nurses can complete the demanded services of appoint-

t(capability_for_appointment)
ment i

1

11001 111

11

1

1

1 00 1 1

1

1

1

10 01 1 11

1

1

1

1 0 0 1 1

1

1

1

1 0 0 1 1

1

1
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10 00 0 0 00

1

1
1

1

1

1100 1 11

1

1

1 0 0 1 1

1

1

1

10 01 1 11

1

1

1

1 0 0 1 1

1

1

1100 1 1 1
100 0 00 0O

1

1
0

1
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1 11111111111
111110011111
1 111111111120
1 111111111171
1 111111111120
1 11111111111
1 11111111111
111110011111
1 111111111171
1 111111111171
1 11111111111
1 11111111111
111111111111
1 111100111171

We assume that each nurse works for 8 hours= 8 - 60 minutes, out of
which they can have a 30 minute break. We will also assume that the nurses
1,3,5,6,11,12 will work during the first shift and the nurses 2,4,7,8,9,10 will
work on the second. This way, the sum of experiences of the nurses on each
shift will be equal.

Therefore,

Work=matrix(8*60, 1, 12) #how many minutes each nurse works

Break=matrix(30, 1, 12) #how many minutes lasts the break of each
nurse

B0O=c(7*60, 15*60, 7*60, 15*60, 7*60, 7*60, 15*60, 15*60, 15*60, 15*60,
7*60, 7*60) #the minute each nurse starts working

Now, we write in code the adapted SCHEDT algorithm.

#Adapted SCHED7 algorithm
#Initialization
t=B0 #current completion time of each nurse

alpha=matrix(0,1,12) #all nurses start at their depot
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#initiation for the schedules sigma k, the first column will present the
appointment, the second, the nurse that will respond, the third, the
estimated time of arrival

my_sigma=matrix(0,nrow==81,ncol=3)
for (i in ¢(1:80)) {
C<-matrix(0,ncol=2)
A=matrix(0,ncol=12)
for (k in ¢(1:12)) {

A[k]=max(t[k]+S(alphalk],location_of_appointment|i],k), appoint-
ment_min]i] )

conditionl= (capability_for_appointment[k,ij==1)

condition2= (A[k] 4 time_of_appointment|i] < min(appointment_max][i],
BO[k] + Work[k]-Break[k] - S(location_of_appointment[i],81,k)))

if (conditionl && condition2 ) {

C<-rbind(C,c(k,A[k]))

¥
if (dim(C)[1]==1) {
print(paste(” No feasible assignment possible for appointment”, 1))

} else {

#create the vector of the nurses that increase the least the value
of the objective function

H=c(a[C[-1,1][1]]*S(alpha[C[-1,1][1]], location_of appointment[i],
C-11][1]))

for (1 in C[-1,1][-1]) {
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H=c(H,a[l]*S(alphall], location_of_appointmentli|, 1))

¥

H=C|[-1,1][which(H==min(H))]

#choose which nurse will respond to incident i

k_star=min(H[which(a[H]==min(a[H]))])

#Update

t[k_star]=A[k_star] + time_of_appointmenti|

alpha[k_star|]=location_of_appointmenti]

my _sigmali+1]=c(i, k_star, A[k_star]) } }
my_sigma=my_sigmal-1,]
#Then we divide each schedule
sigma_l=my_sigma[my_sigma|,2]==1,-2]
sigma_2=my_sigma[my_sigma|,2]==2,-2]
sigma_3=my _sigma[my _sigmal,2]==3,-2]
sigma_4=my _sigma[my_sigma|,2]==4,-2]
sigma_b=my_sigma[my_sigma|,2]==5,-2]
sigma_6=my_sigma[my_sigma|,2]==6,-2]
sigma_7=my _sigma[my_sigma|,2]==7,-2]
sigma_8=my _sigma[my_sigma|,2]==8,-2]
sigma_9=my _sigma[my_sigma|,2]==9,-2]
sigma_10=my _sigma|my_sigmal,2|==10,-2]
sigma_ll=my_sigma|my_sigmal,2|==11,-2]

sigma_12=my _sigma|my_sigmal,2|==12,-2]
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Each nurse will have their own schedule. Every schedule will be a matrix
with two columns. The first column consists of the appointment numbers
and the second consists of the expected arrival time of the nurse at the ap-
pointment. After we run the algorithm, all appointments have been assigned
to nurses. As expected, the nurses with the most experience have the fewest
appointments. We now present the schedule of each nurse:

First shift Second shift
sigma_l= sigma_11= sigma_2= sigma_8=
5 420 2 420 46 900 44 900
30 660 T 472 80 1260 49 937

11 552 60 1020
sigma_3= 16 629 sigma_4= 69 1140
4 420 21 664 45 900 77 1260
19 540 23 724 57 1020 78 1325
20 565 33 784 79 1260

27 660 36 828 sigma_9=
29 725 37 852 sigma_7= 42 900
34 780 41 900 48 945
38 845 sigma_12= 47 970 23 1020
1 420 50 996 54 1090
sigma_5= 8 470 51 1036 o8 1125

6 420 10 504 52 1091 63 1164
39 780 12 544 61 1166 64 1204
40 812 13 583 62 1210 67 1231

14 618 65 1230 72 1266
sigma_6= 15 643 70 1249 73 1303
3 420 22 668 71 1264
9 465 24 708 76 1329 sigma_10=

17 540 28 743 43 900
18 610 31 780 95 1020
25 660 32 815 96 1085
26 719 29 1120
35 784 66 1149
68 1214
74 1260
75 1295
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We move on to simulate 16 medical emergencies. Since we do not know
anything about their distribution during the day, we are going to simulate
8 medical emergencies during the first shift and 8 during the second. Once
a medical emergency is announced (called in), it must be addressed within
1-2 hours. Each time of announcement will follow a uniform distribution
in the respective shift. The time window of the medical emergency starts
at the time of the announcement and (for the simulation) ends 90 minutes
afterwards. The medical emergencies can demand any type of service. Here,
we assume that the number of services follows the same distribution as the
number of services of each appointment. Finally, the emergency appointment
can be demanded at any region of Attica.

#Emergencies

time_of_emergency=matrix(0,nrow=1,ncol=16) #the time needed for
the emergencies

location_of_emergency=matrix(0,nrow=1,ncol=16)

emergency _min=matrix(0,nrow=1ncol=16) #beginning of time win-
dow of the medical emergencies

emergency max=matrix(0,nrow=1ncol=16) #end of time window of
the medical emergencies

capability _for_emergency=matrix(0,nrow=12ncol=16) #this matrix show
if nurse k can respond to the demands of the emergency i

for (i in ¢(1:16)) {
emergency_services=sample(c(1:49),1+rgeom(1,0.8))
time_of_emergency[i]=sum(times_of_services[emergency services])
location_of_emergency/[i]=sample(c(1:18),1)
for (k in ¢(1:12)) {

capability_for_emergencylk,i] =
prod(Capabilities_of nurses[emergency services,k|)

}
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if (i<=8) { #the emergencies of the first shift
emergency_min|i]=floor((8*60-30)*runif(1))+7*60
emergency_max|ij=emergency_min[i]+90

} else { #the emergencies of the second shift
emergency_min|i]=floor((8*60-30)*runif(1))+15%60

emergency _max|ij=emergency _min[i]+90

We present the results of the algorithm.
The time needed at each of the appointments is:

time_of_emergency= (48, 24, 5, 10, 40, 26, 24, 25, 110, 5, 40, 5, 67, 55,
26, 15)

The beginning of each time window is:

emergency_min= (568, 790, 654, 690, 590, 458, 831, 595, 1302, 955,
924, 1253, 1190, 1188, 1072, 1101)

We are going to address these incidents to nurses 1, 5 (for the first shift)
and nurses 2,4 (for the second shift). Since all times are uniformly distributed
and the chosen nurses have very few appointments, we only want to calculate
the free time of each nurse and the time needed for the emergencies in each
shift. For each shift, we will calculate how many minutes are needed to
address all emergencies (travel times and times for each emergency). If the
free time of the experienced nurses (in each) shift exceeds the time needed
for the emergencies, then all emergencies can be addressed. For this part,
we do not need to find a complex algorithm that takes into consideration
the capabilities of each nurse, because the experienced nurses can address all
types of incidents. Therefore, we calculate:
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emergencies]=time_of emergency[1] #the total time needed for the emer-
gencies of the first shift (initialization)

emergencies2=time_of_emergency|9] #the total time needed for the emer-
gencies of the second shift (initialization)

#the total time needed for the emergencies of the first shift
for (iin ¢(2:8)) {
emergenciesl =emergencies1+S(i-1,i,1)+time_of_emergencyli]

}

#the total time needed for the emergencies of the second shift
for (i in ¢(10:16)) {
emergencies2=emergencies2+S(i-1,i,1)+time_of_emergencyli]
}
#the free time of nurse 1
if (length(sigma_1)>2) {
free_time1=8*60-sum(time_of_appointment[sigma_1[,1]])
for (i in ¢(2:length(sigma_1[,1]))) {
free_timel=free_timel-S(i-1,i,2)
}
} else {free_timel=8%*60-sum(time_of_appointment[sigma_1[1]])}
#the free time of nurse 5
if (length(sigma_5)>2) {
free_time5=8*60-sum (time_of_appointment[sigma_5[,1]])
for (i in ¢(2:length(sigma_5[,1]))) {

free_timeb=free_time5-S(i-1,i,2)
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}

} else {free_time5=8*60-sum(time_of_appointment[sigma_5[1]])}
#the free time of nurse 2
if (length(sigma_2)>2) {
free_time2=8*60-sum (time_of_appointment[sigma_2[,1]])
for (i in ¢(2:length(sigma_2[,1]))) {
free_time2=free_time2-S(i-1,i,2)
¥
} else {free_time2=8*60-sum(time_of_appointment[sigma_2[1]])}
#the free time of nurse 4
if (length(sigma 4)>2) {
free_time4=8*60-sum(time_of_appointment|[sigma_4[,1]])
for (i in ¢(2:length(sigma_4[,1]))) {
free_timed=free_time4-S(i-1,i,2)
}
} else {free_time4=8*60-sum(time_of_appointment[sigma_4[1]])}
#we check if the experienced nurses can make it to all the appointments

if (emergenciesl > free_timel + free_time5 | emergencies2 > free_time2
+ free_time4) {

print(”Not all emergencies can be addressed.”)

} else {print(”Success.”) }
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And the result is: ”Success.”

We then run 10000 trials. In each trial, we assumed new depots, new
appointments, new medical emergencies the same way as in the simulation
above. We calculated the percentage of appointments that cannot be assigned
to any nurse via the algorithm and the percentage of medical emergencies
that cannot be addressed. As for the medical emergencies, we assume that
all will be addressed if the experienced nurses have more combined free time
than the sum of travel times between the emergencies and service times for
all medical emergencies. If not, then we decrease the demanded time by one
medical emergency and check again. We repeat this process and count the
failures in addressing medical emergencies until the condition is satisfied. In
order to count these failures, we added the following piece of code:

if (emergenciesl > free_timel + free_timeb | emergencies2 > free_time2
+ free_time4) { #if there is not enough time to face all the medical
emergencies

for (iin ¢(1:8)) {

if(emergenciesl > free_timel + free_timeb) { #if there is not
enough time in the first shift

emergenciesl =emergenciesl-time_of_emergency/[i] #we abstract
the time of one medical emergency

fails = fails+1 #we increase the number of failed responses by
one

if (emergenciesl > 0) {

emergencies] = emergenciesl - S(i,i+1,1) #we abstract the
travel time to this medical emergency

}
}

if(emergencies2 > free_time2 + free_timed) { #Af there is not
enough time in the second shift
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emergencies2=emergencies2 - time_of emergency[i+8] #we ab-
stract the time of one medical emergency

fails = fails+1 #we increase the number of failed responses by
one

if (emergencies2 > 0) {

emergencies2 = emergencies2 - S(i,i+1,1) #we abstract the
travel time to this medical emergency

}

The results showed that only 0.8% of appointments and 2.59% of medical
emergencies cannot be addressed. These failures in scheduling happen in
cases where many appointments demand services that only the experienced
nurses can provide.

In the case where a = (1,1,1,1,1,1,1,1,1,1,1,1), in 10000 new trials,
0.9% of appointments and 93.7% of medical emergencies could not be ad-
dressed. These failures happen because of the values of the vector a. Since
we do not assign greater values to the experienced nurses, the appointments
are assigned to all nurses without preference, thus leaving the experienced
nurses with insufficient free time.

In the case where a = (3%,3°,3%,3%,3% 37, 32,3¢,34,35,33,3!), in 10000 new
trials, 0.8% of appointments and 2.7% of medical emergencies could not be
addressed.

According to these results, it is evident that we have to assign bigger
coefficients to more experienced nurses in order for them to have the necessary
time to respond to medical emergencies.
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In a new scenario, where each customer chooses a service using a discrete
uniform over all types of services, we run 10000 trials for the same cases of
the value of vector a.

In the case where a = (107, 10°,108,10%,10°, 107, 102, 10%,10%, 10°, 103, 10%),
we run 10000 trials and the results showed that 1.8% of appointments and
12.1% of medical emergencies could not be addressed.

In the case where a = (1,1,1,1,1,1,1,1,1,1,1,1), we run 10000 trials and
the results showed that 4.1% of appointments and 98% of medical emergen-
cies could not be addressed.

In the case where a = (3%, 3%, 3%, 3% 39 37,32, 35 34 35 33, 31), we run 10000
trials and the results showed that 1.8% of appointments and 12.3% of medical
emergencies could not be addressed.

From the results we obtained, we deduce that, in all scenarios, we need
to assign bigger coefficients to experienced nursed in order to get the best
results possible.
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Chapter 4

Conclusion

In this master’s thesis, we have undertaken a comprehensive examination
of the resource allocation optimization challenges present in emergency re-
sponse systems and healthcare settings. Our primary focus was to address
the efficient deployment of rescue units to incident locations and the optimal
scheduling of nurses’ appointments. Through the application of optimization
techniques and algorithmic approaches, our aim was to provide innovative so-
lutions that optimize resource allocation, minimize response times, and en-
hance the overall effectiveness of emergency response systems and healthcare
services.

Throughout the course of this research, we have recognized the critical role
that time plays in emergency situations. The ability to swiftly deploy rescue
units to incident locations can often be the determining factor between life
and loss. Similarly, in healthcare settings, the efficient scheduling of nurses’
appointments is paramount for maximizing resource utilization and ensuring
timely medical care for patients. These challenges necessitated the develop-
ment of novel approaches and optimization models capable of addressing the
complexities inherent in routing and scheduling problems in both domains.

All the algorithms presented in the first part formulate the first problem
within the context of the Vehicle Rooting Problem (VRP). At the same
time, they incorporate elements of the Travelling Salesman Problem (TSP)
and the Multiple Travelling Salesman Problem (MTSP) into our resource
allocation optimization problem. These problems provide insights into the
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allocation and routing of multiple rescue units or nurses, taking into account
their respective tasks and constraints.

The algorithm presented in the second part of the thesis builds upon the
foundation of the SCHED?7 algorithm and exhibits remarkable performance,
providing results within approximately one second. The algorithm’s low fail-
ure rates attest to its efficacy. Furthermore, the algorithm’s speed allows
for the verification of proposed schedules prior to appointment scheduling,
thereby minimizing the risk of failures in responding to medical emergencies.
Additionally, we propose that the assignment of each medical emergency
should be determined in real time, considering the presence of unknown pa-
rameters such as increased traffic and potential delays from previous ap-
pointments. Reviewing the current status of each nurse before making an
assignment would ensure the most appropriate allocation of resources.

The outcomes of this research hold substantial implications for the field
of emergency response systems and healthcare resource management. By
optimizing the dispatching of rescue units and scheduling of nurses’ appoint-
ments, the proposed algorithm contributes to the enhancement of emergency
response capabilities, improved patient care, and increased operational effi-
ciency. These findings have practical applications for decision support sys-
tems within real-world emergency response systems and healthcare facilities.

As avenues for further research, it would be valuable to explore the scala-
bility and robustness of the algorithm in larger-scale scenarios with diverse
constraints. Additionally, integrating real-time data and advanced predictive
analytics could enhance the algorithm’s adaptability to dynamic changes and
improve its decision-making capabilities. Further investigations into incor-
porating additional optimization techniques and considering multi-objective
optimization would expand the algorithm’s applicability and potential ben-
efits.

In conclusion, this master’s thesis has addressed the resource allocation
optimization challenges in emergency response systems and healthcare set-
tings. By developing an algorithm that optimizes the dispatching of rescue
units and scheduling of nurses” appointments, we have made significant con-
tributions to improving emergency response capabilities, patient care, and
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operational efficiency. The findings of this research offer practical implica-
tions for decision support systems in real-world emergency response systems
and healthcare facilities. Future research endeavors can build upon these
findings by exploring scalability, incorporating real-time data, and expand-
ing the algorithm’s optimization capabilities.
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