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EKTETAMENH IIEPIAHWH

Currents — GICs) otnv empavela tng I'ng oxetidetar pe £vroveg Stakupdvoeilg Tou

yeopayvntikoU mediou tewv omoiwv 1 mnyn Bpioketal oe woxupeg Sratapaxeg 0To
eyyug yewdwaotnua [1, 2, 3]. H avamtuén GICs pmopel va £xel wg mbavo arotédeopa tnv
poxrAnon coBapwv BAaBmv oto Gixtuo petagopdg Kar mapoxXng NAEKTPLKNG evepyelag [4].
Katd tn OSudprela yeodiaotnpikeov HAayviTIKOV Katalylbov avamtuooovialr 1oXupd
NAEKTPLKA pevpata, IIoU peouv 0To eyyug mpog tn I'n Svaotnpa xkav “kAeivouv” peon tng
avotepng atpoogatpag. To payvntiko medio mou avamtuooeTal 0oV aIoTEASOUA AUTOV TV
PEUPAT®V pE TN 0gLpd Tou ermayel peupata oty emupavela g I'ng (GICs), n evraon tov
omoleV eapTaTal amd TNV KATAVOUL] TV NAEKTPLKWV LOL0TITOV TOU 0TeEPe0oU PAOLOU TNG
I'ng. Ta GICs eival to tedog tng aAvuoidag tou Sraotnuikou Karpou (space weather): HAvog
— NALOKOE Avepog — payvntoogarpa — tovoopaipa — em@avela the I'ng. Qg ex toutou,
ONpepa  amoteAoUV  avamoOoIINoTo HEPOE TNEG €peuvag Tou OLaotnuikou Kaipou. H
mapadooLaKI) Amown 1tav 0tL povo S1KTua NAEKTPLKAE eVepyelag 08 UPNAd YEOYPAPLKA
nAdtn (Bopewa Apepikn), ZraviivabBia) emnpedadovrar amd GICs. Auto opwg 6ev eényel ta
mpoBAnpata NAeKTPLKNG 10XU0E MOU £X0ouV mpoopata avagepBel oe xapnAa mddtn (n.X.
Tommavia, N. Agpikn, Ianevia, Kiva), oe mAdatn 6ndadn mapopova pe avtd tng EAAGSag.

H eppavion Ieopayvnuirkeg Emayopevev Peupdateov (Geomagnetically Induced

H napovoa Sibaktopikn) SratpiBn exel emkevipnbel otoug akoAouboug Baoikoug adoveg
¢peuvag:

e AvAdAuon Xpovooelpwyv HETPIOER®V TOU Yewuayvntikou mediou amd emiyela Siktua
HayvnTopeTpev ta omoia Bpiokovtal kupiwg otnv Eupwnn pe ¢pgaocn otnyv meploxn
tng Meooyeiou, GLAOTNUIKOV POAYVIITONETPOV amd Toug S0pu@opoug Swarm Tou
Eupomaikot Opyaviopot Avaotipatog (European Space Agency - ESA) kaBaog xau
S8elKTOV Ye®UAyvnTikng 6paotnplotntag 000V a@opd HayvNTIKES Katatyideg kau
vnokatavyideg. H avdduon €ywe pe xpnon mponypévev pebodev emefepyaociag
onparog, mou edpadovtal oe petacXnpatiopoug wavelet, ummodoyiopd ex0etn Hurst,
KOl HETPOV eVTPOIIAg, IIPOKELPEVOU Vd dAIIOTUIIOOOUNE TNV TuXOv Umapén
XOPAKTNPLOTIKGOV UTIOYPAP®V TIPLV AII0 TNV £vapdn HayvnTtikeov Katatyidov. E@ocov
ta GICs oxetidovrar pe emewoobia tou OraotnuikoU kKaipou, ov evleifelg yva
eIMKelpeveg Katalyldeg ouveloepouv oTtnv eyKalpn mpoeldomoinon yia avamtudn
tov GICs oe meploxeg mou @rAolevouv Kplotpeg TEXVOAOYLKA UIIOSOUEG.

e Ymoloylwopog evog 6eiktn Spaotnprotntag GIC yia tnv EAAGSa kav yevikdtepa tn
Notwa Euponn, sotwalovtag og payvntikeg xavavyibeg mou ouveBnoav otrn Siapreia
TOU mponyoupevou (24°7) nA1aKoU KUKAOU.

e  Ymoloylopog tng £vtaong tou yeandektpikou mediou E, AapBavovtag umoywv tnv
NAEKTPLKI] Ay®YLHOTTA TOU UeSd@oug Kat, KAT eHEKTAoN aVAAUTLKY EKTLIN 0T TOU
BaB1oU TpOTOTNTAG TO®V CUCTNPATOV S1avoung NAEKTPLKIG EVEPYELAG TNE XMPAS KA,
kaBog rav tng votwag Eupomng, xatd tnv ekONA®ON axpai®v @QALVOUEVOV TOU
SraoTnUIKOU Ka1pou, OIIwg £Lval Ol PayvITiKeg Katatyideg.



H xatavonon tou BaBpou mou ta GICs pmopoUv va emnpedoouv Tn ALLToupyla Tev
ouotnuatewv nAektpodotnong BedtiwOnke onpavtikd petd amd Ta OpoBAnpata Imou
SnuwoupynOnkav otn B. Apepikr katd tn Oudprela Tng HAyVNTIKNG Kataryidag Tou
Maptiou tou 1989 [5]. XapaKTnploTtiKr OUVEIeLd 1)tav to ektetapevo blackout Sidpkelag
9 wpwv oto udpondektplkod gpyootdowo tng Hydro-Québec. Ilpopavag, o emaroAoubog
KOLW®VLIKOG/OLKOVOULKOE QVTLKTUIIOG OXeTidetal He Tnv £vTaon ToU @ALVOUEVOU, Om®g
unodelkvueTal kat amd tnv ¢k0eon tou National Research Council [6].

Ov Suopevelg emutwoelg tov GICs apxikd amotedeoav mebio pedetng ota uywndd
YEOUAYVNTIKA MAATI), OIIOU KUPLAPXOUV TA OEAATKA LOVOO@ALPLKA PEUIATA, 00NYOVTAS TLG
emmiyeleg Stakupavoelg Tou payvnTikou mediou oe uyndég tipég. Opwg, peyaleg tipeg GICs
¢xouv mA¢cov mapatnpnBel oe KaBe yewypagiko mAdtog. Xtnv Eupomnn, padivota, auto
£V1IoXUeTal Katl amo to povtedo eppaviong tov GICs oe 0An tnv £€ktaon tng nmoeipou [7].
Zupeova pe tov Kappenman [8] n nnyn tewv Swatnpovpevev GICs ota xapnAd xav peocata
Yeoypa@uka mAdtn oxetidetalr pe uwndég tipég Srakupavong, Mmou o@elAovial OTig
auBopunteg edpoeig Tng SuvapKE Iieong TOU NALAKOU AVELUOU I 0TV 10X UPOIIOLN 0T TOU
SaxTUAL0E100U¢ pelpatog. LTig MEPLOXES AUTEE, Ol HEYLOTES TUIEG TS XPOVIKNE pneTaBoAng
tng 0p1LdOVTIAE OUVIOTOOoAg Tou payvntikou mediou (dBu/dt) ouviBwg cupmintouv pe v
amdtopn evapdn tng Kataryibag Kal 6xu Katd tn Oudprela tng Kuplag @aong tng, apd n
emxvouvotnta etvar peyadvtepn tote [9]. H extipnon tov GICs ota XxapnAd xav peoaia
Yeypa@lka mAdtn AapBaver odogva Kal MePLooOTEPI IIPOCOXI) OO TNV EIILOTNLOVLIKI]
KOLvOTNTA Ta TeEAeutaila Xpovia, pue pedéteg va £xouv 1on yiver otnv lomavia [10,11,12],
tnv Itadia [13], tnv Auvotpia [14], tnv lanwvia [15], tnv Kiva [16] tn N. ZnAav6ia [17],
tnv Avotpadia [18], tn N. Agpikn [19] k.4.

AapBavovtag umown ta 60a ava@epdnkrav mopamndve, To epOTNHIA MOoU KAAOUHAOTE Va
QAMIAVTI)COUHE £ival To Katd mooov to 6ikTuo nAektpodotnong tne EAAadag, puag meproxng
mou Bploketal og peoaia yewypa@lkda mAatn, Kwvouvevuel Kar og tu Babpo amd GICs mou
avapevetar va avamtuxBouv otnv mepimteon plag woxXuprg payvntikng katavyidag. O
vmoloylopog evog Oeiktny GIC pmopet va oupBdaAder kaBoplotikd ot ANwn HPETpovV
IPO0TACLAg amd TOUG MAPOXOoUg NAEKTPLKNG eveépyelag Kabmg Kal Toug XELPLoTeg TOV
Siktuwv Guavoung nidektpiopou otnv EAAGSa, aAAd rav otnv Eupomnn yevikotepa, oe
peAdovTiky Bdon, eve ouvelopeépel Kal 0TV £peuva yid TNV IpOyveor Tou S1a0Tnpikou
Kapou.

Eival n mpotn @opd mmou emixerpeitar n ektipnon twv GICs otov EAAadikd xopo, pedétn
mou_evappovidetal amoAuTa pe avtiotorxeg epeuveg avd tov koopo. Enopeveg, n Svatpbn
aut) KaAurreer og onpavtiko Babuod to unapxov kevo otn BiBAloypagia, mpaypnatonowmvtag
KAT avTloTolxXia puua eKTipnon Kat §6unon mpotunou katavoung tov GICs otnv EAAGSa.

IMa v enelepyaoia tov xpovooelpav (bedopevav yeopayvntikou mediou) epappdootnrav
pebodor paopatikng avaduong, e 0poug NeTACXHATION®OV wavelet og mpoypappaTioTLKO
mepiBaddov MATLAB. Ilpokewpévou va ylvouv ouykpioeig kat va efaxBouv xprjovpa
OUNIIEPAONATA, OUVEITKOUPLKA avaduBOnkav OSeikteg yeopayvntikng Opaoctnprotntag,
oupneptdapBavopevev ek TtV mou mpoékuyav ard Sopu@optkd Sedopéva tng amooToArg
Swarm [20] n¢pav tov KAaookeVv emiyeliov oetktov SYM-H (yia xataryibeg) kar AE (yua
uvnorataryideg). Axoun, mpaypatomouiOnke vmoloylopog tou exBetn Hurst [2] kar twv
petpev evipormiag: Shannon entropy [21], Tsallis entropy [22, 23] kav Fisher information
[24]. Ov ouykekrpuueveg otatiotikeg pebobor pe Bdon tn Bewpla tng mAnpogopiag
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(Information Theory) xpnovpomoloUvtar eupéwng padl pe Swagopeg addeg pebodoug,
mpokelpevou va efaxBouv xpnoipa cupmepdopata amo peAeteg MOAUIIAOKOV OUOTH ATV,
OI®OG Yld Iapadelypa to oudeuypevo oUoTNHA NALOKOE AVEROg-Pay VI TOO@ALPA-10VOTQALOA.
Zuykexrpipeva, o ekBetng Hurst eival £va otatiotiko petpo mou Xapaktnpidel tig emipoveg
1 pn-emipoveg (persistent/non-persistent) 18uotnteg evog onpatog. H evtpormia Shannon
elval pia evvola mmou xpnotpomnoteitat yia va StepeuvnBel to peyebog tng mAnpogopiag evog
petadidopevou pnvupartog, eve n eveporia Tsallis amotelel pla yevikeuon tng evepomiag
Boltzmann-Gibbs kauv Xpnovpomoleitar eupéwg oe moAdd media epeuvag. Telog, To
otatlotiko petpo Fisher information amotedel pia woxupn pebobo peAdétng pn-otdovpev
KAl JN-YPARHILKOV XPOVOOELPMV.

O 6eixtng GIC amoteAel pia evéelln (proxy) tou yeondektpikou mediou Katl ummodoyidetatl
armorAelotikd amd dedopéva payvntikou mediou [18]. Exer 6uo exboxee (GICx-GICy) xau
UIIOAOYLOTNKE YA T1E 10XUPOTEPES YewRayvnTikeg Katatyideg (6n., 6eixtng Dst < -150 nT)
mou ouvebnoav Katd tn Suapkrela tou 24°¢ nAirakou kKUkAou (6nd., Mdaptiog, Iouviog xat
AerepBprog 2015, xar Auyouvotog 2018), xpnoipomowwvtag Oedopeva amd to GlkTuo
payvntopetpov ENIGMA (http:/enigma.space.noa.gr/) [25]. Xtn ouvéxewa, n €peuva
erektadnke otnv euputepn meproxn tng Meooyeiou. O Oeiktng GIC vmoloyiotnke
xpnotponownvtag Sedopeva amod ta yeopayvntika mapatnpntipla Castello Tesino (CTS)
otnv Itadia, Chambon la Forét (CLF) otn I'aAAia, Ebro (EBR) kav San Fernando (SFS)
otnv lommavia, Tamanrasset (TAM) otnv Adyepia xav Iznik (IZN) otnv Toupkia. Xtoxog
nTav va mnpaypatormounfel pio mpotTn eXTipnon Ttou yemnAeKTtplkou mediou Kar Kat
errektaon tng ¢vaong twv GICs otnv meplox1) yup® ard Tov eKAoToTe PayvnTiko otadpo /
HAPATN PN TH P10, KaB®OE Kal va PeAeTr)00UE T CUIIEPLPOPA TOU OELKTH KATd TNV aipvidia
¢vapén tng exaotote Kavaryidag (sudden storm commencement — SSC).

Ztnv mepimteon tng Katavyidag otig 17 Maptiou 2015 eyuve pia mpoorndBeva efayoyng
XApTOV peylotng nuepnovag tuprg tou deiktn GIC, kabaog kav tng Tiurng tou Seiktn Katd to
SSC.

Yt ouvexewa, 1 €peuva OTPAQNKE 0TV evoOpatoon povodtaotatov (1-D) poveedeov
AY@YLHOTNTAG TOU £8A(OoUg 0ToUg XAapTeg Tng peylotng nuepnoag tuung tou deiktn GIC pe
0TOX0 TNV KaAutepn eKTipnon Ttou yewndektpikou meblou oe kABe tomobeoia.
LUYKeKpIIEVa, IPOKELPEVOU VA YIVEL Pla OUOXETLON Pe UIIAPXOVTA HMOVTEAN NAEKTPLKIG
AY®YLHOTNTAS, EVORPATOOAPE evav XAptn ayeylpotntag tou edagoug tng Eupwmng oe
popen] mAéypatog [26], kaBe keAl Tou omoiou avtiotolxel oe eva 1-D povtédo, dnA. n
ayoyrpotnta petaBaddetar povo pe to BaBog, Xapartnpilopevo amd Tig avTioTouxeg
ayoyvpotnteg oe Babog 80 km. XpnoipomouOnkav ol Tipég amd To eUpOIAiko mpoypappa
EURISGIC (https://cordis.europa.eu/project/id/260330), prag «ouddoyng» povodidotatemy
HOVTEAGDV TTOU KAAUIITeL 0Xed0v 0AOKANp1 v Eupwmnn. Xtnv meplmtoorn pag, KAAUITovTal
KUplog otabpol otig nmelpwtikeg meploxeg Bopewa tng Meooyeiou OdAacoag, xabog
avtiotouXn oOuAloyn yia Tig Ieploxeg votwa tng Meooyelou BdAacocag Sev umdapxer,
TouAaxLotov ev yvwoel pag. H cuvektipnon tov tipev tou Seiktn GIC xal tov tipev tou
1-D povtédou pag Sivouv pia kadutepn ewkova tng emxrwvouvortntag tov GICs otig
neploxeg YUp® amo Kabe payvntikd otabpo / mapatnpntiplo.

Emupoobetng, n pedetn emektddnke 000V a@opd TOV UMOAOYLOHO TNG €VTaong Tou
veondextpikou medlou E, AapBavovtag umowlv TNV NASKTPLKI] AYOYLHOTNTA TOU
unedagoug, n omoia kabopidel tnv Tuur) Tng évraong otn Sidprela piag katavyidag. Me Baon
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o 1-D povtédo eyive umodoylopog tou yewnAeKTtplkou mediou E, Ki ermopnéveg ouoxetioape
g Tupeg tou deixtn GIC pe tig Tupég tou yeonAektpikou meblou E, mou avarrtyooetal ot
Suapkera puag katavyidag.

Tédog, ¢ywve Siepelivnon KAl KATaypa@r TOV HAYVITIKOV Kataryldwv mou £dabBav xwpa
amd tov XemtepBpro tou 2018 fwg kar tov Auyouoto tou 2022, MHPOKELPEVOU Va
eumAouTtiooupe T pedetn pag Kau e payvntikeg katatyideg tou 25°¢ nAtakou kKUkAou. Me
Bdon tn ouvOnkn “Dst < -150 nT” mou vwoBetrjoape yua tov 24° nAiako KUKAo dev exel
Kataypa@el xapia xratavyida. Mikpdtepng evtaong xatavylba €xel xataypagel otig
4/11/2021 (Dst = -105 nT). EmurA¢ov, oto xpoviko Svdotnpa autd exouv onuelndel addeg
£81 katavyibeg akoun pikpotepng éveaong (Dst < -80 nT).

Ta oupmnepdopata autng tng StatpiBng cuvowidovtal ota IaPARATE:

1. @aocuatnikny avalvon ues opovg uetaogynuatiopwv wavelet, deixktne Hurst kar uétpa
EVIPOITIQAG 08 XPOVOOELPES payvntikov mediov tng Ing (emiyeia rar Sopvpopikd
bebousva) kai oe SeirTeg yewuayvnTiknge 6paoTtnploTnTag

H @aopatikn avdAuon pe 6poug petacxnuatiopev wavelet £6e1le mog tooo mpv
000 Kair peta amd KAOe xatairylba UImdpXel €vtovo @PACPATIKO IIEPLEXOLEVO,
XOPAKTNPLOTIKO TV  emeloodlov  aut®v. XTnv  IeplItaon TV OSLKTOV
veopayvntikng Spaotnprotntag SYM-H kar Swarm-derived SYM-H o ek0¢tng
Hurst kav ta pétpa evipomiag Shannon entropy, nonextensive Tsallis
entropy kav Fisher information £6e1{av tnv vmapén duo Srapopetiromv potibov:
(1) &va potiBo mou oxetidetal pe Tig L0XUPES PAYVITIKES KATALYLOeg, XAPAKTNPLOTIKO
Tou omolou eivar olv uwndég tpeg tou ekBetn Hurst, xu emopéveg umdpxeu
HeyaAuTepn «opydvmony otn payvntoopatpd, kat (il) éva potiBo mou oxetidetal pe
TIE NouXeg Ieplodoug Thng PayvnTooQalpag, XOPAKTNPLOTIKO TOU OIIOLOU £ival ot
xaundotepeg Tipeg tou ekBetn Hurst, xu emopéveg umapxel purpdtepn «opyaveon»
0TI PAYVNTOO@ALPA. LTV HEPIITeon Tov SeKTOV YE@UAYVTIKNG §paotnplotntag
AE rav Swarm-derived AE, n @aopatikny avaduon pe 6poug HETACXNHUATIOUGOV
wavelet amokdAuye mapopoLa UITOKELPEVA XAPAKTIPLOTLKA 0TO PACHA IIPLV KAl PUETA
armd Tig TPelwg Katatyibeg, mapdtL mpokevtal yia Oeikteg umokataryilbwv. Lotoco, o
ex0¢tng Hurst kau ov evrpomikeg avaduoelg 6ev eixav wg armoteAeopa tnv eukova U0
XOPAKTNPLOTIKOV potiBwv, Kabng mpokelrtar yuwa Oeikteg mou oxetidovtal pe
unokatavyideg, ov omoieg eival mo BpaxuBieg kar Atydtepo Suvapikeg, oupbBaivouv
Mo OUXVA amo Tig Katarylfeg K €Xouv SLa@opeTiKES XOAPAKTPLOTIKES XPOVUIKES
KAlpakeg KaBog kauv pnxaviopoug Onpioupylag amr’ 0tt ot Katavyideg. Ta
QIIoTeEAEopATA AUTA Iapouotddovtal otnv epyactia [27].

2. Avalvon beiktn GIC oe ypovooeipss payvntikov mediov tne I'ng (smiyeia debougva)

Zxetika pe to Seiktn GIC, ta amotedeéopatd pag £6ei§av pia Kaldry ouoxetion
petadu g avpvidiag évaping kataryidag (storm sudden commencement - SSC) xat
tng auvénong tou Seiktn GIC. MdAwota, ov peyloteg tipeg tov dewktov GICy rau
GICx epgavidovtar peoa ota mpota téooepa (4) Aemtd amod tnv avpvidia évapdn tng
£KA0ToTe Kataryidag oe 6Adoug toug payvntikoug otabpolg / mapatnpntrpld Imou
oupmeptdapBaver n pedétn pag. Xe pua ImpaTn avayveoon Kal OURQEVA pe Tig TLHES
tou Oeiktn GIC mou umoloyloape yia ta Xpovikd Siaotnpata Tov 4 payvhnTikov
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Kataryibwv gatvetar 6t mapd tig aunuéveg tipeg tou Seiktn GIC, ov avapevopeveg
emBlaBelg emutwoelg mapapevouv oe Xapndd emimeda yia Tig MEPLOXES IIOU
KOAUIITOVTAL a0 TOUC OUYKEKPLIEVOUC HayvnTikoug otabpoug / mapatnpntrpla.
Qotoco, o ev AOyw Oeixktng pag Olver pla mpwtn exktipnon tou Babpou
eImKLvouvoTnTag amd TNV avarrtudn TEToLV PEURATEOV Piag KPLotung TeXVoAoyLKd
unodoung Xwpig va AapBavetar uvmoww 1n ye@ndekTpikrn OSour] Tng euputepng
meploxng, OnA. 1n Katavourn tng NALKTPLKNG ayeylpotntag pe to Babog, n omoia
propel va ouvelwo@eper otnv auvdopoinon tewv tipev tev GICs otn Suapkeva piag
payvnikng kataryidag. Ta amotedéopata autd mapouoiadovtal otnyv epyaoia [28].

. Xvykpioers petalt twv tipwv tov ocikty GIC rkar tne nAEKTPIKNS Ay@yLULOTHTAS TOU
@Aorov tn¢ I'ng

‘Ocov agopd Ttoug Xapteg tTng peyLotng nuepnovag tupng tou Seixktn GIC,
IapaTnPOoUpe OTL 0L Ypaupeg tong tuung (contour) eivar oxetikd akaBopioteg mpwv
(16 Maptiou 2015) xat petd (18 Maptiou 2015) a6 tnv katatyida, 6neg teivouv va
yivovtat mo opidovtieg Kar SwaBaBpiopevng evraong (aufavopevng amod voto mpog
Boppd) katd tn Gudprela tng Katavyidag (17 Maptiou 2015), emBeBarwvovtag tnv
unapén peyadutepng «opydveongy otn ynuvn payvntooeawpd. H cuvektipnon tov
TV TNng avriotaong (ayeyupotntag) tou ebagoug kar tou Oeiktn GIC pag
ermtpénel, oe €va Babpo, va omtikomouooupe tnv emidpaon twv GICs otn votua
Eupomnn. Ztoug Xapteg pag mapatnpoupe g oL ypappeg iong tiung tou deiktn GIC
@aivovtar pev opodeg, Op®G SwaTEPVOUV  TEPLOXEG HE IMOAU  Sla(popeTikreg
ayoyrpotnteg £8a@oug Ku dpa autd pmopel va £Xel S1a@popeTtikeg ouvereleg 000V
agopa tnv avamntuén tev GICs oe xpiloweg umoSopeg mou BploKovTal 0TI IEPLOXES
AUTEC. LUVEIIME, 1] OUYKEKPLIEVT mapdpetpog Ba mpémel va ouvektipndel yua tnv
emikvouvotnta Aoyo GICs. Ta amotedéopata autd mapouotadovial oTnv epyaoia
[28].

. Zvykpioeig uetalt tov tiuwv tov deiktny GIC kat tov yewnektikov mediov K

ZUYKpivovTag Ta eKTIOpevd Yeondektplkd media E pe toug avtiotovxoug Seikteg
GIC, yia toug otaBpotig Chambon la Forét (CLF), Castello Tesino (CTS), Dionysos
(DIO), Ebro (EBR), San Fernando (SFS), xai Velies (VLI) xatd tn Siwapkreira 3
NUEPOV YUP® aId Tn payvntikny kKatavyiba tng 1718 Maptiou 2015 Bprikape 6T o1
TIHEG TOV OUVTEAEOTOV ouoxetiong Kupaivovtar petafu 0.54 xav 0.65. To
arotéAeopa auto Seixvel tnv ummapdn puag Staxprerg BeTikng YPAUIIKTG OUOXETLONG
petady tev 6Uo petalbAntov, Opmg UIIAPXOoUV Ku GAAOL mapdyovteg mou ennpealouv
TO Ye@NAEKTPLKO medio.

H évtovn Suaxupavon tov tipov ayoyupotntag tou e6dgoug ota povodidotata
povteda e6dgoug yia tnv Eupomnn £xer og amotedeopa ol ay@yupoTnteg TOMKA va
Srapépouv Kata éva mapayovta 100 1 KAl mepLocoTeEPO, AKOUN KAl 02 XWPES He
¢xtaon onwg 1 lomavia 11 n EAAGSa. Kav ta nAextpikd neia mou umodoyidovtal pe
TN XP1O0T) TOV HOVTEA®V AUTOV S1a@Epouv TOmKA To 1010 1 Kal meplocdtepo. Auto
npootifetar otig Swarkupdvoelg petaly tov Gewktov GICx krar GICy mou
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uvmodoyidoupe yuU autég Tig 6U0 Xwpeg KATA Tn OuapKela Tng Kopu@eong Tng
Katavyibag tnv nuépa tou St. Patrick’s, mou avtiotouxouv og évav mmapdyovta petady
1.5 xav 2. To mapamave OGeixver tnv avemdpkela Tng Xpnong &vog povo
IIaPATHPENTNPLOU payvntikou meblou yua tov 1mpoobioplopd evog deiktn eOvikng
epbBéAelag. Xuvemag, mpoteivetal n XPnon MOAA®V PAyvNTOUETPOV avd peydAn
SUPOIIATKI] XOPA, IIPOKELPEVOU vad armotunbel n moAUmAOKOTNTA TOV EMAYOUEVOV
nAekTPIRKOV nediwv K.

H 618axtopikn Svatpifn eival X@pLopgévn o€ empepoug KEQ@AAALA TOV OMOL®V 1)
nepiAnyn akodoulei:

Yto mpwro kepddato mapouotadetat to OempnTikd mAailolo To 0IIolo eival amapaitnto yia
TN PEALTI) TV QAVOPIEVROV OLA0TNHIIKOU KalpoU IOU pag evola@epouv — divetal £igaon otig
yeopayvntikeg kataryideg kabwg xar ota GICs. ITapdAAnda, mapatiBetal xal ¢va mArfog
QIIOTEAEOPATOV ITOU UIdpXouv oty BuBAloypagia ta omoia amotelouv tn Bdon xai to
£VAUopa Yud Tn PeAetn mou mpaypatomotOnke Kal mapouoiadetal og autny T d1atpib).

Yto bevtepo Kepalaio mapouotdadovtal ot pébodol avaAuong Xpovooelpmy YEGUAYVIITIKOU
mebilou (Kar TV S8elKTOV YE®UAYVNTIKNG Opaotnplotntag) mou XpnoipomnoujOnkav otn
StatpBr). Yuykekpipeva, mapouotdadovtal 1 QaopaTtiky avdduon pe opoug wavelet, o
exk0¢tng Hurst kau ta pétpa evipomiag Shannon entropy, nonextensive Tsallis entropy xKatu
Fisher information.

Xto 1pito Kepalaio Siepeuvdtal 11 SUVARLKT] TOAUTAOKOTNTA TOV OELKTOV YEQUAYVITIKIG
Spaotnprotntag, pe xpnon tg Oewpiag minpogopiag (Information Theory). Ov pébodor mou
IIAPOUCLAOTNKAV 0TO OLUTEN0 KEPAAQLO £PAPUOOTNKAV OTOUC OLIKTES YEDUAYVITIKIG
Spaotnprotnrag SYM-H xav AE, xabwg xai otoug Seixteg Swarm-derived SYM-H xau
Swarm-derived AE, 600 avtiotoixoug Seikteg mmou mporuUmrtouy ard dopu@opikd Sedopeva
Tng ouotovxiag Sopupodpwv Swarm tng ESA [27].

Yto térapto kKepddlaro mapouoiddovtar ta Oebopeva mou Xpnoipomou}Onkav Kai 1
peBobodoyia umodoyiopou tou deiktny GIC (GIC index). O Seiktng umodoyidetal yua tig
10XUpoTepeg payvnTtikeg Katavyideg (6nd., eAaxiotn tipn tou Seixtn Dst < -150 nT) mou
ouveBnoav xata tn Sidprela tou 24 nAtakoU KUKAou og atabpoug tng EAAdGSag Kar tng
eupUTepng meproxng g Meocoyeiou. Ta amotedéopata mapouordadovtal og ypa@npata pe
XPNOoN XPOUATIKNG KALHAKAG MOEVTe emuredmv, Mou  avTiotolXouv otoug Babpoug
emxvouvotntag (oAU xapndog ¢ng akpaiog kivouvog). [ivetal cuoxetion pe to SSC tng
KOs ratavyidag [28].

Yto mEuIto kepadato mapouotddovtal xapteg péylotng tuung tou deiktn GIC otnv meproxn
tng Meooyeiou yia Ttnv MEPUIT®ON TN 10XUPOTEPNS HAYVNTIKNG Katavylbag tou 240v
nAlakou KUKAoU, n omoia £AaBe xopa otig 17 Maptiou 2015 (St. Patrick’s Day storm). Ov
Xapteg mmapovoralouv eite to Seikty GIC oe cuvBuaopo pe tnv ayoyipotnta tou eddgoug
(1-D model) eite to umoloywopévo yeondektpikd medio E oe ouvbuaopd pe to Siktuo
nAektpodotnong (https://www.entsoe.eu/data/map/) [28].
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20 £KT0 Ke@alaio mapouoladovTal Ta CUPITEPACHIATA KAl IIPoTeivovTal peAdovtika Brjpata
yla Tn ouvexela tng ev Adym epeuvag.
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ABSTRACT

per atmosphere can be generated during geospace magnetic storms. The magnetic

field of these currents induces currents in the Earth’s surface called Geomagnet-
ically Induced Currents (GICs), the intensity of which depends on the distribution of
the electrical properties in specific areas of the Earth’s solid crust. GIC occurrence can
potentially result in causing serious disrupts or damages to the electricity transmission
and distribution network. GICs are the ground end of the space weather chain: Sun
— solar wind — magnetosphere — ionosphere — Earth’s surface. Hence, nowadays they
constitute an integral part of the space weather research. Traditionally, it was thought
that only electricity networks located in high latitudes (Northern America, Scandinavia)
are affected by GICs. But this cannot explain the recently reported existence of electrical
power issues in areas of low latitudes (e.g., Spain, South Africa, Italy, Japan, China),
that is latitudes similar to those of Greece.

S trong electric currents that flow in the near-Earth space and close through the up-

Here, we primarily investigate the possibility of GIC development in Greece. We
analyze magnetic field timeseries from ground-based magnetometers located mainly
in Europe, focusing on the Mediterranean region, spaceborne magnetometers from
the European Space Agency (ESA) Swarm satellites, as well as geomagnetic activity
indices during magnetic storms and substorms. For the analysis, we use advanced signal
processing methods based on wavelet transforms, Hurst exponent calculations, and
entropy measures to capture the potential existence of characteristic signatures prior
to the occurrence of magnetic storms. Since GICs are related to space weather events,
indications of impending storms contribute to early warnings for the development of GICs
in areas hosting critical technological infrastructure. Next, we calculate the GIC index
for Greece and South Europe, in general, focusing on magnetic storms that occurred
during the previous (24%) solar cycle. Furthermore, we calculate the intensity of the
geoelectric field E, taking into account the electrical conductivity of the ground and,
consequently, conducting an analytical assessment of the vulnerability of the electrical
power system in our country as well as in southern Europe during the occurrence of
extreme space weather events, such as magnetic storms.

The question we are called upon to answer is whether Greece’s electrical power grid,
located in a middle geomagnetic latitude region, is at risk and to what extent from
GICs that are expected to develop in the case of a strong magnetic storm. Calculating a
GIC index can significantly contribute to the implementation of protective measures by
electricity providers and distribution network operators in Greece, as well as in Europe,
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on a future basis. This also contributes to research towards space weather prediction.

This is the first attempt to assess GIC development in the Greek territory, a study that
aligns perfectly with similar research conducted worldwide. Therefore, this dissertation
largely fills the existing gap in the literature by providing an estimation and model
construction of GIC distribution patterns in Greece.

In detail, after an introductory chapter dedicated to the necessary physical framework
regarding the study of space weather phenomena and specifically geospace magnetic
storms and GICs, we present the geomagnetic field timeseries (and geomagnetic activity
indices) analysis methods used for this dissertation. In particular, we discuss the wavelet
spectral analysis, the Hurst exponent, and the entropy measures of Shannon entropy,
nonextensive Tsallis entropy, and Fisher information.

In Chapter 3, we investigate the dynamical complexity of geomagnetic activity indices,
using Information Theory. The methods described in Chapter 2 are applied to the SYM-H
and AE indices of geomagnetic activity, as well as to the Swarm-derived SYM-H and
Swarm-derived AE indices, two geomagnetic activity indices emanating from spaceborne
data from the ESA Swarm constellation of satellites.

Chapter 4 is dedicated to the GIC index calculation. The data and methodology
are presented and the GIC index is calculated for the strongest magnetic storms @.e.,
minimum Dst index < -150 nT) of solar cycle 24 in magnetic stations / observatories
of Greece and the wider Mediterranean area. Results are displayed in plots where a
five-level color scale is used to match the five risk levels (very low to severe). Correlations
with the Storm Sudden Commencement (SSC) of each storm are also presented.

In Chapter 5 contour maps of activity are presented. They focus on the Mediterranean
region during the strongest magnetic storm of solar cycle 24, that occurred on 17 March
2015 (St. Patrick’s Day storm). Contour maps present either the GIC index along with
the conductivity of the ground (1-D model) or the calculated geoelectric field E along with
the electricity network (https:/www.entsoe.eu/data/map/).

The conclusions of this dissertation can be summarized in the following:

1. Wavelet spectral analysis, Hurst exponent analysis and entropic analysis of space-
borne and ground-based Earth’s magnetic field time series, as well as geomagnetic
activity indices

The spectral analysis in terms of wavelet transforms revealed that concurrently
with each storm there is intense spectral content, characteristic of these events. In
the case of the geomagnetic activity indices SYM-H and Swarm-derived SYM-H,
the Hurst exponent and the entropy measures of Shannon entropy, nonextensive
Tsallis entropy, and Fisher information indicated the existence of two different
patterns:

* A pattern associated with strong magnetic storms, characterized by high
values of the Hurst exponent, implying higher "organization" in the magneto-
sphere.
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* A pattern related to the quiet periods of the magnetosphere, characterized
by lower values of the Hurst exponent, indicating less "organization" in the
magnetosphere.

In the case of AE and Swarm-derived AE indices the wavelet spectral analysis
revealed similar underlying features in the power spectra for the three storms,
despite the fact that we are dealing with substorm indices: the big picture of
the preconditioned magnetosphere is still present. However, the Hurst exponent
and entropic analyses did not result in a clear depiction of two distinct patterns.
This finding is attributed to the fact that these indices are related to substorms,
which are more transient and dynamic, occur more frequently than storms and
have different characteristic time scales and generation mechanisms compared to
magnetic storms.

. GIC index analysis of ground-based Earth’s magnetic field time series

Regarding the GIC index, our results showed a good correlation between the SSC
and the increase in the GIC index. Furthermore, the maximum values of the GICy
and GICx indices occur within the first four minutes from the abrupt onset of each
respective storm at all the magnetic stations / observatories under study.

At first glance, based on the GIC index values calculated for the time periods of
the four magnetic storms, it appears that despite the elevated GIC index values,
the expected detrimental effects due to GICs remain at low levels for the areas
covered by the specific magnetic stations / observatories. However, the GIC index
provides us with an initial estimate of the level of risk posed by the development of
such currents to critical technological infrastructure without taking into account
the geoelectric structure of the broader region, i.e., the distribution of electrical
conductivity with depth, which could contribute to the variation in GIC values
during a magnetic storm.

. Comparisons between GIC index values and electrical conductivity of the Earth’s
crust

As for the contour maps, it is observed that the contour lines are relatively sparse
before (March 16, 2015) and after (March 18, 2015) the storm. However, they
tend to become more horizontal and graded in intensity (increasing from south
to north) during the storm on March 17, 2015, confirming the presence of higher
"organization" in the Earth’s magnetosphere.

Taking into account the values of ground resistance (conductivity) and the GIC
index allows us, to some extent, to visualize the impact of GICs on southern
Europe. In the contour maps, it is noticeable that the contour lines of the GIC index
appear smooth but traverse areas with significantly different ground conductivities.
Therefore, this may have varying consequences concerning the development of GICs
in critical infrastructure located in these regions. Hence, this specific parameter
should be considered in assessing the risk associated with GICs.
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4. Comparisons between GIC index values and geoelectric field E

Comparing the estimated E fields and GIC indices, using measurements from the
magnetic stations Chambon la Forét (CLF), Castello Tesino (CTS), Dionysos (DIO),
Ebro (EBR), San Fernando (SFS), and Velies (VLI) over a period of three days
covering the magnetic storm of March 17, 2015 we found that their correlation
coefficients range between 0.54 and 0.65. This suggests that while there is a
discernible positive linear relationship between E fields and GIC indices, other
factors may also influence the geoelectric field, resulting in moderate variability.

The large disparity of ground conductivity values of 1D (layer) ground models for
Europe means that local conductances can vary by a factor of over 100 even on the
scale of countries, such as Spain or Greece. The calculated E fields vary locally by
at least as much. This variability is added to local variations by a factor of around
1.5 to 2 in the calculated GICx and GICy indices for those two countries during
the height of St. Patrick’s Day storm. This shows the inadequacy of using a single
observatory for the calculation of a nationwide index. Therefore, it is suggested
that multiple magnetometers per big European country are needed to capture the
complexity of induced E fields.
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CHAPTER

INTRODUCTION

pace Weather, a term which has become accepted over the past few decades,

refers to the dynamic and ever-changing conditions in the space environment

surrounding Earth, driven by the interactions between the solar wind, the Earth’s
magnetic field, and the Earth’s atmosphere. Similar to how Earth experiences weather
conditions such as rain, wind, and storms, space weather involves a range of phenomena
that can impact satellites, communication systems, navigation technologies, power grids,
and even astronauts in space (Figure 1.1). The primary source of space weather is the
Sun. The Sun constantly emits energy, as flares of electromagnetic radiation, and as
energetic electrically charged particles. The outer solar atmosphere is the source of the
solar wind, a stream of charged energetic particles, which travel from the Sun throughout
interplanetary space. Although the electromagnetic radiation travels at the speed of light
and takes about eight minutes to move from Sun to Earth, the charged particles travel
more slowly, requiring a few hours to several days to reach Earth. The radiation and
particles interact with the Earth’s magnetic field and outer atmosphere in complex ways,
causing amounts of energetic particles to concentrate and electric currents to flow in
regions of the outer atmosphere (magnetosphere and ionosphere). Additionally, the fast
(typical velocity of 750 km/s) and slow (typical velocity of 300-500 km/s) solar wind can be
interrupted by large, usually fast-moving bursts of plasma called Coronal Mass Ejections
(CMEs) that are sometimes associated with solar flares, which can be detected from radio
waves to gamma-rays. The special case of a southward interplanetary magnetic field

(IMF) orientation (in the GSM - Geocentric Solar Magnetic - coordinates frame) favors
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Telluric Currents in Pipelines

Figure 1.1: Technological infrastructure affected by adverse space weather ef-
fects on the Earth. Source: Courtesy of NASA: https:/www.nasa.gov/mission_pages/
sunearth/news/agu2011-spaceweather.html.

the efficient transfer of energy into the terrestrial magnetosphere, resulting in probably
the most important phenomenon of space physics, the magnetic storm [Daglis et al.,
2003, Balasis et al., 2006]. The prerequisite conditions for magnetic storms dominate
predominantly in fast-moving CMEs that also lead to the occurrence of the Storm Sudden

Commencement (SSC) because of the shocks in front of them.

This complex and dynamic system of interactions can lead to various space weather
effects, ranging from mild (e.g., aurora borealis and australis) to extreme (e.g., disruptions
in satellite operations, communications, navigation, and electric power distribution
grids). The impacts of space weather have been noticeable since the introduction of
the telegraph in the 19th century. Presently, we possess an understanding that space
weather exerts its influence on diverse communication systems, encompassing wired,
wireless, and satellite-based systems. Furthermore, the risks associated with adverse
space weather conditions encompass the potential disruption or enduring harm to power
grids and communication networks, as well as the impairment of telecommunication,

navigation, and surveillance satellites. Additionally, space weather disturbances can
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Figure 1.2: The space weather / GIC chain starts from the Sun, contains complicated
space and geophysical processes, and ends at GIC in technological systems at the Earth’s
surface. Source: Pirjola [2000].

affect technologies like over-the-horizon (OTH) radar, high frequency (HF), very high
frequency (VHF), and ultra high frequency (UHF) communications, along with systems
reliant on Global Positioning System (GPS) satellites for surveying and navigation.
Impacts on surveillance systems, both optical and radar-based, as well as satellite
tracking, are also part of these hazards. Exploring the correlation between space weather
and weather within Earth’s atmosphere and climate remains a developing field of study
(see, e.g., Varotsos et al. [2023]). Our understanding of the biological effects of space

weather, particularly concerning astronauts, remains limited [Daglis, 2001].

Throughout the solar cycle, the impacts of space weather are consistently observable,
but they become especially notable during the zenith of the 11-year cycle of sunspot
activity. In this dissertation our primary focus lies on the maximum of cycle 24, which
reached its peak in April 2014.

Geomagnetically induced currents (GICs) represent the ground end of the complicated
sequence of space weather events originating from the Sun (Figure 1.2). These currents

pertain to electric currents flowing through technological infrastructures, such as electric
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power transmission grids, oil and gas pipelines, telephone cables, and railway systems.
They result from the geoelectric field induced by geomagnetic disturbances or storms on
the Earth’s surface. GICs have been the subject of extensive investigation over the years,
with research commencing shortly after the first telegraph systems came into operation,
about 150 years ago [Pirjola, 2000].

1.1 The Sun

The Sun is the primary source of all space weather phenomena within the heliosphere.
Abrupt and violent eruptions of solar material from the Sun’s outer layer, known as
the corona, are referred to as coronal mass ejections (CMEs). These eruptions signify
the commencement of significant space weather events that ultimately give rise to
geomagnetic storms (disturbances) within the Earth’s upper atmosphere [Tsinganos,
2017, 2020].

The Sun’s activity is closely governed by the solar activity cycle, which typically
spans an average duration of approximately 11 years. This cycle is characterized by the
count of discernible active sunspots on the solar surface. Throughout the solar maximum
period, characterized by heightened solar activity, the Sun has the capacity to launch
numerous CMEs in the direction towards Earth (but not only) on a daily basis. A CME
can be perceived as a plasma cloud containing the solar magnetic field, referred to as
IMF, embedded within its structure. When CMEs reach near-Earth space environment,
they interact with the magnetosphere, an area of lower particle density and partially
ionised plasma encircling the upper atmosphere that is primarily influenced by Earth’s
magnetic field. This interaction subsequently triggers geomagnetic disturbances (GMDs)
that lead to intense global magnetic field variations. Orientation of the IMF fluctuates
over time and holds significance in facilitating the interplay between the solar wind and
the Earth’s magnetic field domination within the magnetosphere.

Historically, the most intense disturbances have been documented during instances
where the Bz component of the IMF, which is parallel to the solar rotation axis is
oppositely directed to the Earth’s magnetic field. This condition is commonly denoted as
a southward or negative IMF orientation. In situations where a southward orientation
prevails, the coupling between the solar wind and the magnetosphere is enhanced and the
transfer of CME plasma, momentum, and energy into the near-Earth space environment
is intensified. This enhanced energy inflow triggers a series of complex processes within

the magnetosphere—ionosphere (M-I) coupled system that regulate phenomena such
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as storms, enhanced particles density, ionospheric irregularities, substorms, GICs, and
auroral displays at high-latitudes. Alongside these impacts, space weather has the
potential to undermine the reliability and functionality of our technological systems
[Lanzerotti, 2001]. Figure 1.1 highlights several key technological assets affected by
adverse space weather effects. This thesis focuses on GICs, that occur at the end of the

space weather chain.

1.1.1 Solar Wind

Solar wind constitutes a continuous magnetized plasma outflow that emerges from the
solar corona [Verscharen et al., 2019]. This extension of the Sun’s outer atmosphere
propagates through interplanetary space, at velocities exceeding 1.5 million km/hour,
carrying parts of the Sun’s magnetic field towards Earth. While the link between solar
activity and disturbances in the Earth’s magnetic field was established during the 19"
century, [Sabine, 1851, 1852, Hodgson, 1859, Stewart, 1861], the association of these
events with “corpuscular radiation” wasn’t recognized until the beginning of the 20"
century [Birkeland, 1914, Chapman, 1917]. The origin of the solar corpuscular radiation
remained unclear until the mid-1950s when a young physicist named Eugene N. Parker
[1958] introduced a series of ideas elucidating how our Sun, as well as stars in general,
emit energy. He showed that a solar corona characterized by high temperatures is
incapable of upholding hydrostatic equilibrium. Instead, the pressure-gradient force
surpasses gravity and leads to a radial acceleration of the coronal plasma to supersonic
velocities. Parker coined the term “solar wind” for this phenomenon. Soon after his
prediction, the solar wind was measured in situ by spacecraft (e.g., Gringauz et al.
[1960]). For the last six decades, the solar wind has been monitored almost continuously

1n situ.

1.1.1.1 Solar Wind Categories

The observed solar wind characteristics have shown a consistent pattern of two distinct
streams, one slow and the other fast. This pattern, recurring every 27 days, indicates
that their solar source regions rotated along with the Sun [Bothmer and Zhukov, 2007].

Concurrent in situ measurements of the solar wind alongside X-ray imaging of the
solar corona revealed that the origins of fast solar wind streams are coronal holes on the
Sun. Conversely, the source of slow solar wind, a phenomenon that remains partially

comprehended, is thought to emerge from the upper regions of coronal streamers in a
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Figure 1.3: Left: Schematic geometry of IMF in the ecliptic plane for solar wind with
speed Vg at a distance R. The situation sketches the observed structure for a solar wind
speed of 400km/s near 1 AU. The magnetic polarity of the IMF is assumed to be in
anti-sunward direction (i.e., positive). Right: Curvature of the Parker spiral at the orbit
of Earth for solar wind speeds between 200 and 900 km/s. Source: Bothmer and Zhukov
[2007].

"drop-like’ matter. Due to the Sun’s rotation period of approximately 25.4 days (or 27.73
days with respect to Earth) the outward-convected solar magnetic field imbedded in the
solar wind gets structured into the configuration of an Archimedian spiral, often referred
to as a "Parker spiral" (see Figure 1.3). The magnetic field swept out of the expanding
solar wind is termed IMF. Typical field strengths along with the average properties of
the fast and slow solar wind near Earth’s orbit (1 AU) are provided in Table 1.1.

Fast wind Slow wind
Flow speed v, 450-800km/s <~ 450km/s
Proton density n, ~3cm™3 7-10 cm ™3
Composition ~95% H, 5% He, minor ions ~94% H, ~ 4% He, minor ions

and same number of electrons and same number of electrons -
great variability

Proton Temperature T', ~2.-10*K ~4-10°K
Magnetic field intensity ~5nT ~4nT
Fluctuations Alfvenic Density

Origin in coronal holes ’above’ coronal streamers and

through small-scale transients

Table 1.1: Basic solar wind characteristics near Earth’s orbit. Source: [Bothmer and
Zhukov, 2007]
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Besides the slow and fast solar wind, there is another category which includes the
variable/eruptive events, such as CMEs, with speeds from a few hundreds up to 2000
km/s [Verscharen et al., 2019].

Under typical conditions, the solar wind is highly varying and seems nearly un-
predictable. However, the drivers of geomagnetic storms follow distinct sequences that
persist for periods ranging from several hours to days. The principal contributors to
geomagnetic storms are interplanetary coronal mass ejections (ICMEs) and stream
interaction regions (SIRs). Both of them can generate shocks, leading to the production
and acceleration of particles. These particles, in turn, exert an influence on planetary

magnetospheres and ionospheres.

1.1.2 Solar Cycle

The Sun rotates around its axis once in about 27.73 days (with respect to Earth). This
rotation was first detected through the observation of sunspot movement. The Sun’s
rotation axis is tilted at an angle of approximately 7.25 degrees relative to the axis of
Earth’s orbit. Consequently, during September of each year, a larger portion of the Sun’s
North Pole becomes visible, while in March, a greater portion of its South Pole comes
into view. Given that the Sun is an immense spherical body consisting of gas/plasma,
it is subjected to differential rotation. This entails the equatorial zones completing
rotations at a swifter pace (~ 24 days) compared to the polar areas (> 30 days). This
characteristic periodicity has been noted to give rise to other phenomena periodicities at
T = 27 days and T = 13-14 days. Moreover, it typically precedes the observed geomagnetic
periodicity on Earth [Mursula and Zieger, 1996]. To be more precise, it’s worth noting
that these aren’t the sole observed periodicities. The frequency distribution extends to
approximately 1/(6T), 1/(8T), (1/12T), and (1/24T), where T = 1 hour [Balasis et al., 2006].
Figure 1.4 illustrates an image of the Sun, depicting the varying rotational periods of its

different regions.

Commencing at the Zurich Observatory in 1849, a continuous series of daily observa-
tions began to track the count of sunspots emerging on the Sun’s surface. This record
was subsequently expanded by incorporating earlier observations, extending the dataset
back to 1610 [Clette et al., 2014]. The relative sunspot number R is calculated by first
counting the total number of sunspots (Ns) and then the number of sunspot groups (Ng).

Then it can be calculated as the sum of the number of individual sunspots and ten times

7



CHAPTER 1. INTRODUCTION

Figure 1.4: Sun’s rotation periods decrease from poles to the equatorial plane. Source:
https://www.nasa.gov/mission_pages/sunearth/science/solar-rotation.html.

the number of groups, according to the following well-known formula:
(1.1) R=k(10xNg+Ns)

where the scaling coefficient k, often referred to as the observer’s personal coefficient,
serves the purpose of adjusting for variations in the count of recorded sunspots among
different observers. Since most sunspot groups have, on average, about ten spots, this
formula ensures reliable sunspot counts even when the observing conditions are less
than ideal and small spots are hard to see. Averages of monthly updated sunspot num-
bers reveal that the number of sunspots visible on the Sun waxes and wanes with an
approximate 11-year cycle.

Solar cycles are counted from one solar minimum to the next [Bothmer and Zhukov,
2007]. During periods of low solar activity, the Sun’s internal magnetic field can be
approximated, in principle, as a magnetic dipole. Consequently, a full reversal of the
Sun’s magnetic polarity encompasses a duration of around 22 years, commonly referred
to as the 'Hale Cycle’. Starting from solar cycle “1”, spanning from 1755 to 1766, and

counting, we have now reached solar cycle “25”. For the scope of this dissertation, our
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attention was directed toward solar cycle 24, which initiated on January 4, 2008, upon
the appearance of a reversed-polarity sunspot. Characterized by a relatively subdued
level of activity, cycle 24 saw its peak sunspot count recorded in April 2014, totaling 116.
Notably, the year 2015 marked a period of major geomagnetic activity within this cycle.

1.1.3 Solar Activity

As the solar wind approaches our planet, it is deflected by the Earth’s magnetic field.
On the other hand, the solar wind is so powerful that confines the Earth’s magnetic
field to a cavity with a prolonged, extended tail, called the “magnetosphere” (for a more
analytical description see Section 1.2). Three categories of solar phenomena can have

major impacts on Earth by disturbing our space environment:

1. CMEs, which are large explosions that hurl superheated plasma (charged gas) into

interplanetary space;

2. Coronal holes, which release high-speed streams (HSS) of plasma that enhance the
solar wind. HSS from persistent coronal holes over multiple solar rotations are

referred to as corotating interaction regions (CIRs).

3. Solar flares, which are an intense burst of radiation coming from the release of

magnetic energy.

Under the right conditions (e.g., southward IMF orientation), CMEs and HSS can trigger
geomagnetic storms in our magnetosphere (for a more analytical description see Section
1.4.3.).

1.1.4 Interplanetary Coronal Mass Ejections (ICMEs)

CMEs are spectacular manifestations of solar activity and have been a topic of extensive
study since their discovery. CMEs are plasma eruptions from the solar atmosphere
involving previously closed magnetic field regions which are expelled into the interplan-
etary medium [Gosling et al., 1991]. It was estimated that the typical mass ejection
encompasses roughly 101% — 1016 g of material and may achieve a speed of several thou-
sand kilometres per second. A key feature is their propagation through interplanetary
space and their subsequent interaction with Earth. An ICME is commonly acknowledged
as the heliospheric counterpart of the CME. ICMEs that approach Earth frequently

have geospace effects on our planet, manifesting as either geomagnetic storms or solar

9



CHAPTER 1. INTRODUCTION

SUN

Electron Heat Flux

Magnetic
Cloud

Shock CME

Plasma Counterstreaming

Electrons

Turbulent
Sheath

Earth

Figure 1.5: Schematic of the basic features of an ICME: the leading shock,a compressed
ambient solar-wind “sheath” where the magnetic field may be perturbed by the shock and
foreshock, and a shock “driver” consisting of the coronal “ejecta” including a flux-rope-like
magnetic field structure. Source: Zurbuchen and Richardson [2006].

energetic particles (SEPs). The in situ observations of the ICME reveal three notable
structures, i.e., the forward propagating shock (if present), the compressed, deflected
solar-wind plasma and the field behind the shock (“sheath”), and the coronal ejecta (the
“driver”) — often called a "magnetic cloud" [Luhmann et al., 2020] (see Figure 1.5). As
already mentioned, the southward IMF component is a dominant parameter governing
the intensity of geomagnetic activity; as this is strongly enhanced within some ICMEs
or the associated sheaths, the majority of severe geomagnetic storms are ICME-related
[Richardson et al., 2001].

1.2 Earth’s Magnetosphere

The Earth’s magnetosphere is a highly complex system of fields and currents that en-
velop the Earth and interact with each other producing a wide range of phenomena
[Papadimitriou et al., 2021]. It is a low-density region of partially ionized gas around
the upper atmosphere, dominated by Earth’s magnetic field. Along with Earth’s atmo-

sphere, it serves as the planet’s protective shield against the supersonic magnetized
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Figure 1.6: Simplified schematic outline of Earth’s magnetosphere structure. Source:
Courtesy of NASA: https://www.nasa.gov/mission_pages/sunearth/multimedia/ magneto-
sphere.html

solar wind (and other kinds of solar and cosmic radiation). However, it’s not inaccessible;
a substantial portion of the solar wind plasma resides within it. The shape of the Earth’s
magnetosphere is the direct result of the impact it undergoes from the solar wind. The
solar wind compresses its sunward side to a distance of only 6 to 10 times the radius of
the Earth, Ry (Rg = 6.371 km). A supersonic shock wave is created towards the dayside
of Earth, called the bow shock (see Figure 1.6). Most of the solar wind particles are
heated and slowed at the bow shock and detour around the Earth in the magnetosheath.
The solar wind drags out the night-side magnetosphere up to possibly 1000 times the
Earth’s radius (its exact length is unknown). This extension of the magnetosphere is
known as the magnetotail. The outer boundary of Earth’s confined geomagnetic field is
called the magnetopause. The Earth’s magnetosphere is a highly dynamic structure that
responds dramatically to solar variations.

The distinct areas of the Earth’s magnetosphere (Figure 1.6), from the outermost

regions to those in closer proximity to Earth, are briefly described below:

1. The bow shock constitutes the outermost layer of the magnetosphere, serving

11



CHAPTER 1. INTRODUCTION

as the boundary between the magnetosphere and the surrounding environment.
The terrestrial magnetic field decelerates the supermagnetosonic solar wind to
submagnetosonic speeds, leading to the formation of a fast-mode standing shock
wave [Dimmock et al., 2020].

2. Downstream of the bow shock, the plasma is slower, denser, hotter, and more
turbulent compared to its upstream counterpart. This complex region is the mag-
netosheath, and it extends all the way to the magnetopause [Dimmock et al., 2020].
It is formed mainly from shocked solar wind, though it contains a small amount of
plasma originating from the magnetosphere. The complexity of the magnetosheath
is amplified by the existence of numerous small-scale structures, which are also
coupled to the solar wind properties. The magnetosheath is an area exhibiting
high particle energy flux, characterized by unpredictable fluctuations in both the
direction and intensity of the magnetic field, due to the accumulation of solar wind
gas that has effectively undergone thermalization. In general, the magnetosheath
is a transition layer, acting as a natural boundary between the solar wind and the
inner-magnetosphere. Hence, it plays crucial role as its conditions regulate the

processes that transfer mass and momentum to the inner-magnetosphere.

3. The magnetopause is the area of the magnetosphere wherein the magnetic pressure
from the Earth’s magnetic field is balanced with the dynamic pressure from the
solar wind. It contains magnetized plasma from both the magnetosheath (denser
and cooler) and the inner-magnetosphere (less dense and warmer) and, therefore,
the interactions between them are complex. The structure of the magnetopause
depends upon the Mach number and beta parameter of the plasma, as well as
the magnetic field; it changes size and shape as the pressure from the solar wind

fluctuates.

4. Opposite the compressed magnetic field in the Sun facing side of the magnetosphere
is the magnetotail, where the magnetosphere extends far beyond the Earth’s orbit
around the Sun. Within the magnetotail, there exist two lobes, the northern and
southern taillobes. The northern taillobe points towards Earth and the southern
taillobe points away. These taillobes are relatively sparse, with few charged parti-
cles opposing the flow of the solar wind. The two lobes are separated by a plasma
sheet, an area where the magnetic field is weaker and the density of charged

particles is higher.
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Figure 1.7: Schematic illustration of the invisible magnetic field lines generated by the
Earth, represented as a dipole magnet field. Actually, our magnetic shield is squeezed in
closer to Earth on the Sun-facing side and extremely elongated on the night-side due to
the solar wind. Notably, the magnetic and geographic poles do not align precisely.

1.3 Earth’s Magnetic Field

On the Earth’s surface, a small, freely turning magnetic needle (e.g., a compass needle)
aligns itself roughly with the north-south direction. The head of the needle pointing
northward is called the north pole (N) of the needle, and the head pointing southward is
called the south pole (S) (see Figure 1.7). If a magnetic needle at a certain location aligns
itself with a certain direction, it is said that there is a magnetic field at that location.
According to observations, the Earth is surrounded by a magnetic field that varies with

time and location.

The Earth’s magnetic field is the superposition of fields with different origins and
varying magnitudes (Figure 1.8). Predominantly, it is generated by the fluid "ocean" of
hot, liquid metal found in the outer core (ranging from a depth of 2900 to 5100 kilometers),
which envelops the solid iron core (known as the main or core field). Convective motions
of liquid metal, primarily composed of elements such as iron and nickel, in the Earth’s
core create electric currents. These electric currents operate as a self-sustaining dynamo,
producing the magnetic field. As the flow of electric currents evolves slowly, the magnetic
field they generate undergoes corresponding changes. Consequently, variations in both

the intensity and orientation of the magnetic field occur over time at the Earth’s surface.
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Figure 1.8: Sketch of the various sources contributing to the near-Earth magnetic field.
Source: Courtesy of NOAA NCEI: https://www.ncei.noaa.gov/news/HDGM

The field’s strength varies approximately from 30 uT at the equator to 60 uT at the poles.
The Earth’s magnetic field is also contributed to:

* by magnetised rocks in the lithosphere (at depths of less than 50 km, known as the
lithospheric or crustal field)

* by electric currents flowing in the near Earth space (above altitudes of 100 km:
ionosphere, magnetosphere) and oceans. In particular, the ionosphere hosts the
solar quiet Sq magnetic field variation, the equatorial electrojet (EEJ) and the
auroral electrojet (AEJ) and the magnetosphere the ring current, whereas there

are also coupling currents between the ionosphere and magnetosphere
* by currents induced in the Earth’s mantle by time-varying external fields.

Although the external contribution is on average <1%, during magnetic storms, it can go

up to several percent of the main field for a few hours.

1.3.1 Primary Current Systems

Electric currents flowing through the vicinity of Earth (R < 12Rfg) are capable of consid-
erably altering magnetic field topology, which in turn modifies the paths along which

particles drift. This interaction produces a nonlinear feedback on the currents themselves
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Region 1

Figure 1.9: Schematic illustration of the (a) current systems in the ionosphere: Field-
Aligned Currents (FAC), Pedersen currents and Hall currents and (b) current systems in
the magnetosphere: magnetopause current, ring current and cross-tail current. Source:
(a) Le et al. [2010] and (b) Koskinen [2011a] (Figure by courtesy of T. Makinen).

[Ganushkina et al., 2015]. The main current systems that exist in the magnetosphere
are (1) the dayside magnetopause Chapman—Ferraro currents (the nightside part is the
cross-tail current, which closes around the tail lobes), (2) the Birkeland field-aligned
currents with high latitude “region 1” and lower-latitude “region 2” currents connected
to the partial ring current, (3) the magnetotail currents, and (4) the symmetric ring
current. Moreover, various current systems emerge at certain times and places (e.g.,
substorm current wedge), further complicating the identification and understanding of
electric current flow within geospace and the nonlinear consequences it brings to the
system. Additionally, the ionospheric current is made up of two components: Pedersen
and Hall currents flowing perpendicular to each other. Figure 1.9 illustrates where the

main electric currents are formed and toward which direction flow.

A current system of special importance is the aptly named “ring current.” The ring
current is a toroidal electric current encircling Earth, formed by the azimuthal motion
of electrons and ions, stretching from 3 to 8 times the Earth’s radius on the equatorial
plane of the magnetosphere [Daglis et al., 1999]. Due to its shape and direction, it forms
its own magnetic field component, with an axis almost parallel to that of the Earth’s
dipole and the same polarity (southward). A direct outcome of this configuration is that
the induced magnetic field produced by the ring current on the Earth’s surface opposes
the planet’s natural magnetic field. Thus, in cases where the incoming solar wind has
the appropriate properties (e.g., velocity and/or dynamic pressure), to cause particle
injection in the inner magnetosphere, thereby intensifying the ring current, the magnetic

field strength experienced at the Earth’s surface diminishes due to the increase of the
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counteracting ring current field [Papadimitriou et al., 2021].

1.3.2 Earth’s Polarity

Earth’s polarity is not a constant, unlike a traditional bar magnet. The matter governing
the Earth’s magnetic field is dynamic, causing regular reversals where the north and
south poles switch positions. Such flips seem to occur at regular intervals averaging
about 300,000 years, although the last one occurred about 780,000 years ago. Although
it remains uncertain if another reversal is imminent, we are aware that when a reversal
occurs, it takes several thousand years to complete. During this transition, Earth’s
magnetic field doesn’t disappear; instead, it becomes more complicated, with twisted
and tangled magnetic field lines. Despite this complexity, the magnetic field continues
to shield us from solar radiation and space weather. The magnetic and corresponding

geographic poles are not located in the exact same spot.

To fully describe the geomagnetic field it is necessary to either measure the strength
and two angles of direction or three orthogonal components. On one hand, the angles
are declination (the deviation of the local geomagnetic field lines from geographic north)
and inclination (the angle of intersection with the Earth’s surface). On the other hand,
orthogonal components are commonly chosen to be X, Y and Z for the directions towards

geographic north, east and vertically down, respectively.

Typically, geomagnetic fields are weak: the unit used to describe the geomagnetic
field is nanotesla (nT), 1 nT=10"° T

1.3.3 Temporal Variations of the Earth’s Magnetic Field

There are two types of temporal variations in the Earth’s magnetic field:

1. Transient variations: these are irregular variations with periods from seconds to
hours, caused by electric currents in the near-Earth space (> 100 km altitude) that

are driven by solar activity.

2. Secular variations: these are changes in the Earth’s magnetic field on time scales
of about a year or more, caused by changes in the strength and direction of the
electric currents in the Earth’s liquid core at 2900-5100 km depth.
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1.4 Geospace Disturbances

Geospace disturbances encompass variations in both the geomagnetic field and the
trapped particle populations in the near-Earth space. These arise due to intermittent
and recurrent solar activity, which consequently drives the variable solar wind. They
may appear in various timescales, spanning from fractions of seconds to days, months or
even years [Katsavrias et al., 2022]

In general, we can categorize geospace disturbances into 3 main groups, based on

their frequencies and the underlying cause for their occurrence.

1. Large scale variations: they are mainly periodic changes due to oscillations in
the Sun and the solar wind, such as the 27—day periodicity due to the rotation of
the Sun and the 11-year periodicity due to the solar activity.

2. Middle scale variations: it refers to variations lasting from several hours to
a few days, such as geomagnetic storms and magnetospheric substorms. These
disturbances define geomagnetic activity and are primarily driven by magnetic
reconnection, which is directly linked to changes in the diverse current systems

within the magnetosphere.

3. Small scale variations: this category includes variations lasting from several min-
utes down to fractions of a second. They correspond to the generation of oscillations
(or waves) in the terrestrial magnetosphere. Small scale oscillations are significant
as the mechanisms behind these variations play a crucial role in the dynamic

nature of the various particle populations within the inner magnetosphere.

1.4.1 Geomagnetic Activity Indices

Geomagnetic activity indices, such as the Dst and AE, have been used for decades
to monitor the interaction between Earth’s magnetosphere and the solar wind. These
indices provide measurable indications into the overall state of geomagnetic activity
[Papadimitriou et al., 2021]. Traditionally, they have been derived from ground-based

observations from magnetometer stations all around the globe.

1.4.1.1 Dst and SYM-H Indices

Disturbance storm-time (Dst) index is an hourly index that has been computed and

distributed from the World Data Center for Geomagnetism, Kyoto on a continuous basis
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Figure 1.10: The Dst network consists of four ground-based magnetometer stations: (1)
Hermanus (19.22° E -34.40° N); (2) Kakioka (140.18° E 36.23° N); (3) Honolulu (201.98°
E 21.32° N) and (4) San Juan (293.88° E 18.11° N). Source: https://wdc.kugi.kyoto-
u.ac.jp/dstdir/dst2/onDstindex.html

since October 1985. It has been traditionally used to monitor geomagnetic storms, which
produce global magnetic disturbances on the Earth’s surface. The Dst index represents
the axially symmetric disturbance of the horizontal component of the magnetic field
at the magnetic equator on the Earth’s surface [Sugiura and Kamei, 1981]. As such,
it acts as a proxy for the enhancement and subsequent weakening of the ring current,
consequently indicating the onset and evolution of magnetic storms. Dst index is derived
from the variations of the horizontal component of the Earth’s magnetic field, using
data from four observatories, located at magnetic latitudes ranging from approximately
—30° to +30° (away from the auroral and equatorial electrojets). The derivation process
includes the baseline definition based on the five quietest days of each month for each
observatory and the subtraction of the resulting annual mean values of the horizontal
component from the observed ones. The solar quiet daily variation, Sq, is also determined
and removed, resulting in the disturbance variation for each observatory, which is then
averaged over the four observatories and normalized to the dipole equator, thus producing
the Dst index (http://wdc.kugi.kyoto-u.ac.jp/dstdir/dst2/onDstindex.html).

SYM-H index (symmetric disturbance field in the horizontal direction H), resembles
the Dst [Sugiura and Poros, 1971], but it relies on 1-minute data from various stations

and employs a slightly different coordinate system. SYM-H also represents the magni-
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tude of the uniform field parallel to the dipole axis generated by the ring current and
consequently, its interpretation mirrors that of Dst. Its derivation procedure is similar
to the Dst one; it includes the subtraction of the geomagnetic main field and the Sq to
calculate the disturbance field component, a coordinate transformation to a dipole coordi-
nate system and finally the calculation of both the longitudinally symmetric (SYM-H and
SYM-D) components, by averaging the disturbance component at each minute for the 6
selected stations [Iyemori et al., 2010]. Hence, its superiority over the Dst index lies in
its ability to capture storm-related effects with notably enhanced temporal resolution.
In case of geomagnetic activity, both indices generally exhibit negative values. This
is due to the main influence of the westward-directed ring current on the horizontal
component of the magnetic field at the equator. Consequently, the induced magnetic field

has a southward direction, leading to a reduction of the horizontal component.

1.4.1.2 Awuroral Indices: AE, AL and AU

Another significant category of current systems responsible for numerous spectacu-
lar phenomena are the auroral electrojets. These currents flow through highly con-
ductive pathways within the terrestrial ionosphere and are carried by particles that
generate the auroral light. The auroral electrojets move both eastward (forming the
East—ElectroJet—EEJ) and westward (forming the West ElectroJet—WEJ) [Papadim-
itriou et al., 2021]. These current systems are mainly responsible for the disturbances
known as magnetospheric substorms [Akasofu, 1964, McPherron, 1979]. These collective
phenomena are considered a primary mechanism for releasing accumulated energy
within Earth’s magnetosphere [Kamide and Chian, 2007]. When the substorm expan-
sion phase initiates, a dynamic process within the near-Earth magnetosphere redirects
cross-tail current into the ionosphere. As a result, a substorm current wedge is formed;
it consists of downward (upward) FACs on the dawnside (duskside) of the wedge and a
westward auroral electrojet in the ionosphere Kepko et al. [2015]. The Auroral Electrojet
index AE [Davis and Sugiura, 1966] is a measure of the intensity of this substorm
enhanced westward ionospheric electrojet through its diamagnetic influence on the
horizontal component of the terrestrial magnetic field.

The AE index represents the overall activity of the electrojets and is derived from
geomagnetic variations in the horizontal component recorded at specific observatories
along the auroral zone, exclusively in the Northern Hemisphere, at magnetic latitudes
between +60° and +70°. The derivation process includes the following steps (a) the data

normalization, by averaging all the data on the five international quietest days, thus
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calculating a base value for each station for each month; (b) this base value is subtracted
from each 1-min value obtained at the station during that month; (¢c) among the data
from all the stations at each given time (UT), the largest and smallest values are selected,
defining the Auroral Upper (AU) and Auroral Lower (AL) indices; (d) their difference
defines the AE index (http:/wdc.kugi.kyoto-u.ac.jp/aedir/ae2/onAEindex.html).

1.4.2 Geomagnetic Activity

Geomagnetic variation consists of (a) quiet variation, which is regular in appearance
and mostly of solar electromagnetic radiation origin, and (b) geomagnetic activity, which
is irregular in appearance and mostly driven by the solar wind [Matzka et al., 2021].
Geomagnetic activity or disturbances include geomagnetic pulsations, magnetospheric
substorms, geomagnetic storms, fast changes in the ring-current and other magneto-
spheric and ionospheric currents. Here, we will only discuss the two main categories: a)
geomagnetic storms and b) magnetospheric substorms, as they are the most relevant to

the scope of this dissertation.

1.4.2.1 Geomagnetic Storms

A geomagnetic storm is a major disturbance of the Earth’s magnetosphere that occurs
when the accumulated input power from the solar wind exceeds a certain threshold
[Balasis et al., 2006]. Obviously, during a geomagnetic storm there is a very efficient
exchange of energy between the solar wind and the space environment surrounding
Earth. These storms are caused by sudden, strong variations in the speed, density
and magnetic properties of the solar wind. The latter produces major changes in the
currents, plasmas and fields of the Earth’s magnetosphere. The storm conditions can
last from several hours to a few days, and sometimes a new storm commences before the
magnetosphere has fully recovered from the previous perturbation [Koskinen, 2011b].
Prerequisites for the occurrence of geomagnetic storms are sustained periods of high-
speed solar wind, and most importantly, a strong southward directed Interplanetary
Magnetic Field (IMF) (opposite the direction of Earth’s field) at the dayside of the
magnetosphere. This condition is effective for transferring energy from the solar wind
into Earth’s magnetosphere. Although there is no unique lower threshold for the magnetic
perturbation above which it should be called a storm, in this thesis we adopted the
convention that values of Dst index lower than —50 nT represent the threshold for

geomagnetic storms. Typically, a geomagnetic storm consists of three distinct phases,
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that is the initial phase, the main phase, and the recovery phase. Depending on the
magnetic storm’s driver these phases have characteristic features.
The largest storms that result from the aforementioned conditions are associated

with two main drivers:

1. Solar CMEs. During the solar maximum phase, CMEs and their interplanetary
counterparts ICMEs can travel in such a way as to dynamically interact with the
Earth’s magnetosphere, causing the compression of the magnetosphere due to
the relatively high density and increased velocity of the sheath plasma [Gosling
et al., 1991]. If the storm is driven by an ICME with a shock, it begins with
a rapid positive deviation of the magnetic north component (H), referred to as
storm sudden commencement (SSC), which is a signature of an ICME shock
hitting the Earth’s magnetopause. As the ICME pushes the magnetopause closer
to the Earth, the Chapman—Ferraro current intensifies in order to shield the
enhanced geomagnetic flux density from the solar wind. Because the direction
of the dayside Chapman—Ferraro current is eastward, i.e., opposite to the ring
current, the enhanced current, which is at the same time pushed closer to the
Earth, causes a positive deviation in the H component Koskinen [2011b]; this

behavior is captured by the Dst index, as indicatively shown in Figure 1.11.

The SSC is a global phenomenon and the perturbation of the magnetosphere is
observable in magnetometers even within the auroral regions and on the nightside.
Magnetic storms can also be driven by low-speed ICMESs and by fast solar wind
without a preceding shock. Thus there are storms without a sudden commencement
signature. On the other hand, a shock wave hitting the magnetopause does not
necessarily lead to a storm development. In such cases the positive deviation of

Dst index is called a sudden impulse (SI).

The enhanced Dst period that follows the SSC is the storm initial phase. The
duration of the initial phase can vary significantly based on the structure of the
solar wind driver. If the IMF in the sheath region between the shock and the ejecta
is oriented southward, the initial phase may be quite brief. Conversely, if the sheath
IMF is northward, the main phase will not commence until a southward field from
the ejecta enhances reconnection at the dayside magnetopause. If there is no
southward IMF within the part of the ICME interacting with the magnetosphere,
a storm isn’t anticipated, unless the event is followed by fast and long-lasting solar

with a southward IMF component capable of driving a storm on its own [Koskinen,
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2011b]. Normally, during a storm the initial phase will last for a few hours.

The interval during which the horizontal component of the magnetic field (and also
Dst index) is decreasing dramatically is the storm main phase, which can last for
tens of hours. This phase is caused by a sustained southward IMF reaching the

magnetosphere and leads to a strong enhancement of the westward ring current.

Following the transit of the southward-oriented part of the IMF structure, the re-
covery phase begins. This phase typically unfolds at a much slower pace compared
to the main phase, primarily because the loss processes of the current carriers
are much slower than the enhancement of the ring current Koskinen [2011b].
During this phase, the trapped particles in the ring current region begin to dis-
perse through various mechanisms (such as wave-particle interactions, Coulomb
scattering, Joule heating) and the Dst index gradually returns to its background
activity levels Daglis et al. [1999].

Figure 1.11 a shows a typical profile of an ICME storm. CMEs typically take several
days to arrive at Earth, but have been observed, for some of the most intense storms,
to arrive in as short as 18 hours. Storms attributed to the interplanetary counter
parts of CMEs can be severe and last 1-2 days. The Dst index during such events
may decrease by hundreds of nT. Also, it is during ICME storms that the most
intense auroral emissions are noted. These emissions can extend over almost all
local times. The auroral oval also expands, and can reach middle and low latitudes
in extreme events. During the main phase and around the minimum Dst several

substorms may occur.

2. High-Speed solar wind Streams (HSSs). During the descending and minimum
phases of solar cycles, the occurrence of flares and CMEs diminishes, while another
solar phenomenon becomes more prevalent: coronal holes. These coronal holes,
observed as dark regions in x-ray images of the Sun, are initially located at the
solar poles during the solar maximum phase. However, as the solar cycle enters its
declining phase, they expand in size and shift towards the solar equator [Gosling
et al., 1991]. These coronal holes are open magnetic field regions, from which
emanate HSSs. These streams collide with the slower solar wind ahead of them,

leading to the formation of Corotating Interaction Regions (CIRs).! These regions

LCoronal holes are long living structures that can persist for more than one solar rotation. The HSSs,
originated from a same region, reappear at intervals of approximately 27 days and this reappearance
leads to the term “recurrent streams”. The spiral-like structure formed by these streams, distorted due
to the solar rotation and its interaction regions with slower streams, is known as Corotating Interaction
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Figure 1.11: Characteristic examples of Dst profiles during (a) an ICME magnetic storm
and (b) a CIR magnetic storm. Source: Tsurutani [2000].

are often related to geomagnetic storms that while less intense than CME storms
since the Bz component within CIRs have large fluctuations[Gonzalez et al., 1999],
often can deposit more energy in the Earth’s magnetosphere over a longer interval.
HSS driven storms typically last longer than CME driven storms (3-4 days). A
schematic depicting the typical pattern of a CIR storm is presented in Figure 1.11b.
In general, storms triggered by CIRs have initial, main and recovery phases. The
initial phase is characterized by an increase in the Dst index, primarily induced by
the high-density plasma region linked with the heliospheric plasma sheet (HPS) in
front of the high-speed stream. This density increase is gradual, giving rise to a
similarly gradual initial phase, in contrast to the abrupt commencement often seen
in ICME-driven storms [Tsurutani et al., 1995]. The duration of CIR recoveries can
be considerably longer than those observed during ICME storms. This prolonged
recovery is attributed to the presence of southward-propagating Alfvén waves

within the high-speed streams.

Roughly, the geomagnetic storms rate is 1-2 per month, but this number increases

and decreases in line with the sunspot cycle.

Regions (CIRs).
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1.4.2.2 Magnetospheric Substorms

Magnetospheric substorms constitute the main display of geomagnetic activity, together
with the magnetic storms. While magnetic storms occur at the equator, magnetospheric
substorms or simply substorms occur mainly at the auroral oval around both magnetic
poles. Aurora Borealis and Aurora Australis are the visible signs of substorms. However,
similarly to magnetic storms, these brief magnetospheric disturbances occur when the
IMF is oriented southward, permitting interplanetary and terrestrial magnetic field
lines to merge at the dayside magnetopause and energy to be transferred from the solar
wind to the magnetosphere.

In contrast to geomagnetic storms, magnetospheric substorms represent a different
type of disturbance that occurs within a more limited spatial and temporal scope. They
take place over a span of several minutes to a few hours, predominantly manifesting in
polar regions.Unlike geomagnetic storms, substorms do not inject a substantial number
of particles into the radiation belt. They are relatively frequent, occurring at a rate of
one to four substorms per day during disturbed periods and often occurring only a few
hours apart from each other. It’s noteworthy that substorms can be more intense and
frequent during a geomagnetic storm, sometimes initiating before the previous one has
completed.

A magnetospheric substorm is composed of three distinct phases [Lopez, 1990]:

1. Growth phase. Before the onset of auroral activity, during the growth phase, the
magnetotail accumulates energy acquired from the solar wind. During this period,
the cross-tail current intensifies, leading to an increase of the magnetic field within
the lobes. At the same time the magnetotail experiences increased tension as the
magnetic field lines stretch into a more elongated tail-like configuration. This
heightened stress causes the near-Earth plasma sheet to narrow in the north-south

direction, a process termed plasma-sheet thinning.

2. Expansion phase. The onset of the expansion phase of a substorm initiates when a
discrete auroral arc, typically located in the midnight sector, undergoes a sudden

intensification and expands towards the polar regions.

3. Recovery phase. Typically, after approximately one hour, the activity diminishes,

and the auroral oval subsides to its quiet state during the recovery stage.

The whole substorm sequence takes typically 2—4 hours.
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Figure 1.12: A sequence of images of the southern auroral zone during a major sub-
storm taken by Dynamics Explorer 1 from 02:02 to 05:17 UT on June 13, 1983 . The
substorm onset is observed in the first image at the upper left; time runs from top to
bottom and then from left to right. The auroral brightening was initially localized and
appears as a bright spot. The disturbance spread longitudinally and poleward. The
last four images (the four right-most images) show the recovery phase of the event
as the auroral luminosity decreased. Courtesy of Lou A. Frank and John D. Craven.
Source: https:/secwww.jhuapl.edu/techdigest/Content/techdigest/pdf/V11-N3-4/11-03-

Lopez.pdf.

It should be pointed out that the enhanced electric field driven by southward IMF
magnetic fields dominates the effects of the induced electric field in the magnetosphere re-
sulting from substorm expansion onsets and, therefore, plays a central role in enhancing

the storm-time ring current.

1.5 Geomagnetically Induced Currents (GICs)

Several space weather phenomena are linked to or triggered by either a geomagnetic
storm or a magnetospheric substorm. The effects of these phenomena range from mild

(e.g., interference with aeromagnetic surveys) to extreme (e.g., electric power grids may
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experience blackouts or collapse).

Strong electric currents that flow in the near-Earth space and close through the upper
atmosphere can be generated during geospace magnetic storms. The magnetic field of
these currents induces currents in the Earth’s surface (GICs), the intensity of which
depends on the electrical properties distribution within specific regions of the Earth’s
solid crust. GICs occur at the ground end of the complicated "space weather chain": Sun —
solar wind — magnetosphere — ionosphere — Earth’s surface. In case where technological
systems of critical infrastructure, such as electricity transmission networks, oil and
natural gas pipelines, telecommunication cables and railway equipment are situated
within areas where GICs develop, these currents can flow along these systems as well,
potentially leading to significant disruptions or damages. Traditionally, it was thought
that only electricity networks located in high latitudes (Northern America, Scandinavia)
were susceptible to GICs. Indeed, rapid changes in the horizontal component of the
Earth’s magnetic field dB/dt due to substorms (which take place in high latitudes) can
excite substantial GICs that can have harmful effects on technological systems. However,
in recent decades, there have been reports of electrical power issues occurring in lower-
latitude areas (e.g., South Africa [Ngwira et al., 2008]) and research into GICs in middle
and low latitude regions, akin to Greece’s latitudinal position, has gained significant
scientific interest, with studies conducted in many countries (e.g., Italy [Tozzi et al.,
2019a], Japan [Watari et al., 2009] and China [Liu et al., 2009]).

Within power systems, GICs represent (quasi-)direct current (DC) flows ? and thus,
can potentially lead to transformer saturation [Pirjola, 2000]. Consequently, this satura-
tion results in a nonlinear operation of the transformer and in a remarkable increase of
the exciting current. Possible consequences include the generation of harmonics in the
electrical system, unnecessary relay trippings, increased reactive power demands, volt-
age fluctuations and drops, and, in the worst case scenario, a complete system blackout.
Transformers may be overheated and in even permanently damaged. Furthermore, in the
case of underground pipelines, GICs can contribute directly to corrosion. However, more
detrimental is the disruption that GICs impose on corrosion control, monitoring, and
protection systems. Less significant issues may arise in phone cables, railway equipment,

and transoceanic seafloor cables.

2GICs are slowly varying compared to the 50-Hz mains. Their frequencies are typically in the mHz
range, and thus, they can be considered quasi-DC currents.
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1.5.1 Geophysical Background and Calculation of GIC

Intense time-varying magnetospheric and ionospheric currents lead to rapid fluctuations
of the geomagnetic field on the ground. The physical principle that describes the flow of
GICs in a technological system is based on Faraday’s law of electromagnetic induction
— 0B
(1.2) VxE =——.
ot
Essentially, when a conductor is exposed to a changing magnetic field, an electromo-
tive force gets induced along the conductor. If the conductor forms a closed circuit then
an induced current will flow through it. In the case of the Earth’s crust and surface, Fara-
day’s law implies the existence of a geoelectric field during a temporal variation of the

geomagnetic field. This geoelectric field drives currents that flow on ground conductors,

such as power grids, according to Ohm’s law

—

(1.3) J=0E

where o is the current density, o is the conductivity and E is the electric field. Both the
geomagnetic variation and the geoelectric field observed on the Earth’s surface primarily
depend on magnetospheric and ionospheric currents, which in turn are determined by the
prevailing space weather conditions in the Earth’s space environment. Secondarily, the
surface fields are affected by currents and charges generated within the Earth (Figure
1.13).

Analytical estimation of GICs in a power grid infrastructure during a geomagnetic
storm is a challenging task that can be described as a two-step process. It consists of
the “geophysical step”, which refers to the determination of the geoelectric field that
develops on the surface of the Earth during a magnetic storm, and the “engineering
step”, which requires knowledge of transmission line design parameters and includes the
final determination of the induced currents. The geophysical step is independent of the
technical characteristics that the grid under examination has and requires knowledge of
the electrical conductivity of the respective terrestrial solid crust’s sector that hosts the
technical infrastructure under discussion.

To calculate the geoelectric field, there are three main methods: the Complex Image
Method (CIM), the Spherical Elementary Current Systems (SECS) and the plane wave
model. The simple 1-dimensional (1-D) model that assumes a plane wave propagating
vertically downwards and a uniform half-space Earth with conductivity o is traditionally

used [Ngwira and Pulkkinen, 2019]. The fields are all presumed to be horizontally
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Figure 1.13: Schematic illustration of the geophysics involved in the GICs development
in an earthed network. Variations of the ionospheric currents generate an electric field
(E(t)) through geomagnetic induction in the Earth’s crust and surface. This electric field
then drives GICs on ground conductors. Source: Viljanen and Pirjola [1994].

uniform to simplify the modeling. Adopting a single frequency w, then the geoelectric
field E, and E, components can be deduced in terms of the perpendicular geomagnetic

field component B, and B, as:

(1.4) Eyy(w)=+,|—e%B,,
Hoo
where g is permeability of free space, whereas the layer of air between the ground
and the ionosphere is taken to have zero conductivity to limit significant attenuation of
external electromagnetic fields. Since Equation 1.4 outlines the basis for deriving the
Earth’s conductivity using geoelectric and geomagnetic field measurements recorded at

the surface, it is considered as the “basic equation of magnetotellurics.”

1.5.1.1 Ground Conductivity

The Earth’s geology also plays a significant role in the geomagnetic induction process.
The extent to which the geomagnetic field penetrates into the Earth’s crust is determined

by the ground conductivity and the frequency of geomagnetic field fluctuations. Upper
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layers exert greater influence over shorter time periods, while deeper layers have a more
pronounced impact over longer durations.
Regarding the conductivity models used for GIC applications, there are two main

approaches:

1. The plane wave model, which relies on the 1-D layered conductivity o (being depth

dependent) and is applied to a specific location.

2. The thin sheet model, which relies on a spatially varying conductance on a 2-D
surface covering the region of interest, combined with a 1-D layered conductivity
of upper lithosphere conductance. This approach incorporates the effect of lateral
conductivity variations on redistribution of regional currents induced elsewhere

(e.g., oceans or shelf seas).

Two more approaches with limited application are the homogeneous model (impen-

dance Z is considered constant) and the full tensor.

1.5.1.2 Engineering Step

GICs flowing through a given node for any ground system can be calculated by consid-
ering the geoelectric field to be uniform in the near vicinity of the network using the

expression
(1.5) GIC(t) =aE,(t)+bE ()

where a and b are the network coefficients specific to each network node, depending only
on the resistance and geometrical composition of the system [Viljanen and Pirjola, 1994].

Knowing the number of substations, the number of transformers and the number of
transmission lines within the network, as well as their topology and electrical resistances
is required in order to calculate the network coefficients, a and b. The most commonly

used methods are:

1. Lehtinen-Pirjola (LP) method was developed by Lehtinen and Pirjola (1985) and
computes the GIC in a single-voltage-level network, by solving Ohm’s and Kirchoff’s
laws for the earthing current at each node of the network, as well as Thévenin’s

theorem.

2. Nodal Admittance Matrix (NAM) method is widely used in engineering to describe
power systems and has proved to be mathematically equivalent to the LP method
[Boteler and Pirjola, 2014].
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3. Mesh Impedance Matrix (MIM) method applies Kirchhoff’s voltage law to each
loop of a resistive network, leading to a mesh impedance matrix equation that can

be solved to give the currents in each loop [Boteler, 2014].

1.5.2 GICs in High Latitudes

At high latitude regions, such as Scandinavia and North America, the Earth’s magnetic
field lines tend to become more vertical and thus, they intersect the surface at steeper
angles. Consequently, these regions are more susceptible to GICs because the varying
magnetic field can induce larger electric fields near the ground.

At high latitudes, GICs can be a result of either geomagnetic storms, which as
previously discussed are global phenomena, or magnetospheric substorms, which are
localized disturbances in Earth’s magnetosphere that occur predominantly in high-
latitude regions. During a substorm, the ionospheric currents become more dynamic
and have the potential to generate GICs. These regions often host extensive networks of
conductive infrastructure, such as power lines and pipelines, running across the Earth’s
upper surface and, as already mentioned, the induced electric fields can drive GICs to
flow through these conductive paths.

Historically, GICs were first noticed in 1847 [Barlow, 1849]. Back then, telegraph
was the primary method of communication and relied on batteries for power. During
the occurrence of Aurora Borealis, telegraph operators observed a disruption in the
transmission of communications and once the power was switched off transmissions were
conducted at an enhanced quality than with the use of batteries! After almost a decade,
in September 1859, one of largest space weather events of the last 150 years, the so-called
Carrington event, took place [Tsurutani et al., 2003]. During this event, the auroras
(i.e., Aurora Borealis and Aurora Australis) associated with the magnetic storm were
observed at much lower latitudes, while telegraph networks across Europe and North
America experienced widespread failures, with some telegraph operators even receiving
electric shocks and telegraph poles emitting sparks. However, the significance of GICs’
impact on power systems was underscored by incidents during a large geomagnetic storm
in March 1989 [Allen et al., 1989, Batista et al., 1991], which seriously affected North
America. During this event, the SSC occurred concurrently with a substorm, so this
combination led to the development of large GICs [Boteler, 2019]. The most notable effect
occurred on March 13, 1989 at 07:45 UT when GICs in the Hydro-Québec electricity
transmission system led to a province-wide electric black-out for approximately nine

hours. Despite the restoration of 83% percent of full power after this period (i.e., nine
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hours), one million customers remained without electrical power. The incident incurred
a substantial cost, with the total estimated damage reaching six billion dollars. In
response to this event, the Canadian government has set up protective measures at
the Hydro-Québec site, such as the installation of transmission line series capacitors,
a significant investment exceeding 1.2 billion dollars, aimed at mitigating the impact
of GICs and preventing damage to the national power system. For further details,
refer to the Organization for Economic Cooperation and Development (OECD) report at
https://www.oecd.org/gov/risk/46891645.pdf.

More recently, the Halloween 2003 storms led to a power outage in Sweden, lasting
approximately one hour. During these events, there were also reports of transformer
failures in South Africa, which were linked to prolonged exposure to GICs with lower

intensity.

1.5.3 GICs at Middle and Low Latitudes

Adverse effects due to GICs were initially studied only at high geomagnetic latitudes,
where the auroral ionospheric currents are dominant, driving the magnetic field fluctua-
tions on the ground to large deviations, especially during disturbed periods (e.g., Viljanen
and Pirjola [1994], Pirjola et al. [2003]). While GICs are typically more prominent at high
latitudes (closer to the polar regions), they can also occur at low latitudes under certain
conditions. Indeed, in recent years, GIC estimation in low and middle latitudes receives
ever-growing awareness from the scientific community and the power transmission in-
dustry, with studies conducted in several regions [Pulkkinen et al., 2017]. This comes as
a result of large GIC values (and transformer failures due to them) reported at low and
middle geomagnetic latitudes at a considerably increasing rate. Especially in Europe,
the model of GIC emergence throughout the continent [Viljanen et al., 2014] reinforces
the fact that large GICs can occur at low and middle latitudes, strongly depending on
the ground conductivity and the topology of the power grid.

The early 2000s ushered in bibliographical references of GICs at low and middle
latitudes [Koen and Gaunt, 2003]. Gaunt and Coetzee [2007] investigated an interesting
case of reported transformer failures in the South African region (approximate magnetic
latitude MLat for South Africa: 40° S) and associated them with the development of
significant GICs. Ngwira et al. [2008] followed a multilayered ground conductivity
structure approach to improve GIC modeling in the South African power network, while

Matandirotya et al. [2015] compared modeled and measured GIC values focusing on the
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2003 Halloween storm which, as already discussed in the aforementioned studies, had a

significant impact on the South African power grid.

In Asia, Liu et al. [2009] compared magnetic storm recordings with measured trans-
former neutral current data to confirm that the observed disturbances in the Chinese
high-voltage power grid were caused by GICs (approximate MLat for China: 31° N).
Concurrently, Watari et al. [2009] performed GIC measurements in a power grid located
in Japan (approximate MLat for Japan: 30° N) and associated them with variations due
to geomagnetic activity, while in a later study [Watari, 2015] estimated GIC values from
an empirical equation using geomagnetic and geoelectric field data as input. They found
the maximum absolute values of the GICs associated with the March 13—-15, 1989 and
the October 29-30, 2003 magnetic storms to be approximately 6.4 and 4.2 A, respectively.
In another study, Zhang et al. [2015] found that GICs were two or even three times
higher during the SSC compared to the main phase of the 2015 St. Patrick’s Day storm in
two low-latitude Chinese substations. Moreover, they ran a global magnetohydrodynamic
(MHD) model to simulate the GICs during this SSC event, using as input solar wind
observations, denoting that the eastward component of the geoelectric field is dominant

for low-latitude locations during SSC events.

Transformer failure on the Transpower electricity system in New Zealand (approxi-
mate MLat for New Zealand: 47° S) during the 2001 event was studied by Béland and
Small [2004], who reported that it was coincident with an SSC, and Marshall et al. [2012],
who associated it with a change of nearly 20 nPa in the solar wind dynamic pressure and
also calculated the GIC index to find a good correlation with GIC measurements recorded
on the neutral lines of transformers across the Transpower network. In another study
[Rodger et al., 2017], a 14-year-long data set of GIC measurements in a transformer
located in Islington, New Zealand was analyzed and a correlation with local dBpy/dt,
i.e., time derivative of the magnetic field’s horizontal component, was shown. Recently,
Divett et al. [2020] used a thin-sheet model and a model of the electrical transmission
network to calculate GICs in transformers of the New Zealand’s South Island. Then,
they compared the modeled GICs with observations in the modeled frequency range and
in the time domain for the 2015 St. Patrick’s Day magnetic storm. On the same conti-
nent, a preliminary risk assessment for the Australian power network was conducted by
Marshall et al. [2011] aiming to study space weather-related GIC activity (approximate
MLat for Australia: 35° S).

In the Mediterranean region, Torta et al. [2012] conducted an initial GIC study

focusing on a power grid of Northeastern Spain, while Torta et al. [2014] assessed the
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maximum expected GIC values in each transformer of the Spanish high-voltage power
grid by adopting a plane wave approach and a homogeneous conductivity structure
(approximate MLat for Spain: 33° N). They also examined 100-year and 200-year re-
turn period scenarios and evaluated the model’s uncertainties, which Torta et al. [2017]
improved by performing magnetotelluric sounding. More recently, Tozzi et al. [2019a]
performed a preliminary risk assessment regarding GICs in the Italian territory, includ-
ing the northernmost Italian region, which is characterized by low ground conductivity
(approximate MLat for Italy: 35° N).

A number of studies focusing on central Europe have also been conducted. For exam-
ple, Bailey et al. [2017] used a thin-sheet approach and conductivity models to compute
the geoelectric field in Austria (approximate MLat for Austria: 42° N), showing that the
Austrian power grid is susceptible to large GICs, especially from intense geomagnetic
variations in the east-west direction.

A significant remark is that GICs flowing at low and middle latitudes are linked
to ionospheric fields different from the ones observed at high-latitudes (e.g., auroral
electrojets). According to Kappenman [2005], the source of sustained GICs at low and
middle latitudes is linked to high rates of change of the geomagnetic field associated with
impulsive increases in the solar wind’s dynamical pressure or ring current intensification.
In these regions, the maximum values of the time variation of the magnetic field’s
horizontal component (dBy/dt) usually occur at the abrupt storm onset and not during
its main phase, therefore vulnerability is higher around these times [Kappenman, 2003].
Indeed, the majority of intense GICs seem to occur as a consequence of sudden impulses
(SIs) or SSCs that usually precede a geomagnetic storm. SIs are generated as a result
of enhanced magnetopause currents due to the compression of the magnetosphere by
plasma arriving from the Sun following the occurrence of extreme solar phenomena, such
as CMEs or CIRs [Gosling and Pizzo, 1999]. Moreover, another interesting observation
correlates large voltages at middle latitudes during the recovery phase of geomagnetic
storms to Pc5 pulsations (e.g., Hejda and Bochnicek [2005], Tozzi et al. [2019b]).

1.5.4 Transformers in Electrical Power Networks

The geoelectric field implies the existence of potential differences between several points
across the Earth’s surface. For example, there is a potential difference between the
earthing points of two transformers. Thus, a GIC will flow in the transmission line that
connects the two transformers (Figure 1.14). GICs are slowly varying compared to the

50-Hz mains. Their frequencies are typically in the mHz range, and thus, they can be
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Figure 1.14: GIC flowing along the transmission line between two transformers. A time-
varying ionospheric current, i.e., the primary driver of GICs is also schematically shown.
Source: Wik et al. [2008]

considered quasi-direct currents (quasi-DC). GIC sizes in an electric energy system are
also affected by its geometrical and structural details. Normally, GICs vary significantly
between different areas in an extensive system of electric energy transmission. In general,
large transmission lines suffer from greater GIC values. Problems caused in electric
energy transmission networks are due to half-cycle saturation of the transformers,
resulting from GIC flow. This means that a transformer normally functioning with a
very small excitation current starts developing even 100 times greater current leading to
a great asymmetry and the transformer working beyond the limits of its design (Figure
1.15).

Transformer cores can saturate under the effect of GICs by operating in the saturation

region of the magnetization curve (B-H) of their steel core. A saturated transformer:

* consumes major amounts of reactive power, which reduces the ability of AC trans-

mission in the system, while voltage tends to obtain lower values.

* creates many harmonics? in electricity, which can lead to false relay trippings of

the protective devices, but also to additional losses in various devices.

3Harmonics are currents or voltages with frequencies that are integer multiples of the fundamental
power frequency, which in the U.S. is 60 Hertz. If the first fundamental frequency is 60 Hz, then the second
is 120 Hz, and the third is 180 Hz.
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Figure 1.15: Schematic illustration of the inrush current versus saturation curve versus
applied voltage. Source: https://www.electrical4u.com/magnetizing-inrush-current-in-
power-transformer/?utm_content=cmp-true

¢ causes increment of the magnetic flux in a transformer and can take paths not
designed for transferring magnetic fluxes. This can cause overheating of the trans-
former and localized hot spots may appear. The worst case scenario is a permanent

damage of the transformer as the final consequence (Figure 1.16).

When a large number of transformers experience GIC saturation, the demand for
reactive power and the harmonics of the system voltage are significantly increased. Reac-
tive power demands of this magnitude can cause serious changes in the system voltage.
The change in the size of the ferromagnetic material (magnetorestriction) between the
saturated and the unsaturated states at twice the power frequency produces heat, noise
and mechanical vibration damage. The transformers may also suffer premature aging
due to the effects of GICs.

Nowadays, power companies often implement protective measures to mitigate the
impact of GICs on their electrical power systems, including the transformer design and
operation. Some transformers are designed or modified to better withstand the effects
of GICs. Additionally, operators may adjust the tap settings on transformers to reduce
the impact of induced currents. Furthermore, utilities may install neutral blocking
devices or grounding transformers to prevent GICs from entering the power system
through the neutral connection. These devices can help isolate the power system from
the geomagnetic activity effects. Also, adding series of capacitors to transmission lines in

order to alter the system’s impedance reduces the flow of GICs. This can help protect
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Figure 1.16: During the magnetic storm of Halloween 2003, GICs damaged the high
voltage winding of this transformer at a large Eskom power station (South Africa),
leading within a few weeks to a melted copper conductor and burned insulation, taking
the transformer and associated 665 MW generator out of service. Credit: Trevor Gaunt,
UCT. Source: https://www.sansa.org.za

transformers and other equipment. Other possible measures aiming at the enhancement
of the power grid’s resilience against the adverse effects of GICs and minimization of the
risk of power outages and equipment damage during geomagnetic storms include (a) the
geomagnetic storm monitoring with early warning systems and alerts when geomagnetic
storms are likely to occur, allowing utilities to take preventive actions, (b) the use of
reactive power compensation devices, such as capacitors and reactors, to manage voltage
levels and reduce the impact of GICs on the power system, (c) the temporal reduction of

the system loading, rerouting power flows, or taking specific equipment offline.

1.6 Geomagnetic Field Data

Geomagnetic field data refers to information collected about the Earth’s geomagnetic
field and is typically collected through a network of instruments called magnetometers,
which can be deployed on the Earth’s surface, on satellites, or even on submarines.

Geomagnetic field data can include various measurements:

1. Magnetic Field Strength (Intensity): This refers to the measure of the strength
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of the magnetic field at a particular location. It is often expressed in units of
nanoteslas (nT). The Earth’s magnetic field strength varies from place to place and
changes over time due to both external factors (such as solar activity) and internal

factors (such as the movement of molten material in the Earth’s core).

2. Magnetic Declination: This refers to the angle between true north (geographic
north) and magnetic north. It indicates the direction in which a compass needle

points relative to geographic north.

3. Magnetic Inclination (Dip Angle): This is the angle between the magnetic field
lines and the horizontal plane at a given location. It helps determine how steeply

the magnetic field lines enter the Earth’s surface.

4. Magnetic Variation: This is a general term used to describe the differences between
true north and magnetic north, including both magnetic declination and magnetic

inclination.

5. Geomagnetic Anomalies: These are localized variations in the Earth’s magnetic
field strength. They are mostly used by geologists and geophysicists to study the
composition and structure of the Earth’s crust and to locate subsurface geological

features like mineral deposits or faults.

Magnetic fields are vector quantities characterized by both strength and direction.
Measurements of the Earth’s magnetic field are often quoted in units of nanotesla (nT),
also called a gamma. The Earth’s magnetic field can vary from 20,000 to 80,000 nT
depending on the location; fluctuations in the Earth’s magnetic field are on the order
of 102 nT, and magnetic field variations due to magnetic anomalies can be found in the
picotesla (pT) range.

Magnetometers measure the direction, strength or relative change of a magnetic field
at a particular location. A compass is a simple example of magnetometer that measures
the direction of the ambient magnetic field. The main types of magnetometers employed
in magnetic observatories all over the world are (a) the fluxgate magnetometer, (b) the
proton precision magnetometer, (¢) the Overhauser and (d) the declination/inclination
(D/T)-flux magnetometer. Magnetometers are sensitive against any type of magnetic noise,
such as electricity pylons, cars, metallic fences etc. and are widely used for measuring
the Earth’s magnetic field and in geophysical surveys to detect magnetic anomalies of
various types.

Depending on what the instrument measures, there are two categories:
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1. Vector magnetometers measure the vector components of a magnetic field. We

should note that the Earth’s magnetic field at a given point is a vector.

2. Total field or scalar magnetometers measure the magnitude of the vector magnetic

field to which they are subjected, but not its direction.

Ground-based magnetometers have proven to be the workhorse of magnetosphere-

ionosphere coupling physics.

1.7 Fluxgate Magnetometers

Fluxgate magnetometers, originally developed during World War II as submarine detec-
tion devices for low-flying aircraft, have emerged as versatile instruments renowned for
their precision in measuring and recording magnetic field intensity. Their applications
span a wide range of fields, including geophysics, space science, navigation, and even
consumer electronics.

Nowadays, magnetic observatories have been established worldwide to facilitate both
long-term and short-term monitoring of the time-varying magnetic field. Fluxgate mag-
netometers have risen in popularity, becoming the cornerstone instruments in modern
digital observatories. This popularity stems from their robust construction and reliable
electronics. A typical magnetic observatory configuration includes a vector fluxgate
magnetometer for measuring the three orthogonal components of the geomagnetic field
(usually called a variometer), a scalar magnetometer for determining total field intensity,
a theodolite for orienting the vector magnetometer, and a data collection platform for
data storage. However, in magnetic stations, a vector fluxgate magnetometer is often
sufficient for measuring abrupt changes in the geomagnetic field.

Operating on the principles of electromagnetic induction, fluxgate magnetometers
(Figure 1.17) rely on Faraday’s law* to detect changes in the ambient magnetic field.
They are based on a magnetic saturation circuit, where two closely spaced ferromagnetic
bars exhibit nonlinear magnetic properties. When subjected to an external magnetic
field, these bars reach magnetic saturation, generating induced magnetic fields. The
susceptibility of the two bars is large enough so that even the Earth’s relatively weak

magnetic field can produce magnetic saturation in the bars. The induced fields are

4Faraday’s law of electromagnetic induction states that a changing magnetic field induces an electro-
motive force (EMF) or voltage in a nearby conductor. When a magnetic field passes through a coil of wire,
it induces an electrical current in the coil. In the context of fluxgate magnetometers, the magnetic field to
be measured is introduced to induce a response in the instrument.
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harnessed to measure the desired component of the Earth’s magnetic field, with the
instrument’s orientation determining the direction.

The instrument’s design incorporates a primary (excitation) coil wound around each
bar, but the direction in which the coil is wrapped around the bars is reversed. An
alternating electrical current (AC) is passed through the primary coils causing a large,
inducing magnetic field that produces induced magnetic fields in the two cores that have
the same intensities but opposite orientations. This alternating magnetic field drives the
core through an alternating cycle of magnetic saturation (i.e., magnetised, unmagnetised,
inversely magnetised, unmagnetised, magnetised, and so forth), causing its magnetic
properties to change in response to the external magnetic field being measured.

A secondary (sensing) coil surrounds the two ferromagnetic cores and the primary
coil and senses changes in the magnetic field due to the core’s altered magnetic state. The
magnetic fields induced in the cores by the primary coil produce a voltage potential in the
secondary coil. In the absence of an external field, the induced fields in the bars cancel
each other, resulting in zero voltage in the secondary coil. However, when the cores align
with a component of a weak, external magnetic field, they produce a measurable voltage
in the secondary coil, proportional to the field’s strength along that direction.

Thus, this instrument is capable of measuring the strength of any component of
the Earth’s magnetic field by simply re-orienting the instrument so that the cores are
parallel to the desired component.

Fluxgate magnetometers excel in measuring magnetic field strength, with a resolution
typically reaching 0.1 nT or even 0.01 nT, and a bandwidth extending from DC to 5 Hz. In
observatory-grade instruments, three orthogonal sensors are fixed to a common frame to
record the three geomagnetic field components continuously. These sensors are compact
and robust, designed to minimize instrument drift over time.

The heart of the fluxgate magnetometer lies in modulation and demodulation. The
excitation coil generates a high-frequency alternating magnetic field, modulating the
magnetic properties of the core. The detection coil senses changes in magnetic flux,
resulting in an electrical signal representing the external magnetic field’s variations.
Demodulation extracts the low-frequency signal carrying information about the magnetic

field’s strength, providing a reliable measurement of the field’s characteristics.

1.7.1 ENIGMA Instrumentation

The National Observatory of Athens (NOA) operates the HellENIc GeoMagnetic Array
(ENIGMA), a network of four ground-based magnetometer stations in Klokotos (abbre-
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Excitation Coil Magnetic Core

Figure 1.17: Schematics of a fluxgate magnetometer.

viated as THL), Dionysos (DIO), Velies (VLI) and Finokalia (FIN), located in central
and southern Greece (http:/enigma.space.noa.gr/). ENIGMA monitors the geomagnetic
field variations associated with the occurrence of magnetic storms and ultra low fre-
quency (ULF) waves using vector fluxgate magnetometers. Fluxgate magnetometers
have three orthogonal sensors to measure the components of the geomagnetic field in
all three dimensions, along with their fluctuations. The y-axis is horizontal and lies in
the same vertical plane as the magnetic axis of the sensor. The x-axis is also horizon-
tal and perpendicular to y, while z is pointing downwards. ENIGMA is a SuperMAG
(http://supermag.jhuapl.edu/) contributor, a worldwide collaboration of organizations and
national agencies that currently operate more than 300 ground-based magnetometers
[Gjerloev, 2009]. In this study we have mainly employed geomagnetic field data from
SuperMAG on a minute time resolution. Additionally, we have also used data from
INTERMAGNET, a global network of observatories (https:/intermagnet.org/).

In ENIGMA stations, they operate one GEOMAGO02M and three GEOMAGO2 instru-
ments. Specifically,

¢ THL: GEOMAG-02 magnetotelluric station (MTS) (GEOMAGNET, Ukraine)

¢ DIO: GEOMAG-02M fluxgate magnetometer (GEOMAGNET, Ukraine) (Figure
1.18)

¢ VLI: GEOMAG-02 MTS (GEOMAGNET, Ukraine)
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¢ FIN: GEOMAG-02 MTS (GEOMAGNET, Ukraine) (Figure 1.19)

GEOMAG-02M fluxgate magnetometer is an instrument specifically designed to
measure the three components of the geomagnetic field (x-North, y-East and z-Downward)
with 1 Hz cadence. It provides the following advantages: resolution of 0.01 nT, accuracy
of 0.1 nT, operating range of +65,000 nT.

A GEOMAG-02 MTS is designated for simultaneous measurements of both the
magnetic and the electric (telluric) field variations of the Earth, with 1 Hz cadence. It
consists of a three-component meter of magnetic field variations (magnetometer) based on
a fluxgate sensor and a two-component meter of electric field (telluric current) variations
based on the measurement of potential difference of non-polarized electrodes® . Fluxgate
magnetometers share the same characteristics with the GEOMAG-02M instrument.
Both GEOMAG-02M and GEOMAG-02 are manufactured by the «Research Center
Geomagnet» in Lviv, Ukraine and are characterized by low noise level and good stability.
Detailed technical characteristics can be found in Dobrodnyak et al. [2013] and Reda
and Neska [2016].

Fieldwork is an important aspect of a PhD focusing on GICs. Within the scope
of my doctoral studies, I actively engaged in significant fieldwork. Specifically, I took
part in the Pre-Tect field campaign in Finokalia, Crete, during April 2017 (http://pre-
tect.space.noa.gr/). In the course of this campaign, the fourth magnetometer of the
ENIGMA network, a GEOMAG-02 magnetotelluric station providing high-resolution
measurements at a frequency of 10 Hz, was successfully installed (FIN station). Further-
more, I participated in the installation of the NEO station in Methoni, which includes
the instrument Observatory Fluxgate Variometer — CTU® (Vario 15) and was established
for a trial operation (i.e., not a permanent station) in August 2018. This hands-on in-
volvement not only enriched my academic knowledge in the field but also contributed to

the practical implementation and expansion of the ENIGMA network.

5In ENIGMA stations we use 6 Ag/AgCl-type electrodes, manufactured in GFZ Potsdam, to measure
simultaneously the geomagnetic and the geoelectric (telluric) fields.
6CTU stands for Czech Technical University (in Prague)
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Figure 1.18: Photograph from DIO station instrumentation (GEOMAG-02M fluxgate
magnetometer).

LA ST N,

Figure 1.19: Photographs from FIN station instrumentation (GEOMAG-02 magnetotel-
luric station)
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he solar wind—magnetosphere—ionosphere coupled system is known to exhibit
nonlinearity, as demonstrated by various studies (e.g., see Johnson and Wing
[2005], Wing et al. [2022] and references therein). This highly dynamic system
represents an open spatially extended, and non-equilibrium complex system with input
and output interactions [Baker et al., 1990, Tsurutani et al., 1990, Vassiliadis et al.,
1990, Sharma et al., 1993, Sitnov et al., 2001, Consolini et al., 2008]. Information theory
has proven to be a valuable tool for exploring this coupled system [Balasis et al., 2009,
2013, Wing et al., 2016, Donner et al., 2018, 2019, Johnson et al., 2018, Runge et al.,
2018, Stumpo et al., 2020, Manshour et al., 2021, Osmane et al., 2022]. Notably, recent
investigations have utilized Swarm data and information theory techniques to delve into
the intricate dynamics of the near-Earth electromagnetic environment [Balasis et al.,
2020, De Michelis et al., 2020, 2021, Papadimitriou et al., 2020, Consolini et al., 2021].
Recent publications have contributed significantly to the field of space science re-
search, as evidenced by a recently published eBook dedicated to the applications of
statistical methods in space sciences [Poduval et al., 2023]. For instance, Delzanno and
Borovsky [2022] emphasize the significance of a holistic system science approach to both
global magnetospheric models and spacecraft magnetospheric data. In a related context,
Telloni [2022] focuses on the value of statistical analyses concerning interplanetary and
geomagnetic data for space weather prediction. Furthermore, Verkhoglyadova et al.

[2022] discuss the implementation of a mixture method approach and a computer vision
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approach to quantitatively address anomalies and high density regions (HDRs) that are
present within a global ionospheric map. Their research sheds light on how the number
of HDRs and their intensities are influenced by solar and geomagnetic activities.

This Chapter is dedicated to the analytical methods used to study the time series
data of the geomagnetic field in the context this dissertation. In Section 2.1 we provide a
concise overview of the preprocessing procedures applied to the time series data acquired
from ground-based magnetometers. Section 2.2 focuses on fundamental principles of
wavelet spectral analysis, while Section 2.3 is dedicated to the Hurst exponent. Sections
2.4 to 2.6 focus on the entropy measures of Shannon entropy and Tsallis entropy, as well

as Fisher information, respectively.

2.1 Pre-processing

Preprocessing time series data is a critical step in data analysis to ensure that the data
is reliable and suitable for further analysis. One common problem that often needs to
be addressed during time series preprocessing is, for example, the presence of spikes or
outliers. Geomagnetic field indices (i.e., SYM-H and AE) derive from corrected, averaged
and normalized data, so we use them as provided. Swarm-derived indices are produced by
following a specific methodology which will be briefly described in the following chapter
and we will use them as such. Magnetometer data, when obtained from repositories
like SuperMAG and INTERMAGNET, have in most cases undergone some substantial
processing (e.g., may have the baselines subtracted), so are not entirely raw data. Yet,
they may contain spikes or data gaps which need to be cured (if possible) before applying

the various analysis methods. In this section it is this type of data that we discuss about.

2.1.1 Data Gaps

For the ground-based magnetic field data to be analysed in this dissertation, there
were cases where no recordings from the sensor (magnetometer) were available for long
periods of time (e.g., one - or more - days or even a whole month). For these cases, no
analysis was attempted. However, if there were data gaps of several minutes, the time
series was kept and the data gaps were filled by linear interpolation (Matlab’s integrated
interpl function). In Figure 2.1 we provide an example of simple linear interpolation
implementation, where the denoted blue circles represent the added values in-between

the original time series values.

44



2.1. PRE-PROCESSING

(Default) Linear Interpolation

0 1 2 3 4 5 6
Figure 2.1: Example of linear interpolation. What the function does is to return interpo-

lated values of a 1-D function at specific query points using linear interpolation. In this
example the query points are the ones marked with the blue circles. Source: Mathworks.

2.1.2 Decimate

The desired sampling rate for all time series was 1 minute, and indeed the majority of
the selected time series were downloaded at 1 minute cadence. Nevertheless, ENIGMA
had finer time resolutions (1 Hz for DIO and VLI and 5 Hz for THL) and so, the next
step to follow was to perform decimation in order to reduce the original sampling rate
from one (or five) value(s) per second to one value per minute. Decimation was succeeded,
using the Matlab’s function decimate; the specifications suggested that in order to obtain
better results, when r is greater than 13 (in our case it was 60), it should be divided into
smaller factors and call decimate several times. This suggestion was adopted and so we
consecutively performed decimation, with r equal to 10, 3 and 2 (10*3*2 = 60) in the case
of DIO and VLI stations and 10, 10 and 3 (10*10*3 = 300) in the case of THL station.
In Figure 2.2 we provide an example of simple decimation implementation, where the

original data set is downsampled by a factor of 4.

2.1.3 Detrend

Detrending time series data is a crucial step in the analysis of temporal trends and
patterns. Time series data often exhibit various forms of underlying trends or seasonality,

which can obscure the true relationships and structures within the data. These trends
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Figure 2.2: The original sinusoidal signal is decimated by a factor of 4, using a lowpass
filter. Source: Mathworks.

can be a result of various factors such as long-term growth, cyclic patterns, or other
systematic variations. By removing these trends, researchers and analysts can gain
a clearer understanding of the inherent fluctuations and underlying patterns in the
data, making it easier to detect anomalies, make more accurate forecasts, and identify
potential causal relationships.

The data cleaning process of our time series includes the removal of trends, thus, all
data were detrended to remove linear local trends and shifting all variations around

zero. To do so Matlab’s function detrend was employed.

2.1.4 Spikes

It is very common for recording instruments (in our case magnetometers) to be subject
to external effects that affect the quality of the records. Anomalies (artifacts) generally
arise for several reasons, such as natural phenomena (e.g., thunderstorms, which induce
electric currents inside the Earth and cause transient changes of the natural behavior
of the Earth’s magnetic field), anthropogenic phenomena (e.g., due to the proximity of
large cities, airports, railways, and power lines), calibration of the measuring instrument
or distortion of data during their transfer from observatories to information nodes via
the Internet [Bogoutdinov et al., 2010]. In several instances our data were “infected” by

spikes or outliers. In order to remove the majority of them, we had to impose a logical
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Figure 2.3: Original magnetometer data (Bx component) from TAM observatory with an
obvious spike in the left panel, its despiked and interpolated version in the middle panel
and its detrended version in the right panel.

threshold value and cut off all values exceeding them. The cut-off values were replaced
by NaN and then linearly interpolated, following the exact same method as discussed
before. In Figures 2.3, 2.4 are displayed two examples of the spikes which were removed

from original magnetometer data (TAM and IZN station, respectively).

2.1.5 Geomagnetic Field Components

Since geomagnetic field is a vector field, at least three elements (components) are
necessary to represent the field. The elements describing the direction of the field
are declination (D) and inclination (I), measured in degrees. D is the angle between
magnetic north and true north and I is the angle between the horizontal plane and
the total field vector. The elements describing the field intensity is the total intensity
(F), horizontal component (H), vertical component (Z), and the north (X) and east (Y)
components of the horizontal intensity. These elements are generally expressed in units
of in nanoTesla (1079 Tesla / 10® Gauss or 1 Gamma in CGS). By convention, D is
considered positive when the angle measured is east of true north and negative when

west, I and Z positive down, X positive north, and Y positive east (Figure 2.5). The most
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Figure 2.4: Original magnetometer data (Bx component) from IZN observatory with an
obvious spike in the left panel, its despiked and interpolated version in the middle panel
and its detrended version in the right panel.

frequently used combinations of three elements in geomagnetism are HDZ, XYZ and
FDI.

For our analysis we wanted all data sets to be in XYZ. Originally, the majority of the
time series used were indeed in this coordinate system, with few exceptions which were
in DHZF. The principal equations relating the values of the elements which were used

for the coordinate conversion are the following:

Principal equations relating the values of the elements are as follows:

F=(X2+Y2+2%)Y2 = (H2+ 222,
H=F xcos(I),

Z =F xsin(I),

X =H xcos(D),

Y =H xsin(D)
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) Vertical (z)

Figure 2.5: The seven elements of the (local) magnetic field in the Cartesian coordinate
system. Source: https://www.ngdc.noaa.gov/geomag/geomaginfo.shtml

2.2 Fourier Transform

The Fourier Transform is a mathematical tool used to analyze the frequency components
of a time-domain signal. It takes a function of time (often referred to as a time-domain
signal) and transforms it into a function of frequency (frequency-domain signal). This
transformation allows us to understand how different frequencies contribute to the
original signal.

The Discrete Fourier Transform (DFT) converts a finite sequence of N equally-spaced
samples complex numbers {x,} := xg,x1,...,Xy-1 into a same-length sequence of equally-
spaced samples {X;} := X,X1,...,Xny—_1 of the discrete-time Fourier transform (DTFT),

which is a complex-valued function of frequency:

2.1) Xp= Y anpe” NEn

by:

(2.2) %, =
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The Fast Fourier Transform (FFT) is an efficient algorithm for computing the DFT of
a sequence or time-domain signal. It’s a numerical method used to compute the Fourier
Transform, and it significantly speeds up the process compared to traditional methods.
The FFT is widely used in practical applications due to its computational efficiency. It
breaks down a signal into its constituent frequencies and their corresponding amplitudes
and phases.

The Inverse Fast Fourier Transform (IFFT) is the reverse process of the FFT. It takes

a frequency-domain signal and transforms it back into the original time-domain signal.

2.3 Wavelet Spectral Analysis

Complex systems and natural phenomena often exhibit chaotic and inherently unpre-
dictable behaviors, frequently involving various interacting components across multiple
scales. This is evident through the presence of scaling laws, which highlight their
(multi)fractal characteristics. Additionally, these systems are marked - among others -
by transitions between various states, which signify distinct dynamic patterns within
the system. Hence, the initial approach to understanding these aspects hinges on the
utilization of decomposition techniques [Balasis et al., 2023].

A prevalent characteristic found in many geophysical time series data is their non-
stationary statistical behavior. Even though these series may encompass predominant
periodic patterns, these patterns often exhibit fluctuations in both their intensity and
frequency over extended periods of time. In signal analysis, the primary objective is
to separate the shorter-period oscillations from the longer-period ones. The simplest
approach for addressing such cases is to compute statistical parameters, such as the
mean and variance, for different time intervals and assess if they display significant
disparities. While the running variance gives information over the overall signal strength

at specific intervals, it suffers from two significant defects:

¢ Time Localization: The curve’s shape is highly dependent on the chosen window’s
length.

* Frequency Localization: The running variance contains no information about the
periodic signal’s frequency, only revealing its amplitude (and only when a wide

window is employed).

One potential approach to address the aforementioned issues involves applying a

windowed (or running) Fourier transform (WFT). This technique entails selecting a
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specific window size and sliding it along in time, while computing the FFT at each time
step using only the data contained within the window. While this method can effectively
resolve the frequency localization challenge, it remains dependent on the chosen window
size. The primary drawback associated with the WFT lies in its inconsistent handling
of distinct frequencies. Specifically, low frequencies, characterized by few oscillations
within the window, result in the loss of frequency localization, while high frequencies,
featuring numerous oscillations, lead to the loss of temporal localization. Moreover, it’s

important to note that the WFT assumes that the signal can be of varying frequencies.

The Wavelet Transform (WT) offers a promising solution to these challenges by
enabling a quantitative assessment of localized power variations within time series
data (for reference, see Balasis et al. [2006, 2013]). Indeed, wavelet spectral analysis
stands out as a widely used and effective technique for investigating geomagnetic field
variations. It facilitates the simultaneous local decomposition of nonstationary time
series data by converting the one-dimensional time domain signal into a two-dimensional
time-frequency domain signal (wavelets). The wavelet algorithm uses basis functions
with transient nature, called mother wavelets, which are not restricted to a single family
of functions, like the simple sinusoidal wave base functions used by traditional Fourier
analysis [Katsavrias et al., 2022]. Mother wavelets have a wave-like nature that is
localized in time, capable of locating the occurrence of a sharp event in the time domain.
The wavelet functions can be obtained as a linear combination of scaled and shifted
mother wavelets. By conducting this decomposition, the method provides insights into
the amplitude of any "periodic" signals present in the series and how this amplitude

evolves over time [Torrence and Compo, 1998].

Figure 2.6 illustrates an example of a finite-duration wave "packet", with a specific
frequency. Such a shape can serve as the window function for the variance analysis. This
"wavelet" has the advantage of encapsulating a wave of specific period while remain-
ing limited in its extent. To be precise, it represents the Morlet wavelet, a sine wave

multiplied by a Gaussian envelope.

By sliding this wavelet along the time series it is possible to construct a new time
series depicting the amplitude projection over time. Furthermore, we have the flexibility
to adjust the wavelet’s "scale" by altering its width. This aspect is where wavelet analysis
excels compared to a moving Fourier spectrum because it maintains a consistent wavelet
shape, with the only variable being the scaling, adjusting in proportion to the window’s

size.

In the continuous wavelet transform (CWT) algorithm, the function ¥ can serve as
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(ay (b)

Figure 2.6: (a) Morlet wavelet of arbitrary width and amplitude, with time along
the x-axis. (b) Construction of the Morlet wavelet (blue dashed) as a Sine curve
(green) modulated by a Gaussian (red). Source: https://paos.colorado.edu/research/
wavelets/wavelet2.html.

a mother wavelet if it meets two essential criteria: it must have zero-mean and finite
energy (or, equivalently, must be square integrable).
In the context of the Morlet wavelet, the phase of a periodic signal is defined as the

product of a complex exponential wave and a Gaussian envelope:

(23) \I"()(n) — ﬂ_1/4eiw0n€_n2/2

where WV is the wavelet value at non-dimensional time n, and w¢ is the non-dimensional
frequency (wavenumber) [Torrence and Compo, 1998]. This is the basic wavelet function,
but to adjust the overall size and shift the entire wavelet in time, it is essential to

introduce the concept of "scaled wavelets:

1 t—0
(2.4) \PH,s(t)— ﬁ\lj (T)

where 6 is the "translation" parameter used to shift in time and s is the "dilation"
parameter used to change the scale. In fact, 0 indicates the location of the wavelet in
time. When s > 1 the wavelet is extended along the time axis, whereas for 0 <s< 1 the
wavelet is contracted. The factor of s™V2 serves as a normalization to maintain a constant
total energy for the scaled wavelet.

For a time series x(t), consisting of discrete values x,, at time index n, where each
value is separated by a constant time interval dt, the CWT, typically complex, at a specific
location and scale involves the convolution of the wavelet function with the original time

series x(t):

+00

(2.5) CWT? = f W) (Dt

—00
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where the asterisk (*) denotes the complex conjugate. In fact, the CWT provides
the local similarity (or correlation) between a specific segment of a signal and the
corresponding wavelet. By adjusting the shift and scale parameters, it’s possible to
create a two-dimensional representation that illustrates the amplitude of any features
in relation to both scale (or frequency) and the time resolution of this amplitude.

In this thesis we exploited the Wavelet Software for Matlab [Torrence and Compo,
1998], a freely available software with compatibility in various programming languages.
Although this algorithm was originally developed for atmospheric data, it can be cus-
tomized to cater to diverse fields of study, much like our own case. To achieve high time
resolution, yet low frequency resolution (which is particularly suitable for analyzing
phenomena like, for example, Pc4-5 ULF waves), we opted for a low non-dimensional
frequency parameter wg within the range of 5 to 10. For our time series, we consistently
employed the Morlet non-orthogonal basis function (with wo = 6). Each time series had
uniform time spacing between data points 1. As previously stated, the Morlet function is
a complex function that can provide information over both amplitude and phase. Regard-
ing the width, we have chosen a narrow function, which provides good time resolution at
the expense of poor frequency resolution.

The datasets analyzed and discussed in the following Chapter were collected at one-
minute intervals. When considering the entire year of 2015, this leads to a data matrix
with dimensions of 65%(365%24%60), after applying the wavelet transform to the various
indices, each of which oscillates at a frequency of 1/60 Hz (where 65 corresponds to the
number of frequencies). The selection of the specific number of frequencies to include in
a spectrum varies depending on the particular phenomenon under examination and is

also contingent on the sensor’s frequency capabilities.

2.4 Hurst Exponent

Long-range dependence is a common feature of real-world dynamical systems. It is pri-
marily linked to a fundamental concept in linear time series analysis, the characteristic
behaviour of a signal’s autocorrelation function. For many geophysical systems in the
real world, this autocorrelation function exhibits a power-law decay, or equivalently, the

associated power spectral density displays characteristic power-law scaling. These two

1Tt’s worth noting that the choice of the basis function predefines the decomposition pattern of the
time-frequency plane [Balasis et al., 2006] (for instance, the Paul function has a better accuracy in the
temporal dimension, while the Morlet function is more accurate in the frequency domain).
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aspects are intimately connected through a simple Fourier transform [Balasis et al.,
2023].

Identifying the scaling behavior of the autocorrelation function can be challenging,
especially when dealing with time series of limited length. However, the corresponding
behavior of the spectral density offers a straightforward and robust method for estimating
a characteristic parameter known as the power spectral exponent, denoted as . This
exponent is closely related to another classical measure of long-range dependence, known
as the Hurst exponent H, originally introduced by the British hydrologist E.E. Hurst
in the 1950s. Specifically, 8 is linked to the Hurst exponent H through the equation
Bf=2H+1.

The identification of long-range dependence in stochastic processes is linked to the
statistical self-similarity exhibited by the time series graph. This property is charac-
terized by an additional scaling exponent, which measures the roughness of this object
within two-dimensional space, as the scale of resolution undergoes progressive changes.
Estimators of this scaling exponent provide a measure of the fractal dimension D from a
univariate stochastic process perspective. In the context of self-similar time series and in
situations where heavy-tailed probability distribution functions are absent, we encounter
a straightforward relationship between fractal dimension and the Hurst exponent. Specif-
ically, it can be expressed as D + H = 2 [Balasis et al., 2023]. Fundamentally, estimates
of the Hurst exponent and the fractal dimension of the time series graph can serve as
interchangeable indicators, provided that there are no additional complexities such as
the presence of heavy-tailed probability distributions, a common characteristic of inter-
mittency. In contrast, when dealing with intermittent signals frequently encountered in
space physics, these two concepts offer complementary insights.

If a time series is a temporal fractal, then a power law of the form S(f) ~ f7F is
obeyed with S(f) the power spectral density, f the frequency and g the spectral scaling
exponent, a measure of the strength of time correlations (see for instance Balasis et al.
[2006], Pitsis et al. [2023] and references therein).

In general, —1 < 8 < 3, but it describes two classes of signal Heneghan and McDarby
[2000]:

¢ —1< B < 1: fractional Gaussian noise (fGn)
* +1< B<3: fractional Brownian motion (fBm)

For the fBm case, f = 2H + 1, where H is the Hurst exponent Balasis et al. [2006],
Alberti et al. [2021]. The exponent H characterizes the persistent/anti-persistent proper-
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ties of the signal. The range 0 < H < 0.5 (1 < # < 2) indicates anti-persistency, reflecting
that if the fluctuations increase in a period, they are likely to decrease in the interval
immediately following, and vice versa. The range 0.5 < H <1 (2 < < 3) indicates per-
sistency, which means that if the amplitude of fluctuations increases in a time interval,
it is likely to continue increasing in the interval immediately following. H = 0.5 (§ =2)
suggests no correlation between the repeated increments. Consequently, this particular
value takes on a special physical meaning: it marks the transition between persistent
and anti-persistent behavior in the time series.

The Hurst exponent provides crucial information on the kind of noise (either white or
red, coming from the multifractal nature of the signal in some cases; see, for instance,
Kantelhardt et al. [2002], or a slightly different application in Agarwal et al. [2016]).

Balasis et al. [2006] analyzed the Dst index around magnetic storms in terms of the
exponent H, calculated from wavelet spectra. The wavelet spectral analysis followed
a power law of the form f~# and showed the existence of two different patterns: (i) a
pattern associated with intense magnetic storms, which can be interpreted as a fractional
Brownian persistent behavior (H > 0.5); (ii) a pattern associated with lower activity
periods, which is interpreted as a fractional Brownian anti-persistent behavior (H < 0.5).
Furthermore, a series of articles Balasis et al. [2008, 2009, 2013] showed the complexity
dissimilarity among “physiological” (normal) and “pathological” states (intense magnetic
storms) of the magnetosphere. Entropy analysis implied the existence of two distinct
patterns: (i) a pattern associated with intense magnetic storms, which is characterized
by a higher degree of organization / lower complexity, and (ii) a pattern associated with
lower-activity periods, which is characterized by a lower degree of organization / higher
complexity.

Pitsis et al. [2023] extended and verified the results of Balasis et al. [2006] by applying
the same wavelet analysis to the SYM-H index, the solar wind convection electric field
component (V x By,,;1) and several time series of the horizontal component of the Earth’s

magnetic field at various locations, covering a wide range of magnetic latitudes.

2.5 Entropy Measures

Univariate time series deal with a single scalar observable. In order to gain insights into
the system’s underlying dynamics we can examine these deterministic or stochastic time
series and extract valuable information from them. To assess the inherent information

content, a wide array of information theoretic metrics has been introduced. Univariate

55



CHAPTER 2. TIMESERIES ANALYSIS METHODS OF GEOMAGNETIC FIELD DATA

metrics typically aim to characterize the complexity of the dynamics. These include
measures such as Shannon entropy, which shares formalism with the Boltzmann-Gibbs
entropic form, nonextensive Tsallis entropy, Fisher information and others (Balasis et al.

[2023] and references therein).

2.5.1 Shannon Entropy

In 1948, Shannon introduced a statistical concept to investigate the information size of
a transmitted message [Shannon, 1948], called information or Shannon entropy. The
Shannon entropy quantifies the amount of information contained in a random variable
or a data distribution. In essence, it tells us how unpredictable or uncertain an event or
data point is within that distribution.

For a discrete random variable X with a set of values =, the Shannon entropy H(X)
is defined as

HX)=-) p@)logp(x)

x€E
where p(x) = Pr{X =«}, x € = is the probability distribution function of X.

The entropy value, H(X), is a non-negative quantity, and it is at its minimum when
the random variable X is fixed (i.e., there is no uncertainty), and at its maximum when
all events are equally likely, indicating maximum uncertainty. Thus, the higher the
entropy, the more uncertain or random the data or variable is and the lower the entropy,

the more predictable or ordered the data or variable is.

2.5.2 Tsallis Entropy

Tsallis entropy can be considered a generalization of the Boltzmann—Gibbs entropy in
statistical physics. It is a mathematical concept used to measure the information content,

or disorder, in a probability distribution or a system, and it is defined as follows:

k
—_" |1 q
Sq(X) = p— (1 xEEEp(x) )

where £ is Boltzmann’s constant and q is a real parameter that characterizes the degree
of non-extensivity. For q—1, one can recover the Boltzmann—Gibbs entropy, which is a
thermodynamic analogy of the Shannon entropy. Tsallis entropy provides an alternative
approach to characterizing randomness and uncertainty, and it has been widely applied
in various fields of research [Tsallis, 2009]. For example, Balasis et al. have applied

Tsallis entropy to quantify the dynamical complexity of magnetic storms and solar flares
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[Balasis et al., 2011b], and of time series of the disturbance storm time index [Balasis
et al., 2008, 2009].

Tsallis entropy quantifies the information content or uncertainty of a system, but it
does so differently from Shannon entropy. The parameter ¢q introduces a nonlinearity that
makes Tsallis entropy more sensitive to the tails of the probability distribution. A higher
value of g results in greater sensitivity to rare events or outliers in the distribution.
Tsallis entropy is often referred to as "non-extensive entropy" because it does not obey
the additive property of Shannon entropy. In systems where ¢ is not equal to 1, the
entropy of a composite system is not simply the sum of the entropies of its individual
parts. Tsallis entropy is maximized when the probability distribution is non-uniform. In

other words, it is largest when all events have equal probabilities in the distribution.

2.5.3 Fisher Information

In 1925, Fisher introduced a measure of the amount of information that can be obtained
from a set of measurements [Fisher, 1925], called Fisher information. In other words,
Fisher information quantifies the sensitivity of the likelihood function (or the probability
density function) to changes in the parameter of interest. One can write the Fisher

information in its discrete form as

N-1

P [p(xn11) — placp)]?

=1 p(xn)

where x, is the random variable X at time n, p(x,) is its probability and N is the total
number of time steps. Fisher information is always non-negative. It is an intrinsic prop-
erty of the statistical model and does not depend on the parameterization. A larger Fisher
information indicates that the data provides more information about the parameter,
making it more suitable for estimating the parameter with precision. Fisher information
has proved itself as a powerful method to study various nonstationary and nonlinear
time series [Martin et al., 1999]. For example, it has been used to detect dynamical

complexity changes associated with geomagnetic jerks [Balasis et al., 2016].
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CHAPTER

DYNAMICAL COMPLEXITY IN GEOMAGNETIC ACTIVITY
INDICES USING INFORMATION THEORY

he ESA’s ongoing Swarm satellite mission provides an exceptional opportunity

for enhancing our understanding of the near-Earth electromagnetic environment.

It achieves this by detecting and measuring magnetic signals stemming from
diverse sources, such as the Earth’s core, mantle, lithosphere, oceans, ionosphere, and
magnetosphere [Friis-Christensen et al., 2006]. Furthermore, Swarm data are used
to study solar influence on the Earth’s system, encompassing the analysis of electric
currents within the magnetosphere and ionosphere. These data also contribute to our
comprehension of how the solar wind affects the dynamics of the upper atmosphere.
Thus, the Swarm mission currently stands as one of the most comprehensive endeavors
for surveying the Earth’s core and crustal magnetic field, as well as the near-Earth
electromagnetic environment [https://earth.esa.int/eogateway/missions/swarm/

publications, accessed on 11 April 2023].

For decades, ground-based geomagnetic activity indices have served as vital tools for
monitoring the Earth’s magnetosphere dynamics. They offer valuable insights into two
primary categories of space weather phenomena, that is, the occurrence and intensity of
magnetic storms and magnetospheric substorms. Notably, Papadimitriou et al. [2021]
and Balasis et al. [2019] have showcased the utilization of magnetic field data obtained
from the Swarm satellite constellation to derive analogous space-based geomagnetic

activity indices. The comparison between Swarm-derived with ground-based indices
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reveals a very good agreement, underscoring the potential of Swarm magnetic field data
in establishing novel global satellite-based indices for tracking geomagnetic activity
levels. Notably, the existing official ground-based substorm activity index relies on data
from 12 ground stations, all located in the northern hemisphere. Consequently, this
index predominantly characterizes northern activity. In contrast, the Swarm-derived
substorm activity index draws from measurements in both hemispheres, making it a
more representative indicator of global conditions.

In this chapter, we utilize the Swarm-derived geomagnetic activity indices and apply
the various analytical methods described in Chapter 2, that is wavelet transforms, the
Hurst exponent, Shannon entropy, nonextensive Tsallis entropy and Fisher information.
Our focus is on investigating the significant "markers" associated with the transition from
the quiet-time (normal state) to the storm-time (pathological state) of the magnetosphere
during the most intense magnetic storms of the previous solar cycle. This analysis aims
to contribute to the enhancement of space weather diagnosis and forecasting schemes. In
Section 3.1 we provide details about the data used in this study, while the the discussion
of the methods has already been covered in Chapter 2. Section 3.2 presents the obtained

results and their discussion is outlined in Section 3.3.

3.1 Data Description

We analyze Swarm-derived SYM-H and AE activity indices in conjunction with the
standard SYM-H and AE geomagnetic indices from the year 2015. The SYM-H index
characterizes disturbances in the longitudinal SYM-(metric) H-(orizontal) component of
the Earth’s magnetic field [Dungey, 1961], similar to the hourly Disturbance storm-time
(Dst) index. However, the SYM-H index is computed from a more extensive array of
ground-based stations and features a finer 1-min time resolution. Dst (as well as SYM-H)
variation serves as a quantitative measure of geomagnetic disturbances that can be
correlated with various solar and geophysical parameters. The AE index is one of the four
Auroral Electrojet indices (AU, AL, AE, and AO) and is employed as an indicator of global
electrojet activity in the auroral zone. These indices are calculated at 1-min cadence base
on geomagnetic field data acquired from 10 to 13 stations located in magnetic latitudes
spanning from +61.7° to +70° (for additional information on both indices, please refer to:
https://wdc.kugi.kyoto-u.ac. jp/, accessed on 11 April 2023).

Swarm constitutes the fifth mission in ESA’s fleet of Earth Explorers, which launched

on November 23, 2013 and consists of three spacecraft (Figure 3.1). Swarm A and
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Figure 3.1: Artist’s view of the three Swarm spacecraft. Source: https://www.esa.int/
ESA_Multimedia/Images/2013/11/Swarm_constellation

C occupy nearly circular orbits, with an inclination of 87.35°, at an altitude of 462
km. Swarm B follows an orbit with an inclination of 87.75° and is positioned at an
altitude of 510 km. The final configuration of the mission was successfully achieved on
April 17, 2014. As demonstrated by Papadimitriou et al. [2021], Swarm’s magnetic field
data can be effectively employed to replicate the three primary indices of geomagnetic
activity (i.e., Dst, ap or Kp, and AE indices) through a straightforward and intuitive
method. The extensive global coverage provided by a constellation of low-Earth orbiting
satellites makes them ideal for capturing the Earth’s magnetic field in its entirety,
enabling the detection of changes at broader spatial scales. Moreover, their altitudes
position them directly within the region of ionospheric currents, which are responsible

for many of the phenomena that constitute our understanding of space weather.

Furthermore, due to the prolonged periods during which the satellites maintain
relatively constant local times (LTs), their data can significantly enhance recent investi-
gations into regional indices related to electrojet or ring current activity. This includes the
regional versions of SuperMAG SME (electrojet) and SMR (ring current) indices [Bergin
et al., 2020] (https://supermag. jhuapl.edu/indices/, accessed on 11 April 2023). In
this context, satellite magnetic observatories have the potential to complement their

ground-based counterparts, offering new insights into the condition of the magnetosphere
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and holding the promise of more precise space weather condition assessments.

The Combined Model of the Earth’s Magnetic Field (CHAOS) 7 geomagnetic field
model stands as an advanced and refined model utilized in understanding Earth’s mag-
netic field. Its intricate design integrates data collected by the low-Earth orbit satellites
Swarm, CryoSat-2, CHAMP, SAC-C and Orsted, and annual differences of monthly
means of ground observatory measurements, to create a comprehensive representation
of the ever-changing geomagnetic field [Finlay et al., 2020]. This model, known for its
accuracy and high-resolution output, provides a detailed portrayal of the complex dy-
namics within the Earth’s core. As the seventh iteration in the CHAOS series, this model
incorporates the most recent and updated datasets, offering scientists and researchers
an invaluable tool for studying and predicting the behaviors of Earth’s magnetic field.
Typically, the CHAOS series includes sophisticated mathematical formulations to repre-
sent Earth’s magnetic field; CHAOS-7 (or any other model) employs a series expansion
involving spherical harmonic coefficients to model the magnetic field variations at the
Earth’s surface. The model represents the field as a sum of Gauss coefficients (spherical
harmonic coefficients) up to a certain degree and order, which allows for a mathematical

representation of the varying magnetic field strength and direction across the globe.

The most intense period of geomagnetic storm activity during solar cycle 24 took
place in 2015, characterized by the occurrence of the most powerful storm of this solar
cycle, commonly known as the St. Patrick’s Day storm. Detailed discussions of the
space weather effects on the Earth’s surface resulting from the St. Patrick’s Day storm
can be found in references Balasis et al. [2018], Tozzi et al. [2019a] and Boutsi et al.
[2023]. Furthermore, numerous researchers have examined this storm event using
Swarm time series data and applied information theory methods (e.g., Balasis et al.
[2020], De Michelis et al. [2020], Papadimitriou et al. [2020], Consolini et al. [2021]). In
Table 3.1, we present information about the three strongest magnetic storms of 2015,

based on the minimum Dst index values.

Storm Date Storm Time (UT) Dst (nT)

17 March 2015 22:00:00 -223
23 June 2015 04:00:00 -204
20 December 2015 22:00:00 -155

Table 3.1: Intense geospace magnetic storms of 2015, including the St. Patrick’s Day
storm, which was the strongest storm of solar cycle 24 (2008—2019). Storm date, time
and minimum Dst index value reached are given in the first, second and third columns,
respectively.
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3.1.1 Swarm-derived SYM-H Index

The Swarm SYM-H and Swarm AE indices are derived based on a specific methodology,
as elaborated in Papadimitriou et al. [2021]. In this section, we provide a concise overview
of the steps involved in producing these indices.

First, the magnetic field measurements from the Swarm’s vector field magnetometer
(VFM) instrument are received as a three-dimensional vector in the North-East-Center
coordinate system. To remove the static, background magnetic field, we subtract the
internal mode of the CHAOS-7 model Finlay et al. [2020], which accounts for the contri-
butions of the Earth’s core and crustal magnetic fields. This results in measurements
that are then mapped to the Quasi-Dipole coordinate system [Emmert et al., 2010]. Sub-
sequently, it is simple to map the vector to a mean-field-aligned coordinate system. This
transformation is achieved by projecting the total vector field onto a direction parallel to
the model field, yielding the Bpar component, alongside two perpendicular components,
Bperl and Bper2. The Bperl component primarily aligns with the meridional plane,
pointing outward, while Bper2 mainly aligns along the East-West direction, pointing
eastward. To derive the Swarm SYM-H index, we utilize the Bpar component, as it closely
resembles the horizontal component of the terrestrial magnetic field used in constructing
the ground-based SYM-H index, particularly for the latitude region under examination.
For the Swarm AE index, we utilize the total magnitude of the vector field.

The derivation of the Swarm SYM-H index is based on the following steps:

Extract Bpar Field Series from MAG_LR (1 Hz) product

* Subtract CHAOS-7 [Finlay et al., 2020] Internal Field Model

* Remove obvious outliers

* Remove values that lie above +30° or below —30° in Magnetic Latitude

* Apply a non-overlapping, moving average scheme on the time series, with a window
of 60 s, so that the series are set to a 1-min time resolution, effectively filling up

some of the smaller gaps
* Merge Swarm A and Swarm B time series, in a joint 1-min resolution data set

* Interpolate the remaining data gaps, using a simple linear scheme, to produce a

complete time series
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Apply a low-pass Chebyshev Type I filter with a cutoff period of 4 hours, to filter
out some of the small perturbations in the signal that arise from the fast motion of
the satellites

Apply a linear transform to get the Swarm Index: Sgyy—p = 1.53Bf +12.85

3.1.2 Swarm-Derived AE Index

Similarly, the Swarm AE index is derived, based on the following logic, but using simply

the magnitude of the Swarm magnetic field:

Extract Total Magnetic Field Series from MAG_LR (1 Hz) product
Subtract CHAOS-7 [Finlay et al., 2020] Internal Field Model
Remove obvious outliers

Keep only measurements between +65° and +75° (and correspondingly —75° to
—65°) in Magnetic Latitude

Apply a non-overlapping, moving average scheme on the time series, with a window
of 60 s, so that the series are set to a 1-min time resolution, effectively filling up

some of the smaller gaps
Merge Swarm A and Swarm B time series in a joint 1-min resolution data set

Interpolate the remaining data gaps, using a simple linear scheme, to produce a

complete time series

Apply a low-pass Chebyshev Type I filter with a cutoff period of 2.6 hours, to filter
out some of the small perturbations in the signal that arise from the fast motion of
the satellites

Apply a linear transform to get the Swarm Index: Spg = 2.2B —8.9

We conducted several experiments with different filtering thresholds and method-

ologies to identify the most suitable parameters for achieving the highest correlation

scores with the respective ground-based SYM-H and AE indices. This analysis of the

entire year 2015 led to the determination of optimal parameters, resulting in 4 hours for

SYM-H and 2.6 hours for AE. In the last phase, we implemented a linear transformation,

selecting parameters that aimed to minimize the root mean square of the differences

between each Swarm index and its corresponding ground-based counterpart.
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3.2 Results

In Chapter 2, we thoroughly examined the analytical methods to be employed in this dis-
sertation, that is wavelet power spectra, Hurst exponent, Shannon entropy, non-extensive
Tsallis entropy, and Fisher information. Thus, in this Chapter we will apply each one
of these methods to our data and discuss the outcomes. We employ the methodology
previously followed by Balasis et al. [2006], Pitsis et al. [2023] to compare between the
Swarm SYM-H index and SYM-H index, as well as between the Swarm AE index and
AE index.

In particular, following the approach described in Balasis et al. [2006], we utilized the
wavelet analysis technique with the Morlet wavelet as the basis function [Torrence and
Compo, 1998] for analyzing the time variations of each index. Subsequently, we derived
the coefficients for their power spectra. We estimated the power spectral densities in
the frequency range spanning from 0.5 to 60 hours, employing a moving window of 256
hours (according to the Nyquist theorem) with hourly steps along the time series. For
each window, we calculated the linear correlation coefficient (denoted as "r'") to ensure
that a power-law of the form S(f) ~ f P is, indeed, obeyed. Finally, the spectral scaling
exponent B, and consequently the Hurst exponent H, for each window was calculated
by conducting a linear fit to the power spectral densities versus frequency diagram
(c.f. Balasis et al. [2006], Pitsis et al. [2023]).

Figure 3.2 displays the wavelet power spectra and the temporal variation of the
Hurst exponent for both the Swarm SYM-H index and the SYM-H index throughout the
year 2015. Likewise, Figure 3.3 showcases the wavelet power spectra and the temporal
variation of the Hurst exponent for both the Swarm AE index and the AE index during
the year 2015.

In the wavelet power spectra (middle panels) of Figure 3.2, one can readily identify
the occurrence of three intense magnetic storms on 27 March, 23 June, and 20 December
2015. As an intense magnetic storm approaches, there are distinct changes in the scaling
parameters of the SYM-H index time series, reflecting a gradual reduction in complexity.
The time-frequency plane offers insights into the frequency distribution of a signal at
each moment. This feature of the wavelet transform is useful for the SYM-H time series,
given its non-stationary nature and evolving frequency content [Balasis et al., 2006].
Intense power signals are observed around the peak of each magnetic storm, covering
a broad frequency range (beginning at approximately 18 hours and extending down to

the lowest periods of the spectra), signifying a large-scale extreme event that keeps the
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Figure 3.2: Swarm SYM-H index (left column) and SYM-H index (right column): time
series (top row), wavelet spectra analysis (middle row) and Hurst exponent (bottom
row) for the year 2015. The red line at 0.5 marks the transition from the anti-persistent
behavior (blue) into the persistent fractional Brownian motion (red).

magnetosphere preconditioned for an extended time interval (spanning nearly a month
around each of these three events). These observations are even more pronounced in the
case of the Swarm SYM-H index.

Regarding Figure 3.3, we can discern similar underlying features in the spectra for
the three storms, even though we are examining substorm indices. This means that the
"big picture" of a preconditioned magnetosphere remains evident. In the power spectra
of all four indices (Swarm SYM-H, SYM-H, Swarm AE and AE), we also observe another
region marked by a prominent spectral signature, roughly spanning from day 220 to
day 280 (from mid-August to mid-October). This corresponds to the influence of multiple

subsequent storms (see Table 3.2) characterized by lower intensities, approximately

around —100 nT. This influence is more prominently captured by the Swarm AE index.

Substorm activity also appears to be effectively represented by the auroral indices, with
Swarm AE exhibiting a more pronounced power spectrum compared to AE throughout
the entire year.

Hurst exponent plots serve as effective identifiers of disturbed periods, not only due to

the increase in the exponent’s value, but particularly due to its transition into the region
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Figure 3.3: Swarm AE index (left column) and AE index (right column): time series (top
row), wavelet spectra analysis (middle row) and Hurst exponent (bottom row) for the
year 2015. The red line at 0.5 marks the transition from the anti-persistent behavior
(blue) into the persistent fractional Brownian motion (red).

of values exceeding 0.5. This transition marks the shift from anti-persistent behavior
to the regime of persistent fractional Brownian motion. Such a transition signifies
that the temporal correlations within the various signal increments become long-scale
during these pathological states of the magnetosphere!. This shift could also imply an
increased level of interconnectivity among the various subsystems within the terrestrial
electromagnetic environment. In the case of the SYM-H and Swarm SYM-H indices,
these periods coincide with the geomagnetic storms of March, June and December, as well
as, to a somewhat lesser extent, with the period spanning August to October. However,
for the AE indices, the picture is not as straightforward, as the Hurst exponent values

predominantly remain within the range of 0 to 0.5, indicative of anti-persistent behavior.

IThe specific conclusion derives from the time series analysis by calculating the Hurst exponent using
sliding windows and concerns windows for which the calculated Hurst exponent had values exceeding
0.5 and therefore these time windows had "persistent" behavior. Hurst exponent values > 0.5 indicate
long-term positive autocorrelation in the time series, which means that the decrease of autocorrelation
(within the time series) is slower than exponential, following a power law. In order to say exactly how long
this long-term autocorrelation extends one must look in detail at each window of the analyzed time series,
but since we used a sliding window of 256 h, the term long-scale refers to times of the order of several tens
of hours, i.e., of the order of a few days.
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This finding aligns with the more transient and dynamic nature of substorms, in contrast

to global magnetic storms.

Storm Date Storm Time (UT) Dst (nT)

16 August 2015 08:00:00 -98
26 August 2015 22:00:00 =79
27 August 2015 21:00:00 -103
28 August 2015 10:00:00 -102
09 September 2015 13:00:00 -105
11 September 2015 15:00:00 -87
20 September 2015 16:00:00 -81
07 October 2015 23:00:00 -130

Table 3.2: Geospace magnetic storms between mid-August and mid-October 2015. Storm
date, time and minimum Dst index value reached are given in the first, second and third
columns, respectively.

From the indices themselves we cannot discern whether the transition between anti-
persistent and persistent regimes accompanies the occurrence of either an intense storm
(e.g., March, June, December) or a cluster of milder storms (e.g., days 220-280). However,
when we perform the wavelet spectral and Hurst exponent analyses on the indices,
distinctive patterns emerge. For the intense events, these analyses reveal evidence of
magnetosphere preconditioning over a significantly longer time interval than the storm’s
actual duration, as illustrated in both the lower-frequencies region of the wavelet spectra
and the Hurst exponent values in Figure 3.2). In contrast, for the grouped weaker events,
the results of the same analyses suggest that these storms are interconnected (again,
see both wavelet spectra at lower frequencies and Hurst exponent values in Figure 3.2).
Furthermore, when we compare the results between satellite and ground-based indices
in Figure 3.2, a similar pattern is observed for both types of indices.

Figure 3.4 shows the Shannon and Tsallis entropy measures, along with Fisher
information, for both the Swarm SYM-H index and the SYM-H index throughout the
year 2015. Meanwhile, Figure 3.5 shows the Shannon and Tsallis entropy measures,
as well as Fisher information, for both the Swarm AE index and AE index during the
same year. Regarding the Tsallis entropy, the parameter q equals 1.84, as previously
identified in Balasis et al. [2011a], by employing nonextensive modeling of the frequency-
size distribution in Dst timeseries (like Gutenberg—Richter (G-R) type law for the
nonextensive Tsallis statistics). Notably, the same q value has been consistently applied

in other research articles that analyze the Dst index, (e.g., Balasis et al. [2011c]).
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A significant resemblance is evident between the plots of ground-based and Swarm-
derived indices, across all instances and various information measures. This similarity
suggests that the spaceborne indices possess the capacity to capture equivalent dynamics
and behaviors in terms of their informational content, as observed in the conventionally
used ground-based indices. Particularly in the case of the ring current indices (as seen in
Figure 3.4), which are mainly associated with the three major magnetic storms of 2015,
one can readily observe the transition towards a more ordered state (i.e., high degree of
organization) during these three events. This is indicated by the lower values of both
Shannon and Tsallis entropies and an increase in Fisher information. Hence, the state
of the geomagnetic system shifts from a relatively random one, characterized by the
random noise fluctuations of the quiet magnetosphere, to a highly organized state, as
the various subsystems interact and synchronize to manifest a particular phenomenon.
Notably, in Figure 3.4, it’s observable that around the time of three intense storms, the
absolute values of the three information theory measures are generally lower for the
Swarm SYM-H index compared to the SYM-H index. Nonetheless, the general pattern of
the lower complexity during the periods of the intense storms, in comparison to the rest
of the year, remains consistent for both satellite and ground indices.

This pattern, characterized by lower complexity during the three intense storms in
comparison to the remainder of the year, is not a common feature in the AE-related plots
(Figure 3.5). The reason behind this disparity lies in the nature of the auroral indices,
which are primarily associated with substorms rather than major storms. These indices
vary in response to the development of ionospheric currents in the auroral regions,
phenomena that operate on very different time scales and exhibit varying frequencies of
occurrence. However, it’s important to note an exception in the case of the June storm.
During this period, all information measures (i.e., Hurst exponent, entropy values and
Fisher information) for the Swarm AE index attain maximum values, as indicated in
Figures 3.3 and 3.5.

3.3 Discussion and Conclusions

In this chapter, we conducted an analysis of 1-year-long time series spanning 2015. We
utilized both spaceborne and ground-based geomagnetic activity indices and applied
various information theory measures, namely Hurst exponent, Shannon entropy, nonex-
tensive Tsallis entropy and Fisher information. The Low Earth Orbit (LEO) satellite

magnetic indices were derived from data collected by the Swarm mission, encompassing
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Figure 3.4: SYM-H index (left column) and SYM-H index (right column): time series
(top row), Shannon entropy, Tsallis entropy and Fisher information (bottom row) for the

year 2015. Red color is used to highlight the entropy values around the three magnetic
storms of 2015 (17/3, 23/6 and 20/12).

the most intense magnetic storms of the previous solar cycle, including its strongest
storm event, the St. Patrick’s Day storm. The analyzed indices were selected to capture
both storm and substorm activity.

Regarding the Swarm-derived SYM-H index and standard SYM-H index, the Hurst
exponent and various entropy measures reveal the complexity dissimilarity among
different “physiological” (normal) and “pathological” (intense magnetic storms) states of

the magnetosphere. These findings suggest the emergence of two distinct patterns:

1. a pattern associated with normal periods, which is characterized by a lower degree

of organization and a higher level of complexity

2. a pattern associated with intense magnetic storms, which is characterized by a

higher degree of organization and a lower level of complexity.

These outcomes align with previous research that has emphasized the shift from anti-

persistent to persistent behavior around the onset of an intense storm (e.g., as discussed
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Figure 3.5: Swarm AE index (left column) and AE index (right column): time series (top
row), Shannon entropy, Tsallis entropy and Fisher information (bottom row) for the
year 2015. Red color is used to highlight the entropy values around the three magnetic
storms of 2015 (17/3, 23/6 and 20/12).

in works by Balasis et al. [2006, 2008, 2009, 2013], Papadimitriou et al. [2020], Alberti
et al. [2021]).

In the case of the Swarm-derived AE index and the standard AE index, the same
analyses did not reveal a similar pattern around the onset of storms in terms of the
information theory measures. This discrepancy is due to the nature of these indices,
which primarily focus on substorms. Substorms have notably different characteristic
time scales and generation mechanisms compared to storms. Additionally, substorm
events occur far more often than storm events, which may contaminate the picture of
the anti-persistent / persistent regime we observed in storm-monitoring indices. It’s
noteworthy that the wavelet transform effectively captures similar spectral signatures
for both spaceborne and ground-based SYM-H and AE indices around the time of the
three intense storms. This implies that the global character of an extreme storm event is
not only reflected in storm-monitoring time series but also in substorm-monitoring time
variations.

Finally, it’s worth highlighting that the application of the various information theory

measures yields highly consistent outcomes between the newly acquired Swarm-derived
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and the standard ground-based geomagnetic activity indices. This serves as strong
evidence supporting the capacity of satellite indices to capture equivalent dynamics
and behaviors, particularly concerning their informational content, akin to the well-

established ground-based indices.
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APPLICATION OF GIC INDEX TO MAGNETIC FIELD DATA

manifestation of space weather at ground level are the Geomagnetically Induced
Currents (GIC), which flow along power transmission lines and other electrically
conductive infrastructure, as the result of an induced geoelectric field associated
with geomagnetic disturbances (e.g., magnetic storms), according to Faraday’s law of
electromagnetic induction. These currents can cause disruptions or even widespread
blackouts across power grids, resulting in the loss of electric power [Pirjola, 2000, Daglis
et al., 2001, Daglis, 2004, Baker et al., 2004]. Hence, nowadays GIC constitute an integral

part of space weather research.

Our initial efforts to study GIC in Greece (approximate MLat for Greece: 33° N)
started in 2019 and during this period we have complemented the analysis with data from
the Mediterranean region (e.g., https://register-as.oma.be/esww16/contributions/public/S1-
P1/S1-P1-01-BoutsiAdamantia-Zoe/). Until now, GIC in Greece have only been studied
in terms of statistical correlations, linking transformer failures in the Greek national

electric power grid with intense solar activity Zois [2013].

The GIC index was initially introduced by Marshall et al. [2010]. It is derived entirely
from geomagnetic field data, without need of knowing the ground conductivity, iono-
spheric current system geometry and the relevant infrastructure details and, therefore,
acts as a geoelectric field proxy. According to the authors, the superiority of the GIC
index over dBpg/dt is due to the frequency dependence between the geoelectric field and
dBpg/dt as discussed by Pirjola [1982]. The index has been tested in various studies (e.g.,

Tozzi et al. [2019a,b]) and seems to perform well for low and middle latitudes, which
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is to say it tracks the historical instances of increased GIC risk with minimal input
requirements.

While such an index does not, and cannot, on its own provide information on the
geoelectric field (lacking any input on ground conductivity) or the actual effect on techno-
logical infrastructure (lacking any input on the topology or load of an affected network),
it has the advantage of being a consistent measure that can be combined with ground
conductivity models of one’s choice and juxtaposed on any current or future infrastructure
one is interested in. For a single location, the GIC index is a good measure of relative risk
over time, under the reasonable assumption that the GIC flow at a node in the pipeline
or power transmission network is proportional to the local geoelectric field. Comparison
across locations that may have different geology is then less of a measure of the possible
impact (due to variations in conductivity) and more of a measure of the “geoeffectiveness"
of the driving magnetic field fluctuations (e.g., Pulkkinen et al. [2015]) that can be used
to illustrate the likely response for different conductivity regions.

In this chapter, we extend the analysis performed by Tozzi et al. [2019a] for Italy and
we present the results of a preliminary analysis on the geophysical conditions known to
generate GIC, by calculating the GIC index, a useful GIC proxy for high-level studies,
in four different locations which host the HellENIc GeoMagnetic Array (ENIGMA),
complemented by data analysis of magnetic observatories in the Mediterranean region.
We focus on the four most intense magnetic storms of solar cycle 24 (Dst < -150 nT) to
make an assessment of the GIC-imposed risk in Greece and the wider Mediterranean
region. Section 4.1 is dedicated to the data we worked with for the selected magnetic
storm events. In Section 4.2 we delve into the methodology we applied in order to calculate
GIC index, and Section 4.3 showcases the outcomes of our study (with additional figures
available in Appendix A). In Section 4.4 we present the results of one more strong
magnetic storm that occurred in the beginning of Solar Cycle 25. Finally, Section 4.5
engages in a detailed discussion of the study’s most intriguing discoveries, including

comparisons with other well-established GIC proxies.

4.1 Data Selection

Solar cycle 24, characterized as a rather weak cycle, initiated on 4 January 2008, upon
the appearance of a reversed-polarity sunspot, and lasted until December 2019. The
year of major geomagnetic activity was 2015, while according to the World Data Center
for Sunspot Index and Long-term Solar Observation (WDC-SILSO), Royal Observatory
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of Belgium, Brussels, solar cycle 24 reached the maximum number of sunspots (SSN
= 116.4) in April 2014 [Watari, 2017]. Compared to solar cycles of the recent past, it
was weakened in terms of solar activity, average solar wind parameters and solar wind-
magnetosphere energy coupling. It was reduced by more than 50% in high-intensity
long-duration continuous auroral electrojet (AE) activity (HILDCAA) occurrence rate
(per year), about 15 - 34% in moderate storms (-50 nT = Dst > -100 nT) and about 49
- 75% in intense storms (-100 nT = Dst > -250 nT), while superstorms (Dst < -250 nT)
were absent [Hajra, 2021].

The Dst index is a proxy of the intensity of the westward ring current flowing around
the Earth and, therefore, of the magnetic disturbances it produces on the ground (e.g.,
Sugiura and Kamei [1991]). It has been historically used to characterize the intensity of
a geomagnetic storm, thus we employ Dst time series as a measure of reference for the

major magnetic storms of solar cycle 24.

In light of the above, we select our case studies focusing on the strongest geospace
magnetic storms of solar cycle 24. Based on Dst index values (http://wdc.kugi.kyoto-
u.ac.jp/dstdir/index.html) less than -150 nT, the events under investigation occurred
on 17 March 2015, 23 June 2015, 20 December 2015 and 26 August 2018. During the
aforementioned events the Dst index reached the minimum values of -223 nT, -204 nT,
-155 nT and -174 nT, respectively (Table 4.1).

The onset of a magnetic storm is often characterized by a global sudden increase in
the horizontal component, H, of the geomagnetic field, which is referred to as the Storm
Sudden Commencement (SSC). In general, a Sudden Commencement (SC) is basically
an unexpected sharp increase in the Northern (X) magnetic component of a considered
observatory, which usually, but not always, is the precursor to a geomagnetic storm
(defined by, for example, a minimum of the Dst index). If an SC precedes the imminent
geomagnetic storm it is considered an SSC. It has to be noted that more emphasis is
put on the “change of rhythm” in the magnetic activity [Mayaud, 1973, Segarra and
Curto, 2013] than on the amplitude of the possible succeeding magnetic storm. Since
1976, the SC determination has been made by the Service of Rapid Variations, hosted
at the Observatorio del Ebro, and is published regularly in the IAGA Bulletin no. 32
series by the International Service of Geomagnetic Indices (ISGI) [Curto et al., 2007].
Definitive lists of SC are made on the basis of visual inspection of magnetograms from
five selected low latitude observatories. We employ the definitive SC list of 2015 and
the preliminary SC list of 2018 for assisting us in the determination of the onset of the

magnetic storms under study.
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Table 4.1: Strongest geospace magnetic storms of solar cycle 24 (2008-2019), based on
minimum Dst index values. Storm date and time (fourth and fifth column) refer to the
hour of minimum Dst occurrence. Respective SC occurrences (date and time) are shown
in the second and third column. For cases #1 and #3 the SCs coincide with the SSCs,
while for case #2 the SSC is the third SC. Not available data are marked as N/A.

Case SCDate SCTime (UT) Storm Date Storm Time (UT) Dst (nT)

#1  17/03/2015 04:45:00 17/03/2015 22:00:00 -223
21/06/2015 16:44:00

#2  22/06/2015 05:44:24 23/06/2015 04:00:00 -204
22/06/2015 18:33:00

#3  19/12/2015 16:16:12 20/12/2015 22:00:00 -155

#4 N/A N/A 26/08/2018 06:00:00 -174

As stated in the list, there was an SC on 17 March 2015, at 04:45:00 UT with a
mean amplitude (i.e., mean out of five values) of 39.9 nT, prior to the St. Patrick’s Day
magnetic storm. Accordingly, before the 23 June 2015 storm, there was an SC on 21
June 2015, at 16:44:00 UT with a mean amplitude of 35.3 nT, followed by two more SCs
on 22 June 2015, at 05:44:24 and 18:33:00, with mean amplitudes 21.2 nT and 88.8 nT,
respectively. Another SC was registered on 19 December 2015, at 16:16:12 UT with mean
amplitude 25.2 nT, foretelling the upcoming geomagnetic storm of 20 December 2015.
According to the SC list and reinforced by Astafyeva et al. [2020], no sudden geomagnetic
commencement was recorded prior to the 26 August 2018 storm. In Table 4.1 the date,
time and Dst index values corresponding to each case’s SCs are displayed. For the storms
of March and December 2015 the SCs are indeed the SSCs, while for the June 2015
storm the SSC is the third out of the three SCs.

The National Observatory of Athens (NOA) operates the HellENIc GeoMagnetic
Array (ENIGMA), a network of 4 ground-based magnetometer stations in the areas of
Klokotos (abbreviated as THL), Dionysos (DIO), Velies (VLI) and Finokalia (FIN), located
in central and southern Greece (http://enigma.space.noa.gr/). ENIGMA monitors the
geomagnetic field variations associated with the occurrence of magnetic storms and ultra
low frequency (ULF) waves using vector fluxgate magnetometer instruments. ENIGMA
is a SuperMAG (http:/supermag.jhuapl.edu/) contributor, a worldwide collaboration of
organizations and national agencies that currently operate more than 300 ground-based
magnetometers [Gjerloev, 2009]. An analysis of the ENIGMA data during the three
intense magnetic storms of 2015 was performed by Balasis et al. [2018] in terms of the
critical fluctuation method. FIN operates since April 2018, thus this is the first time that

recordings from this magnetometer station are analyzed.
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Only for the case of the August 2018 storm we also employ magnetic field data
from the Penteli Observatory (PEG), which is located in Nea Makri, central Greece,
maintained by the Institute of Geology and Mineral Exploration IGME) and belongs to
the Intermagnet network. This was decided as ENIGMA DIO data were not available for
the specific storm and PEG is located very close to the DIO station. Since for the other
three storms there were DIO data available, it was considered abundant to also show
results from the PEG station.

In order to extend this study towards the wider Mediterranean region, we employ data
from six magnetic observatories located in Italy (Castello Tesino - CTS), France (Chambon
la Forét - CLF), Spain (Ebro - EBR and San Fernando - SFS), Algeria (Tamanrasset -
TAM) and Turkey (Iznik - IZN). Although not all observatories are ideally located close to
the Mediterranean, they were selected as the best available options in terms of location
and data availability (for example, TAM is relatively remote, but the best available
observatory in the southern expanse). Furthermore, whereas there are three magnetic
observatories currently operating in Italy (CTS, Duronia - DUR and Lampedusa - LMP),
the choice of CTS was mainly based on data availability during the investigated time
intervals. St. Patrick’s Day 2015 magnetic storm had already been studied by Tozzi et al.
[2019a] using CTS, DUR and LMP data. Therefore, a thorough analysis of the GIC index
in Italy was beyond the scope of the present study. A map of all the geomagnetic stations /
observatories used for this study, in geographic coordinates is shown in Figure 4.1. Table
4.2 shows the geographic and the altitude-adjusted corrected geomagnetic (AACGM)
coordinates of each station, estimated for the epoch 2015.01, as well as the corresponding

L-shell values.

4.2 Methodology

The GIC index is derived according to the method described in Marshall et al. [2010]. The
method involves applying a frequency domain filter to geomagnetic field data, of either
the geographic North (X) or the East (Y) component of the horizontal intensity, after
they have been transformed into the frequency domain. This filter function is practically
the “surface impedance” for a half-space uniformly conducting one-dimensional (1D)
Earth model, having its roots in the fundamental equation of magnetotellurics, that is,

an electric field component is linearly related to its orthogonal magnetic field component

IThe AACGM coordinates were calculated using the online calculator available at
http://superdarn.thayer.dartmouth.edu/aacgm.html. The latest AACGM coefficients were derived
using the secular variation of the IGRF-13 model, which is briefly discussed in Appendix B.
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Figure 4.1: Geographic map displaying all the geomagnetic stations / observatories used
for the present study. From North to South: Hartland (HAD, United Kingdom), Chambon
la Forét (CLF, France), Castello Tesino (CTS, Italy), Surlari (SUA, Romania), Ebro (EBR,
Spain), Iznik (IZN, Turkey), Klokotos (THL, Greece), Dionysos (DIO, Greece), Velies (VLI,
Greece), San Fernando (SF'S, Spain), Finokalia (FIN, Greece) and Tamanrasset (TAM,
Algeria).

through a single valued complex scalar transfer function (e.g., Cagniard [1953]). The
GIC index, in either Y or X direction, derives from the absolute value of the inverse
transformation into the time domain. According to Marshall et al. [2010] users are
eligible to select the index aligned with their particular infrastructure system (i.e., GICx
or GICy).

Typically, a complete day of 1 min sampled single component geomagnetic field
data is transformed into the frequency domain, filtered, and reverse transformed. The
GIC-index is the absolute value of the reverse transformed data. Geomagnetic field
variations measured in the north-south direction (x-component) were used to calculate
the GICy-indices as a proxy for the east-west geoelectric field (y-direction). Geomagnetic
field variations measured in the east-west direction (y-component) were used to calculate

the GICx-indices as a proxy for the north-south geoelectric field (x-direction).

Initially, all magnetometer datasets were sampled at 1 min cadence. They were
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Table 4.2: Geographic and altitude-adjusted corrected geomagnetic (AACGM) coordinates
of all used stations / observatories in the present study; L-shell values (in geocentric
coordinates, height above sphere Re = 6371.2 km) are also shown in the last column.

Station Abbrev. | GLat (°N) | GLon (°E) | Alt. (m) | MLat ("N) | MLon (°E) | L (Re)
Hartland HAD 50.995 355.515 95 46.8316 74.1324 2.204
Chambon la Forét CLF 48.025 2.260 145 42.8010 78.8839 1.909
Castello Tesino CTS 46.047 11.649 1175 40.4040 86.4340 1.758
Surlari SUA 44.680 26.250 84 39.4936 99.4377 1.688
Ebro EBR 40.957 0.333 531.5 33.3990 75.8665 1.472
Iznik IZN 40.500 29.720 256 34.9423 102.3087 1.483
Klokotos THL 39.565 22.014 86 33.0750 94.8640 1.428
Penteli PEG 38.100 23.900 380 31.6850 96.2190 1.372
Dionysos DIO 38.078 23.933 460 31.4660 96.5380 1.373
Velies VLI 36.718 22.947 220 29.6600 95.4890 1.321
San Fernando SFS 36.667 354.055 111 26.9410 70.0313 1.302
Finokalia FIN 35.333 25.667 250 28.3200 98.0000 1.280
Tamanrasset TAM 22.790 5.530 1373 11.9010 78.9260 1.012

inspected for spikes and small data gaps, which were then cured by minor preprocessing

applied wherever necessary (example shown in §2.1.4). As pointed out by Tozzi et al.

[2019Db], linear interpolation used to fill in small data gaps, does not play a significant

role to the results, but if it is to affect the GIC index, it will only be to underestimate

it. Next, all time series were detrended in order to remove the linear trend from the

geomagnetic field data. The formulas applied to the detrended geomagnetic field data,

according to Marshall et al. [2011] are the following:

(4.1

(4.2)

(4.3)

GICx(t) = |FFT{Y (f)Z(f)} Y]

GICy(t)= |FFT{X()Z(FH Y

x| f
Z = l4 —_—
(H=e \ v

where X (f) and Y (f) are the North and East components of the magnetic field in the

frequency domain, FFTY{..}~! is the inverse Fourier Transform of the formula inside the

brackets, || represents the absolute value, Z(f )2 is the filter function with normalized

2In a homogeneous and isotropic half-space, the magnetic field lags behind the electric field by 7/4 rad.
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Table 4.3: GIC risk levels and corresponding GICy and GICx index thresholds, according
to Marshall et al. [2011].

Risk level GICy index values GICx index values Color scale
Very Low (< 5%) <50 <25 | Green |B
Low (5 — 35%) 50-100 25-50
Moderate (35 — 65%) 100-250 50-125
High (65 —95%) 250-600 125-300 | Red |
Extreme (> 95%) >600 >300

amplitude and phase characteristics, f is frequency and f is the Nyquist frequency

(fn = 8.3 mHz for sampling rate: 1 value / min).

The aforementioned formulas were handled under the prism of a moving window
approach (length of each window being 1-day), as described in Tozzi et al. [2019a]. All
calculations were performed on monthly time series and plots focus on three-day intervals

including magnetic storms and SSC prior to each storm.

In Marshall et al. [2011] a scale to determine the GIC risk level according to GIC index
thresholds was also introduced. The risk levels derive from a relative probability model
determined from historical events of documented GIC activity in power networks from
around the world: Canada, China, Japan, New Zealand, Scotland, Sweden, UK and USA.
Herein, we adopt the same risk levels, namely “very low”, “low”, “moderate”, “high” and
“extreme” corresponding to GICy index values of “<50”, “50-100”, “100-250”, “250-600”
and “>600”, respectively and GICx index values of lowered thresholds by half, namely
“<25”, “25-507, “560-125”, “125-300” and “>300” (Table 4.3). Tozzi et al. [2019a] suggests
that these values should be calibrated for countries at middle latitudes. Although we are
in favor of the latter suggestion, for this study we use the same thresholds [Marshall

et al., 2011], for a first risk level estimation of our results.

In general, at low and middle latitudes, the Y component is less affected than the
X component by the external fields of the Earth’s magnetic field, mainly due to the
morphology, geometry, characteristic amplitudes, and typical evolution timescales of the
sources responsible for the variations in each geomagnetic field component [Yamazaki
and Kosch, 2014]. Additionally, it’s important to note that the spherical harmonics
formulation of the Y component doesn’t include zonal terms [Campbell, 2003], which

represent the most intense external contributions, such as the ring current.
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4.3 Results

In this section we present the results obtained after having applied the method described
in Section 4.2 to the datasets. In Figures 4.2-4.5 we choose to display indicatively the
GIC indices for three stations / observatories per storm, in order to be able to display
the GIC index values in an appropriate way, i.e., to be visible, for the reader. Plots from
all magnetic stations / observatories are available at Appendix A. We note here that for

some storm events data were not available for all the stations / observatories.

Figure 4.2 focuses on the 2015 St. Patrick’s Day magnetic storm, displaying results
from CTS, DIO and VLI. In each panel the Dst index is represented in cyan, magnetic
field data in grey and the GIC index in blue. Additionally, green and yellow dashed lines
represent the risk level thresholds [Marshall et al., 2011, Tozzi et al., 2019a]. X-axis
covers a time period of three days, right Y-axis corresponds to the geomagnetic field data
(and Dst index) and left Y-axis corresponds to the GIC index. The three panels on the left
depict Bx and the GICy index, respectively, while the three panels on the right depict By
and the GICx index. In all panels a red arrow pointing on the X-axis denotes the SSC.
Likewise, Figures 4.3-4.5 focus on the storms of 23 June 2015, 20 December 2015 and 26
August 2018, respectively. Figures 4.3-4.4 display results from CTS, THL and DIO and
Figure 4.5 displays results from CTS, SF'S and FIN.

Table 4.4 shows the maximum GIC index values calculated for all storm events,
throughout the three-day intervals. For each maximum value the day and time of
occurrence are noted. We observe that in most cases maximum GIC index values are
below the minimum threshold line (“very low”) of the GIC risk level scale (c.f. Table 4.3).
Exceptions are GICx index for CLF and CTS stations during the 2015 St. Patrick’s Day
storm and GICy index for CLF and IZN stations during the 23 June 2015 storm.

In general, an increase of the GIC index in accordance with the SSC occurrence is
observed, as expected for middle latitude regions [Kappenman, 2003]. In some cases the
GIC index attains its maximum value for the whole storm, while in others it reaches a
local maximum. This is partially shown in Table 4.4 and in Figures 4.2-4.5. To be more
specific, the GICy index (i.e., corresponding to the East-West direction of the geoelectric
field) reaches its maximum value around the SSC in many instances, while the GICx
index mainly increases locally around the SSC. For example, during the storm of 23
June 2015, maximum GICy index values are obtained around the SSC in all stations /
observatories, while maximum GICx index values are observed either concurrently (i.e.,
for CLF and THL), or after the SSC (and before the Dst minimum) for all stations, except
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Figure 4.2: Storm of 17 March 2015: (From top to bottom the magnetic stations / obser-
vatories are: CTS, DIO and VLI). In each panel are shown the Dst index (in cyan), the
geomagnetic field’s X (left column) or Y component (right column) (in grey, right y-axis)
and the GICy (left column) or GICx index (right column) (in blue, left y-axis). Green
and yellow dashed lines represent the risk levels, associated with the GIC index values,
according to Marshall et al. [2011]. The arrow pointing on the x-axis denotes the SC of
the storm, according to ISGI.

for IZN. It is also worth mentioning that around the first and second SCs (on 21 and 22
June 2015, respectively) an abrupt increase, compared to neighboring values is observed
at all stations (more unambiguous for GICy than GICx). Local increases apply also for
GICx around the SSC at all stations / observatories.

During the 2015 St. Patrick’s Day magnetic storm, maximum GICy index values for
DIO, VLI and TAM stations occur around the SSC, while maximum GICx index values
for all stations / observatories occur after the SSC and during the storm’s main phase
(i.e., around four hours before the minimum Dst, for the majority of the stations). Still, in
all stations / observatories a local increase of both the GICy and the GICx index around
the SSC is observed. An additional point to note is that the GICy index values obtained

around the SSC seem to increase as we move towards lower latitudes for the majority of
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Figure 4.3: Storm of 23 June 2015: (From top to bottom the magnetic stations / obser-
vatories are: CTS, THL and DIO). In each panel are shown the Dst index (in cyan), the
geomagnetic field’s X (left column) or Y component (right column) (in grey, right y-axis)
and the GICy (left column) or GICx index (right column) (in blue, left y-axis). Green
and yellow dashed lines represent the risk levels, associated with the GIC index values,
according to Marshall et al. [2011]. The arrow pointing on the x-axis denotes the three
SCs of the storm, according to ISGI.

the stations / observatories, while the GICx index values seem to decrease. We remind
here that in the study of Zhang et al. [2015] for the same event, it was found that two
substations in China (low latitudes) had GICy index values 2 or 3 times higher at the
SSC than during the main phase of the magnetic storm. According to Carter et al. [2016]
the magnetic field variations at middle and low latitudes were smaller compared to high
latitudes, but they occurred concurrently with the SSC, predominantly on the dayside.
At equatorial latitudes, GIC activity was enhanced not only at the occurrence of the
SSC, but also approximately 10 hours into the storm, at similar times to the largest
perturbations in the high-latitude regions.

In the case of the 20 December 2015 storm, maximum GICy index values appear
around the denoted SSC in CLF, CTS, DIO, SFS and TAM, while local maximum GICy

83



CHAPTER 4. APPLICATION OF GIC INDEX TO MAGNETIC FIELD DATA

0-00
19122015 201272015

0 CTS: Decomber 2015 storm . €T5: December 2015 storm
200 200
50 = 50
100 100
0 0
[] [}
= 1= e 3
Sao & 230 5
£} 100 > & 100 >
I T D e O A A = i A A
20— 6Ky o “Very low” risk evel
Vavy low® risk fovel b “Low” risk fevel =Hg
7S dota - Bx €T data - By
Dst
10+ 300 10 300
WLl "*-""M'Mu“w l R —y A L
D_.._....._......_..._.__U Ll L 200 " ‘-'IJH“U-M% 400
0000 T 00:00 0000 00:00 0000 L 0000 00:00 00:00
= THL: Decomber 2015 storm - THL: Docambar 2015 storm
200 200
] EEER S SARE SRS PR s TR TEOR e ST T S W B e TR s mee 50
00 100
0 0
0 0
230 E a0 E_
-100 © <100 >
M- T (e e e i e e B - e e e T Ty B
20 H—6icy 0 “Vary low" risk lavel
- ~*Vary low”" risk fevel 200 “Low" risk fevel -200
THL diata - B THL data - By
10 L0 20 1008 -300
A L an
P S SO m‘M-WWMJM' | W ATYELNPRT S T ol ___*MRW*’M Wik Liel
o000 T 00:00 00:00 00:00 00:00 00:00 0000 00:00
- DIO: Decomber 2015 starm - DHO: Decomber 2015 starm
200 200
100 100
40 40
[] [}
= e = =
Sao & 230 £
] 100 X o 100 >
T e e e e e B s e B e e
201 | —6iCy 20 - = = "Vary low” risk lovel
- - "Vry low” risk fevel ot “Low" risk fevel el
IO data - B 010 dota - By
Dst o3t
ok <300 0 -300
f
[ — ,_..,____,‘#JJN N .\W i'ﬁ.ﬁ.LU-" | PPN S T ] S —— _im_.m.—iﬂ*h\» -MM!’L‘-L“‘:\"'.\I\.'MM“ e
00:0K 0000 00:00 0 00:00 0000

0 00:00 OO 000 00:00
21122018 221122ms 191272015 20122015 21122018 22122015
e [UT] Tima [uT)

Figure 4.4: Storm of 20 December 2015: (From top to bottom the magnetic stations /
observatories are: CTS, THL and DIO). In each panel are shown the Dst index (in cyan),
the geomagnetic field’s X (left column) or Y component (right column) (in grey, right
y-axis) and the GICy (left column) or GICx index (right column) (in blue, left y-axis).
Green and yellow dashed lines represent the risk levels, associated with the GIC index
values, according to Marshall et al. [2011]. The arrow pointing on the x-axis denotes the
SC of the storm, according to ISGI.

index values are reached in the rest of the stations / observatories. Maximum GICx values
appear again after the SSC and before the Dst index reaches its minimum value. In this
case the correlation between the SSC and the GICx index seems to be imperceptible.
Regarding the 26 August 2018 storm, that officially was not preceded by an SSC,
GIC index values for all stations start to slightly increase before the main phase of
the storm both in the North and the East directions. An interesting remark is that at
CTS, EBR, IZN, PEG?, SFS, FIN and TAM maximum GICy index values are observed
during the recovery phase of the storm. The same applies for EBR, IZN, PEG*, SFS and

3Results for PEG are not displayed in Table 4.4, as PEG data were only used for the August 2018
storm, where no DIO data were available. GICy index for PEG is 7.58.
4GICx index for PEG is 4.56.
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Figure 4.5: Storm of 26 August 2018: (From top to bottom the magnetic stations /
observatories are: CTS, SFS and FIN). In each panel are shown the Dst index (in cyan),
the geomagnetic field’s X (left column) or Y component (right column) (in grey, right
y-axis) and the GICy (left column) or GICx index (right column) (in blue, left y-axis).
Green and yellow dashed lines represent the risk levels, associated with the GIC index
values, according to Marshall et al. [2011].

FIN maximum GICx index values. A possible explanation could be that these values
are linked to magnetospheric Ultra Low Frequency (ULF) pulsations of the Pc5 range
(f =2-TmHz); and indeed, as we can see in Figure 4.6, where the integrated ULF
power is plotted per UT hour in that frequency range for four of our magnetometers
(calculated as in Dimitrakoudis and Mann [2019]), there is a spike of ULF wave activity
at that time, i.e., at 16:00 to 17:00 UT.

At this point, it is of importance to mention that IZN, SFS and FIN are located close
to the sea, therefore the geomagnetic field recordings will have increased values due to
the coast effect. It is widely known that the horizontal geoelectric field is amplified in
coastal areas, due to the large lateral conductivity contrast at an ocean-land interface

[Pirjola, 2013]. This is indeed observed in several instances of Table 4.4. Higher values,
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Table 4.4: Maximum GIC index values calculated for the four magnetic storms. For
each maximum value, corresponding day and time (UT) of occurrence are marked. Not
available data are marked as N/A.

16-18 Mar. 2015 21-23 Jun. 2015 19-21 Dec. 2015 24-26 Aug. 2018
Station GICy GICx GICy GICx GICy GICx GICy GICx
Day time Day time | Day time Day time | Day time Day time | Day time Day time
CLF 23.30 38.97 51.25 19.59 11.37 18.13 11.09 11.71
1723:20 17 17:53 | 22 18:35 22 18:35 | 19 16:19 20 20:00 | 26 04:57 26 05:09
CTS 20.70 34.73 48.15 16.18 11.53 13.36 9.31 10.09
1723:20 17 17:52 | 22 18:35 2220:10 | 19 16:18 20 16:32 | 26 16:41 26 05:09
EBR 16.17 21.87 40.69 9.64 8.46 12.48 8.10 6.99
1723:21 17 13:56 | 22 18:35 2220:10 | 2023:31 20 20:00 | 26 16:43 26 16:37
IZN 16.20 18.27 59.58 9.59 N/A N/A 9.79 7.35
17 17:34 17 17:46 | 22 18:35 23 05:52 26 16:37 26 16:42
THL N/A N/A 39.36 10.84 8.07 6.51 N/A N/A
22 18:31 2218:31 | 2019:59 20 19:24
DIO 13.03 15.86 36.28 9.75 7.19 6.04 N/A N/A
17 04:46 17 17:48 | 22 18:35 2220:08 | 19 16:18 20 19:24
VLI 12.49 14.23 N/A N/A N/A N/A N/A N/A
17 04:46 17 17:48
SF'S 17.17 18.06 46.81 8.83 9.50 8.01 9.75 3.92
17 23:25 17 13:56 | 22 18:35 2220:11 | 19 16:19 2020:01 | 26 16:44 26 16:37
FIN N/A N/A N/A N/A N/A N/A 7.45 3.45
26 16:36 26 16:42
TAM 16.68 11.43 33.85 11.03 9.74 5.25 6.74 3.05
17 04:47 17 17:52 | 22 18:35 2220:10 | 19 16:19 20 05:28 | 26 16:42 26 06:03

against the latitudinal decrease, are also observed in TAM during the three storms of

2015, in the component of lower magnitude (i.e., GICy during the March and December

storms and GICx during the June storm). Overall, our results show that GIC index

values (in both North and East directions) increase with increasing geographic latitude,

namely CLF station, located in the northernmost region considered in this study, has the

largest GIC index values.

4.4 Solar Cycle 25

Given that a significant part of this dissertation was conducted during the fading phase

of solar cycle 24 and dawn of solar cycle 25 it was essential to investigate and record

all magnetic storms that occurred after August 2018, in order to enrich our study and
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Figure 4.6: ULF power in the 2-7 mHz frequency range measured in four ground magne-
tometer stations on 26 August 2018, arranged by L-shell.

reinforce our results. For the time period spanning from September 2018 to August
2022 and based on the condition “Dst < -150 nT” considered for the main part of this
dissertation (during solar cycle 24) no storm was recorded. However, a less intense
magnetic storm occurred on the 4th of November 2021 (Dst = -105 nT) and six more
storms of even lower intensity (Dst < -80 nT) occurred during the aformentioned time
period.

A SC prior to the storm of 4 November 2021 storm was recorder on 3 November 2021,
at 19:42:00 UT with mean amplitude 21.3 nT. During the main phase of the storm the
Dst index reached its minimum value (Dst = -105 nT) on 4 November 2021, at 13:00:00
UT. The GIC indices, along with the magnetic field data and the Dst index), are plotted
in Figure 4.7 for all stations / observatories with available data (i.e., CLF, EBR, IZN,
PEG and TAM). Table 4.5 is similar to Table 4.4 and shows the maximum GIC index
values throughout the three-day intervals.

Based on the GICy and GICx indices values (both are within the "very low" risk level),
no strong GICs are anticipated to develop in the vicinity of the five stations during this
moderate magnetic storm. Regardless, the majority of the stations obtain their maximum
GICy index values very close to the occurrence of the SSC, as expected, while maximum
GICx index values are very close in time to the SSC for CLF, EBR and IZN.
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Table 4.5: Maximum GIC index values calculated for the magnetic storm of November
2021. For each maximum value, corresponding day and time (UT) of occurrence are
marked.

3-5 Nov. 2015
Station GICy GICx
Day time Day time
CLF 17.24 16.11
321:46  401:45
EBR 14.98 13.13
321:46 401:45
IZN 18.48 10.60
321:45  321:46
PEG 14.42 7.17
409:16 40147
TAM 14.24 10.82
321:46  410:82

4.5 Discussion

First, we compare the results of the GIC index for the Mediterranean region to recent
studies on GIC activity for Italy and Spain. We observe that the GIC index calculations
in CTS for the 2015 St. Patrick’s Day storm are in excellent agreement with the results
of Tozzi et al. [2019a]; based on the thresholds established by Marshall et al. [2011]
and considering the maximum values reached by either the GICx or GICy index, the
St. Patrick’s Day 2015 storm represented a “low” or “very low” risk level to GIC related
damage for latitudes around the CTS observatory, respectively.

Regarding the results of the Spanish stations (EBR and SFS) for the same storm, the
most recent study was published by Cid et al. [2020]. In the latter, two new geomagnetic
indices, namely the Local Disturbance index (LDi) and the Local Current index (LCi)
were developed for nowcasting the local geomagnetic disturbances and as a proxy for the
GIC risks in Spain, respectively. Both indices are available at the European Space Agency
(ESA) Space Situational Awareness (SSA) Space Weather portal (http:/swe.ssa.esa.int/).
Besides the LCi index, ESA-SWE Services provide several GIC-related products which
can be found in Appendix C. LDi and LCi have 1 min resolution and are derived from
the horizontal component of the ground magnetic field data recorded in the magnetic
observatory of San Pablo de los Montes (SPT) in Toledo, Spain. LDi is the residual
horizontal component from a given magnetometer, after removal of the baseline and

Sq-current signatures. The LCi is computed as the rate of change of the LDi and has
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been demonstrated to be proportional to the GIC recorded at a substation of the Spanish
power network. The correlation between LCi and the GIC is very similar to that between
the GIC and 1 min dBpg/dt. Comparisons between different Spanish magnetic observa-
tories has led to the conclusion that one observatory is enough to provide a “national”
geomagnetic index, therefore the use of geomagnetic field data from different stations in
our study (i.e., EBR and SFS) can test this statement.

Both indices are complemented by a five-level color scale, ranging from green (quiet)
to red (highly disturbed), according to the probability of GIC occurrence. During the St.
Patrick’s Day storm of 2015 the LCi index reached the so-called “elevated” level (third
out of five). In our study the GICx and GICy indices for both EBR and SF'S observatories
obtained values within the “very low” risk level. This comparison, although not between
values of the same index, might indicate that a potential calibration of the GIC index
thresholds provided by Marshall et al. [2011] should be performed for the Mediterranean
region. The reason is that the current GIC index thresholds could underestimate the
associated risk (see also Tozzi et al. [2019a]) for the Mediterranean region. As for the
statement that one observatory is enough to represent a nationwide index, from our
analysis it turns out that although both the GICy and GICx indices obtain values within
the “very low” risk level, the difference between EBR and SFS reaches ~ 6 units for
the case of the GICy index during the June 2015 storm, therefore GIC index seems to
perform in a more sophisticated way. The fact that the GIC index differentiates between
the North and East components while the LCi does not makes the former more versatile

at capturing information that may be of more importance in other parts of Europe.

In Figures 4.2-4.5 the Dst index has been used as a measure of reference. It should
be pointed out that discrepancies between the minimum (or maximum) Dst index, which
has a resolution of one value per hour, and the GIC index, which has a resolution of one
value per minute are expected to exist. On top of that, characteristics of local character

are expected to disappear in the Dst index.

To conclude, in this chapter we presented the results of a risk assessment for the
Mediterranean region (i.e., Greece, Italy, France, Spain, Algeria and Turkey) to space
weather-related GIC activity. We have calculated the GIC indices (i.e., GICx index derived
from the East (Y) component of the geomagnetic field and GICy index derived from the
North (X) component) around the most intense magnetic storms (Dst < -150 nT) of solar
cycle 24 (i.e., March, June and December 2015 and August 2018) and observed that
GIC index values are elevated during the selected storms, although they do not exceed

thresholds indicating high risk for infrastructure installed at these locations. Moreover,
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the GIC index increases appear simultaneously with the SSC occurrence, in agreement
with other GIC studies for low and middle latitudes (e.g., Kappenman [2003], Zhang et al.
[2015]). It should be noted that the GIC index gives only a first estimation of the risk
level due to GIC around the area of the magnetic station / observatory, without taking
into account the geoelectrical structure of the area where the station is located (i.e.,
the electrical conductivity of the subsurface provided for instance by a magnetotelluric
survey), nor the topology of the power grid, which might seriously affect the development
of GIC.

The electrical conductivity of the subsurface will be addressed in the next chap-
ter, where we employ a compilation of 1D layer ground models for the north of the

Mediterranean; to our knowledge, no such compilation exists as of yet for the south.
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CHAPTER

MAPS OF ACTIVITY FOR THE MEDITERRANEAN REGION

eomagnetically Induced Currents (GIC) constitute an integral part of space

weather research and are a subject of ever-growing attention for countries lo-

cated in the low and middle latitudes. A series of recent studies highlights the
importance of considering GIC risks for the Mediterranean region. In Chapter 4, we
exploited data from the HellENIc GeoMagnetic Array (ENIGMA), which is deployed in
Greece, complemented by magnetic observatories in the Mediterranean region (Italy,
France, Spain, Algeria and Turkey), to calculate values of the GIC index, i.e., a proxy
of the geoelectric field calculated entirely from geomagnetic field variations. We per-
formed our analysis for the most intense magnetic storms (Dst < -150 nT) of solar cycle
24. Results showed that GIC index increases are well correlated with Storm Sudden
Commencements (SSCs). However, the GIC indices do not exceed “low" activity levels
despite the increases in their values, at all magnetic stations / observatories under study

during the selected storm events.

In this chapter, we will make an attempt to produce GIC index contour maps for the
Mediterranean region, focusing on the 2015 St. Patrick’s Day storm. For estimates of the
geoelectric field at each location, 1D layer models can be employed; with compilations of
such models for larger areas (e.g., Kelbert [2019]). For Europe, one such compilation is
provided by the European Risk from Geomagnetically Induced Currents (EURISGIC)
project [Adam et al., 2012, Viljanen et al., 2012, Viljanen et al., 2013] and we will be
using it to put our GIC proxy values in context. Also, we validate the sensitivity of the

widely-used GIC index against E field variations derived from the conductivity models

93



CHAPTER 5. MAPS OF ACTIVITY FOR THE MEDITERRANEAN REGION

for the most well-known magnetic storms of the previous solar cycle.

In Section 5.1 we describe the data and the methodology used to produce the contour
maps. Section 5.2 is dedicated to the results and some useful comparisons between
several variables, while in the last two sections we discuss our findings and provide

useful conclusions.

5.1 Data Selection and Methodology

The activity maps of this chapter have been produced solely for the 2015 St. Patrick’s
day magnetic storm. Based on the GIC risk level scale of Table 4.3 and on maximum
GIC index values either at the SSC occurrence (04:45:00 UT % 5 minutes) (Figure 5.1)
or during the day of the storm (Figure 5.2) we derived contour maps (using biharmonic
spline interpolation) in geographic latitude vs. geographic longitude of GIC index values
for three days, zooming in what happens within the lowest activity levels (“very low”
and “low”). Specifically, Figure 5.1 is produced based on maximum values around the
occurrence of the SSC (04:45:00 UT + 5 minutes on 17 March 2015). In order to prevent
edge effects embedded in the contouring algorithm, we had to employ auxiliary geomag-
netic data from two magnetic observatories outside the Mediterranean region, namely
Hartland (HAD) in the United Kingdom and Surlari (SUA) in Romania. The GIC index
maps can be considered as a preliminary modeling attempt of GIC activity levels in the
Mediterranean region.

These maps were produced after trying five different interpolation methods (i.e.,
linear, nearest neighbor, natural neighbor, cubic and biharmonic spline interpolation) and
choosing the one that gives smoother contour lines (i.e., biharmonic spline interpolation).
Although such a technique is purely mathematical, as it does not take into consideration
physical processes involved, it offers a chance to get GIC index values in regions where
no magnetic field measurements are sampled. This approach is strengthened by the
fact that GIC index is calculated solely by geomagnetic field measurements, which in
the middle latitudes can be well modelled using simple interpolation techniques (e.g.,
nearest neighbor) as discussed for example by Torta et al. [2017]. They were created with
MATLAB’s “contour” function. The interpolation method used for the initial data, which
were "scattered", was MATLAB’s griddata *v4’ method, which is not triangulation-based
and is not affected by deterioration of the interpolation surface near the boundary.

For a better assessment of the geoelectric field that may be associated with these GIC

indices we have overplotted a ground conductivity map of Europe in the form of a grid,
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Table 5.1: Maximum GIC index values calculated at the SSC occurrence (04:45:00 UT +
5 minutes) on 17 March 2015.

17 March 2015
Station GICy Time (UT) GICx Time (UT)
HAD 17.03  04:49:00 21.32 04:48:00
CLF 10.51 04:47:00 25.58 04:49:00
CTS 12.65 04:47:00 14.11 04:48:00
SUA 18.49 04:48:00 9.46  04:49:00
EBR 10.44 04:47:00 13.04 04:48:00

IZN 15.71  04:47:00 852  04:49:00
DIO 13.03  04:46:00 6.34  04:49:00
VLI 12.49 04:46:00 543  04:49:00
SFS 12.29 04:47:00 10.35 04:48:00

TAM 16.68 04:47:00 6.38  04:48:00

each cell of which corresponds to a 1-D ground model by Ad4m et al. [2012] as denoted by
its respective number. The parameters for each model (resistivity and thickness for each
layer) are openly available at http:/real. mtak.hu/2957/. In short, each cell is divided into
several layers, of varying depths, with corresponding resistivities. Its conductance up to
a certain depth is then calculated by adding up all the intervening layer depths divided
by their resistivities. The cell numbers are shown in the left panels of Figure 5.1 while
conductances for the upper 80 km are shown in the right panels of Figure 5.1 and all

panels of Figure 5.2.

5.2 Results

Table 5.1 shows the maximum GIC index values, as well as their times of occurrence,
calculated when the SSC occurred (04:45:00 UT + 5 minutes), on the 17 of March 2015,
for all available data. Table 5.2 shows the daily maximum GIC index values calculated
for the 16, 17 and 18 of March 2015 for all available data. One can observe that in most
cases maximum GIC index values are below the minimum threshold line (“very low”) of
the GIC risk level scale, except for the GICx index on the 17 March 2015 for HAD, CLF,
CTS, and SUA observatories at the northernmost locations, that were classified under
the “low” risk level.

Since the end goal of space weather research is to facilitate human activity for risk
mitigation, we have added a map of the electrical grid in Europe and Northern Africa in

Figure 5.3. This map shows all transmission lines designed for 132 kV voltage and higher
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GICx Index (hourly maximum around the SSC), DAY: 17 March 2015 aximum around the SSC), DAY: 17 March 2015

Figure 5.1: Contour maps of GICy (top panels) and GICx (bottom panels) indices at the
occurrence of the SSC (04:45:00 UT = 5 minutes) on 17 March 2015. Here, we zoom in
the “Very Low” (available for GICy and GICx) and “Low” (available for GICx) risk levels,
represented by green and yellow colors, and thus different intensities of GIC index can
be identified by the different hues of green / yellow. Focus is on geographic latitudes
between 20° and 55° and geographic longitudes between -10° and 35°. Red dots represent
locations of magnetic stations / observatories. Overplotted in the panels on the left is a
ground conductivity map of Europe in the form of a grid, each cell of which corresponds
to a 1-D ground model Adam et al. [2012], denoted by its respective number as listed at
http://real.mtak.hu/2957/; while overplotted in the panels on the right are the respective
conductances, in base 10 logarithmic scale, with units of log(S), with an integration depth
of 80 km.

(transmission lines network replicated from https:/www.entsoe.eu/data/map/). We have
also taken the ground conductivity data from the 1D model we had used for Figures 5.1
and 5.2 and used it to calculate electric fields from the magnetic field measurements.
This approach aimed at initially producing contour maps of the magnetic field, based
on available measurements at the occurrence (+ 5 minutes) of the SSC on St. Patrick’s

Day storm (magnetic field time series were handled under the prism of a moving window,
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GICy Index (daily maximum), DAY: 17 March 2015

Figure 5.2: Contour maps of GICy (top panels) and GICx (bottom panels) indices for 16,
17 and 18 March 2015. Here, we zoom in the “Very Low” (available for GICy and GICx)
and “Low” (available for GICx) risk levels, represented by green and yellow colors, and
thus different intensities of GIC index can be identified by the different hues of green /
yellow. Focus is on geographic latitudes between 20° and 55° and geographic longitudes
between -10° and 35°. Red dots represent locations of magnetic stations / observatories.
Overplotted is a ground conductivity map of Europe in the form of a grid, each cell of
which corresponds to a 1-D ground model Adam et al. [2012], denoted by its respective
conductances (in base 10 logarithmic scale, with units of log(S)) with an integration
depth of 80 km.

similarly to the methodology used for the calculation of the GIC index). Then, by visual
inspection, a magnetic field value was attributed to each cell of the grid and multiplied
by each resistance value R (where R = 1/conductance). To calculate E, , in each cell we
also divided by the permeability of free space, yo and adjusted units (by multiplying with
1072 to convert nT to T and 10° to convert V/m to mV/km.

The estimated electric field time series have been plotted in Figure 5.4 along with the
calculated GIC indices (see previous chapter) to show how the two correlate. Comparing
the time series of Ex and Ey with GICx and GICy, respectively, for the stations CLF, CTS,
DIO, EBR, SFS, and VLI over three days around 17 March 2015 we found that their
correlation coefficients r, (between Ex and GICx) and r, (between Ey and GICy) range
between 0.54 and 0.65 (Table 5.3). This suggests that while there is a discernible positive
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Table 5.2: Daily maximum GIC index values calculated for 16, 17 and 18 March 2015.

16 March 2015 17 March 2015 18 March 2015
Station GICy GICx GICy GICx GICy GICx
HAD 4.65 3.65 35.49 38.54 10.04 8.47

CLF 4.12 4.51 23.30  38.97 8.58 7.39
CTS 4.82 4.36 20.70 34.73 8.98 8.12
SUA 5.71 3.36 21.68 29.86 10.58 8.02
EBR 3.83 3.00 16.17  21.87 7.87 7.30
IZN 6.12 2.83 16.20  18.27 9.74 5.72
DIO 5.27 2.56 13.03  15.86 7.00 5.88
VLI 4.95 2.39 1249  14.23 6.46 5.32
SFS 5.23 2.61 17.17  18.06 9.47 5.10

TAM 5.12 3.49 16.68 1143 7.29 3.78

linear relationship between E fields and GIC indices, other factors may also influence
the geoelectric field, resulting in moderate variability. In a previous study, Marshall et al.
[2012] found that correlation coefficients between GICy index and absolute values of
the transformer neutral currents measured during the storm of 6 November 2001 at
several stations in New Zealand were around 0.8 to 0.9 (although there were cases of
much lower values). Comparing these values to our correlation coefficients could present
an indication, in a quantitative manner, of the index’s reliability in the Mediterranean
region; however, it should be noted that this gives us only a hint and further investiga-
tions, including more case studies, would be required to obtain statistically significant

results.

In section 4.5 we discussed about the LDi and LCi indices. Figure 5.5 shows a
comparison between Bx, dB,/dt, LDi, LCi [Ortega et al., 2019], the GICy index and Ey,
as measured in EBR. Both dB,/dt and LCi display momentary rates of change of B,
at a one minute time scale. While generally useful, this does not convey all pertinent
information for the generation of currents. Indeed, if we look at the SSC at 4:48 on 17
March 2015 both dB,/dt and LCi show an abrupt spike at that moment but they don’t
inform us clearly on the temporal extent of a heightened Ey, which is informed for hours
afterwards by both that initial spike and the plethora of smaller spikes after that. GICy,
on the other hand, shows us both a spike at the moment of the SSC and a heightened

level of GIC values long after that. The same can be seen afterwards in that time series.
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the SSC), DAY: 17 March 2015

Figure 5.3: Contour maps of Ey (top panel) and Ex (bottom panel) calculated at the time
when the SSC occurred (04:45:00 UT + 5 minutes) on 17 March 2015. Overplotted is a
map of the electrical grid in Europe and Northern Africa.

5.3 Discussion

Figure 5.1 is an attempt to plot the calculated maximum GIC index values for each
station at the SSC occurrence (04:45:00 UT + 5 minutes) (for the case of the St. Patrick’s
Day storm 2015) in order to show how the GIC index variations, primarily due to the
SSC, are distributed in latitude and longitude. What is observed is that maximum values
for both GICy and GICx occur within the first four (4) minutes of the occurrence of the
SSC in all magnetic stations / observatories under study. Although the station separation
distance is, with the exception of DIO and VLI, greater than the 500km recommended
by Pulkkinen et al. [2015] and the 200km recommended by Dimitrakoudis et al. [2022],
based on observations at higher latitude stations, there is little indication of small spatial
scale fluctuations between stations.

SSC/SC events are latitude-dependent, so different values are expected for each

magnetic station / observatory and, consequently, for each country. To estimate how
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Figure 5.4: Storm of 17 March 2015: (From top to bottom the magnetic stations / observa-
tories are: CTS, DIO and VLI). Correlation between E (mV/km) (in blue, left y-axis) and
GIC index (in orange, right y-axis).
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Table 5.3: Correlation coefficients r, and r, are calculated between Ex and GICx index
and Ey and GICy index, respectively, for the stations CLF, CTS, EBR, DIO, VLI and SFS

during 17 March 2015.

Station Iy ry

CLF 0.5906 0.5442
CTS 0.6011 0.5473
EBR 0.6381 0.5880

DIO 0.6166 0.6283
VLI 0.6149 0.6498
SFS 0.6213 0.5824

EBR: 17 March 2015 storm
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Figure 5.5: Storm of 17 March 2015: (From top left to bottom right) Comparative plots
between Bx and LDi, dBx/dt and LCi, GICy index and Ey; at EBR.

typical the SSCs of this study are, based on Smith et al. [2019], we have calculated
dBp/dt values for HAD and we found 25.1 nT / min for March 2015, 67.3 nT / min for
June 2015 and 36.3 nT / min for December 2015. March and December SSCs are below
the 99th percentile, while the SSC preceding the June geomagnetic storm was above the

99th percentile, thus it was a large value, above the typical range.

A comparison with two extreme geomagnetic storms of previous solar cycles, March
1989 (with two recorded SCs on 13 March 1989; one at 01:27 UT with mean amplitude
60 nT and one at 07:43 UT with mean amplitude 11 nT) and Halloween 2003 (SSC at
06:10 UT with mean amplitude 68.4 nT), with well-known detrimental consequences

for transformers reveals that the recorded values were also within the typical range. A
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larger SSC disturbance was recorded during the geomagnetic storm of 24 March 1991
(mean amplitude 103 nT) and it is known to have produced some of the largest GICs
ever measured in the USA at middle latitude locations [Kappenman, 2003]. These obser-
vations indicate that although GIC effects on transformers located in middle latitudes
are strongly linked to SSCs, the correlation is not linear, as we deal with a complex
system. For example, during the March 1989 storm, the SSC occurred concurrently with
a substorm, so this combination led to large GICs [Boteler, 2019].

As for Figure 5.2, we observe that both the GICy and GICx indices have sparse
contour lines before and after the storm, which doesn’t give us much information on their
structure; while on the day of the storm occurrence contour lines of both indices tend to
become tightly clustered, which shows us a strong horizontal ordering with gradually
increasing values from South to North. In other words, we observe a behavior similar to
the one described for other intense magnetic storms [Balasis et al., 2006, 2008], as well
as for the St. Patrick’s Day storm [Papadimitriou et al., 2020] where the transition from
quiet-time to storm-time magnetosphere correlates with the transition from a state of
higher complexity / lower degree of organization to a state of lower complexity / higher
degree of organization for the complex system of the Earth’s magnetosphere.

To estimate the geoelectric field we used a compilation of 1D layer ground models for
the north of the Mediterranean; to our knowledge, no such compilation exists as of yet for
the south. However, the Canadian Quebec Province ground model of Boteler and Pirjola
[1998] can be used to explore possible upper limits of geoelectric fields, since it represents
a well-studied high resistivity ground structure (e.g., Pulkkinen et al. [2015]). Higher
resistivity (represented by lower conductance in Figures 5.1 and 5.2) leads to a stronger
geoelectric field, for a given geomagnetic field disturbance, as demonstrated in Figure 5.3.
This allows us to visualise the different impact of the GIC index across southern Europe.
The contours of electric fields generated by the magnetic field measurements become
far less smooth - but in a consistently reproducible way, since the ground’s electrical
conductance does not vary with time. Figure 5.3 should offer an indication of the degree
to which the risk factor of any given value of the GIC index should be scaled up or down

depending on which part of Europe one is interested in.

5.4 Conclusions

In this chapter we investigated how an activity map displaying GIC index for the

Mediterranean region would be. Ground conductivity values, based on 1D layer models,
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were also integrated. The produced contour maps could be considered as a geoelectric
field estimate per location and it could be useful for end-users, such us power grid
operators.

The most obvious takeaway is that for all but the smallest countries in Europe no
single observatory can provide definitive measurements for GIC risk. Taking Spain and
Greece as example countries in southern Europe (where we had measurements from
multiple magnetometers) their local conductances, according to the 1D models we used,
can vary by a factor of over 100. Their calculated electric fields vary locally by at least
as much!. GICx and GICy indices are, by design, unaffected by that variable, but their
(estimated) daily maximum values on 17 March 2015 (based on Figure 5.2) still vary
locally by a factor of around 1.5 to 2.

The features of the network / topology, also shown in Figure 5.3, play an additional
important role and are critical for a more precise estimation of the GIC intensity. Of
course, the need to re-define the risk level thresholds (presented in the previous chapter)
for the Mediterranean region is of great importance [Tozzi et al., 2019a]. This is also
highlighted by the comparison between the GIC index and the LCi index for the Spanish
region, during the St. Patrick’s Day storm [Cid et al., 2020], as discussed in Chapter 4.
Moreover, the 1-min sampling rate used for this analysis, as well as the linear interpola-
tion used for small data gaps, could underestimate the actual GIC values. Higher time

resolutions (e.g., 1 sec) could increase the estimated amplitudes of GIC.

1For example, in Spain we have EBR and SFS stations. We know, from the 1D conductivity model,
that conductance(EBR) = 48 and conductance(SFS) = 2412, as well as that max(Exggg) = 2388 and
max(Exgrs) = 37, so indeed variations by a factor of over 100 can be expected between two stations.
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xtreme geospace events belong to the wider group of high risk and low occurrence
frequency phenomena, such as earthquakes and tsunamis, while due to the
complexity of the systems in which they evolve, their forecasting is an extremely
challenging research field. The phenomenon is gaining ever-growing attention from the
scientific community in the recent years, including Mediterranean countries, like Italy

and Spain.

Geomagnetically Induced Currents (GIC) flowing along electrically conductive in-
frastructure, such as power transmission lines, are produced by a naturally induced
geoelectric field during geomagnetic disturbances, such as magnetic storms. GIC can
cause widespread blackouts across power grids, resulting in the loss of electric power
(i.e., the Hydro-Québec’s electricity transmission system experienced a nine-hour outage
during the 1989 magnetic storm). Although GIC intensity is greater in high latitudes,
recent studies highlight the importance of considering GIC risks for countries located in

the low and middle latitudes, including the Mediterranean region.

In this dissertation, we primarily explored the possibility for GIC to develop in Greece.
For our investigations we analyzed magnetic field timeseries obtained from ground-based
magnetometers located mainly in Europe, focusing on the Mediterranean region, space-
borne magnetometers from the European Space Agency (ESA) Swarm satellites, as well
as geomagnetic activity indices during magnetic storms and magnetospheric substorms.
Our analytical approach utilized advanced signal processing methods, including wavelet

transforms, Hurst exponent calculations, and entropy measures to identify potential
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characteristic patterns preceding the occurrence of magnetic storms. Subsequently, we
computed the GIC index for Greece and Southern Europe, in general, concentrating on
magnetic storms that occurred during solar cycle 24 (2008 - 2019) and extending into
solar cycle 25. GIC index is a proxy for the geoelectric fields, representing the GIC activ-
ity level and is calculated only from magnetic field measurements, without taking into
account neither the electrical conductivity / resistivity structure of the Earth’s subsurface
nor the topology of the network. Furthermore, we assessed the intensity of the geoelectric
field E, taking into account the ground’s electrical conductivity. This assessment allowed
us to conduct an analytical evaluation of the electrical power system’s susceptibility
in our country and Southern Europe during extreme space weather events, such as
magnetic storms.

In what follows, we can summarize the conclusions of this dissertation in four cate-

gories:

1. Wavelet spectral analysis, Hurst exponent analysis and entropic analysis
of spaceborne and ground-based Earth’s magnetic field time series, as
well as geomagnetic activity indices
The spectral analysis in terms of wavelet transforms revealed intense spectral
content around each storm, exhibiting distinctive characteristics typical of these
events. Concerning the geomagnetic activity indices SYM-H and Swarm SYM-H,
the Hurst exponent, Shannon entropy, nonextensive Tsallis entropy, and Fisher

information measures delineated the presence of two distinct patterns:

a) A pattern associated with strong magnetic storms, characterized by notably
high values of the Hurst exponent, indicating higher "organization" within

the magnetosphere.

b) A pattern linked to the quiet periods of the magnetosphere, characterized by
lower values of the Hurst exponent, implying reduced "organization" within

the magnetosphere.

For AE and Swarm AE indices, the wavelet power spectral analysis exhibited
analogous underlying features in the spectra during the three storms, even though
these are substorm indices. So, the overarching image of the magnetosphere’s pre-
conditioned state was still present. Nevertheless, the Hurst exponent and entropic
analyses did not result in a clear depiction of two distinct patterns. This outcome
could be attributed to the nature of these indices, which are associated with sub-

storms. Substorms, being more transient and dynamic, occur more frequently than
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storms and possess different characteristic time scales and generation mechanisms

compared to magnetic storms.

Future work suggestions

The results derived from employing information-theoretic methods on the geo-
magnetic activity indices could offer valuable insights for future investigations
conducted by space weather experts and space physics modellers. These insights
could prove valuable in enhancing forecasting models and schemes for the cou-
pled solar wind-magnetosphere-ionosphere system. They may contribute to the
incorporation of information regarding the system’s preconditioning based on the
magnetosphere’s existing state, as discussed in previous studies [Borovsky, 2021,
Lockwood, 2022].

In the future, to establish a complete GIC forecasting scheme comprising several
consecutive steps, the initial requirement would be accurate estimations of Dst
activity levels. These preliminary assessments would enable predictions for upcom-
ing magnetic storms. Subsequently, employing an advanced model/assimilation
technique would allow for the estimation of GIC risk in specific geographic areas.
This proactive approach aims to provide valuable insights into the potential impact
on infrastructure, offering a predictive tool that could help power supply companies
anticipate and mitigate possible damages caused by GICs. This comprehensive fore-
casting scheme seeks to enhance preparedness and resilience by providing a subtle
understanding of the potential risks associated with geomagnetic activity, allowing

for strategic planning and protective measures to be implemented effectively.

. GIC index analysis of ground-based Earth’s magnetic field time series

Our investigation of the GIC index levels in the Mediterranean region during the
strongest magnetic storms of solar cycle 24 and part of solar cycle 25 showed a good
correlation between the SSCs and the increases in the GIC index. Furthermore,
the maximum values of the GICy and GICx indices occur within the first four
(4) minutes from the abrupt onset of each respective storm at all the magnetic

stations/observatories under study.

Considering the GIC index values calculated during the magnetic storm periods, it
seems that despite the enhanced GIC index values,the anticipated adverse impacts
attributed to GIC remain at relatively "low" levels for the regions encompassed
by these particular magnetic stations / observatories. This result could be an

underestimation due to the fact that GIC index thresholds are not calibrated for
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the Mediterranean region. Nonetheless, the GIC index offers an initial assessment
of the risk level posed by the development of such currents to critical technological
infrastructure without taking into account the geoelectric structure of the broader
area, i.e., the distribution of electrical conductivity across various depths, which

might contribute to the variability in GIC values during a magnetic storm.

Future work suggestions

Enhanced magnetopause currents due to large changes in the solar wind’s dynamic
pressure may pose threats to low and middle latitude power networks, of at least
equal significance to those occurring during the main phase of large magnetic
storms. Future work could focus on the impacts of sudden impulse (SI) events
on power systems, which depending on latitude, might differ from that observed

during large main phase storms.

Calibration of the GIC index risk level thresholds should be performed in the
future, so as to get a more appropriate risk level scale not only for middle latitudes,
but specifically for the Mediterranean region. Towards this direction, a correlation
between major storm events and transformer failures in critical locations over long

periods of time could be employed.

Analysis of more cases of intense magnetic storms (including the ones which
occurred after August 2022, during solar cycle 25) will shed more light upon the
expected GIC in the Mediterranean region, during extreme events. Tozzi et al.
[2019a] analyzed - among others - CTS data for a time interval spanning almost
two solar cycles and found that during the Halloween 2003 storm, the GIC index
reached values within the "moderate" risk level. Unfortunately, no ENIGMA or
PEG data were available during that period in order to see the respective GIC

index values for Greece.

Another interesting future study could focus not solely on magnitudes, but on

summed GIC power, since their effect on transformers is cumulative.

3. Comparisons between GIC index values and electrical conductivity of the
Earth’s crust
In the contour maps the contour lines are relatively sparse before (March 16, 2015)
and after (March 18, 2015) the storm, but on the day of the storm (March 17, 2015)
they tend to become more horizontal and graded in intensity (increasing from south
to north); this behavior can be associated with the presence of higher "organization"

in the Earth’s magnetosphere.
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Taking into account the values of ground resistance (conductivity) and the GIC
index allows us, to some extent, to visualize the impact of GIC on southern Europe.
In the contour maps, it is noticeable that the contour lines of the GIC index
appear smooth but traverse areas with significantly different ground conductivities.
Therefore, this may have varying consequences concerning the development of GIC
in critical infrastructure located in these regions. Hence, this specific parameter

should be considered in assessing the risk associated with GIC.

Future work suggestions

The derivation of the GIC index contour maps for the Mediterranean region,
although based on a simple technique, gave an overall display of the GIC intensity
distribution around the Mediterranean region for a magnetic storm. The seemingly
smooth contours of the GIC index intersect regions of very different resistivities
and GIC risk should be evaluated accordingly. Future work could involve more case
studies as well as an evaluation of these preliminary results. Additional magnetic
stations / observatories would definitely enhance the accuracy of the estimated

GIC index in the contour maps.

. Comparisons between GIC index values and geoelectric field E
Comparing the estimated E fields and GIC indices in the Mediterranean region
(magnetic stations: CLF, CTS, DIO, EBR, SFS, and VLI) over 3 days around the
magnetic storm of 17 March 2015 we found that their correlation coefficients range
between 0.54 and 0.65.

The significant differences in ground conductivity values of 1D layer ground models
across Europe illustrate the potential for local conductances to vary by a factor
of over 100 even within the boundaries of countries like Spain or Greece. The
calculated electric fields vary locally by at least as much. Moreover, during the
peak of the St. Patrick’s Day storm, the calculated GICx and GICy indices for these
two countries exhibit local variations by a factor of approximately 1.5 to 2. This
underscores the insufficiency of relying on a single observatory for a nationwide
index. Consequently, it’s recommended that multiple magnetometers per major

European country be employed to capture the complex nature of induced E fields.

Future work suggestions

In this dissertation we employed 1D ground conductivity models for a first estima-
tion of the geoelectric field. Employing more sophisticated models (e.g. 3D) would

significantly improve the accuracy of the results.
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Experimental Solar Cycle 25 Prediction
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Figure 6.1: NOAA’s SWPC revised prediction for solar activity during Solar Cycle
25. The new Experimental Solar Cycle Prediction concludes that solar activity will
increase more quickly and peak at a higher level than previously predicted. Source:
https://www.weather.gov/news/102523-solar-cycle-25-update

Finally, we consider of utmost importance a future study that will correlate our
results with transformer failures, as these might lead to power supply issues,
especially in cases of extreme magnetic storms. Data will be provided by the Hel-
lenic Electricity Distribution Network Operator (Atayetpitotng EAAnviko0 Aiktiov
Atavouns HAextpixng Evépyeias, AEAAHE).

Overall future work suggestion

On 25 October 2023, NOAA’s Space Weather Prediction Center (SWPC) issued a
revised solar activity prediction for Solar Cycle 25 that concludes solar activity will
increase more quickly than originally predicted and peak somewhere between January
and October of 2024, with a maximum sunspot number between 137 and 173 (Figure
6.1).

As of the beginning of 2023, three intense magnetic storms have already occurred
(Table 6.1). Therefore, the analysis performed for this thesis could be expanded to

encompass solar cycle 25 and focus on the most intense magnetic storms that occurred
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Table 6.1: Strongest geospace magnetic storms of solar cycle 25 (so far), based on mini-
mum Dst index values. Storm date and time refer to the hour of minimum Dst occurrence.

Storm Date Storm Time (UT) Dst (nT)

24/03/2023 03:00:00 -163
24/04/2023 06:00:00 -212
05/11/2023 20:00:00 -172

within its duration.

To conclude, the awareness around the possibility of the GIC development in low and
middle latitudes, especially in Europe, is of great importance, since in our era, when
most technological devices depend upon power supply, the economic impact in case of an
extreme geospace event could be severe. Moreover, the negative impact on emergency
services and the degradation of public safety associated with the loss of electric power
will not be negligible. Thus, it is important that operating procedures are scheduled
for large space weather events, even at low and middle latitude regions Eastwood et al.
[2018].

Appendix D contains a comprehensive list detailing all publications in refereed
journals, conference proceedings, and presentations at international conferences made
during the duration of this PhD.
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GIC index figures: Results from all stations /

observatories

n Chapter 4 we calculated GIC index for four intense magnetic storms of solar cycle
24 (i.e., 17 March 2015, 23 June 2015, 20 December 2015 and 26 August 2018). In
Figures 4.2-4.5 we presented indicative results from three stations / observatories
per storm, in order to be able to display the GIC index values in an appropriate way
for the reader. Here, we provide the complete set of figures from all available stations /

observatories per storm. In particular, we provide figures for the following:
1. Storm of 17 March 2015

¢ Figure A.1: CLF, CTS and EBR
¢ Figure A.2: IZN, DIO and VLI
¢ Figure A.3: SFS and TAM

2. Storm of 23 June 2015

¢ Figure A.4: CLF, CTS and EBR
* Figure A.5: IZN, THL and DIO
¢ Figure A.6: SF'S and TAM

3. Storm of 20 December 2015

* Figure A.7: CLF, CTS and EBR
¢ Figure A.8: IZN, DIO, SFS and TAM

4. Storm of 26 August 2018

* Figure A.9: CLF, CTS and EBR
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CLF: March 2015 storm
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Figure A.1: Storm of 17 March 2015: (From top to bottom: CLF, CTS and EBR). In each
panel are shown the Dst index (in cyan), the geomagnetic field’s X (left column) or Y
component (right column) (in grey, right y-axis) and the GICy (left column) or GICx index
(right column) (in blue, left y-axis). Green and yellow dashed lines represent the risk

levels, associated with the GIC index values, according to Marshall et al. (2011).

* Figure A.10: IZN, PEG and SFS

* Figure A.11: FIN and TAM
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GIC INDEX FIGURES: RESULTS FROM ALL STATIONS / OBSERVATORIES
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Figure A.2: Storm of 17 March 2015: (From top to bottom: IZN, DIO and VLI). In each
panel are shown the Dst index (in cyan), the geomagnetic field’s X (left column) or Y
component (right column) (in grey, right y-axis) and the GICy (left column) or GICx index
(right column) (in blue, left y-axis). Green and yellow dashed lines represent the risk
levels, associated with the GIC index values, according to Marshall et al. (2011).
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SFS: March 2015 storm

60
200
50
- 100
40|
o
L30
= -100
I 2 R = A
20 |-|- = "Very low" risk level|
“Low" risk level 1200
SFS data - By
Dst
10 -300
Ay A
0 400
00:00 1 00:00 2 00:00 0 00:00
cor TAM: March 2015 storm
200
50
100
40|
-0
L30
- -100
[Ferex T 7 7T 1 7" T A2 1771717771
20| |- = "Very low" risk level
“Low" risk level =00
TAM data - By
Dst
) MMMMM .
0 ! N -400

00:00
16/03/2015

12 00:00 00:00 0
1710312015 18/03/2015 19/03/2015
Time [UT]

Y1)

Y 1]

60/ SFS: March 2015 storm

L B e B e e B s T

20 |-[—GICy

= ="Very low" risk level
SFS data - Bx

Dst

TAM: March 2015 storm

20 -—GICy
~ = "Very low" risk level|

100

+-200

TAM data - Bx
Dst
10+ —-300
L deat Aot ‘ Tt
0 -400
00:00 1 00:00 t 12:00 00:00 1 00:00
16/03/2015 17/03/2015 18/03/2015 19/03/2015

Time [UT]

Figure A.3: Storm of 17 March 2015: (From top to bottom: SFS and TAM). In each panel
are shown the Dst index (in cyan), the geomagnetic field’s X (left column) or Y component
(right column) (in grey, right y-axis) and the GICy (left column) or GICx index (right
column) (in blue, left y-axis). Green and yellow dashed lines represent the risk levels,
associated with the GIC index values, according to Marshall et al. (2011).
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GIC INDEX FIGURES:

RESULTS FROM ALL STATIONS / OBSERVATORIES
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Figure A.4: Storm of 23 June 2015: (From top to bottom: CLF, CTS and EBR). In each
panel are shown the Dst index (in cyan), the geomagnetic field’s X (left column) or Y
component (right column) (in grey, right y-axis) and the GICy (left column) or GICx index
(right column) (in blue, left y-axis). Green and yellow dashed lines represent the risk
levels, associated with the GIC index values, according to Marshall et al. (2011).
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IZN: June 2015 storm
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Figure A.5: Storm of 23 June 2015: (From top to bottom: IZN, THL and DIO). In each
panel are shown the Dst index (in cyan), the geomagnetic field’s X (left column) or Y
component (right column) (in grey, right y-axis) and the GICy (left column) or GICx index
(right column) (in blue, left y-axis). Green and yellow dashed lines represent the risk
levels, associated with the GIC index values, according to Marshall et al. (2011).
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Figure A.6: Storm of 23 June 2015: (From top to bottom: SF'S and TAM). In each panel
are shown the Dst index (in cyan), the geomagnetic field’s X (left column) or Y component
(right column) (in grey, right y-axis) and the GICy (left column) or GICx index (right
column) (in blue, left y-axis). Green and yellow dashed lines represent the risk levels,
associated with the GIC index values, according to Marshall et al. (2011).
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CLF: December 2015 storm
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Figure A.7: Storm of 20 December 2015: (From top to bottom: CLF, CTS and EBR). In
each panel are shown the Dst index (in cyan), the geomagnetic field’s X (left column) or
Y component (right column) (in grey, right y-axis) and the GICy (left column) or GICx
index (right column) (in blue, left y-axis). Green and yellow dashed lines represent the
risk levels, associated with the GIC index values, according to Marshall et al. (2011).
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Figure A.8: Storm of 20 December 2015: (From top to bottom: THL, DIO, SFS and TAM).
In each panel are shown the Dst index (in cyan), the geomagnetic field’s X (left column)
or Y component (right column) (in grey, right y-axis) and the GICy (left column) or GICx
index (right column) (in blue, left y-axis). Green and yellow dashed lines represent the
risk levels, associated with the GIC index values, according to Marshall et al. (2011).
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CLF: August 2018 storm
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Figure A.9: Storm of 26 August 2018: (From top to bottom: CLF, CTS and EBR). In each
panel are shown the Dst index (in cyan), the geomagnetic field’s X (left column) or Y
component (right column) (in grey, right y-axis) and the GICy (left column) or GICx index
(right column) (in blue, left y-axis). Green and yellow dashed lines represent the risk
levels, associated with the GIC index values, according to Marshall et al. (2011).
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Figure A.10: Storm of 26 August 2018: (From top to bottom: IZN, PEG and SFS). In each
panel are shown the Dst index (in cyan), the geomagnetic field’s X (left column) or Y
component (right column) (in grey, right y-axis) and the GICy (left column) or GICx index
(right column) (in blue, left y-axis). Green and yellow dashed lines represent the risk
levels, associated with the GIC index values, according to Marshall et al. (2011).
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o0 FIN: August 2018 storm
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Figure A.11: Storm of 26 August 2018: (From top to bottom: FIN and TAM). In each
panel are shown the Dst index (in cyan), the geomagnetic field’s X (left column) or Y
component (right column) (in grey, right y-axis) and the GICy (left column) or GICx index
(right column) (in blue, left y-axis). Green and yellow dashed lines represent the risk
levels, associated with the GIC index values, according to Marshall et al. (2011).
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International Geomagnetic Reference Field (IGRF):

the 13th generation

In section 4.1 we provided estimations of the altitude-adjusted corrected
geomagnetic (AACGM) coordinates of each station for the epoch 2015.0
(https://superdarn.thayer.dartmouth.edu/aacgm.html). The AACGM coefficients
were derived using the secular variation of the IGRF-13 model [Alken et al., 2022].
Notably, the IGRF model must be regularly revised in order to follow the continuous
temporal changes of the geomagnetic field generated in the Earth’s outer core [Thébault
et al., 2015]. At the time this dissertation is being written the AACGM calculator has
switched to using the IGRF-13. In this section we will briefly discuss the mathematical
formulation of the IGRF model.

The International Geomagnetic Reference Field (IGRF) is a series of mathematical
models describing the large-scale internal part of the geomagnetic field E(r,@,d), t) and
its annual rate of change (secular variation). On and above the Earth’s surface, B is
defined in terms of a magnetic scalar potential V by B = —VV and where in spherical

polar coordinates V is approximated by the finite series

N n
1) V(r,0,p,t)=a ) ) Lyl (g7t (t)cos(mp) + R (#)sin(md)P; (cosh)]

n=1m=0 T

with r denoting the radial distance from the center of the Earth, a = 6371.2 km
being the geomagnetic conventional Earth’s mean reference spherical radius, 6 denoting
geocentric co-latitude, and ¢ denoting east longitude. The functions P;'(cos0) are the
Schmidt quasi-normalized associated Legendre functions of degree n and order m. The
Gauss coefficients g'' , "' are functions of time and are conventionally given in units of

nanotesla (nT).
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In the IGRF-13 model, the Gauss coefficients g7’ and A/ are provided for the main
field (MF) at epochs separated by 5 years between 1900.0 and 2025.0 A.D. The time
dependence of the Gauss coefficients is assumed to be linear over 5-year intervals and is

specified by the following expressions

(2) gM(t) = g™MTo) + 8™ (To).(t—To) and A7 (t)=hI(To)+hAT(To).(t—To),

where g™ (or A™), given in units of nT/year, represent the 5-year average first time
derivative (the linear secular variation) of the Gauss coefficients, ¢ is the time of interest
in units of year and T is the epoch preceding ¢ which is an exact multiple of 5 years, such
that To <t < (T +5.0). When MF models exist for both Ty and Ty + 5.0, then coefficients
g (To) can be computed as [g)' (T +5.0) — g7 (T))/5.0.

The geocentric components of the geomagnetic field in the northward, eastward, and
radially inwards directions (X, Y and Z) are obtained from the model coefficients using

Equation 1 and by taking the gradient of V in spherical polar coordinates

10V 1 oV ov
(3) X:——, Y:— - -—, = —
r 00 rsinf 0¢ or

For some applications, the declination D, the inclination I, the horizontal intensity
H, and the total intensity F' are required. These components are calculated from X, Y,

and Z using the relations,
4 H=VX2+Y2, F=VX2+Y2+2Z2, D=arctan(Y/X), I=arctan(Z/H).

In Equation 1, the maximum spherical harmonic degree of the expansion N may vary
from one epoch to another. The maximum degree N of the series is equal to 10 up to and
including epoch 1995.0 and the coefficients are quoted to 1-nT precision. For epoch 2000,
the coefficients are provided to degree and order 13 and quoted to 0.1-nT precision, and
from epoch 2005 onwards they are quoted to 0.01-nT precision for the DGRF (and 0.1
nT for the latest non-definitive IGRF), to take advantage of the higher data quality and
good coverage provided by the LEO satellite missions. The maximum truncation degree
N = 13 for epochs after 2000 is defined so as not to include the crustal magnetic field

contributions that dominate at higher degrees.
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ESA SSA SWE portal: GIC-related products

The ESA Space Weather Service Network provides a plethora of services to a broad
spectrum of end-users. Power systems operators, pipelines operators and resource ex-
ploitation system operators can be benefited from the following GIC-related products,

applying to Earth atmosphere and geomagnetic environment. :

* Local External Magnetic Field on Ground

- [G.143] Horizontal magnetic rate of change (dH/dt) (UK)

- [G.159] dMag/dt (i.e., dBy/dt or dBp/dt or dBz/dt)

- [G.101] Magnetogrammes from North(West) Europe and Greenland
- [G.113] Forecasts of dB/dt

- [G.126] LDin

- [G.127] LCin

- [G.168] Regional Magnetograms
* Local Geomagnetic Induced Geoelectric Field

- [G.140] Horizontal electric field data (UK)

- [G.148] Peak Geomagnetically Induced Current (GIC) for Scotland, England,
Wales and the UK

- [G.149] Average Geomagnetically Induced Current (GIC) for Scotland, Eng-
land, Wales and the UK

- [G.150] Peak Pipe-to-Soil Potential (PSP) for Scotland, England, Wales and
the UK
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- [G.151] Average Pipe-to-Soil Potential (PSP) for Scotland, England, Wales
and the UK

- [G.164] 3-hourly Telluric index (Lerwick, Eskdalemuir, Hartland)
- [G.165] GIC Index, Bgic for the UK

- [G.111] Maps for power and pipeline operators

- [G.112] Table of modelled GIC

- [G.114] Pipe-to-soil voltage (PSV)

- [G.167] Modelled surface electric field for UK and Ireland
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