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ABSTRACT

Serverless computing has emerged as a competitive cloud computing paradigm. At the
same time, the open-source RISC-V ISA has gained a lot interest and the first RISC-
V systems have already started to appear in the server market for datacenter and cloud
computing. The combination of these two computing trends necessitates the performance
assessment of the impact of the RISC-V ISA and relevant processor implementations
when executing serverless workloads, particularly with respect to well-established ISAs
and processor designs. However, currently, there is no benchmarking support for sys-
tematically evaluating serverless workloads on RISC-V systems. The goal of this thesis is
to bridge this gap in benchmarking support across the layers of the computing stack, from
the microarchitecture up to the application. We rely on vHive’s vSwarm that is a recently
proposed serverless benchmark suite, and on vSwarm-u that provides infrastructure for
executing serverless workloads in the gem5 microarchitecural simulator. We port several
workloads from vSwarm to the RISC-V ISA enabling their execution on RISC-V systems.
We also enhance vSwarm-u to enable the execution of those serverless workloads on sim-
ulated RISC-V CPUs using gem5. To achieve our goal, we address several challenges
that mostly stem from the immaturity of the RISC-V software ecosystem. To demonstrate
the usefulness of the enhanced benchmarking infrastructure, we evaluate the execution of
the ported serverless workloads on a simulated RISC-V out-of-order multicore system. We
also compare its execution with an equivalent x86 system. Our evaluation results highlight
the important performance trade-off of cold vs warm execution for serverless workloads.
Overall, our contributions pave the way for further experimentation with serverless work-
loads on RISC-V platforms, as well as for further comparison across various ISAs and
processor microarchitectural parameters.

SUBJECT AREA: Computer architecture

KEYWORDS: Serverless computing, benchmarking, RISC-V, software porting,
vSwarm, docker, gem5, microservices



NEPIAHWH

H utToAOYIOTIKR XWpIg eEUTTNEETNTH (Serverless computing) exel LEXxwPIoel wg £va avTayw-
VIOTIKO HOVTEAO EKTEAEONG EQAPUOYWYV OTO UTTOAOYIOTIKO VEQOG (cloud computing). Zuy-
XPOVWG, N avoixTou KwIka RISC-V apXITEKTOVIKNA £XEI CUYKEVTPWOEI APKETO EVOIQPEPOV
kKal Ta Tpwta RISC-V cuotiuata €xouv dn apxioel va gugavifovral otnv ayopd dla-
KOMIOTWV YIa KEVTpa Oedopévwy. O ouvOUAOoNOG aUTWY TwV dUO TACEWV OTNV UTTOAO-
YIOTIKI] oTTaITE TNV agIOAOYNON TNG atmddoong TOU AVTIKTUTTIOU TNG apXITeKTovikns RISC-
V Kal TWV OXETIKWY UAOTTOINCEWYV ETTECEPYAOTWY KATA TNV EKTEAEON serverless QopTiwyv
epyaciag, 181aiTEpa o€ OUYKPIOT HE TIG KAOBIEPWHEVES APXITEKTOVIKEG KAl MOVTEAQ ETTECEP-
yaoTtwyv. QoT600, TTPOG TO TTAPAV, dEV UTTAPYXOUV PETpoTTpoypduuara (benchmarks) Tou
ETMTPETTOUV TN CUCTNUATIKA agloAdynon Twv serverless QopTiwv epyaciag oe cuoTAPATA
RISC-V. Z10x0¢ auTAG TNG TITUXIOKNG £Epyaciag gival va yeQupwoel autd To Xaoua oTnv
UTTOOTNPIEN AEIOAOYNONG HECW PETPOTTPOYPANPATWY OAWYV TWV ETTITTEDWYV TNG UTTOAOYIOTI-
KNG oToiBag, atrd TN MIKPOOPXITEKTOVIKA HEXP! TIC EpapuoyéS. BaoildpaoTte otn vSwarm
oouita Tou VHive, n otroia gival yia TTpéo@ATa TTPOTEIVOUEVN OOUITA HETPOTTPOYPANHATWYV
yia serverless TepIBAANovTa ekTEAEONGS, KABWG Kal oTo vSwarm-u framework 1Tou TTapéxel
UTTOOO0UN YIO TNV EKTEAEDT serverless QopTiwv EpYaciag OTOV PIKPOAPXITEKTOVIKO TTPOCW-
MoIwTr gem5. MeTagépoupue dIAPOPES EQAPUOYNG ATTO TN CoUITa vSwarm oTnv apxITe-
KTovIKA RISC-V ISA, emtpémovtag Tnv ekTéAeor] Toug o€ cuoTiuata RISC-V. EmimmAéoy,
ETTEKTEIVOUNE TO vSwarm-u WOoTE va ETITPETTETAI N EKTEAEON AUTWYV TwV serverless epap-
Moywv o€ TTpooopoloupevoug RISC-V emmegepyaoTég péow ToU gems. lNa va TTETUXOUUE
TOV OTOXO YOG, AVTIUETWTTIOANE DIAPOPES TTPOKAACEIG TTOU TTPOEPXOVTAI KUPIWG ATTo TNV
AVWPIKNOTNTA TOU 0IKOCUOTANATOG Aoyiopikou yia RISC-V. MNa va emdei§oupe Tn xpnoiuoé-
TNTA TNG EVIOXUMPEVNG UTTOOOUNAGS a&loAdynong TTou TTapEXOUE, EKTEAOUUE TIG serverless
EQAPUOYEG O€ éva TTPOCOMOIWPEVO TTOAUTTUPNVO RISC-V guotnua tTou atroteAeital armmo
ETTECEPYAOTEG EKTEAEONG EVTIOAWV €KTOG o€lpdcg (out-of-order). ETTiong, ouykpivoupe Tnv
EKTENEOT] TOUG PE EVa AVTIOTOIXO OUCTNUA APXITEKTOVIKAG X86. Ta atroTeAéopaTa TNG OEI0-
AOYNONG Jag avadeikvUuouv TO onPavTIKO {NTnua ammodoong YETagu "kpuag" kai "¢eoTig”
EKTEAEONG TTOU TTPOKUTITEI YIA serverless eQapuoyES. ZUVOAIKA, Ol CUVEICPOPESG JAG avoi-
YOUV TO OPOMO YIa TTEPAITEPW TTEIPAUATIONOUG UE serverless QopTia epyaciag o€ TTAATPOp-
MES RISC-V, kaBwg Kai yia TTEpAITEPW CUYKPIoEIC HETAEU dia@opwy ISA Kal HIKpOapXITE-
KTOVIKWYV TTOPAPETPWY TWV ETTECEPYATTWV.

OEMATIKH MNMEPIOXH: ApXITEKTOVIKI] UTTOAOYIOTWV

AEZEIZ KAEIAIA: YTroloyIOTIK)  XWwPIig  €EUTTNPETNTA, aglohdynon  péow
METpOTTPOYPAPUGTWY, RISC-V, uetatpott) Aoyioupikou, vSwarm,
docker, gem5, YIKpOUTTNPETiEG



To my parents Mantha and Thomas and my siblings Kostas, Aris, Angeliki as well as
their families for their love and support all those years



ACKNOWLEDGEMENTS

I would like to thank my supervisor, Assistant Professor Vasileios Karakostas for coming up
with the topic of the thesis. This thesis would not have been possible without his guidance
and assistance.

| would also like to express my gratitude to Professor Dimitrios Gizopoulos and researcher
George Papadimitriou for their insightful contributions and feedback during the course of
the research.



CONTENTS

1. Introduction

11 Motivation . . . . . . . . . o e e e e e e e e e e e e e e e e e e s
12 Goal& Approach . . . . . . . . . .t s e e e e e e e e e e e e e e e e e
1.3 Thesis Contributions . . . . . . . . . . . . 0 0 e e e e e
1.4 Organization . . . . . . . & & 4t 0 o i e e e e e e e e e e e e e e e e e s

2. Background

21 ServerlessComputing . . . . . . . . o L h e e e e e e e e e e e e e e e
2.2 The RISC-V Instruction Set Architecture . . . . . . .. ... ... ...,
23 QEMU . . . . . . e e e e e e e e e e e e e e e e e e e e e e e e e
2 « - o 1
241 gemb5SystemModes . . . . i . i ik e e e e e e e e e e e e e e e s
242 gemSCPUModels . v v v @ i i v i it h e e e e e e e e e e e e e e e e s
243 gembUtilities . . & v v v i o h e e e e e e e e e e e e e e e e e e e e e e e e

3. Porting Serverless Benchmarking to RISC-V

3.1 Selecting the Serverless Benchmark Suite . . . . . . . .. ... ... ........
3.1.1 The vSwarm Benchmark Suite . . . . & + &« & v & v & 4 i s e s e e e e e e
3.1.2 ThevSwarm-uFramework . . . & & v & v 4 & 4 & 4 & s n s e m e m e e e e

3.2 Creating a RISC-V DevelopmentPlatform . . . . . . . . . ... ... .. .......
3.2.1  Selecting Linux Distribution . . . . v v & & 0 0 0 s e e e e e e e e e e e e e s
3.22 InstallingDocker . . & v v v h i e e e e e e e e e e e e e e e e e e e e e s

3.3 Porting Serverless Benchmarks tothe RISC-VISA . . . . . . . . . ... ... .. ..
3.3.1 Standalone Functions . . . .« & & v 4 h i h e e e e e e e e e e e e e e e e e e
3.3.11 GoandNodeds . . . . . . . . L e e e

3.31.2 Python . . . . . . . e e e e e

3.3.2 OnlineShop Application . . . « & & v v & v vt ot e e e e e e e e e e e e e e e e
3.3.3 HotelApplication . . « v v ¢ & & & i i e e e e e e e e e e e e e e e e e e e e
3.3.3.1 Alternativesto MongoDB . . . . . . . .. L. L L Lo

3.3.3.2 Introducing alternative databases in the Hotel Application . . . . . . . . ..

3.4 Enabling the Execution of the Benchmarksingem5 . . . . . . ... ... ......
341 ThevSwarm-uFramework . . . . . & & & & & &t h e e e e e e e e e e e .
342 gemS &RISC-V . & v i i i s e e e e e e e e e e e e e e e e e e e

34.2.1 Buildinggem5 . . . . . . . L L L e e e e e e
3422 RISC-V Linux Kernel for gem5 simulations . . . . . . . . ... ... ...

14
14
15
16
16
17
17
18
18

18
19
19
19

21



3.4.2.3 RISC-V Bootloader . . . . . . . . . . . . .. ..

3424 gem5 RISC-V configurationfile . . . . . . . . . ... ... 000

3.5 Enhancing the existing infrastructureforx86 . . . . . . . . . . ... ... .00,
3.5.1 Serverless Functionsforx86 CPUs . . . . . . &« & & & v 4 & v v i h e e e e
352 gemb&X86 . . . v v ik sk e e e e e e e e e e e e e e e e e e e e e s
3.5.21 Configuration file and diskimage . . . . . . . . . . . . . . ... ... ..

3.5.2.2 x86 Linux Kernel for gem5 Simulations . . . . . . . . . . . ... ... ..

3.5.23 Limitations . . . . . . . . . . L.

4. Evaluation

41 Experimental Methodology . . . . . . . . . & v 4 c .t e e e e e e e e e e
411  Software and Hardware Configuration . . . . .+ « & v v 4 v 4t v v d e e e .
4.1.2  Step-by-step Experimentation Process . . . « v & & & & 0 d i h h e e e e e e

4.1.21 Image Preparation . . . . . . . . . . .. .. Lo
4.1.2.2 SetupMode . . . . . . . . L Lo e e
41.2.3 Evaluation Mode and Stat Collection . . . . . . . . . . . ... ... ...

42 Results . . . . . . . L L e e e e e e e e e e e e e e e e e e e e e e e e e
4.2.1 RISC-VResuUlts . . . & & v v i i e e e e e e e e e n e e e e e e e e e e e
4211 Standalone Functionsand OnlineShop . . . . . . . . . . . ... ... ..
4.21.2 Hotel application . . . . . . . . . . . . . . . e

422 x86Results . . . . . . L e e e e e e e e e e e e e e e e e e e e e e e
4221 Standalone Functions and OnlineShop . . . . . . . . . . . ... ... ..
4222 Hotel application . . . . . . . . . . . . . . .. L o

423 RISC-VVSX8BReSUES . =+ v & v v 4 ittt e e e e e e e e e e e e e e e e e s
4.2.3.1 Standalone Functionsand OnlineShop . . . . . . . . . . . ... .. ...
4.2.3.2 Hotel application . . . . . . . . . . . . . . . Lo

424 MongoDbvsCassandra . . . & v v vt v v h  h e e e e e e e e e e e e e e s
425 RISC-Vvsx86ContainerSizes . . = = v v v v v v & & m ke e e e e e e e e e e e
426 Similar Work Size Comparison . . . & v v v 4 4 4 4 & n ke e e e e e e e e e e

5. Related Work

6. Conclusions & Future Work
ABBREVIATIONS - ACRONYMS
REFERENCES

49

50

51

55



LIST OF FIGURES

4.1 ExperimentProcess. . . . . . . . . . . ... 33
42 SystemStack. . . .. .. ... 34
4.3 Overview of the multicore system that is used in the experiments with gem5. 35
4.4 Number of cycles for the standalone functions and the online shop applic-

ation on the RISC-V simulated system. . . . . . .. ... ... ... ..... 36
4.5 Number of cycles for the hotel application on the RISC-V simulated system. 37
4.6 Number of L1 cache misses for the hotel application on the RISC-V simu-

lated system after cold execution. . . . . . . ... ... L. 38
4.7 Number of L1 cache misses for the hotel application on the RISC-V simu-

lated system after warm execution. . . . . . ... ..o oo 38
4.8 Percentage of L1 cache misses for the hotel application on the RISC-V

simulated system after cold execution. . . . . .. ... ... ... ... ... 39
4.9 Percentage of L1 cache misses for the hotel application on the RISC-V

simulated system after warm execution. . . . . . ... ... ... 39
4.10 Number of cycles for the Go functions on the RISC-V simulated system. . . 40

4.11 Number of L2 misses for the Go functions on the RISC-V simulated system. 40
4.12 Number of cycles for the standalone functions and the online shop applic-

ation on the x86 simulated system. . . . . . . .. ... ... ... ...... 41
4.13 Number of L2 misses for the Python functions on the x86 simulated system. 42
4.14 Number of cycles for the hotel application on the x86 simulated system. . . 42
4.15 Number of cycles for the standalone functions and the online shop applic-

ation on the RISC-V and the x86 simulated systems. . . . . ... ... ... 43
4.16 Number of executed instructions for the standalone functions and the online

shop application on the RISC-V and the x86 simulated systems. . . . . .. 44
4.17 Number of L1 instruction misses for the standalone functions and the online

shop application on the RISC-V and the x86 simulated systems. . . . . .. 44
4.18 Number of L2 misses for the standalone functions and the online shop ap-

plication on the RISC-V and the x86 simulated systems. . . . . ... .. .. 45
4.19 Number of cycles for the hotel application on the RISC-V and the x86 sim-

ulated systems. . . . . . . 46

4.20 Execution time comparison between MongoDB and Cassandra using QEMU
forthe x86 ISA. . . . . . . . . 47



3.1
3.2
3.3

3.4

4.1

4.2
4.3
4.4
4.5

LIST OF TABLES

Summary of the currently available serverless benchmark suites. . . . . . .
Overview of the vSwarm standalone functions and the supported runtimes.
Overview of the functions of the vSwarm Online Shop application and their
correspondingruntimes. . . . . . . . . ...
Overview of the functions of the vSwarm Hotel application, their corres-
ponding runtimes, and their dependencies on the MongoDB database and
the Memcached caching system. . . . . . .. ... ... ... ... ...,

Common configuration parameters that were used for the simulation of the

x86 and RISC-V processors withgem5. . . . . . ... ... ... ......
RISC-V specific configuration parameters. . . . . . . . ... .. ... .. ..
x86 specific configuration parameters. . . . . . . ... ... ... .. ...,
Docker Container Compressed SizeinMB. . . .. ... ... ........
GPour/Natheesan RISC-V Docker Container Compressed Size in MB. . . .



PREFACE

This thesis was completed at the Department of Informatics and Telecommunications of
the National and Kapodistrian University of Athens under the guidance of Asst. Prof.
Vasileios Karakostas and the valuable contributions of Prof. Dimitris Gizopoulos and Dr.
George Papadimitriou.



Benchmarking Support for RISC-V CPUs in Serverless Computing

1. INTRODUCTION

Serverless computing has gained a lot of interest recently [1, 23, 5, 27], as it provides
important benefits for both the users and the cloud service providers. The end users pay
only for the resources they use, while the cloud providers collocate multiple workloads
on the same physical servers to maximize the profit from the invested resources [58, 62].
However, the performance challenges of serverless computing require careful consider-
ation, as they severely affect the profit of cloud service providers [38, 5, 10]. Because of
the short-living nature of serverless workloads, prior works have shown that the perform-
ance of serverless workloads can be significantly affected by the chosen architectural and
microarchitectural parameters of the system’s processor [57, 3] and have proposed mech-
anisms for improving performance [52, 69, 53].

At the same time, the interest in the RISC-V ISA has increased significantly, thanks to its
open-source nature that fosters processing sovereignty and the growing support from sys-
tem and software vendors. While CISC-based systems have dominated the server market
so far, cloud service providers have started to adopt RISC-based (Arm) systems in their
production clusters [42] and more recently to introduce RISC-V platforms. For example,
SiFive [59] and Ventana [63] provide high-performance RISC-V data center-class CPUs,
while Scaleway [51] launched a range of RISC-V servers in the cloud on February 2024.
Hence, having relevant benchmarking support is critical for enabling further research and
development towards its successful adaptation.

1.1 Motivation

Despite the growing interest in serverless computing and the RISC-V ISA, there is currently
no benchmarking support that combines these two technologies together and that allows
the systematic analysis and evaluation of the architectural and microarchitectural paramet-
ers of RISC-V systems in serverless computing. It is well known that different ISAs offer
different trade-offs with respect to performance, power, and energy efficiency [7]. Hav-
ing such benchmarking support would be crucial to quantify the potential of RISC-V for
serverless computing concerning other ISAs. In addition, prior works have shown that the
unique nature of serverless workloads exposes novel opportunities for microarchitectural
optimizations [57, 3, 52, 69, 53]. Such benchmarking support would allow the evaluation
of the impact of different microarchitectural designs for RISC-V systems.

While there are multiple benchmark suites for serverless computing [30, 31, 71, 33, 24,
11, 66], they lack support for the RISC-V ISA. Only a few prior works [61, 60, 16] have
used individual serverless workloads on RISC-V-based systems. Howerver, those works
have only considered few individual serverless workloads but none of them has ported or
used any existing benchmark suite for exploring the impact of architectural and microar-
chitectural choices. In addition, those works did not consider the impact of the containeriz-
ation/virtualization layers that play a critical performance role in the serverless computing
stack. Finally, they do not provide support for running serverless workloads in microarchi-
tectural simulators, e.g., gem5, for the RISC-V ISA.

G. Pournaras 14
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1.2 Goal & Approach

The goal of this thesis is to bridge the gap in benchmarking support between serverless
computing and the RISC-V ISA. To meet this goal, we enhance existing infrastructure that
supports serverless benchmarking along two axes. We first port serverless benchmarks
to the RISC-V ISA. This enables the experimentation on real platforms that are equipped
with RISC-V processors. Second, we enhance the benchmarking methodology to support
the evaluation of the serverless benchmarks on RISC-V CPUs using microarchitectural
simulation. This allows for the evaluation of the impact of various microarchitectural com-
ponents on the execution of serverless workloads, as well as for the direct comparison of
different ISAs for this emerging cloud computing paradigm.

More specifically, we base our approach on vSwarm [66] and vSwarm-u [67]. vSwarm is
a benchmark suite for serverless systems that currently provides support for x86 and Arm
platforms. vSwarm provides plenty of benchmarks including: standalone functions (i.e.,
Fibonacci, Authentication, Aes-Cipher), an online-shop suite, and a hotel booking collec-
tion, among others. vSwarm-u provides the necessary infrastructure (i.e., scripts, config-
uration files, and experimental methodology) for executing the aforementioned workloads
in the gem5 simulator [19] with x86 and Arm CPUs. We extend vSwarm and vSwarm-u to
enable the evaluation of serverless workloads on RISC-V CPUs using the gem5 simulator.

Accomplishing our goal was not an easy task, as we faced numerous challenges due to
various software dependencies and the immaturity of the RISC-V software ecosystem.
First of all, we had to create a proper development environment based on QEMU [43]
for porting the serverless workloads. Some well known software tools, e.g., Docker [14],
were not available through packet managers for the RISC-V ISA, so we had to build and
install them using their source codes. Still, building software components was not always
sufficient. For example, we were unable to compile the gRPC [26] module for RISC-V
which is necessary for running python containers, due to another software dependency.
Similarly, the Hotel application from vSwarm depends on the MongoDB database. How-
ever, MongoDB has not been ported to RISC-V. We overcame this obstacle by modifying
the application to use Apache Cassandra instead as an alternative NoSQL database [49].
Finally, to enable the execution of the serverless workloads in gem5 we had to create
a custom Linux kernel image that allows the execution of docker containers. Overall, in
spite of these challenges we successfully managed to port the workloads to the RISC-V
ISA and provide support for executing them in gem5.

To validate our porting effort and demonstrate the usefulness of our enhanced bench-
marking infrastructure, we evaluate the execution of the ported serverless workloads on a
simulated RISC-V out-of-order multicore system using gem5. Our results highlight the im-
portant performance trade-off of cold vs warm execution for serverless workloads, and its
correlation with various microarchitectural statistics, such as L1 data/instruction misses
and L2 misses, among others. In addition, we compare the performance of the ported
serverless workloads on a RISC-V system with respect to a equivalent x86 system with
the same microarchitectural characteristics using the same system setup (i.e., identical
gemb version, Ubuntu version, Linux kernel version and similar configuration). Our res-
ults show that all the ported benchmarks run faster in the RISC-V system than in the x86
one, whereas the cold execution time in the RISC-V system is faster for some workloads
than the corresponding warm execution time in the x86 system. The main reason for this
performance difference is the fact that the execution of the functions in the RISC-V sim-
ulated platform resulted in significantly fewer executed instructions than the execution of

G. Pournaras 15
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the functions in the x86 simulated platform.

1.3 Thesis Contributions

In summary, the main contributions of this thesis are:

» We port the vSwarm benchmarks in the RISC-V ISA addressing several challenges
due to the immaturity of the software ecosystem.

* We extend the vSwarm-u infrastructure for executing the benchmarks on the gem5
simulator.

* We use the developed infrastructure to comprehensively evaluate the impact of cold
vs warm execution on RISC-V systems.

* We compare the performance of RISC-V and x86 microprocessors in the context of
serverless computing.

1.4 Organization

The rest of this document is organized as follows. Section 2 provides background inform-
ation regarding serverless computing, the RISC-V ISA, and the emulation and simulation
tools that we use in this work. Section 3 describes our effort towards enabling benchmark-
ing support for serverless computing for RISC-V CPUs. Section 4 describes our evaluation
methodology and experimental results. Section 5 summarizes prior works on benchmark-
ing serverless applications and the impact of microarchitecture on their execution. Finally,
Section 6 concludes this thesis and provides directions for future work.

G. Pournaras 16
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2. BACKGROUND

In this section we provide background information regarding the two main trends in com-
puting that this thesis bridges by providing relevant benchmarking support, i.e., serverless
computing (also known as Function-as-a-service or FaaS) and the RISC-V ISA. We also
describe briefly the two tools that we use in this thesis for emulating and simulating RISC-V
systems, i.e., QEMU and gemb5, respectively.

2.1 Serverless Computing

Serverless Computing was first introduced in 2008 by Google’s "Google App Engine” [22]
and gained mass-market appeal in when Amazon released AWS Lamda [45]. Serve-
less Computing is a cloud computing paradigm in which an application is a set of many
event driven functions that require minimal resources. Serverless computing is similar
to microservices as they are both part of modern cloud-native architectures and aim to
break down monolithic applications into smaller, more manageable components. The key
feature of serverless computing is the scalability that provides. Developers run code in-
side containers in response to specific events or requests without specifying or managing
the infrastructure required to run the code. Furthermore, the users only pay for the ex-
ecution time of their functions, because a Pay-as-you-go model is applied. This model
motivates the user to implement even smaller functions, in the order of a few hundreds
of milliseconds [28], which facilitates the provider’s task to quickly shutdown and initiate
functions minimizing resource waste.

Regarding performance, one of the most critical metrics in the execution of serverless
functions is the execution latency. That latency is heavily affected by the state of the
function on the system. Functions can have three states: Running, Waiting, and Dead.
When a function is in the dead state, it does not occupy any memory or resources on
the server and its execution requires costly initialization steps (i.e., booting the function).
When a function is in the waiting state, it means that it is still present in the memory of the
server and occupies resources. The term cold execution refers to the first invocation of a
function that is currently in dead state. In contrast, subsequent executions of a function
that is in the waiting state are called warm executions and are much faster. The difference
in performance between cold and warm execution can be significant and even affect the
billing policy of the providers [62]. Furthermore, because of the function’s short execution
time, initializing/booting a function from the dead state may dominate the total execution
time. To reduce as much as possible the cold execution of functions, the provider selects
the criteria that will change a function’s state from waiting to dead and vise-versa. The goal
is to keep functions that will soon be needed again present in memory and to deactivate
the ones that will probably used very far in the future.

In addition, prior works [52, 53] have shown that, the repetitive execution of thousands
short-lived functions in the same core in combination with relative sparse time intervals
between the invocations, make subsequent function callings unable to capitalize on the
microarchtectural state of previous callings. In an ideal scenario where every execution
happens consecutively, one can witness exceptional low execution times. In reality, the
execution of other functions in between cause the thrashing of caches and the microar-
chitectural state, leading every invocation to lukewarm execution, i.e., to behave as if it
was called for the first time.
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2.2 The RISC-V Instruction Set Architecture

Unlike closed-source processor architectures, RISC-V [47] represents an open-source
instruction set architecture (ISA) utilized for the development of custom processors aimed
at a broad spectrum of end applications. Initially designed at the University of California,
Berkeley, RISC-V ISA stands as the fifth iteration of processors grounded in the principle
of the reduced instruction set computer (RISC). Its popularity has surged in recent times
due to its open nature and technical advantages. The standard is now managed by RISC-
V International [46], which has more than 3,000 members. RISC-V enables efficient task
execution and allows designers to create numerous custom processors for faster market
deployment while the shared processor IP reduces software development time. RISC-V
International reported that more than 10 billion chips containing RISC-V cores had been
shipped by the end of 2022 [48].

Key benefits of the RISC-V ISA include its open-standard architecture fostering industry-
wide collaboration and innovation. The common ISA simplifies software development
across a range of devices from embedded systems to supercomputers. Besides the base
instruction set that allows for the implementation of a simplified general-purpose com-
puter, the RISC-V ISA also provides support for ISA customization through extensions
with unique features tailored to specific requirements and needs. Finally, the RISC-V ISA
provides enhanced security through open-source designs and tools that allow thorough
public scrutiny and prevent from back doors and hidden vulnerabilities.

2.3 QEMU

QEMU [43] serves as a versatile, open-source tool capable of emulating machines and
functioning as a virtualization layer. Its primary application lies in system emulation, of-
fering a simulated environment comprising a CPU, memory, and emulated peripherals to
support the execution of guest operating systems (OS). This emulation can either fully
replicate the CPU behavior or collaborate with hypervisors, like KVM, to enable direct
execution of the guest OS on the host CPU. Additionally, QEMU facilitates user-mode
emulation, enabling the execution of applications designed for one processor architecture
on another through CPU emulation. Beyond these core functionalities, QEMU includes
various standalone command-line tools, notably the gemu-img utility for managing disk
images, including creation, conversion, and modification operations.

24 gem5

gem5 [32, 19] is a modular open source computer architecture simulator that is widely
used in academia and industry for computer-system architecture and microarchitecture
research. Its development started roughly 15 years ago at the University of Michigan as
the m5 project, and at the University of Wisconsin as the GEMS project. The two projects
merged in 2011 and, since then, gem5 has been cited by over 2900 publications.

gem5 supports multiple ISAs (Alpha, ARM, SPARC, MIPS, POWER, RISC-V and x86)
and provides four CPU types. A simple one-CPI CPU, a detailed model of an in-order
CPU, and a detailed model of an out-of-order CPU. These CPU models use a common
high-level ISA description. In addition, gem5 features a KVM-based CPU that uses virtu-
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alization to accelerate simulation. Furthermore gem5 comes with rich memory simulation
support. In particular, the memory system is event driven and includes caches, crossbars,
snoop filters, and a fast and accurate DRAM controller model, for capturing the impact of
current and emerging memories, e.g. LPDDR3/4/5, DDR3/4, GDDR5, HBM1/2/3, HMC,
WidelO1/2. The components can be arranged flexibly, e.g., to model complex multi-level
non-uniform cache hierarchies with heterogeneous memories.

241 gem5 System Modes

gem5 can run in two different modes called “full system” (FS) and “syscall emulation”
(SE) [21]. In full system mode, gem5 emulates the entire hardware system and runs an
unmodified kernel. Full system mode is similar to running a virtual machine.

Syscall emulation mode, on the other hand, does not emulate all of the devices in a system
and focuses on simulating the CPU and memory system. Syscall emulation is much easier
to configure since it is not necessary to instantiate all of the hardware devices required
in a real system. However, syscall emulation only emulates Linux system calls, and thus
only models user-mode code.

2.4.2 gem5 CPU Models

gem5 supports various CPU models that provide different trade-offs between accuracy
and simulation speed. Next we breifly describe the CPU models that we use in this thesis.

KVM CPU Model. gem5’s KVM model [4] is a handful way to speed up parts of the
simulation that are not taken into consideration during the collection and analysis of stat-
istics, such as the booting stage of a machine. When using KVM, the simulator executes
commands fast directly to the host’'s CPU. However, as it will be mentioned later, since
the simulation lacks accuracy in favor of execution speed, the state of the core (i.e., the
simulation) can be inconsistent.

Atomic CPU Model. When the Atomic CPU model (AtomicSimpleCPU) [4] is used,
memory accesses happen instantaneously and there is no CPU pipeline. This is the fast-
est simulation CPU model after KVM, but it is not realistic at all. It is mostly useful for
booting Linux fast and then checkpointing and switching to a more detailed CPU.

Out-of-Order CPU Model. The Out-of-Order CPU model (DeriveO3CPU) [39] is a de-
tailed core model that is loosely based on the microarchitecture of the Alpha 21264 mi-
croprocessor. The model uses five pipeline stages (i.e., fetch, decode, rename, issue /
execute / writeback, and commit). It provides cycle-level accuracy, as it actually executes
the instructions at the execute stage of the pipeline. In general, we use the Out-of-Order
CPU model for measuring the performance of the application’s region of interest by sim-
ulating the CPU in the highest possible detail.

2.4.3 gemS5 Utilities

Checkpoints. In this thesis the term checkpoint is used in several occasions since itis one
of gem5’s helpful mechanisms. Checkpoints are essentially snapshops of a simulation.
A typical Ubuntu disk image boot can take up to 6 hours using an atomic core, given
that so many services need to start. So checkpointing after getting terminal access in a
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successful boot is one of the most common practices when working with gem5. Doing
that allows the user to run different kinds of experiments without waiting each time for
executing the common initialization instructions. The user restores the system state from
the checkpoint and continues the execution of the workload with a more detailed core
model exactly from the next instruction.

gemb5 Standard Library. Configuring the simulator to perform experiments can be tricky,
especially if one uses the fs.py and se.py configuration scripts. Despite being provided
as examples of how to configure a simulation with gem5, these scripts have been exten-
ded and used as a de-facto configuration approach to run experiements with gem5, while
they were never intended to be. These configuration scripts are an inefficient, poorly doc-
umented way to configure a system and leads to many problems [12]. To resolve this
issue, a gemb5-stdlib was created. With the gemb5 stdlib users can configure simulations
in a few lines of Python. In addition, stdlib is a part of the project that is continually tested,
and significant engineering resources are targeted towards maintaining its stability and
extending it with new features.

M5 Magic Instructions. M5 magic instructions are used in full system (FS) mode to
issue special instructions to trigger simulation specific functionality, e.g., stat resetting,
stat dumping, checkpoint, end of simulation, and others.
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3. PORTING SERVERLESS BENCHMARKING TO RISC-V

In this section, we provide information about our approach and experience with enabling
benchmarking support for serverless computing in RISC-V CPUs. The selection of rep-
resentative serverless workloads is critical in the realization of our goal. In addition, the
porting process itself is not straightforward. The major challenges arise from the fact that
the RISC-V software ecosystem is less mature compared to that of other well-established
ISAs, e.g., x86 and Arm. This current status of the RISC-V software ecosystem intro-
duces additional software dependencies that, in turn, affect the selection and utilization
of the software tools and components. Additionally, we faced difficulties in generating a
Linux Kernel to run our workloads in gem5 for both RISC-V and x86.

In summary, in our porting effort, we had to address the following challenges: (i) selection
of an existing benchmarking framework, (ii) creation of a RISC-V development platform,
(iii) installation of system dependencies, (iv) porting of the serverless workloads, and (v)
enabling the execution of the workloads in gem5.

3.1 Selecting the Serverless Benchmark Suite

Table 3.1 summarizes the currently available serverless benchmark suites. vSwarm [62,
66] is a serverless benchmark suite that is part of the vHive ecosystem [64]. vSwarm
includes multi-function benchmarks and standalone function benchmarks, and provides
support for multiple languages and runtimes, ISAs, and allows experimentation on both
real and simulated platforms. FunctionBench [30, 31, 17] is a suite of various function
workloads that are implemented in Python and provides support for executing them on
multiple cloud service providers. ServerlessBench [71, 56] is a benchmark suite for char-
acterizing serverless platforms that allows the exploration of several metrics of serverless
platforms and provides four real-world serverless workloads. FaaSdom [33, 15] is another
benchmark suite for serverless computing platforms. It comes with a variety of bench-
mark tests written in multiple implementation languages and runtimes. BeFaaS [24, 6]
is a serverless benchmarking framework that also supports federated benchmark runs, in
which the benchmark application is distributed over multiple providers. SeBS [11, 55] is
a comprehensive benchmark suite for public cloud providers that consists of the specific-
ation of representative workloads, their implementation, and the evaluation infrastructure
and methodology.

In this work we decided to use the vSwarm benchmark suite for the following reasons: (i)
it comes with a variety of representative workloads for serverless computing, ranging from
simple functions to real-world applications, (ii) it supports multiple languages and runtimes,

Benchmark suite Languages & Runtimes Infrastructure ISAs gem>5 support
FunctionBench [17] Python Public & Private x86 No
ServerlessBench [56] C, Java, Python, NodeJs, Ruby Public & Private x86 No
FaaSdom [15] Node.js, Python, Go, .NET Public x86 No
BeFaaS [6] Node.js Public & Private x86 No
SeBS [55] Python, Node.js Public x86 No
vSwarm [66] Python, Go, Node.js Private x86/Arm Yes

Table 3.1: Summary of the currently available serverless benchmark suites.
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(iii) it supports both the x86 and Arm ISAs, and (iv) it comes with additional support for
executing serverless functions in the gem$5 simulator.

3.1.1 The vSwarm Benchmark Suite

vSwarm [62, 66, 65] presents a curated selection of serverless benchmarks, tailored for
easy deployment and designed to reflect real-world scenarios involving intensive data pro-
cessing. These benchmarks are composed of interconnected serverless functions, aim-
ing to simulate practical workload conditions. This suite encompasses not only complex,
multi-function benchmarks but also simpler, standalone functions compatible with both
x86 and Arm ISAs. vSwarm offers two types of microbenchmarks: those involving the
combination of synchronous and asynchronous functions, known as multi-function bench-
marks; and standalone function benchmarks, which consist of individual functions without
any composite structures (e.g., avoiding producer-consumer setups).

The benchmarks that we test in our thesis can be narrowed into three large categories:

» The standalone functions (i.e., AES, Auth, Fibonacci) that are written in all three
tested languages, i.e., Go, NodedJs, Python (Table 3.2).

» The online-shop collection is derived from Google’s Online Boutique. It consists of
several functions that are written in Go, NodedJs, or Python (Table 3.3).

» The hotel-app collection that is composed of Go microfunctions that simulate the
backend of a hotel booking site. The hotel-app collection is based on DeathStarBench’s
Hotel Reservation Application [18]. Each function communicates with a database in-
stance and some of them also with a lightweight caching instance (Table 3.4).

Function Go Python NodeJs

Fibonacci Yes Yes Yes
Auth Yes Yes Yes
Aes Yes Yes Yes

Table 3.2: Overview of the vSwarm standalone functions and the supported runtimes.

Function Runtime
Product Catalog Service Go
Shipping Service Go
Recommendation Service Python (Used with Product Catalog)
Email Service Python
Currency Service Nodeds
Payment Service Nodeds

Table 3.3: Overview of the functions of the vSwarm Online Shop application and their
corresponding runtimes.
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Function Runtime MongoDB Memcached
Geo Go Yes No
Recommendation Go Yes No
User Go Yes No
Reservation Go Yes Yes
Rate Go Yes Yes
Profile Go Yes Yes

Table 3.4: Overview of the functions of the vSwarm Hotel application, their corresponding
runtimes, and their dependencies on the MongoDB database and the Memcached caching system.

3.1.2 The vSwarm-u Framework

vSwarm-u [67] provides additional support for running most of the standalone functions in
the gemb5 [32] microarchitectural simulator. The standalone functions are particularly use-
ful for analyzing the performance of serverless computing at the microarchitecture level
using the gem5 cycle-accurate full-system CPU simulator. They serve as valuable mi-
crobenchmarks, initially identifying potential bottlenecks in serverless workload execution
on physical hardware, followed by detailed analysis and optimization using the gem5 sim-
ulator. However, the faithful execution of serverless workloads in simulation platforms is
difficult due to the complex software stack of serverless frameworks. vSwarm-u provides
a set of tools, configurations, and documentation for gem5 to facilitate the client-server
setup, load generation, function deployment, and results analysis.

3.2 Creating a RISC-V Development Platform

For the porting and development process of the serverless workloads, we needed a RISC-
V-based development platform. Since we do not have access to a real hardware platform,
we decided to use an emulated RISC-V virtual machine (VM) based on QEMU [43].

There are many guides available for setting up a RISC-V VM on several linux distribu-
tions, but we chose to use this guide [50] that targets Ubuntu for several reasons. First,
the host x86 machine was also running Ubuntu, so we could test something fast on the
host machine, and be more optimistic when later following the same steps on the slower
emulated RISC-V VM. Second, Ubuntu is one of the most widely used Linux distributions,
has a vast community of users, extensive documentation, and numerous forums (such as
Ask Ubuntu). Third, the choice of Ubuntu helped us to not differentiate our approach from
that supported in the vSwarm-u framework.

3.2.1 Selecting Linux Distribution

We used an x86-based host system that uses Ubuntu 20.04.6 (Focal Fossa). After in-
stalling QEMU and booting the RISC-V VM with the Ubuntu image, we enlarged the disk
image and setup an ssh connection. We initially used the Ubuntu Focal 20.04 distribution
(Ubuntu-focal-preinstalled-server image) in order to use the same software infrastructure
with the one used in the vSwarm-u framework for the x86 ISA. However, after working
with Ubuntu Focal 20.04 for about a month we were faced constantly with challenges. In
particular, it became clear that the RISC-V software ecosystem is less mature that the
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x86 and Arm ecosystems. It was necessary in several occasions to compile individual
packages from source. Considering the fact that Ubuntu 22.04 (Jammy Jellyfish), as the
latest LTS at that time that includes support for the RISC-V ISA, might have packages
that were not available in Focal, we decided to switch to Ubuntu 22.04 for the RISC-V
VM with QEMU. We opted for the preinstalled server image for RISC-V for SiFive’s HiFive
Unmatched platforms.

3.2.2 Installing Docker

The setup procedure of Docker is a classic example of the immaturity of the RISC-V soft-
ware support. Despite being a popular tool for software development and deployment, the
configuration of Docker is not feasible through the packet manager of Ubuntu as of June
2024. To overcome this, we manually compiled and built docker [13]. This was a time
consuming process, because it was performed within the RISC-V VM. Building Docker
and other necessary packages, such as containerd and rootlesskit among others, took
almost 3 hours in our setup. Then we ensured that the RISC-V VM'’s kernel was capable
of running docker containers [9]. Finally, we installed an SSH server in the RISC-V VM.

3.3 Porting Serverless Benchmarks to the RISC-V ISA

We now describe our effort on porting the serverless benchamrks. We first focus on the
vSwarm standalone functions, and then we describe the porting process for the Online
Shop and the Hotel applications, respectively.

3.3.1 Standalone Functions
3.3.1.1 Go and NodeJs

We started the porting process with the Fibonacci-Go benchmark. In theory the steps are
relatively simple; we had to find a Go base image for the RISC-V ISA and replace the
corresponding part on the function’s Dockerfile. The rest of the Dockerfile’s instructions
are architecture independent. Indeed, finding a compatible image was relatively easy.
We searched Docker Hub for a GO image and set a filter for RISC-V [54]. Afterwards we
changed the FROM line at Dockerfile and built the container. Finally, we ran the func-
tion. After compiling the client that performs the requests for RISC-V, we managed to
successfully execute the functions in the RISC-V VM. We followed the same steps for the
Fibonacci-NodedJs, as well as for the rest of the standalone functions, i.e., AES and Auth.

3.3.1.2 Python

The primary issue that we faced with porting the Python standalone functions to RISC-
V was importing the gRPC module [26]. We searched Docker Hub to find a compatible
image. The whole trial and error process looked like this: (i) find a candidate image, (ii)
install requirements, (iii) success or failure to finish docker build, (iv) run docker, and (v)
import error for the grcp module (undefined symbol: atomic-compare-exchange-1).
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We started our building process with a vanilla Ubuntu RISC-V image and our first guess
was that it is a python version related error. We experimented with various python ver-
sions, but did not make any progress. The procedure’s major setback was that installing
grpcio and grpcio-tools with pip [41] lasted around 4 hours when done inside the RISC-V
VM. We tried installing those modules via package manager but the error was not resolved.
Additionally we made an effort to manually compile the grpc source code and pass it into
the container as a binary or executable, but failed because the bazel tool was needed.
When trying to compile bazel we could not do it in our RISC-V VM and also, we did not
succeed in cross compiling it for RISC-V in our x86 host image.

To solve this issue, we changed our way of thinking and started from a different basis. We
tried to run the python function directly inside the RISC-V VM without using containers.
We came across the same error due to undefined symbol to atomic-compare-exchange-1.
While searching GitHub issues we stumbled upon this one [25], which says that the atomic
library needs to be preloaded. We applied the same technique on similar python modules
and we managed to run the python function. Afterwards, we found a similar python base
image to our Jammy RISC-V VM, repeated the steps and eventually fibonacci-python
successfully ran on the RISC-V VM. We followed the same steps for the AES and Auth
functions.

3.3.2 Online Shop Application

Porting the Online Shop application did not impose any substantial problem. In order to
have shorter python builds, we created a Python 3.10 image with grpc and grpcio prebuilt.

3.3.3 Hotel Application

The functions of the Hotel Application are written in Go, a language that did not impose any
important obstacles when porting the corresponding standalone functions. However, all
the functions communicate with a database container, which is initialized in the beginning
of the execution of the application, and then is used for the execution of the application’s
functions. The application uses MongoDB as database.

MongoDB [36] is a source-available database management program. NoSQL (Not only
SQL) is used as an alternative to traditional relational databases. NoSQL databases are
quite useful for working with large sets of distributed data. MongoDB is a tool that can
manage document-oriented information, and store or retrieve data. MongoDB is used
for high-volume data storage, helping organizations store large amounts of data while
still performing rapidly. Organizations also use MongoDB for its ad-hoc queries, indexing,
load-balancing, aggregation, server-side JavaScript execution and other features. Instead
of using tables and rows as in relational databases, as a NoSQL database, the MongoDB
architecture is made up of collections and documents.

However, porting the Hotel Application to RISC-V was not straightforward. The reason is
that MongoDB has not been ported yet to the RISC-V ISA. We tried to port it ourselves but
we did not succeed. We could not resolve the issues that stopped this attempt [35], nor
found relevant information regarding other efforts towards RISC-V porting. As mentioned
here [49], "MongoDB is not a RISC-V friendly database”. Hence, we decided to replace
MongoDB with another NoSQL database. That database should have similar character-
istics with MongoDB and should be available in the RISC-V ISA.
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3.3.3.1 Alternatives to MongoDB

Apache Cassandra. Apache Cassandra [8] is a distributed NoSQL database created at
Facebook and later released as an open source project in July 2008. Cassandra deliv-
ers the continuous availability (zero downtime), high performance, and linear scalability
that modern applications require, while also offering operational simplicity and effortless
replication across multiple data centers and geographies. It can handle petabytes of in-
formation and thousands of concurrent operations per second, enabling organizations to
manage large amounts of structured data across hybrid and multi-cloud environments.
In addition, one positive aspect of Cassandra is that, there are many RISC-V containers
already uploaded in Docker Hub, that made us optimistic about the porting process.

MariaDB. Another database that we considered as a MongoDB alternative was MariaDb.
MariaDB [34] is a community-driven, commercially supported variant of the MySQL rela-
tional database management system (RDBMS), designed to stay free and open-source
under the GNU General Public License. It is developed by some of the original MySQL
creators who forked it following Oracle Corporation’s acquisition of MySQL in 2009. An
RDBMS is a common type of database that manages predefined relationships between
data, in which data is organized as a set of tables, columns, and rows. The columns in
the table store data attributes, and each row is a record with values for each attribute. A
unique ID or primary key makes it possible to create relationships between the data. The
relational database model is widely used in organizations of all sizes. MariaDB aims to
maintain high compatibility with MySQL, including exact alignment with MySQL APIs and
commands, which often allows it to serve as a direct replacement for MySQL. However,
MariaDB is evolving with new features and diverging from MySQL, incorporating additional
storage engines such as Aria, ColumnStore, and MyRocks.

Redis. Redis [44] is a source-available, in-memory storage solution designed as a distrib-
uted, in-memory key-value database, cache, and message broker with optional durability.
By storing all data in memory, Redis provides low-latency read and write operations, mak-
ing it particularly effective for caching use cases. As the most popular NoSQL database
and one of the leading databases overall, Redis is utilized by major companies including
Twitter, Amazon, and OpenAl. Redis supports a variety of abstract data structures, such
as strings, lists, maps, sets, sorted sets, HyperLoglLogs, bitmaps, streams, and spatial
indices. Redis is in fact RISC-V friendly, boots rapidly and is NoSqgl. Nonetheless we
turned down this option. The reason is that Redis is rarely used for main database. Its
most common usage is as a caching instance in order to reduce the more time consuming
requests towards the main database.

3.3.3.2 Introducing alternative databases in the Hotel Application

Cassandra. We modified the hotel application to use Cassandra, instead of MongoDB.
When running these new containers in our RISC-V VM we noticed that booting the con-
tainer with the database was taking a significant amount of time (greater than 10 minutes).
This was a common observation among all pre-built docker containers for Cassandra. We
were able to perform requests only after 17-18 minutes. To tackle this we built our own
container with Cassandra and modified settings like heap-size , num-of-tokens, num-of-
nodes, etc. Despite our efforts, we did not manage to lower the 17 minutes threshold. It
is worth noting that in the native x86 environment the corresponding Cassandra boot time
is 30-40 seconds, i.e., five times slower compared to the MongoDB boot time.
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MariaDB. We also modified the hotel application to use MariaDB, instead of MongoDB.
MariaDb features similar times to MongoDB in x86 and takes around 3-4 minutes to boot
in RISC-V VM with QEMU. Additionally, the porting process was pretty straightforward
due to the fact that MariaDB is a "RISC-V friendly” database (in contrast to Cassandra
that we had to manually compile it because we could not install it via package manager).
Nonetheless, since MariaDB is a relational database we abandoned the porting process
with that database.

Summary. Taking into consideration all the aforementioned trade-offs, we concluded in
Cassandra. In our experiments we study the interval between a function request and its
reply. The boot time of the database is not a factor that we take into account. Furthermore,
it is safe to suppose that a database instance might have different criteria for deactivation,
and will probably be active for a longer period with respect to a simple/regular function
container.

3.4 Enabling the Execution of the Benchmarks in gem5

We now describe our approach on porting the vSwarm-u framework to RISC-V and en-
abling the execution of the aforementioned serverless workloads on simulated RISC-V
CPUs with the gem5 simulator.

3.41 The vSwarm-u Framework

We initially got familiar with the existing vSwarm-u framework that allows the execution
of the vSwarm serverless workloads on simulated x86 CPUs using the gem5 simulator.
More specifically, the important steps for using the vSwarm-u framework are:

1. Download prebuilt resources (Ubuntu disk image and Linux Kernel)
2. Install Qemu on host machine
3. Using Qemu:

(a) Install Docker, Go, and the rest of the dependencies for running Docker con-
tainers

(b) Download the image and run simple simulations for testing purposes
4. Download gem5, apply the gem5 patch, and compile gem5.opt for x86
5. Using gem5:

(a) Boot with atomic kvm core for every function

(b) Perform functional warming (setup mode)

(c) Take a checkpoint

(d) Boot again from checkpoint with O3 detailed core (evaluation mode)
(e) Collect statistics

6. Analyze results
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While getting familiar with the existing vSwarm-u framework, we came across a bug quite
often. The setup mode of the framework with the gem5’s KVM core model was not stable.
A lot of times, the gem5 simulator was freezing when a magic M5 instruction was executed.
The most common case was when a checkpoint was taken. This behavior resulted in fail-
ures to complete the setup mode for every function. Other times, despite the setup mode
was being completed successfully, we were unable to boot with the O3 detailed core
model using the corresponding checkpoint. The instability of using the KVM core model
has been acknowledged by the authors of the vSwarm-u framework [68]. To overcome
these issues, we tried disabling the KVM core and using gem5 with the atomic core, but
the host OS terminated the simulation process because it consumed all the memory re-
sources. This behavior is probably due to some memory leakage in the implementation
of the simulator. We made several other attempts to solve this problem and make the
simulations more deterministic without success. In our opinion, a major reason for the
overall lack of stability is that the gem5 system configuration file is based on earlier gem5
configuration files, and not on the later gem5 standard library.

We tackled this issue in our setup by using a more reliable in terms of memory leak-
age script that enabled us to boot using AtomicCore and take a deterministic and reliable
checkpoint, as explained next.

3.4.2 gem5 & RISC-V

After having experimented with vSwarm-u and successfully ported the standalone func-
tions to RISC-V, it was time for also porting the vSwarm-u framework to RISC-V.

3.4.2.1 Building gem5

Initially we were working in an x86 environment without root privileges, and failed to in-
stall all the required dependencies for compiling the gem5.opt executable for RISC-V. We
worked around this issue by creating an x86 Ubuntu Jammy VM that run with KVM on the
host. After setting up this VM, we managed to build the gem5.opt file.

3.4.2.2 RISC-V Linux Kernel for gem5 simulations

Our first thought was booting the simulator with a prebuilt kernel found in the gemb5 re-
sources site [20]. In spite of getting terminal access with such kernel, we were only able
to use it with a vanilla Ubuntu disk image. In other words, when running simulations with a
disk image that is capable of executing the serverless functions, the system was entering
in emergency mode. In emergency mode the root file system was mounted as read-only
and almost nothing was set up. This problem was emerging both with the Ubuntu Jammy
and Focal distributions.

Next we tried using the same linux kernel image that we used for the RISC-V VM with
QEMU. This approach would resolve the problem regarding missing dependencies, that
we faced with the prebuilt linux kernel image. However, we also dismissed this alternative
because gemb is incapable of loading modules dynamically. Even after building all the
modules into the kernel image, we still could not proceed as the resulting linux kernel
image had a size of around 1 GB. This increased size was due to including numerous
modules that were needed by the applications that we wanted to execute.
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Compiling a custom linux kernel was the option that we had to pursue. The search for a
linux configuration file that could handle our demands was ineffective. It is a quite difficult
procedure for x86, let alone for a lesser utilized architecture like RISC-V. We tried using
some kernel configuration files that we came across, but the emergency mode boot re-
mained. Thus, generating our own config file was our next challenge. We were working
with linux versions that vSwuarm-u and gem5.org were providing for the x86 ISA, aiming
not to deviate from the original vSwarm-u framework. We successfully managed to build
custom kernel images based on the 6.5.5 and 5.15.59 versions that are compatible with
the gem5 simulator. The successful attempt consisted of the RISC-V-default-config file,
manual addition of flags provided by this script [9] and mod2yes config so that all modules
are statically built into the kernel.

3.4.2.3 RISC-V Bootloader

During our kernel/disk image trial and error approach there was a third component that
we also had to resolve. This was the bootloader, a necessary file for a full system RISC-V
simulation to run in gem5. This component was not a point of concern in x86 simulations
as it is built into the kernel. Nevertheless, this is not the case for RISC-V. We also had
to pass the OpenSBI [40] executable that is used by QEMU, as an argument in the gem5
configuration file.

3.4.2.4 gem5 RISC-V configuration file

As mentioned earlier, our starting configuration script was fs-riscv.py. It was the script that
we made our first simulations and got familiar with plenty aspects of gem5. On the other
hand, it constitutes a quite complex setup that is challenging to comprehend, much less
debug in case something goes wrong. Additionally it would be also tricky to port this into
x86. After some research we found out the gem5 stdlib and rewrote our workflow process
based on that effortlessly.

3.5 Enhancing the existing infrastructure for x86

Based on our experience with porting vSwarm and vSwarm-u to RISC-V, we decided to
enhance also the existing infrastructure for the x86 ISA, in order to enable a more direct
and fair comparison between the RISC-V and x86 ISAs.

3.5.1 Serverless Functions for x86 CPUs

When it was time for developing the x86 side of the experiment, we rebuilt the vSwarm
images using the most close to their RISC-V counterpart base images. This means, that
it is possible for a x86 python container to get smaller, however, that is not the case for
the RISC-V correspondent. For instance, in spite of available alpine python base images
for x86, we could not find a RISC-V alpine candidate, so both images have an ubuntu
jammy base. In general our goal is to compare the two ISAs with the same variables, so
our development choices reflect our purpose.
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3.5.2 gem5 & x86
3.5.2.1 Configuration file and disk image

Due to vSwuarm-u’s known problems that were mentioned earlier, i.e., the instability of
using the KVM core model and the fact that the original configuration script is not using
the gemb5 stdlib, we concluded that creating a new script would be the optimal alternative.
Indeed, implementing our goal was straightforward, given that there is an x86 Ubuntu
configuration file, to which we added components from the RISC-V counterpart. It was
also easy to setup the disk image setup.

3.56.2.2 x86 Linux Kernel for gem5 Simulations

In contrast, building a custom x86 Linux kernel for Ubuntu Jammy was more complex
than expected. Our initial strategy was to produce the kernel image in the same way we
did for RISC-V. Despite trying with various kernel versions, we did not manage to get a
running kernel using the defconfig option with the necessary script flags and mod2yes.
When using the defconfig option as base, we could not get the init service to start due to
a missing IDE driver.

Using the Linux kernel images and the configuration files from the vSwarm-u framework
was our next step. However, those kernel images, whether they were locally compiled or
downloaded, failed to completely fulfill their purpose. More specifically, we managed to
run the functions that are written in Go and Python, but we did not manage to run functions
in NodeJs. The reason is that those kernel images do not support the Nodeds framework
for Ubuntu Jammy. We performed a lot of research on this issue and we were still getting
segmentation fault, despite having made countless attempts with various modifications
(different compilers, Nodeds versions, configuration flags, fresh installation of all compon-
ennts, etc).

Our last option was to use a gemb resources script with the script flags mentioned earlier.
Unfortunately, we did not overcome the obstacle of running NodedJs functions. We either
got the first problem, of Ubuntu not booting, or a segmentation fault when typing node on
the terminal.

3.5.2.3 Limitations

After spending a significant effort on this, we decided to not proceed with the NodeJs
benchmarks for Jammy x86. In addition, we later discovered that we were also unable to
boot MongoDb in gem5. This was a major setback because a MongoDB vs Cassandra
comparison in gem5 was not feasible, despite being possible in QEMU. Due to time pres-
sure we are unable to port our entire workload for both x86 and RISC-V in the Ubuntu
Focal environment. One key factor is the RISC-V Cassandra gem5 boot which took about
one week for Jammy. This is an issue that we will revisit again in the future. It is worth
noting that a full system simulation boot, using atomic core, takes around 7 hours to com-
plete for RISC-V and around 5 hours for x86. Furthermore, the simulator consumes all
available resources, which forbids us from engaging with another task. Additionally, KVM
usage was not an option neither for x86, as it is not stable, nor for RISC-V, as we did not
possessed a RISC-V board. Finally, gem5’s inability to load modules dynamically obliged
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us to perform countless trial and error attempts to come up with an appropriate linux kernel
configuration.
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4. EVALUATION

In this section we describe in detail the experimental methodology that we followed and
then we present the results.

4.1 Experimental Methodology

4.1.1 Software and Hardware Configuration

Table 4.1 lists the common configuration parameters that were used for the simulation of
the x86 and RISC-V multicore processors with gem5. Tables 4.2 and 4.3 show additional
configuration paramaters that are specific to the RISC-V and x86 processors, respectively.

L1 1 Cache 2 Cores x 32KB, 8-way set associative
L1 D Cache 2 Cores x 32KB, 8-way set associative
L2 Cache 2 Cores x 512KB,4-way set associative
RAM 2GB,DDR3 1600, 800MHz, Single Channel
ITLB Page walk caches 2 Cores x 8KB
DTLB Page walk caches 2 Cores x 8KB
ROB 192 entries
LSQs 32 Load entries + 32 Store entries
Registers 256 Int + 256 Float
Number Of Cores 2
Clock Frequency 1GHz
Linux Kernel 5.15.59
Docker Version 25.0.0

Table 4.1: Common configuration parameters that were used for the simulation of the x86 and
RISC-V processors with gem5.

Os Ubuntu Jammy 22.04.3 Preinstalled Server
kernel compiled with gcc riscv64-unknown-linux-gnu-gcc 13.2.0

Table 4.2: RISC-V specific configuration parameters.

Os Ubuntu Jammy 22.04.4 Live Server
kernel compiled with gcc gcc 11.4.0

Table 4.3: x86 specific configuration parameters.
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4.1.2 Step-by-step Experimentation Process
4.1.2.1 Image Preparation

We start our experiment by creating the Ubuntu disk image via QEMU. That image will
be later used with gem5 to perform detailed simulation experiments. We download a
server image and install any dependencies needed for running it with QEMU. Afterwards
we integrate everything required for Docker Container Engine to operate. After having
a running Docker process, we can pull our containers and test them. We now have our
benchmarks saved on the disk. We deactivate some unnecessary services to speed up
the gemb5 booting process and we shutdown the VM.

System Docker Client's 1st Server's 1st | Requests& Client's 10th Server's 10th Docker
Boot container Request Reply Replies Request Reply container
up (Cold) (Cold) 2-9 (Warm) (Warm) down etc.

3

~Function-
Agnostic

End Of
Simulation
Atomic Cpu ~Function Checkpoint
(Setup Mode) ~Reboot with O3 Cpu
(Evaluation Mode) ~Stat Collection
~Stat Reset

Time Lapse

Checkpoint
~Reboot with ~Stat Collection ~Stat Reset

>

Figure 4.1: Experiment Process.

41.2.2 Setup Mode

We boot our image with gem5 using AtomicCPU. This takes several hours to complete.
After that we perform a checkpoint. This allows us to begin each experiment from that
state. For each function, we launch the container, pin it into a specific core, and perform
10 requests. We take a checkpoint right before the first request.
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Container

RPC Server

Container

Engine

GEMb

Figure 4.2: System Stack.

Figure 4.2 presents the system stack that is simulated using gem5. The figure is based
on the vSwarm-u Original Picture.

4.1.2.3 Evaluation Mode and Stat Collection

In evaluation mode we initiate the simulator with an out-of-order detailed CPU. This is a
substantially slower CPU model than Atomic, but it is very accurate. With this CPU we
reset the simulator stats , then make the first request and finally dump the stats after getting
a reply from the server. This also takes for the 10th request. In other words we measure
the response time of a serverless function. To differentiate the two cases we refer to the
first execution as cold execution and to the tenth execution as warm execution.

For each function we collect the following stats from the Cold and Warm execution: Num-
ber of Cycles, Number of Instructions Issued, Cycles Per Instruction, and Cache misses.
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Figure 4.3: Overview of the multicore system that is used in the experiments with gem5.

Figure 4.3 depicts how the CPU of our setup is organized. The server containers are
pinned to a specific core and any data we collect come from that core. The client is pinned
to the other core. The figure is based on the vSwarm-u Original Picture.

4.2 Results

4.2.1

RISC-V Results

In this section we present the results and discuss our findings regarding the RISC-V ISA.
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4.2.1.1 Standalone Functions and Online Shop
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Figure 4.4: Number of cycles for the standalone functions and the online shop application on the
RISC-V simulated system.

Figure 4.4 shows the number of cycles for the standalone functions and the online shop
application on the RISC-V simulated system. We observe that the Go benchmarks tend
to have the fewest cold cycles. On the other hand, the NodeJs benchmarks feature a 50%
speedup in warm executions. Regarding the Fibonacci set of functions, we notice that the
Python version despite having the longest cold execution, takes the shortest amount of
time to complete in the warm execution.
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4.2.1.2 Hotel application
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Figure 4.5: Number of cycles for the hotel application on the RISC-V simulated system.

Figure 4.5 shows the number of CPU cycles when running the Hotel Suite on the RISC-V
simulated system. Regarding Hotel, that consists only of Go functions that also commu-
nicate with a Cassandra database instance, we notice that the cold execution times last
significantly longer with respect to that of the standalone functions. In other words, the
standalone functions had cold executions of around two and three million cycles, while in
Hotel we observe sizes ten time greater. In particular for the profile function, cold boot
lasts 351 million cycles, but we decided to not depict that in the graph. We opted for
that because otherwise we would be unable to make any substantial comments. Further-
more, we detect smaller amount of cycles for the first three functions but not for the last
three functions. This stems from the fact that, the last three functions also use a caching
instance database. They firstly communicate with Memcached and afterwards perform
requests to the Cassandra database. After getting a reply from Cassandra, they are ob-
liged to populate the middle base, for later usage. This back and forth is also visible in the
cache statistics.

G. Pournaras 37



Benchmarking Support for RISC-V CPUs in Serverless Computing

L1 MISSES

u L1 Instruction = L1 Data

12,500,000

10,000,000

7,500,000

5,000,000

2,500,000

geo recommendation user reservation rate profile

Figure 4.6: Number of L1 cache misses for the hotel application on the RISC-V simulated system
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Figure 4.7: Number of L1 cache misses for the hotel application on the RISC-V simulated system

after warm execution.

Figures 4.6 and 4.7 portray the combined data and instruction L1 cache misses during the
cold and warm executions. We see that the functions that depend on Memcached undergo
slowdown due to cache misses. On the other side, those functions take advantage of the
middle base in the warm execution, with profile, the least fast function in Cold, having the
least misses and therefore number of cycles.
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Figure 4.8: Percentage of L1 cache misses for the hotel application on the RISC-V simulated
system after cold execution.
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Figure 4.9: Percentage of L1 cache misses for the hotel application on the RISC-V simulated
system after warm execution.

Figures 4.8 and 4.9 display the total percentage of Instruction and Data cache misses.
We observe that in cold executions, the data cache misses are 60% of misses on average
while in warm execution they are close to 30%. It is a behavior that we expect since in the
first execution the functions request plenty of data for the first time. Subsequently, on the
10th run of the function, some of that data, are already present in cache hierarchy.
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Figure 4.10: Number of cycles for the Go functions on the RISC-V simulated system.
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Figure 4.11: Number of L2 misses for the Go functions on the RISC-V simulated system.

Figures 4.10 and 4.11 illustrate the reason the Memcached subgroup from the hotel applic-
ations exhibits 10 times slowdown in relation to other Go Benchmarks. Those functions get
plenty of L2 misses and hence they frequently experience the costly process of accessing

the main memory.
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4.2.2 x86 Results

4.2.2.1 Standalone Functions and Online Shop
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Figure 4.12: Number of cycles for the standalone functions and the online shop application on the
x86 simulated system.

In the x86 experiments we come into different conclusions. Looking at Figure 4.12 we
observe that the Python benchmarks perform poorly in cold executions. They are near
10 times slower compared to warm executions. Nonetheless, we see an exception to this
phenomenon. This exception is the emailservice benchmark. Its better performance is
thanks to its lower number of L2 cache misses as depicted below.
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Figure 4.13: Number of L2 misses for the Python functions on the x86 simulated system.

4.2.2.2 Hotel application

For the Hotel collection we see similar results to its RISC-V counterpart. The only differ-
ence is the absence of the extreme execution of the profile benchmark.
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Figure 4.14: Number of cycles for the hotel application on the x86 simulated system.
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4.2.3 RISC-V vs x86 Results

4.2.3.1 Standalone Functions and Online Shop
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Figure 4.15: Number of cycles for the standalone functions and the online shop application on the
RISC-V and the x86 simulated systems.

Figure 4.15 shows the number of cycles for the standalone functions and the online shop
application on the RISC-V and the x86 simulated systems. Our first observation is that
the RISC-V containers seem to be doing better than their x86 counterparts. In fact, most
of the times, the cold execution time in the RISC-V simulated system is even shorter
than the warm execution time in the x86 simulated system. The RISCV containers run for
approximately 2,5 million and less cycles. We cannot say the same for the cold executions
of the x86 ones. The main reason for this performance difference is the fact that the
execution of the functions in the RISC-V simulated platform resulted in significantly fewer
executed instructions than the execution of the functions in the x86 simulated platform.
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Figure 4.16: Number of executed instructions for the standalone functions and the online shop

application on the RISC-V and the x86 simulated systems.

Figure 4.16 depicts the number of instructions executed. Looking at this we observe that
x86 containers execute more instructions than the RISC-V containers in the cold execu-
tion, but that is not the case in the warm phase. Here, we can point some cases where
x86 is more effective (aes-go, auth-go, auth-python)
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Figure 4.17: Number of L1 instruction misses for the standalone functions and the online shop

application on the RISC-V and the x86 simulated systems.

Figure 4.17 shows the misses in the L1 Instruction Cache. It is very clear that for the
majority of the comparisons RISC-V comes victorious either with slight margins (Warm
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Go benchmarks) or with more visible ones (Python Benchmarks).
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Figure 4.18: Number of L2 misses for the standalone functions and the online shop application on
the RISC-V and the x86 simulated systems.

This figure is very similar to 4.15. It provides us with confidence to claim that the L2 cache
is possibly responsible for the fact that we see better performance in RISCV. Note that a
L2 miss costs at least 600 cycles which shutters the CPU’S pipeline. Additionally, as the
size of function is encouraged to get smaller, its going to become ever more difficult for
the CPU to mask the time lost with another segment of code.
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4.2.3.2 Hotel application
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Figure 4.19: Number of cycles for the hotel application on the RISC-V and the x86 simulated

systems.

In Hotel we continue to see RISCV performing better on most occasions. In Figure 4.19
we see neither architecture can perform well in the cold execution. An interesting fact is
that the cold RISCV profile benchmark that has the worst performance of all the workloads,
is the quickest in warm executions.

G. Pournaras

46



Benchmarking Support for RISC-V CPUs in Serverless Computing

4.2.4 MongoDb vs Cassandra
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Figure 4.20: Execution time comparison between MongoDB and Cassandra using QEMU for the
x86 ISA.

As mentioned earlier, we were left with no choice but comparing those two databases
in QEMU. Figure 4.20 shows the performance of Cassandra and X86 in cold and warm
executions. MongoDB appears to have shorter times in cold executions. However, we
cannot say that this also happens to a substantial extend in the warm execution of the
experiment. In general, we could argue that MongoDB performs better, but the nature of
the experiment does not grand us with confidence to claim that this can also happen in
the gem5 simulation.

4.2.5 RISC-V vs x86 Container Sizes

Table 4.4 depicts the compressed size for x86 and RISC-V containers. It is quite clear
that the Go runtime containers are the lightest. NodeJs come second and the Python
ones come last. Looking at this graph along with the results in Section 4.2.3 we have
reasonable basis to claim that the container size plays an important role in cold execution
time. Aside from the hotel benchmarks that have dependency on the database container,
we observe that the shortest cold boots are from the Go containers and the longest are
from those having a Python base image.

4.2.6 Similar Work Size Comparison

During the porting process, we used to compare our RISC-V compressed sizes to their
vSwarm counterparts in order to see how close we are. During such searches, we stumbled
upon this profile in Docker Hub [37]. To our surprise all the workloads where successfully
ported, even the hotel suite. We tested these containers and validated using QEMU that
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Function | x86 | RISC-V |
Fibonacci-Go 8.39 7.76
Fibonacci-Python 994 132.62
Fibonacci-NodedJs 58.43 35.16
Aes-Go 8.67 8.04
Aes-Python 99.45 | 132.67
Aes-Nodeds 57.11 35.42
Auth-Go 8.67 8.04
Auth-Python 99.4 132.62
Auth-NodedJs 70.5 48.81
Product-Catalog-service-Go 10.81 10.33
Shipping-service-Go 10.8 10.3
Recommendation-service-Python | 108.09 | 114.68
Email-service-Python 107.7 | 114.46
Currency-service-NodeJs 60.12 38.44
Payment-service-NodeJs 59.04 | 80.64
Geo-Go 8.17 7.76
Recommendation-Go 8.14 7.74
User-Go 8.12 7.73
Reservation-Go 8.18 7.79
Rate-Go 8.18 7.79
Profile-Go 8.19 7.79

Table 4.4: Docker Container Compressed Size in MB.

Function | Natheesan | Gpour |
Fibonacci-Go 6.72 7.76
Fibonacci-Python 299.56 132.62
Fibonacci-NodeJs 107.74 35.16
Aes-Go 6.95 8.04
Aes-Python 299.62 132.67
Aes-NodeJs 107.81 35.42
Auth-Go 6.95 8.04
Auth-Python 299.57 132.62
Auth-Nodeds 121.21 48.81
Product-Catalog-service-Go 26.15 10.33
Shipping-service-Go 26.14 10.3
Recommendation-service-Python 401.46 114.68
Email-service-Python 313.06 114.46
Currency-service-NodeJs 58.16 38.44
Payment-service-NodeJs 57.07 80.64

Table 4.5: GPour/Natheesan RISC-V Docker Container Compressed Size in MB.

they provide the same results as we and vSwarm do. However, we were unable to run
the hotel application because it seemed to try to connect to a MongoDB. As mentioned
earlier, there is no available port of MongoDB to RISC-V. That is the reason why we do
not report those containers.
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5. RELATED WORK

In this section we review prior approaches that have targeted serverless on RISC-V plat-
forms. We also describe other prior works that have focused on benchmarking serverless
systems (besides those that are covered in Section 3.1). Finally, we discuss prior works
that have focused on the implications of the microarchitectural components in the exe-
cution of serverless workloads, as well as works that have proposed microarchitectual
optimizations for improving their performance.

Serverless Computing & RISC-V. Feng et al. [16] used an image processing serverless
application as a case study to evaluate the performance of a hardware-software enclave
co-design for RISC-V processors. Starc et al. [61, 60] evaluated the execution of server-
less workloads on several RISC-V soft-cores on FPGA. However, they did not port or use
any existing benchmark suite. Instead, they used standalone functions without consid-
ering the containerization/virtualization layers that play a critical performance role in the
serverless computing stack. Moreover, they do not provide support for running serverless
workloads in microarchitectural simulators, e.g., gem5, for the RISC-V ISA. Finally, the
developed infrastructure is not publicly available.

Other Benchmarking & Profiling Approaches. Gan et al. [18] proposed DeathStarBench,
a benchmark suite that targets microservice-based applications and enables studying
the architectural characteristics of microservices and their implications on the computing
stack. Shahrad et al. [57] developed a testing and profiler platform for serverless comput-
ing based on OpenWhisk targeting real platforms. Finally, Xu et al. [70] recently proposed
MindPalace, a simulation framework that combines QEMU and ChampSim and allows
studying the architectural behavior of serverless systems for x86 processors.

Impact of Microarchitecture on Serverless Computing. Zhu et al. [72] studied the
microarchitectural implications of server-side JavaScript applications using the NodeJs
framework. Kanev et al. [29] presented a microarchitectural analysis of the Google’s
warehouse-scale computer workloads that typically consist of multiple microservices. Shahrad
et al. [57] focused on the architectural implications of serverless computing and showed
that the interleaved execution of different functions affects negatively the microarchitec-
tural processor components that rely on locality. Later, Shahrad et al [58] characterized the
entire production FaaS workload of Azure Functions; however that study did not analyze
results at the microarchitectural level. Finally, Asheim et al. [3] analyzed further analyze
the performance sensitivity of serverless workloads to microarchitectural state thrashing
due to interleaved execution.

Microarchitectural Optimizations for Serverless Computing. Schall et al. [52] high-
lighted the positive impact of executing serverless functions with warm microarchitectural
state and proposed an instruction prefetcher that is specifically designed for reducing the
start-up latency of warm function instances. Later, the authors [53] expanded the scope
of their approach by proposing a restoration mechanism for the entire front-end of the
processor pipeline that includes instructions, the branch target buffer (BTB) and the con-
ditional branch predictor (CBP). Wang et al. [69] showed that the memory management
subsystem plays also a critical role in the performance of serverless workloads, and pro-
posed architectural support for memory management that is specifically tailored to the
needs of serverless computing. Finally, Antoniou et al. [2] proposed a new microarchitec-
tural power management technique for optimizing the cold-start latency for latency-critical
applications based on microservices.
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6. CONCLUSIONS & FUTURE WORK

In this thesis we focused on bridging the gap between serverless computing, that is an
emerging cloud computing paradigm, and RISC-V, that is an open-source RISC-V ISA
that has received a lot of interest recently. To bridge that gap, we ported the vSwarm
and vSwarm-u serverless benchmarking infrastructure to the RISC-V ISA. It was a quite
demanding procedure as the path that we had to follow was not always paved. After alot of
effort, we managed to: (i) create our RISC-V development environment based on QEMU,
(i) port several workloads from vSwarm to RISC-V addressing various challenges due to
the immaturity of the RISC-V software ecosystem, and (iii) port the vSwarm-u framework
to enable the execution of the workloads in the gem5 simulator. In addition, we enhanced
the existing x86 infrastructure to enable fair comparison between RISC-V and x86 CPUs
through the gem5 simulator with minimal divergence in the configuration of the simulated
platforms.

Our evaluation using a RISC-V platform with the gem5 simulator shows the important per-
formance trade-off between cold and warm execution of function instances. In addition,
our preliminary results that compare the RISC-V and x86 software stacks in a near identical
setup on CPUs with similar microarchitectural characteristics show that the execution of
functions in the RISC-V simulated platform are faster than that in the x86 simulated plat-
form. The main reason for this performance difference is the fact that the execution of the
functions in the RISC-V platform resulted in significantly fewer executed instructions than
the execution of the functions in the x86 platform. Taking into consideration all the above,
we conclude that our work might provide confidence for more research to be devoted at
RISCV ISA as well as Serverless Computing. We hope that our contributions are a solid
foundation for this research to grow.

Our work can be extended in several ways. First of all, we plan to port the rest of the
vSwarm application to RISC-V and enable their execution in the gem5 simulator. We also
plan to port MongoDB to RISC-V to enable the seamless porting of the Hotel application
avoiding any code modification to the application itself. Regarding the software stack, we
plan to update our infrastructure by using newer components, such as Ubuntu v24.04 and
Linux v6. In terms of experimentation, we plan to run the ported serverless workloads and
measure their performance on real RISC-V platforms. Another interesting direction that
we plan to follow is to perform a detailed design space exploration with respect to various
microarchitectural characteristics, such as caches, branch predictors, and prefetchers,
using the gem5 simulator. Finally, improvements in the gem5 simulator will foster further
research on the topic of serverless computing. These improvements could target on mak-
ing stable the execution with the KVM CPU model and extending the current infrastructure
to support the KVM CPU model for the RISC-V as well.
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ABBREVIATIONS - ACRONYMS

RISC-V Fifth version of Reduced Instruction Set Computing
CISC Complex Instruction Set Computer
ISA Instruction Set Architecture

SQL Structured Query Language

NoSQL Not Only Structured Query Language
gRPC generic Remote Procedure Calls
KVM Kernel-based Virtual Machine

VM Virtual Machine

03 Out Of Order

CPU Central processing unit

DB DataBase

OS Operating System

L1l Level 1 Instruction cache

L1D Level 1 Data cache

L2 L2 cache
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