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ABSTRACT

Identifying key statements in large volumes of opinionated texts that appear daily in
social media, and online debates is an essential tool for informed decision making.
During the 8th Workshop on Arguments Mining at EMNLP 2021, in an attempt to
suggest relevant solutions to this recent problem, the Quantitative Argument
Summarization - Key Point Analysis Shared Task was introduced. The task is divided
into Key Point Generation (KPG), which focuses on the identification and generation of
key statements from a text corpus, and Key Point Matching (KPM), that maps these
statements back to arguments of the original corpus. This subtask combination
contributes to a quantitative and explainable solution in the field of multi-document
argument summarization, which has been extensively studied in the English language,
however, the current landscape lacks research in a multilingual setting. This thesis
project is an attempt to adjust the task of Key Point Analysis (KPA) in Greek, a low-
resource language. We propose baseline solutions for both subtasks by leveraging
available state-of-the-art Greek Language Models with a focus on the recently
introduced decoder-only Greek model, Meltemi, to explore both its NLU and NLG
capabilities. For both subtasks we use the official dataset of the KPA shared Task,
which we adjusted for the Greek language through machine and human translation. For
KPM a 4-bit quantized Meltemi-base model is finetuned for classification using PEFT
methods and compared to two encoder-only baselines. For KPG we experiment with
clustering based abstractive baselines in combination with encoder-decoder and
decoder-only models (foundation and instruction-tuned) in zero and few-shot inference
settings. The findings show the performance of Meltemi-base v1.0 in the KPM
classification task (avg mAP: 89.06) comparatively better than Greek encoder-only
based classifiers (avg mAP: 82.01) as well as that of Meltemi-Instruct v1.5 (R_1: 20.2,
R 2: 8.0, R_L: 19.1, BERTScore P: 74.0, R: 72.8, F1: 73.4) that outperforms Greek
T5 models (R_1:12.3, R _2: 3.6, R_L: 11.0, BERTScore P: 66.0, R: 67.5, F1: 66.7 )
in KPG. The proposed approaches provide a promising methodology for extending the
KPA task in a multilingual setting.

SUBJECT AREA: Text Summarization

KEYWORDS: multi-document, quantitative argument summarization, text classification,
clustering methods, abstractive text generation



NEPIAHWYH

O evromopég Twv Backwv Béoecwv péoa ot €va  peyaAo  Oyko  10E0AOYIKA
XPWHOTIOPEVWYV KEIMEVWYV, TTOU TTAPOUCIAlovTal KOBNUEPIVA OTA KOIVWVIKA diKTua Kal TIG
OIadIKTUOKEG OUlNTNOEIG, OTTOTEAEI €éva QTTOPAITNTO €PYAAEIO yia TNV ocuveidnTt) AQwn
amo@acewy. 21n didpkela Tou 8 EpyaoTtnpiou mavw otnv E¢Sputn Emixeipnudrtwy oto
2uvédpio EMNLP T10 2021, o€ pia TTpooTrddeia va TTpoTabouv ouvageic AUoEIg o€ auTo
TO Kalvouplo TTPORANUA, TTOPOUCIACTNKE Eéva €pyo TIPOG KOIVR €TTIAUCH ME TITAO
«Quantitative Argument Summarization - Key Point Analysis». To épyo xwpi¢eTal oTnv
Mapaywyry Keypoints (IMK), TTou aoxoAeital pe TOV EVIOTIONO KAl TNV TTApaywyn
OnNAwoewv-KAEIBIG atrd éva cwua KeIPévwy, Kal TRV Avtiotoixion Keypoints (AK), 1Tou
QVTIOTOIXEI AUTEG TIG BNAWOEIC TTIOW O€ ETTIXEIPAUATA TOU OPXIKOU CWHATOG KEIMEVWV.
AUTOG 0 OUVOUAONOG UTTO-EPYACIWY TTPOTEIVEI JIA TTOCOTIKY Kal €TTEENYAOIUN AUON OTOV
TOMEQ TNG TTOAUKEIMEVIKNG TTEPIANWNG ETTIXEIPNUATWY, N OoTToia £XEl dlEPEUVNOEi apKETA
otnv AyyAKKfl YAWOOQ, WOTOCO TO ONUEPIVO TOTTIO OTEPEITAl €peEuvag OE  éva
TTOAUYAWOOIKO TTEPIBAANOV. H TTapouca SITTAWMATIKE €pyacia atToTeAEl pia TTpooTTaBEIa
TTpooapuoyng Tou épyou NG AvdaAuong Keypoints otnv EAAnvIKA, uia yAwooa pe
XOUNAG emimedo moOpwv. [poteivoupe PBacikég AUOEISC yia KABe UTTO-Epyaaoia,
QgIOTTOIWVTAG Ta TTI0 oUYXpPova SIaBETINa EAANVIKA YAWOOIKA JOVTEAQ, €0TIAOVTOG OTO
TTPOCPATO PEYAAO YAWOOIKO PHOVTENO UE apxITeKTOVIKA decoder-only, To Meltemi, o€ pia
TTpooTTdBeIa va eEepeuvooupE TIG duvaTOTNTEG TOU O0TNV Katavonon kai Tnv MNapaywyn
Keluévou. e kKABe utto-£pyadia XPNOIMOTTOIOUME TO ETTIONUO OUVOAO OedONEVWV TOU
épyou, TO OTToi0 YETa@pPAcape oTa EAANVIKA pe peBOSOUG UNXAVIKAG METAPPACNG KOl JUE
avBpwtivn Trapéupacn. lMNa tnv AK xpnoiyotromnOnke 10 OgueAildEG HOVTEAO,
KBavTtotroinuépo o€ 4 bits, kal ekraideupévo pe Parameter Efficient Fine Tuning (PEFT)
MEBODOUG VIO KEIPEVIKN TAEIVOUNON, €VW TO OUYKPIVOUPE HE OUO UTTAPYXOUOEG
uvhotroinoeig pe encoder-only povtéha. MNa tnv MK meipapati{opacte pye peBddoug
abstractive TtrapaywyAg Keiyévou, Paoiopéveg o€ PeEBOdOUG ocuoTadoTToinoNng, ME
povTéAa encoder-decoder kai decoder-only (BepeAiwdn kai instruction-tuned) og 0-shot
kal few-shot Treipduata. Ta eupAuaTtd pag dcixvouv Tnv egéxouca atrddoon Tou
Meltemi-base-v1.0 otnv AK wg €pyo Kelpevikng Tagivounong (avg mAP: 89.06) ot
oxéon ue encoder-only pyovréda (avg mAP: 82.01) 1Tou €xouv eKTTAIBEUTEI yia Tov idIo
OKOTTO, KaBw¢ Kal TV g¢€xouca amdédoon Tou Meltemi-Instruct-vl.5 (R_1: 20.2, R_2:
8.0, R_L: 19.1, BERTScore P: 74.0, R: 72.8, F1: 73.4 ), Tou &emmepvael JOVTEAQ TNG
oelpdg GreekT5 otnv abstractive MK (R_1: 12.3, R_2: 3.6, R_L: 11.0, BERTScore P:
66.0, R: 67.5, F1l: 66.7). O1 TTpOTEIVOUEVEG TTPOOCEYYIOEIC TTAPEXOUV Mia TTOAAG
uttooxouevn peBodoAoyia yia Tnv emmékTaon €pyou TnG AvAdAuong Keypoints oe éva
TTOAUYAWG OO TTEPIBAAAOV.

OEMATIKH NMEPIOXH: MepiAnyn Keipévou

AEZEIX KAEIAIA: TTOAUKEIYEVIKA, TTOOOTIKA TrEPIANWN emmIXEIpNUATWY, Tagivounon
Keiwévou, pEBodOI  ouoTadotroinong, aenpenuévn  TTApaywyn
KEIUEVOU
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Key Point Analysis in Greek: A new dataset and baselines

1. INTRODUCTION

There are many controversial topics that concern individuals, companies, and
governments daily. Whether it comes to disagreement with a current societal situation, a
change in the legislation or any other issue, people need to be able to summarize and
review the arguments that support or refute the claims/opinions of all sides. There have
been significant steps towards addressing this need through the development of
appropriate datasets and novel methods. For example, a few years ago, Haim et al. [1]
introduced a novel argument summarization framework that maps large amounts of
argumentative sentences into a short bullet-like list of key points, where each of them is
ranked by its prevalence based on the number of matched arguments. The so called
‘Key Point Analysis’ (KPA) task introduced a new quantitative approach that was
missing from the argument summarization research landscape. Also, in view of the
benefits of a full automation of the whole task [2] and in an attempt to trigger the interest
of the NLP research community, the KPA-2021 Shared Task [3] was introduced. The
organizers split the task into two complementary, but independent subtasks. In the first,
named Key Point Matching, participants had to create a system that would give
matching scores for each (argument, key point) pair belonging to the same debatable
topic and stance (positive/negative). Achieving high scores in the matching system was
a prerequisite for participation on the second subtask, namely Key Point Generation,
which required the generation of a list of key points for each topic and stance and the
subsequent prediction of matching scores between arguments and new generated key
points. The KPA-2021-Shared Task and relevant dataset enabled experimentation and
important advances in the field.

1.1 Aim of the study

Considering KPA systems as valuable tools for informed decision making that should
not be limited to English-speaking populations, the aim of this thesis is to develop a
Greek version of the KPA task by providing a) appropriate datasets and b) baseline
solutions for both of its subtasks. For the latter we aim to leverage existing state-of-the-
art language models for Greek [4], [5], [6].

1.2 Related work

Several methods have been proposed for the task of argument extraction [7]. Each of
these methods may result in thousands of arguments per topic, making it impossible for
a human to digest, review and summarize them. For that reason, several approaches
used clustering techniques to group similar arguments. For example, Misra et al. [8] use
the notion of ‘argument facets’ for a set of similar sentences that discuss a particular
aspect of an argument and train a regression model that predicts Argument Facet
Similarity of two sentential arguments, i.e., whether they are different paraphrases of the
same facet. Similarly, Ajjour et al. [9] identify ‘frames’ of similar arguments using
clustering, where a ‘frame’ refers to arguments that cover the same aspect of a topic.
They use the following procedure, in the first step TF-IDF or LSA [10] is used for
mapping each argument into a vector space; then in the second step they remove topic-
specific structural and lexical features of the arguments and cluster the resulting “topic-
free” arguments. Reimers et al. [11] experiment with supervised and unsupervised

K. Karapanagiotou 12
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methods for argument classification (identification) and clustering and introduce the use
of contextual BERT [12] and ELMo [13] embeddings for solving the tasks. They
achieved significant improvement over state-of-the-art methods, e.g., 20.8 percentage
points for UKP Sentential Argument Mining Corpus and 12.3 for the Argument Facet
Similarity (AFS) Corpus. The common limitation of all the above methods is that they did
not attempt to create the actual summary of the arguments which have to be compiled
manually by analyzing the contents of the clusters.

After 2020, a significant part of research in the field focused on the KPA subtasks and
datasets [2], [3]. Below we present these datasets, the respective evaluation measures,
and the most important KPA approaches.

1.2.1 ArgKP Datasets

KPA was introduced with a series of benchmarks in the domain of Argumentation. The
first large-scale dataset for the task, ArgKP [1] consists of 24,093 (argument, key point)
pairs along with binary labels, indicating whether an argument is matched to the
respective key point. These pairs cover a total of 28 controversial non-domain specific,
general topics along with a stance attribute, positive or negative, towards a topic. The
arguments in ArgKP are a subset of the IBM-ArgQ-Rank-30kArgs data set [14],
consisting of 30K crowd-sourced arguments labeled for their stance and quality towards
a specific topic. Argument filtering based on specific polarity and quality score
thresholds helped to ensure strong argumentative content with clear argument stances.
The key points for each topic were authored by an expert debater based on specific
instructions, while binary labeling of each (argument, key point) pair was performed via
crowdsourcing.

One year later, an extension of the ArgKP dataset was released in the context of the
KPA-2021 Shared Task [3]. The ArgKP-2021 dataset consists of the existing ArgKP
dataset for training and validation sets and 3 new debatable topics as a test set,
amounting to 31 topics overall. From the given arguments, 4.7% are unmatched, 67.5%
belong to a single key point, and 5.0% belong to multiple key points. The remaining
22.8% of the arguments have ambiguous labels, meaning that the annotators could not
agree on a correct matching to the key points. The final dataset contains 27.519
(argument, key point) pairs, of which 20.7% are labeled as matching, indicating a strong
dataset imbalance. For a more thorough overview of the ArgKP-2021 dataset, see
Table 1.

Table 1: ArgKP-2021 Dataset statistics

Statistics Train Validation Test
Num. topics 24 4 3
Num. arguments 5583 932 723
Num. key points 207 36 33

K. Karapanagiotou 13
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Num. <arg., kp., 20635 3458 3426
label> pairs

Num. <arg.,kp.> 24454 4211 3923
pairs*

Num. positive pairs 17% 18% 14%
Num. negative pairs | 67% 64% 73%
Num. undecided 14% 18% 13%
pairs

The latest work on Argumentation datasets is an updated version of the ArgKP dataset,
with 10 additional topics and a total of 7,584 (argument, key point) pairs from the IBM-
ArgQ-Rank-30kArgs dataset created for evaluating the scalability of existing KPA
systems [15].

KPA has also been explored in various specific domains using the relevant datasets,
e.g., legal texts [16], political debates at twitter [17], surveys [2], [15], citizen
consultation for COVID-19 policies [18], customer reviews [2], [19], [20], ideological
debates [18], [21] and employee feedback [15].

1.2.2 Key Point Matching (KPM)

1.2.2.1 KPM solutions before, during and after the KPA Shared Task

The task of Matching an Argument to its associated key point(s) that summarize and
reflect its content, was first introduced by Haim et al. [1] Their initial unsupervised
approach, that used embedding similarity between (argument, key point) pairs based
on TF-IDF-weighted vectors, non-contextual GloVe [22] or contextual BERT [12]
embedding representations proved insufficient to produce highly accurate matching
scores. The obtained Fl-scores are by a small amount better compared to random
predictions; TF-IDF:0.352, GloVe:0.330, BERT:0.403 vs. 0.203. Also, their
experimentation with Transfer Learning from models developed for Natural Language
Inference (NLI); i.e., BERT-based models trained on the respective datasets (MNLI,
SNLI) achieved better results than the aforementioned approaches, but still are
considered insufficient for the task. For example, BERT-LARGE tuned on MNLI reached
only an F1-score of 0.526.

The first satisfactory results were obtained with supervised methods that used fine-
tuning of small and large versions of BERT-family LMs [12], [23], [24], [25] or XLNet
[26]. For example, RoBERTa-large [23] achieved competitive results in terms of F1

Y Incl. undecided pairs
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(0.773) and runtime efficiency trade-off [2]; it was also the prevalent model choice of
top-ranked Shared Task participants [27], [28, [29].

The use of LMs was also meaningful for training sentence-transformer models that
capture the semantic similarity between matching (argument, key point) pairs, as well as
the dissimilarity of unmatching pairs [30]. By modelling both relationships with
contrastive loss function and the use of Siamese Neural networks, Alshomary et al. [30]
managed to reach the top performance in the KPM subtask.

More recent solutions introduced the use of sequence-to-sequence models to address
KPM as a generative task. Samin et al. [31] was one the first works to implement
prompt-based learning for the argument-to-key point mapping task. The use of prompt
engineering techniques to incorporate (argument, key point) pairs to a chosen prompt
template, that is further used with a fine-tuned encoder-decoder model, e.g., BART [32]
and T5 [33], gave improved results compared to models that use fine-tuning and do not
incorporate prompt engineering. Zhao et al. [34] used GPT-3.5 and GPT-4 as a 0-shot
Key Point Relevance Evaluator to identify the mapping of each argument to all possible
key points from the reference dataset within the same topic, using a 1 (not relevant) to 5
(highly relevant) scale. Although the GPT-4 model seems to significantly outperform
various baselines [2] with an F1-score of 0.862 on the ArgKP-2021 dataset, it is still
unclear how they translate the [1-5] ranks to matching/unmatching pairs. Eden et al.
[15], in their attempt to address the practical challenges of implementing KPA systems
in production with ever-growing datasets, proposed the use of FLAN-T5-XL [35] (2.85B
parameters), an instruction-tuned encoder-decoder model, for the Matching task. They
performed fine tuning on FLAN-T5-XL with QLORA [36] for 1 epoch and inference with a
natural language instruction that asks the model to generate a yes/no answer, after
providing the relevant KPA context. The fine-tuned model performance was comparable
to a deberta-v3-large model (304M parameters) on four out of five debate benchmarks,
while being nearly 15 times slower (measured on a single A100 GPU), so overall it was
not considered beneficial for use in production. Van de Meer et al. [18] prompts Chat-
GPT (gpt-3.5-turbo-16k) to perform the whole KPM subtask by predicting matches for a
batch of 10 arguments at a time, belonging to the same topic and writing the results in
the required file format. The results show that this approach gave poor results
compared to the winning Shared Task solution [30] and the official Debater API [37], an
online KPA system (see sec. 1.2.3.1), proving that even a 0-shot approach with 175B
parameter models, like the GPT-3.5 models is not enough for the KPM subtask.

1.2.2.2 KPM Evaluation measures

Due to the success of fine-tuning classification models on (argument, key point) pairs
[1][2], initial KPM solutions were evaluated with typical classification measures like
Accuracy, Precision, Recall and F1. In the context of KPM, Accuracy measures the
fraction of all (argument, key point) pairs correctly classified, Precision measures the
fraction of correctly classified matching (argument, key point pairs out of all pairs
classified as matching. Recall measures the proportion of correctly classified matching
pairs out of all matching pairs and F1 is the harmonic mean of precision and recall. In
the case of KPM, the dataset is highly imbalanced, i.e., the majority class is “non-
matching” (see Table 1 above), therefore it is highly prioritized to correctly predict as
many true matching pairs as possible, i.e., the goal is to optimize Precision.

K. Karapanagiotou 15
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The Shared Task organizers use Average Precision (AP) [38] as KPM evaluation metric
since, as they report, “it supports evaluating the correlation between a model’s
confidence and prediction success” [3]. Specifically, they pair each argument with its
best matching key point (randomly chosen in case of a tie) according to the predicted
matching probabilities. Within each topic-stance combination, only 50% of the
arguments with the highest predicted matching score are kept for evaluation. The task
organizers claim that this removal of 50% of the pairs is necessary because a significant
portion of the arguments are not matched to any KP, and this would influence mean
Average Precision (mAP) negatively [3]. mAP is obtained by macro averaging over all
topics and stances so that each topic and stance have the same effect over the final
score. The task organizers consider two evaluation settings: strict and relaxed, which
are created to account for (argument, key point) pairs in the ArgKP-2021 with undecided
labels (i.e., not sufficient agreement between annotators). In the strict setting,
undecided pairs are considered as no-match, while in the relaxed setting as match. The
score is then calculated based on the given labels and the derived labels from each
setting. The evaluation score in general favors matchers that can match a single key
point for each argument with high precision. It is however not important if a matcher
does predict non-matches with high certainty.

1.2.3Key Point Generation (KPG)

1.2.3.1 KPG solutions before, during and after the KPA Shared Task

Key Point Generation has been approached both with extractive as well as abstractive
methods. For the first category it is common to see terms in literature such as Key
Point/Argument Selection or Extraction, as these solutions are based on the idea that a
single argument can be representative of a set of arguments. The methods of the
second category rely on the generative capabilities of LLMs to produce an abstractive
summary for a set of arguments.

Prior to the introduction of the KPA shared task, the first fully automatic KPA solution
was a two-step extractive approach by Haim et al. [2], in which, first, high-quality key
point candidates are extracted based on specific filtering steps, like sentence length in
tokens and argument quality [14]. Then a matching model [1], [2] obtains match scores
between each argument and key point candidate as well as between each candidate
pair. In the former scores, arguments are matched to their best-matching candidate,
provided their score exceeds a given threshold and are ranked based on coverage, i.e.,
the number of matched arguments. The latter scores are used to avoid redundancy.
Each candidate whose matching score with a higher-ranked candidate is above a given
threshold, is dropped and its matched arguments are rematched to the remaining
candidates. The key points are again sorted based on coverage scores, to reach the
final list. This algorithm has been used for IBM’s official KPA service as part of the IBM
Project Debater content summarization APl and has served as a baseline for many
proposed KPA solutions that followed. An extractive approach was also adopted by the
best performing Shared task submission [30], that used a graph-based approach based
on PageRank, where the nodes of the graph are arguments, and the edges are
matching scores between argument pairs. Again, arguments were filtered based on
quality and top nodes were selected as predicted key points according to their
importance score, given that their similarity score with already selected nodes is below
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a threshold, to ensure diversity. One important limitation of the above extractive
solutions is that they prioritize the most popular, frequently seen arguments, leading to
generated summaries that often over-represent some key points, while not mentioning
others. This phenomenon occurs because there is often an imbalance in the number of
arguments discussing different aspects of a topic. Additionally, filtering based on
argument quality and length in tokens limits the candidate arguments but also affects
the potential coverage of most or all key points.

Abstractive Key Point Generation approaches have received less attention in literature
than extractive ones. During the shared task, as per Friedman et al. [3], “only one
solution provided semantically meaningful results with abstractive methods”. Kapadnis
et al. [28] used each argument along with its topic as input, to generate argument
paraphrases with a Pegasus language model [39] fine-tuned for that purpose.
Candidate key points were compared with expert annotated key points using the
ROUGE-1 [40] evaluation metric, and only the top five highest in rank were retained as
final key points, for each topic-stance combination. An important limitation of their
approach is that it assumes the availability of reference key points, which is not always
granted in real-life applications.

Several post Shared task solutions introduced argument clustering as an intermediate
step prior to key point generation motivated by the fact that semantically similar
arguments should be sharing the same key point. Such approaches address many
limitations of past extractive and abstractive solutions that have to do with reference key
point availability [28] and over-representation of frequently seen/recurrent arguments
[2][30]. For this intermediate step, most solutions employed sentence-transformers to
identify similar arguments. This semantic similarity-based clustering approach has been
explored both with unsupervised [41][17][21] and supervised methods [41][21]. In the
former, no prior fine-tuning was performed on the chosen pretrained sentence
embedding model, while in the latter, the sentence embedding model was first fine-
tuned on the train set of the ArgKP-2021 dataset for learning to map arguments to their
matching key point. This significantly improved clustering performance in terms of Rand
Index [42]. Li et al. [41] using argument clustering as a solution to the KPM subtask,
further explored the mapping of multiple arguments to multiple key points using the
probability scores of each argument belonging to each cluster. In BERTopic these
probabilities are calculated based on the distances between the document embeddings,
obtained from the BERT language model, and the centroid of each topic cluster. If the
probability of each argument with each of the topic/cluster is above a learned threshold,
then this argument is matched to this cluster. Another contribution of their work was the
idea of iteratively going through the unclustered arguments and mapping them to
existing clusters, by computing the cosine similarity between each unclustered
argument and each cluster centroid. An argument is assigned to an existing cluster, if
the similarity is higher than a given threshold, otherwise a new cluster is created. In both
supervised and unsupervised clustering experiments, iterative clustering demonstrated
significant improvement in automatic evaluation metrics, validating its importance to the
whole KPA task.

Khosravani et al. [21] propose extracting representative arguments as key points, using
a model that predicts matches between all possible argument pairs within each cluster
and then extract the argument with the highest number of matches. In a different
direction, Li et al. [41] and Ehnert et al. [17], treat the task as abstractive text

summarization, where the arguments of each cluster are concatenated and fed to an
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LM that generates a key point. For that purpose, Li et al. [41] fine-tuned a FLAN-T5-
base, an instruction-tuned version of the encoder-decoder T5 model, while Ehnert et al.
[17], use PEGASUS-XSUM, a model pre-trained on BBC articles and their respective
headline summaries.

The mentioned clustering-based approaches share limitations that later work came to
address. As noted by Li et al. [41], clustering arguments based on their semantic
similarity, does not fully align with the objectives of the KPA task, as it is possible for
non-semantically similar arguments to share a key point, because an argument can
correspond to more than one key points. Furthermore, these approaches focus only on
the relationships between arguments that share a common key point (intra-cluster
arguments) and neglect those that do not (inter-cluster-arguments). Li et al. [43] fine-
tune a generative model (FLAN-T5-large) that can simultaneously provide a probability
score indicating the presence of a shared key point between a pair of arguments and
generate the shared key point. They then present an iterative graph partitioning
algorithm, which generates subgraphs, each representing a collection of arguments that
share the same or similar key point, out of which a representative key point is selected
based on the highest score of shared key point probability. Their approach has
outperformed previous state of the art methods in abstractive KPG [41], proving that
both intra and inter-cluster relationships between arguments are important for the task.

Coming to most recent abstractive works, Van de Meer et al. [18] use prompting with
ChatGPT to perform KPG with open and closed book prompts. In the former, a list of
reference arguments, limited by considering the maximum context window, are provided
while in the latter, the model is prompted to generate key points for and against a
debatable topic based on its parametric memory. The open book approach showcased
significant improvements in several metrics, i.e., ROUGE [40], BARTScore [44] and
BLEURT [46] for the ArgKP dataset compared to existing extractive baselines [2][30].
However, experimentation with diverse datasets resulted in a different top performer
model, therefore implying that relying only on one dataset for exploring new KPG
methods might be misleading.

1.2.3.2 KPG Evaluation measures

In the KPG subtask, an ideal summary should be “concise, non-redundant, and cover
different aspects of the topic.” To this end, task organizers [3] used human annotators to
evaluate the generated summaries (list of key points) based on how redundant a
summary is, and to what extent it captures central points of the topic. The evaluation
included questions regarding 1) the quality of the set of KPs generated by the submitted
model in terms of clarity of stance (the stance towards the topic), coverage (the number
of key points that cover points central to the topic) and redundancy (the number of
duplicate key points) as well as 2) the model’s ability to correctly match arguments to
the generated KPs. A model’s rank in the Generation Track was the average of these
two ranks.

Although human evaluation is preferable, it is neither easily scalable nor easily
reproducible. For that reason, most of the post Shared Task approaches experimented
with various automatic measures, starting from the common n-gram-based ROUGE [40]
measure. Li et al. [41] compute for each unique topic-stance combination the ROUGE
F1-score for unigrams (R-1), bigrams (R-2) and longest common substrings (R-L) of
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each generated key point with each reference, then take the average of them and finally
compute the average for all topic-stance combinations to create the final score.
Additionally, Li et al. [41] proposed another approach that was further adopted by later
works [18] [21] [44]. They relied on semantic similarity measures to identify the best
match between generated and reference key points. They call these metrics Soft-
Precision (sP) and Soft-Recall (sR). The former finds the reference key point with the
highest similarity score against all generated key points and the latter finds the
generated key point with the highest similarity score against all reference key points.
They have chosen state-of-the-art semantic similarity evaluation methods such as
BLEURT [45] and BARTScore [44] as similarity functions to be maximized (fmax).
Below we see the formal representation of the chosen metrics, where A, B are the set of
candidates and references and n = |A| and m = |B|, respectively. When i iterates over
each candidate, j iterates over each reference and selects the pair with the highest
score as the reference for that candidate:

1
sP=—x max f(ay, 3;
- ) _-f,-‘er( irBj)
a;e AT

sR=—x E max f(ay, 55)
m aj;eA :
8.€B

Figure 1: soft-Precision and soft-Recall formulas

Ehnert et al. [17] compute ROUGE F-1 for unigrams and bigrams along with
BERTScore-based Precision, Recall and F-1 between concatenated strings of
generated and reference key points. BERTScore [46] is an automatic evaluation metric
for text generation that computes a cosine similarity between the corresponding
contextual word embeddings for each pairwise token of the generated and reference
summaries and is thus able to detect semantic overlap between the reference and the
generated summary even when there is no lexical overlap.

Khosravani et al., [21] show that the standard evaluation measures such as ROUGE
“are incapable of differentiating between generated key points of different qualities”. For
that reason, they contribute two new measures that assess a) the extent to which
different aspects of the debatable topics are represented by the predicted key points
and b) the redundancy of the generated key points. For the first objective they define
coverage by comparing each generated key point with each reference with a simple
fine-tuned classifier to produce matching/unmatching pairs. The number of matched
pairs out of all compared pairs is calculated as the final coverage score. Redundancy
considers generated key points that are equivalent to the same reference key point as
duplicates and measures the percentage of duplicates, i.e., number of duplicate key
point pairs divided by the number of all possible pairs. Their proposed KPG solutions
seem to outperform existing extractive baselines in the two new measures, achieving a
wider representation of arguments, since key points are extracted from smaller clusters
as well.
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1.2.4 Key Point Analysis in Greek

KPA is a task with strong connections to multi-document argument summarization and
argument mining, as the main objective of a fully automatic KPA system is to produce a
set of unique key points, where each one will summarize a cluster or set of similar
arguments. Focusing on the Greek language and the two mentioned related tasks,
multi-document summarization was introduced in Greek through the MultiLing2013
Workshop at ACL 2013 and focused on multilingual summarization. The participants of
the respective pilot tasks had to develop systems that generate summaries out of
document sets. As reported by Giannakopoulos [47], three out of seven overall
submitted systems were for Greek, which indicates a strong interest in the specific task
and language. In addition, various argument mining related tasks has been explored for
the Greek language; identification of argumentative sentences [48], the effect of
multitask learning on Argument Mining [49], the use of graph neural networks [50] and
the extraction of arguments from online news articles [51] A recent work in Greek that
approaches text summarization in the survey domain and is similar to the quantitative
argument summarization task that we focus on, is the work of Karousos et al. [52]. Their
pipeline includes response collection from online education surveys, sentence
preprocessing and cleaning, clustering and ranking, extraction of the most
representative (highest in rank) sentence out of each cluster and finally the generation
of an abstractive summary report with GPT-40, based on the representative sentences.
Although this recent work has significant similarities with the KPA task, the main
difference is the target output in KPA is the generation and demonstration of a set of
keypoint-like sentences in a bullet-style format, while in Karousos et al. [52] case the
final output is a paragraph-level report.

1.2.5Greek Language Models

Our aim is to leverage existing Greek open-source LMs for developing strong baselines
for the two KPA subtasks. If compared to widely spoken languages such as English,
there exist much fewer NLP resources and LMs for the Greek language as noted by
Evdaimon et al. [53] and Papantoniou and Tzitzikas [54]. Below we present the most
well-known Greek LMs.

The most significant breakthrough, that brought the Greek language in the new era of
Al, was the development of GreekBERT [4]; a model of 110 million parameters,
pretrained on two tasks, Masked Language modelling and Next Sentence prediction.
GreekBERT uses the BERT-BASE-UNCASED architecture [12] and was pre-trained as
a monolingual model on 29 GB of Greek text from the Greek Wikipedia, the Greek part
of the European Parliament Proceedings Parallel Corpus (Europarl) [55], and the Greek
part of OSCAR [56], a clean version of Common Crawl. More recently, GreekBART was
introduced by Evdaimon et al. [54]. It is the first pretrained encoder-decoder Greek
model based on BART architecture [32] and its size is roughly 181M parameters. The
model is pre-trained on a large Greek corpus (87.6 GB), with a vocabulary of 50,000
sub-words. This corpus comprises the same datasets as GreekBERT plus the Greek
web corpus dataset [57], that includes diverse Greek text types, as well as formal and
informal text, to enhance robustness [58]. Giarelis, Mastrokostas, and Karacapilidis [5]
introduced a series of models for abstractive news summarization, trained on the
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GreekSum dataset, using the multilingual TS LMs, which include google/mt5-small [59]
as well as google/umt5-small and google/umt5-base [60]. The so-called ‘GreekT5’
models consist of a mt5-small and a umt5-small version with 300M parameters each as
well as a umt5-base with 580M parameters.

Many language models today (GPT-4, Mistral, Llama etc.) are decoder-only since they
are designed to perform text generation tasks. Such models autocomplete a given
sequence by iteratively predicting the most probable next word and the representation
computed for a given token in this architecture depends only on the left context. This is
often called causal or autoregressive attention. Meltemi is the first open-source
decoder-only LLM for the Greek language [6]. It is built on top of Mistral-7B [61] and has
been trained on a corpus of 43.3 billion monolingual Greek tokens, constructed from
publicly available resources. As noted by Voukoutis [62] “Meltemi is developed as a
bilingual model using state-of-the-art techniques, maintaining its capabilities for the
English language, while being extended to understand and generate fluent text in
Modern Greek™.

1.3 Contribution of the study

While there have been attempts to approach KPA-related tasks like Argument Mining in
a multilingual setting [63] [64], to the best of our knowledge, KPA itself has not been
approached in a non-English language. Furthermore, by reviewing the existing KPM
and KPG methods, we reached to the conclusion that the use of large decoder-only
models (GPT-3.5, -4) has been limited to 0-shot prompting [18], [34], [53], while no
experimentation with finetuning or few-shot learning has been reported. With these in
mind, our main contributions are highlighted below:

1. We release ArgKP-2021-GR® for Greek the first non-English version of the
ArgKP-2021 dataset, the official dataset for the KPA task. It was developed with
machine and human translation.

2. We propose three KPM baselines with existing Greek state-of-the-art models [4],
[6] that reach results comparable to the English equivalent models.

3. We propose four abstractive KPG baselines with existing encoder-decoder and
decoder only models [5], [6], developed with zero- and few-shot inference.

4. We identify and point out deficits in Greek resources that will benefit future KPA
implementations as well as future Greek NLP applications.

The developed code was made available on GitHub?.

2 https://medium.com/institute-for-language-and-speech-processing/meltemi-a-large-language-model-for-
greek-9f5ef1d4al0f

3 https://huggingface.co/datasets/Kleo/ArgKP_2021_GR

4 https://qgithub.com/Kleo-Karap/KPA _thesis
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2. PROPOSED KPM METHODS AND EXPERIMENTS

Considering the abundance of proposed KPM solutions submitted for the ArgKP-2021
shared task [3] a meaningful starting point for developing baselines was to replicate two
of the top-ranked KPM solutions and adjust them for the Greek language based on
available deep learning models. Towards this direction and in view of the recent
advancements in Greek NLP, we introduce our baseline method based on Meltemi-
base, a decoder-only model for Greek. In the following sections we describe challenges
in terms of dataset translation, baseline re-implementation and decoder-based
finetuning experiments. All KPM-related experiments were conducted on the GPU
infrastructure provided by Kaggle [65].

2.1 Dataset translation

To align with previous work, the dataset used for finetuning, validation and inference
was the official Shared task dataset, ArgKP-2021, which was adjusted in the Greek
language via machine and human translation. Due to the high number of (argument, key
point) pairs (20635), the train set was translated through automatic zero-shot translation
with MADLAD400-3B-mt [66], a multilingual, 32-layer, 3 billion parameter model that
excels in machine translation and multilingual NLP tasks. It was trained on 1 trillion
tokens of publicly available data, making it able to handle over 400 languages.
Specifically for the Greek-English language pair, it has been shown competitive with
models of the same family that are significantly larger (MT-7.2B, MT-10.7B). We opted
for the smaller version due to the limited available computational resources. We
manually assessed the quality of the resulting train set by sampling a subset of it and in
most cases satisfying translations have been generated. The validation and test sets,
consisting of 3458 and 3426 respectively, were human translated by the author of this
thesis.

2.2 Adjustment of existing KPM baselines

The first KPM solution that we used as a basis was the one from Alshomay et al. [30]
named ‘SMatchToPR’. It trains a sentence-transformer model for bringing closer in an
embedding space matching (argument, key point) pair while setting apart the non-
matching ones. The other solution that we used is the one from Kapadnis et al. [28]
named ‘Enigma’. It is a typical classifier, giving similarity/matching scores for (argument,
key point) pairs. Both solutions leverage encoder-only models for their implementation.
More specifically, in SMatchToPR they embed each argument and key point-topic
concatenation separately with a RoBERTa-large model and then feed them to a
Siamese Neural network architecture for training with a contrastive loss function,
achieving a strict mAP score of 0.789 and relaxed mAP 0.927 on the English test set of
ArgKP-2021. In Enigma they finetune a DeBERTa-large model on concatenations of
argument-key point-topic triplets and then concatenate their outputs with their encoded
POS tag® [67] representations to further feed them to two dense layers to get the final

5 https://spacy.io/usage/linguistic-features#pos-tagging
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matching score out of a sigmoid activation function, achieving a strict mAP score of
0.739 and relaxed mAP 0.928 on the English test set of ArgKP-2021.

2.2.1Re-implementation Experiments and Evaluation

To be able to work with available Greek models and resources and make more direct
comparisons, we had to adjust the existing implementations®,” with models that are
available both in English and Greek. We therefore considered BERT (bert-base-
uncased) and its Greek version GreekBERT (bert-base-greek-uncased-vl) for
replicating SMatchToPR and Enigma, as it has reported exceptional performance in
various NLU tasks, including text classification and semantic similarity. For both
solutions we use the existing publicly available implementations with the same
hyperparameters (which can be found in Appendix |: Table 12 and Table 13) and
change only the model and dataset. For replicating Enigma, no additional POS tag
features are used to align with the input in the SMatchToPR implementation. An
additional significant difference is that for SMatchToPR Alshomary et al. [30] use the
~20k argument-key point pairs of the ArgKP-2021 train set for fine-tuning, while for
Engima, Kapadnis et al. [28] use both the train and the validation set (~24k argument-
key point pairs) during fine-tuning. We kept the same setting to make comparisons
across the two languages (see Table 2 below). We present the evaluation results of an
initial comparative view of the KPM task in the two languages on the original (for
English) and the human translated (for Greek) test set of the ArgKP-2021 dataset,
including the undecided pairs, with the official Shared task evaluation metrics and
scripts. For English we do not obtain the same results with the ones reported in the
respective papers. This is expected because different models are used. However, that
allows us to compare the approaches on an equal footing, to the extent possible.

Table 2: Re-implementation Results on ArgKP-2021-GR test set

Model Measures

EN (BERT) GR (GreekBERT)

mAP mAP Avg mAP mAP Avg

strict relaxed mAP strict relaxed mAP
Enigma replication 79.92 91.70 85.81 78.96 85.07 82.01
SMatchtoPR 81.83 88.16 85.00 80.15 90.10 85.12
replication

6 https://github.com/webis-de/argmining-21-keypoint-analysis-sharedtask-code

7 https://github.com/manavkapadnis/Enigma_ArgMining/tree/main
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Reading each re-implementation separately, we observe that:

1. The Greek version of Enigma is giving less correctly classified matching
argument-key point pairs, compared to its English equivalent. We conjecture that
this is due to the machine translated data which were used for the model’'s
finetuning, as well as the small number of training epochs (3).

2. Interestingly, the Greek version of SMatchToPR reimplementation is not showing
the same decrease on identifying matching pairs. The model gives on average
equal performance (avg. mAP) in both languages, which is an indication that fine
tuning a GreekBERT-based sentence representation model on machine
translated data is more efficient and robust in capturing semantic similarity
between argument key point pairs, than training a custom classifier model on top
of BERT. Furthermore, the number of training epochs (10) seem to have played
a significant role towards stabilizing the embedding model’s performance.

The main takeaway of the above preliminary comparison is that a) the KPM subtask is
of equal difficulty in both English and Greek language b) using the machine translated
data for fine-tuning is a viable approach that achieves competitive scores. Both
aforementioned facts show that it is worth exploring new baselines with the existing
machine translated train set and draw conclusions from our human translated
development and test set.

2.3 Proposed decoder-based KPM classifier

Taking into consideration that a) initial implementations [28] [30] have mainly
approached KPM as NLU tasks (text classification , sentence-level semantic-similarity),
where encoder-only models traditionally prevail, b) the recently reported NLU
capabilities of decoder-only models like Llama and Mistral in text classification tasks
[68] and c) the recent advancements in Greek NLP, with the introduction of the first
Greek decoder-only model, Meltemi-7B [6], our initial approach was to replicate the two
baselines mentioned in the previous section and re-implement them with Meltemi-base
(v1.0). The next version of Meltemi (v1.5) was made available after the completion of
our KPM experiments and was used only for KPG; see section 3. A re-implementation
of SMatchToPR (the best-performing method), would require obtaining embeddings
from the input text; to the best of knowledge such models, dedicated for Greek are not
available. Although recent research has shown that decoder-based models (like
Meltemi) can be used for efficiently obtaining text embeddings [69], that has not yet
been done and evaluated in Greek. Our implementation is conceptually closer to the
‘Enigma’ solution, as we train our model on concatenations of <argument+key point>
pairs or <argument+key point+topic> triplets and output a matching score for each one
of them, which is then used for evaluation with the official KPM evaluation framework.

2.3.1 Meltemi Classification Finetuning Experiments and Evaluation

To develop our approach, we use the split as provided by the task organizers with 24
topics for training, 4 topics for validation, and 3 topics for testing. We take into
consideration the dataset’s high class imbalance and add weights to the classes during

training. The model is loaded with its classification head through the Transformers
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library, meaning it outputs two class labels, out of which the matching score is
extracted. We consider as scores the probabilities of the class_1, meaning the
probability of a key point to match the argument. To load a 7-billion-parameter model,
like Meltemi, in a machine with limited computational power we use Quantization
techniques, for reducing the memory usage and speeding up model execution. The
model was loaded with 4-bit quantization, where each weight of the model was
represented using only 4 bits, as opposed to the typical 32 bits used in single-precision
floating-point format (float32). To fine-tune Meltemi in our specific classification task, we
apply a technique named LoRa [70] that freezes the pretrained model weights and
further adds lightweight trainable rank decomposition matrices into each layer of the
Transformer architecture. LoRa belongs to the family of PEFT (Parameter-Efficient Fine
Tuning) methods that are designed for efficient adaptation of large pretrained models to
various downstream applications, by reducing the number of training parameters,
making the model more efficient in terms of memory and storage usage, while still
achieving (in many cases) performance comparable to full fine tuning. To fine-tune a
model using LoRa, the task type, the dimension of the low-rank matrices (LoRA r), the
scaling factor for the weight matrices (LoRA alpha), and the dropout probability of the
LoRA layers (LoRA dropout) as well as the LoRA bias to train all bias parameters had to
be defined. For a thorough inspection of the model’s hyperparameters refer to Appendix
[-Table 14.

We plot the learning curves of the fine-tuning experiments (Image_1, Image_2) on the
Greek ArgKP-2021 validation set for every 125 training steps and report the results after
one epoch finetuning in Table_3.

Learning Curves
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Figure 2: Meltemi KPM Experiment_1
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Figure 3: Meltemi KPM Experiment_2

Table 3: Meltemi KPM Experiments on ArgKP-2021-GR dev set

mMAP(strict) MAP(relaxed) Avg mAP
Experiment_1 79.18 91.37 85.27
Experiment_2 75.74 93.00 84.37

Experiment_1: The model taking as input concatenated <argument+key point> pairs
seem to stabilize its mAP relaxed performance after 300 training steps above 90.00,
while its strict performance seems to steadily increase above 70.00 reaching a mAP of
around 80.00 at the end of one epoch. The increasing tendency of strict mAP score is a
positive indication that further finetuning will increase the model’s avgmAP score.

Experiment_2: We experiment with the addition of topic as additional context to the
model’s input. After 500 training steps, the model’s performance seems to be stabilizing
around 93.00 mAP relaxed and 75.00 mAP strict, showing that the addition of topic to
the model’s input does not contribute to the model’s performance, i.e., mAP strict has
been stabilized and decreased at around 5 points less than the model in Experiment_1.

We recognize the model trained on pairs of arguments and key points (Experiment_1)
as the best performing model, but we keep both versions for inference on the test set to
make the required comparisons with previously explored baselines.

2.4 KPM Results

Below we present the results of our baselines on the test set of the Greek version of
ArgKP-2021.
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Table 4: Final KPM results on ArgKP-2021-GR test set

Experiments Num. training mAP mMAP Avg
Instances (strict) | (relaxed) MAP

SmatchtoPR 20.635 80.15 | 90.10 85.12

(arg,topic+kp)-GreekBERT

Enigma (kp,arg,topic)-GreekBERT | 24.093 78.96 | 85.07 82.01

Meltemi-base (kp, arg) 20.635 83.86 | 94.27 89.06

Meltemi-base (kp,arg,topic) 20.635 81.78 | 93.68 87.73

The main observations from this comparison are:

1. Shared task submission results were verified in our experimentation, as
‘SMatchToPR’ solution continues to achieve higher mAP scores compared to the
‘Enigma’ solution in the Greek language.

2. Our findings from experimentation on the Greek ArgKP-2021 development set
were verified also on the test set, with the Meltemi model fine-tuned only on
(argument, key point) pairs, without the addition of ‘topic’ context giving higher
MAP scores.

3. Comparing our decoder-based classifier with <kp,arg,topic> input with the
Enigma classifier, that has the same input, we observe that a decoder-based 7B
model, fine-tuned on 20k train set with QLoRa for classification for 1 epoch,
correctly identifies more matching argument-key point pairs, than a fully fine-
tuned 110M parameter encoder-only model trained for 3 epochs and with 24k
train set. This behavior is somewhat expected due to the significant difference in
the number of model parameters. In terms of training time Meltemi-base fine-
tuned with 5% trainable parameters of its original size (which is about 3.5 million
parameters) took ~20 hours, on the other hand Enigma required less than an
hour.

Based on the above we conclude that decoder-only models are very competitive in
KPA-related classification tasks compared to traditional encoder-only models for the
Greek language.
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3. PROPOSED KPG METHODS AND EXPERIMENTS

To create our KPG baselines, we adopt a two-step clustering-based abstractive KPG
solution that is similar to Ehnert et al. [17] method; see Section 1.2.2.1 for more details.
Our approach uses in the first step a customized unsupervised version of BERTopic,
along with hyperparameter tuning for argument clustering. In the second step a Greek
LM is used for generating a key point from each cluster. Our approach differs though, in
that instead of performing the argument clustering and the key point generation
completely separately, we use the representation tuning module of BERTopic, which
enables us to cluster the arguments and extract a topic representation that we return as
a key point for each cluster. For generating key points, we explored the capabilities of
recent Greek encoder-decoder and decoder-only LLMs in zero and few shot settings
with prompt engineering. More details on BERTopic hyperparameter tuning,
representation tuning and prompt engineering are provided in the following sections. All
KPG-related experiments were conducted on the GPU infrastructure provided by
Kaggle [65].

3.1 BERTopic hyperparameter tuning

BERTopic is a modular topic modeling technique that leverages the bidirectionality of
Transformers [71] for document embeddings, clustering techniques and the concept of
c-TF-IDF (class-based TF-IDF) for selection of the most representative documents to
create easily interpretable topics. In our pipeline we generate sentence embeddings of
arguments using a pretrained sentence transformer model [72]. Following previous work
for the English language [41] [17] [21], we used the paraphrase-multilingual-mpnet-
base-v2 for the embeddings, a multilingual model trained with knowledge distillation
[73], a machine learning technique that aims to transfer the learnings of a large, trained
model, the “teacher model”, to a smaller “student” model. In our case paraphrase-
mpnet-base-v2 was used as a teacher and xIm-roberta-base as a student model.
Simple text preprocessing steps were applied to avoid harming the quality of
embeddings, e.g., removal of common social media text, retweets, usernames @,
emojis, URLs, extra whitespaces. We use UMAP for dimensionality reduction of the
embeddings, and HDBSCAN for argument clustering as suggested by Grootendorst
[74]. UMAP allows greater control over the distance between the generated low-
dimensional representatives than alternative dimension reduction methods such as t-
SNE [75] and has a positive effect on the computation time [76] and the quality [77] of
the HDBSCAN clustering procedure. Furthermore, it tends to keep the dataset’s global
and local structure even when reducing dimensionality. HDBSCAN groups together
points that are closely packed together while marking points in low-density regions as
outliers/noise [78]. As noted by Ehnert et al. [17], “this has the advantage that only
similar statements with a sufficient density concentration are considered for further key
point summarization and it reduces the influence of the data noise, by excluding
arguments that cannot be easily classified”.
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3.1.1Clustering Experiments and Evaluation

In our experiments, a total of four hyperparameters were optimized, two in the chosen
dimensionality reduction technique (number of neighbors and number of target
dimensions) and two in the clustering algorithm (minimum samples and cluster selection
method). To map relationships between data points in the original UMAP data space in
a likelihood graph, we determined the optimal number of neighbors between the
following 2 sets of 4 values [3, 5, 10, 15] (Experiment_2) and [10, 20, 30, 50]
(Experiment_3), with smaller-set values giving a local view of the data and bigger-set
values a more global view. The optimal number of target dimensions for reducing the
number of features for each embedded argument was searched between the values
[2,5,7]. To optimize the HDBSCAN clustering hyperparameters we start by setting the
minimum cluster size to 3, after manual inspection of the train and dev set and control
the number of outliers generated, by tuning the minimum samples value. Setting this
value significantly lower than minimum cluster size helps to reduce the amount of noise.
However, forcing the model to not have outliers may not properly represent the data.
We find the min_samples value through the product of the minimum cluster size and a
fraction by choosing between the values [0.5 and 1.0], meaning we consider half of the
minimum cluster size or set the minimum cluster size and min samples to equal value.
Although previous work performs automatic topic reduction, to ensure a fully
unsupervised topic modelling process, we specify the topic_reduction parameter to 10,
so that a maximum of 10 key points are generated for each topic and stance
combination. The choice of this number was made based on the Shared Task’s
instructions that required a minimum of 5 and a maximum of 10 generated key points for
each topic. Lastly, we optimized the cluster selection method by choosing between the
default ‘eom’ (Excess of Mass) and ‘leaf, as the latter has been recommended for
producing more “homogeneous” clusters® [79].

The hyperparameter tuning was performed through the Optuna optimization framework
[80], which enables to iteratively model the behavior of an objective function and guide
the search for optimal hyperparameter values. To align with the Bayesian optimization-
based sampling method used in previous works [17], we chose the TPE (Tree-
structured Parzen Estimator) sampler. During Optuna optimization, the quality of the
topic model has to be determined by an evaluation metric. Density-based clustering
algorithms such as HDBSCAN, pose specific requirements for a target metric [81].
Evaluation metrics for unsupervised clustering such as the silhouette coefficient [82] the
Calinski-Harabasz index [83] or the Davies-Bouldin Index [84] share the limitation that
they do not consider the density of clusters and are sensitive to noise and outliers.
Given these characteristics, we opted for the density-based cluster validity (DBCV)
index [85], which lies in the interval of [-1, 1], with higher values indicating better
clustering, and considers the influence of noise by considering all data points in the
evaluation of the global cluster validity, which is intrinsic to the definition of the density-
based clustering.

In each experiment the hyperparameter optimization is performed for each topic and
stance combination, meaning that we receive multiple clustering results, out of which an

8 Parameter Selection for HDBSCAN* — hdbscan 0.8.1 documentation
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average score is calculated. A total of 100 trials were executed to find the optimal
hyperparameter set for each topic and stance combination. In Table 2 we show the best
clustering setting based on the chosen internal clustering validation metric. For a more
thorough inspection of the values chosen for each topic-stance combination refer to
Appendix II- Table 15.

Table 5: Clustering experiments on ArgkKP-2021-GR dev set

DBCV

Cluster Topicl | Topicl | Topic2 | Topic2 | Topic3 | Topic3 | Topic4d | Topicd | Avg

setting Stance | Stance | Stance | Stance | Stance | Stance | Stance | Stance | score

1 -1 1 -1 1 -1 1 -1 S

Experiment | -0.357 -0.105 | -0.347 -0.436 | -0.390 -0.176 | -0.191 -0.219 | -0.278
1

Experiment | 0.210 -0.072 | -0.005 -0.193 | -0.057 0.060 | 0.053 -0.036 | -0.005
2

Experiment | 0.143 0.005 -0.008 -0.054 | 0.055 0.070 0.064 0.053 0.041
3

Experiment 1: As expected, using the default BERTopic hyperparameters® [86] gave
on average the lowest results, with all the scores being below 0. In the plot below we
demonstrate an example of generated non-representative clusters.

9 https://maartengr.github.io/BERTopic/getting_started/parameter%20tuning/parametertuning.html
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Documents and Topics

D2 kaBeoTdg AirotnTag, vioBeTriooupe kaBeoTmg, vioBeTrooUpE

AiréTnTag, kabeoTeg, kaBsoThg AimdTnTag

kaBeoTwg MIToTNTAG, UIBETHoOUPE KABETTMG, UIOBETHOOUpE

Di

ArétnTac, kaBeoTwg; kabeaTwe AireTnTag

Figure 4: Clustering visualization of default parameters

Experiments 2 & 3: In experiments 2 & 3 we tune the four hyperparameters mentioned
above (number of neighbors, number of target dimensions, minimum samples
ratio, cluster selection method) with the chosen sets of values on the chosen
hyperparameter optimization framework. Their difference is in the ‘n_neighbors’
hyperparameter of UMAP dimensionality reduction technique. Experiment 2 searches
the best value among the smaller-set values [3,5,10,15], while Experiment 3 searches
among larger sets [10,20,30,50]. As observed from Table_2, Experiment 3 gave on
average the highest index scores (0.041), indicating that the n_neignbors parameter
with higher than the default value (‘15’) gives better clustering results for the given
hyperparameter setting. We therefore chose our best hyperparameter values from
Experiment 3. For a thorough inspection of the final hyperparameters of our BERTopic
models refer to Appendix Il — Table 16. With this setting, we managed to capture clearer
argument clusters, compared to our first plot with the default settings, that also capture
semantically different aspects of the arguments, at least with the initial Bag of Words
representation.
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Documents and Topics

D2 Koveviag, eTwy6TEPOUG, AITOTHTA

uloBeTr|ooupe kaBeoTo, uloBeTriooups, KaBeoTmg ATOTNTAG

npoypappara, noAiteg, onBolv

avepyia, oikovopia, kaBeoTmTa AITOTNTAG

@Opoug, Popoug KaBEOTRG, okANpd

olkovopia, avBpanoug, EMNTOOEIG KABECTLG

avanTun, éAkenpn, odnyrjocouv
oBetriooupe kaBeoTdg, uibBeThooupE, KaBeoTag AiTéTRTAG SucKohetiovTal, ATGTITa, XpeIafoHacTe enevBUIES
Eodeva, NTéTnTag KUBEPVNON, MITOTNTAG TEXVaoua

Eodevel, AmoTag kuBépvnon, ATéTNTAg Téxvaoua
b1 KoIvwviag, prwxatepoug, AiroTnTa

npoypappara, pohiteg, BonBolv

SugkoielovTal, AIToTNTa, XpEIalopaaTe eneviuaieg
olkovopia, avBpmnoug, ENINTWaElG KaBeaTdg

POPoUE, POpouG KABESTWE, OKANPa

avepyia, oikovopia, kaBeoT@Ta AITdTNTAG

avanTtugn, EAAegn, odnynoouy

Figure 5: Clustering visualization Experiment_3

3.2 Topic Representation fine-tuning

Representing topics through Bag-of-Word representations and weighting with c-TF-IDF,
as in the above plots, can be further fine-tuned and improved through several
techniques. Recently, the BERTopic community has realized the value that generative
Al can bring, so they enriched the ‘Topic Representation’ module of BERTopic with the
capability to use LLMs for the generation of representative sentences for each cluster®
[87]. First a set of keywords and documents (in our case arguments) that describe a
topic best has to be generated using BERTopic's c-TF-IDF weighting scheme. c-TF-IDF
treats all documents in a cluster as a single document and computes TF-IDF, to obtain
the importance scores of words within a cluster. By default, the four most representative
arguments are passed to the text generation model which is prompted to generate
output that fits the topic best. We treated the task of KPG as an abstractive
summarization task, to align with previous work [41][17]. For that reason, we explored
two existing summarization models, umt5-base (a.k.a. GreekWiki) which is fine tuned
for encyclopedic article summarization and umt5-base-greeksum (a.k.a GreekT5) which
is fine tuned on Greek news summarization data. See also section 1.2.4 for more
information on the models. Based on preliminary 0-shot examples we found umt5-base
more suitable for our use case, since the output had a simpler sentence structure (SVO)
which is compatible with the succinct and informative structure of a key point. To align
with the recent advancements in Greek NLP and Generative Al, we also used Meltemi
base and Meltemi Instruct, to explore their generative and instruction-following
capabilities in a new, for them, task.

10 https://maartengr.github.io/BERTopic/getting_started/representation/lim.html
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3.2.1Prompt Engineering Experiments and Evaluation

Prompt engineering was necessary, to give our models a more concrete direction for
the target output of each cluster representation. We experimented with zero-shot
learning, where only the instruction of the desired task is provided to the model and
continued with few-shot learning, providing a few examples of the desired output.
Evaluating the quality of generated key points has been a crucial challenge for a fully
automatic KPA system that brought a lot of interest in research as we saw in section
1.2.2.2. The lack of a common established KPG evaluation framework, not only placed
a significant burden in the comparison of existing solutions in literature but is also a
challenge for a non-English language. Considering the resource availability for the
Greek language, we opted for the ROUGE implementation of Li et al. [41] through
HugginFace’s Transformer library!l. ROUGE was calculated on stemmed tokens based
on the Greek stemmer of Ntais [88], after normalization, social media text removal and
punctuation removal. Additionally, to overcome the limitations of exact match metrics
like ROUGE, that penalize highly abstractive summaries and do not capture semantic
similarity between generated and reference texts, we further compute BERTscore? [47]
Precision, Recall and F1 scores between each pair of reference and predicted key point
within the same topic-stance combination, average the pairwise scores to obtain
average P, R, F1 scores for each topic-stance combination and then take the average
value of all topics to reach the final scores. For BERTscore no text preprocessing was
applied on the tokens. In a non-English evaluation setting, the authors of BERTScore
[47] recommend the use of MBERT [12]. Finally, to avoid having too semantically similar
or near identical key points, we perform deduplication. Considering that the argument
clusters are ranked in descending order, based on the number of arguments belonging
to a cluster, we drop the produced key points that indicate sentence similarity [47]
higher than a specified threshold with a higher in rank key point. All experiments were
performed on the ArgKP-2021 dataset, from which the machine translated train set was
used to construct the demonstrations of the few-shot experiments and the human
translated validation and test sets were used for evaluation.

3.2.1.1 Zero-shot Experiments

We start by evaluating our chosen models; GreekWiki, Meltemi base and Meltemi
Instruct in zero-shot experiments by providing a single instruction of the task to perform.
Since GreekWiki was fine-tuned for summarization with a task specific prefix
(“summarize: <input text>") we started our experimentation with this prefix as a prompt
for all 3 models. Additionally, we experimented with two deterministic decoding
strategies, greedy and beam search [89], to optimize the quality of the generated text.
Greedy decoding takes at each step the token with the highest conditional probability
from the vocabulary. In Beam Search, as opposed to greedy decoding, a nhumber of

11 https://huggingface.co/spaces/evaluate-metric/rouge

12 https://huggingface.co/spaces/evaluate-metric/bertscore
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best candidates, known as beam width (k), are selected, and kept based on some
score. The k-best generated sequences continue to expand, until the “end” token (EOS)
is reached. Considering the available GPU resources, to ensure a balance of
computational time and optimal number of beams we chose for our experiment a beam
width of 33 [90]. In Table 6 we see the results of the initial comparison between the two
decoding strategies on all three models on the human translated ArgKP-2021 dev set.

Table 6: Zero-shot decoding experiments on ArgKP-2021-GR dev set

GreekWiki Meltemi-base (v1.5) Meltemi-Instruct (v1.5)
0-shot ROUGE | BERT Avg ROUGE | BERT Avg ROUGE | BERT Avg
modc‘el'— Score | foken Score | token Score | token
specific count count count
prompt
(greedy) |1:14.7 |P:67.1 |20.1 |1:154 |P:66.3 |19.41|1:154 |P:66.9 | 24.16

2:5.3 R :70.7 2:59 R: 72.5 2: 6.0 R: 73.6

L:13.9 F1.68.8 L:14.6 F1.69.2 L:14.6 | F1:70.0
0-shot 1:128 | P:66.5 |19.72 | 1:150 |P:66.9 |18.61|1:158 | P:66.3 | 24.45
model- 1548 |R:70.1 2:50 |R:727 2:53 |R:73.6
specific
prompt L:12.5 | F1:68.2 L:14.3 | F1:69.6 L:14.8 | F1:69.7
(beam_3)

Our initial experiments with

observations:

Greedy/Beam search decoding gave us the following

1. Overall, we confirmed our initial intuition about the generative capabilities of

Meltemi in an unknown task. Both base and instruction-tuned Meltemi versions
outperform a significantly smaller summarization fine-tuned model like GreekWiki
in ROUGE and BERTScore metrics for both decoding settings. Meltemi-base
and Instruct do not have significant differences in their automatic evaluation
scores, indicating that a manual evaluation of their outputs is necessary.

. For GreekWiki, despite the relatively higher scores of Greedy decoding over
Beam Search, after a manual comparison of the generated key points, it was
concluded that greedy outputs are somewhat fluent, but in many cases
semantically incoherent. More specifically, there are a lot of repetitions of words
and phrases, numbers, dates or verb alternations and a lot of hallucinations, by
producing non-existent terms and entities for the given context. Beam search on

https://datascience.stackexchange.com/questions/126904/how-to-select-the-optimal-beam-size-for-

beam-search
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the contrary, produced more plausible sentences that retain the definition-style
that is commonly found in encyclopedic texts on which GreekWiki was pre
trained and overall, its outputs were more comprehensible.

3. Meltemi base seems to perform equally in both decoding settings. Though it
seems to generate fluent and comprehensible sentences, by inspecting the
generations in more detail, we observe that the model is simply copying verbatim
arguments from the given prompt, which results in generating as key point an
argument that already exists in the input cluster, as an extractive method would
do.

4. Meltemi Instruct does not indicate substantial differences between the 2
decoding strategies. With greedy decoding we see the model repeating some
existing arguments as generated key points, while in beam search it generates
completely new abstractive sentences. The main drawback in both settings is
that the sentences resemble summaries, consisting of many subordinate
sentences, whereas a key point should convey the important information in a
simple SVO structure. This is also confirmed by the average length of the
generated sentences, mentioned in Table 6, compared to the average length of
the reference key points (~7.8 tokens). Nevertheless, it was observed that
Meltemi-Instruct was the only model of the 3 that produced promising results for
our KPG use case and therefore was chosen for additional experimentation with
three more elaborate prompts; Prompt_1, Prompt_2 and Prompt_3.

Prompt_1 (see Table 7) was inspired from the simplistic “summarize:” prefix that was
used for fine-tuning the GreekWiki model. However, it was designed for the specific
KPA task. The second prompt tested (Prompt_2), was more detailed and more specific
to the task of Key Point Generation, in order to steer the given model to generate a
keypoint-like sentence. The main reason for conditioning the prompt as close to the
KPG task as possible was to test the instruction following capabilities of the used model.
Prompt_3 follows the logic of Prompt_2 but is even more task-specific and detailed, as
we instruct the model to output its answer by following a specific format. We
experimented with all 3 prompts (with beam_3) on the Meltemi Instruct model, the best
performing model of the previous experiments. Our decision for the most appropriate
prompt was based on automatic measures as well as manual inspection of produced
outputs.

Table 7: Custom Prompts

Custom Prompts (GR) Custom Prompts (EN)
Prompt_1 | 'pdye pia ouvtoun TpoTaon wg Write a short sentence as a

TTEPIANYN YIA TO TTOPAKATW KEIPEVO: summary of the following text:

[ARGUMENTS] [ARGUMENTS]

MepiAnwn: Summary:
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Prompt_2 | Ta TTapaKATw ETTIXEIPAUATA The following arguments support or
uTTOOTNPICOUV I avTIKpoUouV TO BEua. refute the topic. Complete a
ZUUTTAApWOE éva OUVOTITIKO keypoint, succinct key point, capturing the
KATAypAQOovTaG TNV KEVTPIKA 10€a TWV main idea of the arguments in one
ETMIXEIPNPATWY O€ pia TTpOTAOT. sentence.

[ARGUMENTS] [ARGUMENTS]

Prompt_3 | Mapakdtw Ba O€IC JEPIKA ETTIXEIPAUATA Below you will see some arguments
UTTEP 1] KaTA yIa €va OUYKeKpIPEVO BEua: | for or against a particular topic:

[ARGUMENTS] [ARGUMENTS]

Me Bdon Ta TTapatmavw, YPAWE JIa Based on the above, write a short
oUvToun TTPATACN TTOU Va cuvoyilel autd | sentence summarizing these

Ta ETIXEIPAMATA O€ Eva keypoint, arguments in a key point, following
akoAouBwvTag 1o porTifo: the pattern:

B¢épa: <keypoint> topic: <keypoint>.

Table 8: Prompt Engineering results on ArgKP-2021-GR dev set

Custom Prompts Automatic evaluation measures
ROUGE BERTscore Avg token count
1 2 L P R F1

Prompt_1 147 |49 |13.7 | 656 |73.4 |693 |26.9

Prompt_2 148 |50 |13.8 |658 |73.6 |69.4 |30.0

Prompt_3 169 |6.0 |159 |67.6 |73.5 |70.4 |20.96

Prompt_3 (see Table 8) produced the best results on the dev set in terms of automatic
measures (ROUGE, BERTScore), while these results were confirmed by a manual
inspection of a sample of the outputs. Instructing the model to follow a specific pattern in
its answer seems to have helped the model produce significantly shorter, in tokens,
outputs, with a lot of nominalizations and succinct format. On the contrary the first two
prompts contained subordinate sentences and more complex syntactic structures,
making them unsuitable for our KPA use case. Therefore, the third prompt was chosen
for our next experiments. For a thorough inspection of prompt templates and their
produced outputs see examples in Appendix II-Table 18.

In Table 9 we compare GreekWiki, Meltemi-base and Meltemi-Instruct for the
“summarize:” and Prompt_3 templates with the beam search decoding strategy on the
dev. set of ArgKP-2021 dataset.
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Table 9: Zero-shot prompt experiments on ArgKP-2021-GR dev set

GreekWiki Meltemi-base (v1.5) Meltemi-Instruct (v1.5)
ROUGE | BERT Avg | ROUGE | BERT |Avg | ROUGE | BERT |Avg
Score token Score token Score token
count count count

0-shot 1:128 |P:66.5 |19.72|1:15.0 |[P:66.9 |18.61|1:158 | P:66.3 | 24.45

model- 2:48 |R:701 2:50 |R:72.7 2:53 | R:73.6
specific
prompt L:12.5 F1:68.2 L:14.3 F1:69.6 L:14.8 F1:69.7
(beam_3)

0-shot 1:92 | P:650 |2578|1:159 |P:665 |18.68|1:16.9 |P:67.6 | 20.96
Prompt 3 | 5., 3 | R:68.9 2:50 |R:725 2:6.0 |R:735
(beam_3)

L:85 | F1:66.8 L:14.7 | F1:69.3 L:15.9 | F1:70.4

Our experiments gave us the following observations:

1. It was confirmed that using the GreekWiki model with the “summarize:” prefix it
was pre trained with, is crucial for the model to produce comprehensible output.
When tested with Prompt_3, it copies a lot of words from the prompt, leading to
unmeaningful sentences. ROUGE and BERTScore measures confirm this
observation.

2. The outputs of Meltemi base continue having repetitions of arguments from the
prompt as extracted key points, leading to non-significant changes in the
evaluation measures if compared to GreekWiki. We also observe that Meltemi
base is not following the given instructions, which is an expected behavior, since
the base version has not been trained on instruction data.

3. Meltemi Instruct achieves a significant increase when compared to Meltemi base
and GreekWiki both in terms of automatic and manual evaluation, when tested
with Prompt_3, showing the most optimization potential among all three tested
models.

For more information on the manual evaluation and comparison of the models see
examples in Appendix II-Table 17.

3.2.1.2 Few-shot Experiments

We continued our experiments by providing a few demonstrations on the best
performing model of the 0-shot setting, the Meltemi Instruct model with beam search
and Prompt_3, since it generated results that resemble in many cases human key
points both in style and length. As mentioned above, BERTopic extracts the four most
representative arguments of each cluster, to be used as input for the representation
fine-tuning process and the subsequent key point generation. Although the number of
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representative arguments is a tunable parameter, we decided to keep the default value
and generate our key points based on a maximum of 4 arguments per cluster. Knowing
that each key point in our dataset contains a different number of matched arguments,
we had to adjust the number of arguments in the few-shot demonstrations, so that only
4 arguments are kept for each key point. We experimented with 4-, 8- and 16-shots,
where from each debatable topic one key point per stance (positive/negative) is taken
into consideration, to ensure that the model sees arguments both for and against a topic
and can condition its answer based on the stance.

Table 10: Few-shot results on ArgKP-2021-GR dev set

Meltemi-Instruct (1.5) ROUGE BERTScore Avg token count

1 2 L P R F1

0-shot Prompt_3 (beam_3) 16.9 | 6.0 159 |67.6|735 |70.4 | 20.96

4-shot Prompt_3 (beam_3) 235 |10.1 | 226 |72.8| 75.7|74.2 |10.68

8-shot Prompt_3 (beam_3) 248 | 11.0| 243 |74.7 | 754 |75.0 | 8.23

16-shot Prompt_3 (beam_3) [ 253 | 119 | 249 | 751|751 |75.0|7.92

Overall, all few-shot experiments proved effective in terms of generating 1-sentence key
points. Although the automatic evaluation shows the 16-shot setting as the best
performing, our choice was determined by the manual evaluation of the key points and
the level of abstraction and the granularity that is needed for the matching task. We
opted for the 4-shot setting for the final comparison, since it achieves competitive
results if compared to 8- and 16-shot and requires less computational resources. For a
manual comparison on the quality of the generated key points, refer to Appendix II-
Table 19.

3.3 KPG Results

We generate key points on the human translated test set of ArgKP-2021 with the best
models chosen from our zero- and few-shot experiments. Model settings were chosen
based on those that gave the best performance in terms of automatic and manual
evaluation on previous experiments. GreekWiki has been used with its summarization-
specific prompt, while the rest three Meltemi-based approaches have been tested with
Prompt_3, which previous experiments have shown as the most appropriate. For all 4
cases beam search decoding with beam width 3 is used.

Table 11: Final KPG results on ArgKP-2021-GR test set

Experiment setting Rouge Bertscore Avg token count
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GreekWiki (0-shot) 12.3 | 3.6 | 11.0 | 66.0 | 67.5 | 66.7 | 24.08
Meltemi-base (0-shot) 13.2 |23 | 115 [66.9 | 69.1 | 68.0 | 19.5
Meltemi-Instruct (0-shot) 15.8 | 4.6 | 14.1 | 68.0 | 70.6 | 69.2 | 20.5

Meltemi-Instruct (4-shot) 20.2 | 8.0 (191 {740 | 728 | 73.4 | 10.89

We comment on each model separately and reach our overall conclusions at the end.

1. Our initial observations about the inability of GreekWiki, a small (580 million
parameters) instruction-tuned model, to sufficiently perform the KPG task in a O-
shot setting have been validated. The outputs maintain the definition-like style of
the pretraining data, which is not really a burden in terms of the simple sentence
structure we are looking for in a key point, but the sentences still contain
repetitions of common nouns and named entities, making the outputs
semantically unmeaningful, or implausible. Nevertheless, there is a small portion
of the outputs, which are indeed valid and meaningful, showing that further
experimentation with fine-tuning techniques would be worthwhile.

2. Meltemi-base in the 0-shot setting shows the same behavior as in the validation
set, by copying input arguments from the given prompt. This proves its inability to
follow instructions and the need for more task-specific fine-tuning for generating
abstractive outputs.

3. The outputs of Meltemi-Instruct in the zero-shot setting still indicate repetitions of
existing arguments, like Meltemi-base, slightly paraphrased through syntactic
changes, but the majority of produced outputs are abstractive, semantically
meaningful sentences. Prompting the instruction-tuned model to produce output
in a specified format helped the model generate succinct sentences.
Nevertheless, we observe some inconsistency in the sentence length, as some
sentences are too short, while others are too complex.

4. In the last experiment with Meltemi Instruct, we show that with only four example
demonstrations we are able to increase all our automatic metrics up to about 5
points on average and produce keypoint-like sentences with average token
length much closer to that of the reference key points (~7.8 tokens). The manual
evaluation validated these findings, nevertheless, it is worth noting that some
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output key points included hallucinations, by producing sentences with new
entities, or they contained only the information of the topic, without the
argumentation content, leading to many generic and unuseful for our task
produced sentences. We attribute this behavior to the structure of many
arguments in our dataset, which contain the topic information within the argument
structure.

The above findings on each model’s behavior on automatic and manual evaluation (see
Appendix II: Table 20) led us to consider Meltemi-Instruct with 4-shot inference as our
best-performing baseline.
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4. CONCLUSIONS AND FUTURE WORK

KPA has brought the task of multi-document argument summarization into a new era.
During this thesis we managed with our limited computational resources to transfer the
task of KPA in Greek, a low-resource language. We created the Greek version of the
official KPA dataset and used it in all our KPM and KPG experiments. We managed to
replicate existing baselines, as well as create our own, with state-of-the-art Greek
language models. The practical challenges that arose throughout this thesis, created
interesting research directions for the Greek NLP community. Below we propose some
directions for future research for KPM and KPG.

Starting from the former, our successful experiments with decoder-based models on
classification tuning encourage further experimentation with other PEFT methods [91]
that have been proven effective in classification tasks, as well as experimentation with
KPM as a generative task, since Meltemi and the most decoder-only models are trained
for text generation. Our experiments have also opened the path for the English
language towards exploring an abundance of decoder-only models, which until now, to
the best of our knowledge, have not been extensively explored in the KPM subtask.
Nevertheless, taking into consideration the computational requirements (e.g., GPU
memory) of Transformer-based matcher models, a future direction would be to
experiment with combinations of faster but less accurate Sentence-Transformer models
[72] with slower, heavier but more accurate models, in a similar manner like Eden et al.
[15]. The aim is to identify the most efficient and scalable KPA system that would be
capable of being used in real life use cases.

For KPG our manual evaluation has shown that it is required to capture more specific
and lower-frequency arguments, in our existing argument clustering pipeline. The used
HDBSCAN is a soft clustering approach that does not force every single argument to
join a cluster [76]. This could be improved through iterative clustering similar to Li et al.
[41], that forces unclustered arguments to join an existing cluster or create a new one.
The experiment would be even more meaningful if we could also ensure the quality of
our embedding representations. The availability of labels in our ArgKP-2021 dataset
enables us to experiment with finetuning our sentence embeddings for the clustering
task like Khosravani et al. [21] and Li et al. [43]. To this end, using a pretrained
dedicated for Greek and not a multilingual sentence embedding model would be a very
interesting direction, as such models are not yet available for Greek. Furthermore, since
we have obtained promising results by experimenting with zero or few demonstrations
to our models, the next step could be to experiment with fine-tuning on the available
training data. We also think that training an argument-quality model, like that of Haim et
al. [2], that identifies arguments based on specific properties such as clear stance,
discussion of a single topic and maintenance of a balanced tradeoff between general
and specific content, would substantially contribute to the quality of our KPG model.
Nevertheless, this brings together new challenges, since as per Toledo-Ronen et al.
(2020), the use of machine translated data produces unreliable models. Therefore, one
straightforward step towards addressing this need is the human translation of the
Argument Quality dataset [14], which is the standard resource for creating argument
guality models.

With this work we hope to encourage future work towards optimizing KPA systems for
the Greek language and explore their usability in new datasets, domains and

applications.
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ACRONYMS
EMNLP Article Delivery Over Network Information Systems
KPA Association For Library Collections and Technical Services
KPM/KPG Transmission Control Protocol/ Internet Protocol
PEFT Text Encoding Initiative
mAP Universal System for information in Science and technology
TF-IDF World Wide Web Consortium
LSA ‘Evwon EAAfvwv XpnoTtwv Internet
POS Part-Of-Speech
SVO Subject Verb Object
BERT Bidirectional Encoder Representations from Transformers
ELMo Embeddings from Language Model
GloVe Global Vectors (for Word Representation)
MNLI Multi-Genre Natural Language Inference
SNLI Stanford Natural Language Inference
GPT Generative Pre-training Transformer
LLM Large Language Model
sP/sR Soft Precision/ soft Recall
ACL Association for Computational Linguistics
Al Artifficial Intelligence
NLP Natural Language Processing
NLU Natural Language Understanding
NLG Natural Language Generation
LoRA Low Rank adaptation
HDBSCAN Hie:rarchical Density-based Spatial Clustering of Applications with
Noise
UMAP Uniform Manifold Approximation and Projection
DBCV Density-Based Clustering Validation
ROUGE Recall-Oriented Understudy for Gisting Evaluation
MERT multilingual BERT
GPU Graphics Processing Unit
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APPENDIX |

All KPM experiments were conducted on one P100 GPU node with 16GB memory.

Table 12: Enigma model hyperparameters

Classes=1

Loss: BCELoss

Batch_size=16

Warmup_steps: 0

Learning rate=1e-5

Optimizer: Adam

Epochs=3 Weight_decay: 0.01
Accumulation steps=2 Grad_clip: 1.0
Dropout=0.4
trainable parameters: 110M (100% of the original model)
training duration (+/- 1 h)
Table 13: SMatchToPR model hyperparameters
Epochs: 10 Loss: contrastiveloss

Max_seq_len: 70

Warmup steps: 10% of train data

Train_batch_size: 32

trainable parameters: 110M (100% of the original model)

training duration (+/- 1 h)

Table 14: Meltemi-base hyperparameters for KPM subtask

Classes:2 optimizer: paged Adam optimizer
epochs: 1 Seed: 42

max_seq_length: 512 LoRAT :8

batch_size: 16 LoRA alpha: 8

Gradient Accumulation Steps: 2

LoRA dropout: 0.0

learning_rate: 1e-4

LoRA bias: ‘none’
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Ir_scheduler_type: linear

target_modules: q_proj, v_proj

Weight Decay: 0.01

task type: "SEQ_CLS"

M. G. Norm: 0.3

Loss: Binary Cross Entropy

trainable parameters: 3,416,064 (~5% of the original model)

training duration (+/- 20 hours)

K. Karapanagiotou

44




Key Point Analysis in Greek: A new dataset and baselines

APPENDIX I

All KPG experiments were conducted on one P100 GPU node with 16GB memory.

Table 15: Best hyperparameter values for each topic-stance combination

'n_neighb | 'n_componen | 'min_samples_fracti | 'cluster_selection_met
ors' ts' on' hod'
Topcl_stancel | 30 2 1.0 ‘leaf’
Topicl_stance |50 2 0.5 ‘leaf’
-1
Topic2_stance |50 5 0.5 ‘leaf’
1
Topic2_stance |50 2 1.0 ‘leaf’
-1
Topic3_stance |50 5 0.5 ‘leaf’
1
Topic3_stance | 30 5 1.0 ‘leaf’
-1
Topic4_stance |50 5 1.0 ‘leaf’
1
Topic4_stance | 10 2 1.0 ‘leaf’
-1
Prevalent value | 50 tie 1.0 ‘leaf’

Table 16: BERTopic final hyperparameters

embedding model

sentence-transformers/paraphrase-multilingual-mpnet-base-
v2

umap model

n_neighbors=50, n_components=2, min_dist=0.00,
metric="cosine’)

hdbscan model

min_cluster_size=3,
metric="euclidean',cluster_selection_method="leaf’,

min_samples=min_cluster_size,

Vectorizer model

CountVectorizer(ngram_range=(1,2),stop_words=stopwords,
lowercase=True)
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ctfidf_model ClassTfidfTransformer(reduce_frequent_words=True)
nr_topics 10
language ‘multilingual’

Table 17: Zero-shot examples on ArgKP-2021-GR dev set

Topic: Oa TpéTel va uioBetriooupe kabeoTws AitoTnTag/We should adopt an austerity

regime
Stance: negative (-1)

GreekWiki

Meltemi-base

Meltemi-Instruct

0-shot greedy

Model-specific
prompt (GR)

1.H 0@eon Tou
MEPEDOTPOLE (ayyAIKG:
MEPEDTPOLE) €ival pia
10€0Aoyia TTou
TTPOTABNKE ATTO TOV
TCov X. Péutreptg
(John H. Roberts) To
1925.

2. H AitéTnTa givai
éva YETPO TTOU
XPNOIJOTTOIEITAl VIO
va TTEPIOPIOEl TNV
TTAIBIKI) PTWXEIA KAl
TNV TTaIBIKA QTWXEIQ.

3. To kaBeoTWG
NTéTNTAG €ival pia
KardoTtaon otnv
otroia o1 dvBpwTrol
TTOU UI0BETOUV éva
KaBeoTWG AITOTNTOG
gV UTTOPOUV VO
uioBeTrioouv éva
KaBeoTWG AITOTNTOG.

1. dev xpelaldpaoTe
KaBeoTwg AITOTNTAG.

2. n NiméTnTa
ouvnBwg apalpei
aTTo TOUG PTWYOUG
OTav TTEPIKOTITOVTAI
Ta €MOOUATA
TTPOVOIOG.

3. éva KaBeoTWwG
AiréTnTaG B
AvVOyKAOE€l TOUG
(POPOAOYOUNEVOUG VA
TTANPWoouUV
TTEPICOOTEPOUG
POpPOUG.

1. Agv XpelalOpaoTe
KaBeoTwTa
NITOTNTAG, KOBWG
€XOUME APKETO XPEOG
Kal n TexvoAoyia Ba
pelwoel Ta £€oda
diafiwong.

2. Ta kaBeoTWwTA
ANITOTNTAG TTAATTOUV
TOV aTTAG AvOpwTTO,
KaBwg PEIvVoUV Ta
XPAMATA TTOU
¢odevovTal yia Ta
OXOoAgia Kal TNV
UYEIOVOIKN)
TEPIOAAYN.

3. 'Eva KaBeoTwg
AITéTnTOG B
avaykade Toug
(POPOAOYOUHEVOUG VA
TTANPWOOUV
TTEPICOOTEPOUG
PpOpoug, KATI TTOU Ba
Meiwve Ta €00da TWV
OKANp&
epyalopevwv
TTOANITWV Kal Ba
augave Ta eTTITTEdA
PTWXEIOG.
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0-shot greedy

Model-specific
prompt (EN)*

1.The recession of
merestrose is an
ideology proposed
by John H. Roberts
in 1925.

2. Austerity is a
measure used to
reduce child poverty
and child poverty.

3. Austerity is a
situation in which
people who adopt an
austerity regime
cannot adopt an
austerity regime.

1. we do not need an
austerity regime.

2. austerity usually
takes away from the
poor when welfare
benefits are cut.

3. an austerity
regime will force
taxpayers to pay
more taxes.

1. We don't need
austerity regimes, as
we have enough
debt, and technology
will reduce our living
costs.

2. Austerity regimes
hurt the common
citizen as they
reduce the money
spent on schools and
healthcare.

3. An austerity
regime would force
taxpayers to pay
more taxes, which
would reduce the
income of hard-
working citizens and
increase poverty
levels.

0-shot beam_3

Model-specific
prompt (GR)

1.0 6pog kKaBeoTWG
AITOTNTAG (ayYAIKA:
KaBeoTWG
eAGTTWONG)
AvVaQEPETAI OTO
KaBeOTWG TTOU
empBapuvel
UTTEPPBOAIKG TNV
OIKOVOWIa TNG XWpPag

2. To KaBeoTWG
NTéTNTOG €ival éva
KABeOTWG TO OTTOIO
MTTOPEI va ETTIPEPEI
OIKOVOMIKEG CNMIEG
OTOUG KPATIKOUG

MNXavIouoUG.

3. "Eva kaBeoTwg
NTéTNTOG €ival éva
TEXVAONA TNG
KuB€pvnong yia va
eAEyXel Ta XpHpaTda
™mG.

1. T0 KOBEOTWG
AiTéTNTOG ETTIBAPUVEI
uTTEPPBOAIKG TNV
OIKOVOHia.

2. 0gv Oa TTpéTTEl va
gloayxBouv
KaBeoTWTA
ATéTNTAG, KABWG
auTtd Ba £xouv
apvnTiKn €TTidpacn
OTIG UTTNPETIES TTOU
XpNoluoTrolouv Ta
TTI0 EUAAWTO

KOIVWVIK& OTPWHATA.

3. n kKuB€pvnon givai
evTagel OTTwG givai

1. To kaBeoTWG
ANITOTNTOG ETIBAPUVEI
utTEPBOAIKG TNV
OIKOVOMia, KaBwg o
TTEPIOPIOUOG TWV
datravwy odnyei TIg
KuBEpVNOEIg O€
upeon,
TTEPIOPICOVTAG TIG
OIKOVOMIKEG
dpacTNPIOTNTEG TTOAU
TTEPICOOTEPO.

2. Aev Ba TTpéTTel va
uloBeTioouuE €va
KaBeOTWG AITOTNTOG
ylati auto Ba
TTPOKOAETEI HOVIUN
{nuid oToug
KPATIKOUG
MNXaviopougs uag, ol
oTroiol XpeldoTnkav
xpovia yia va
dnuioupynBouyv, Kai

4 All English versions of predicted key points were machine translated through Deepl.
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ylaTi éva T€Tol0
KaBOoTWG UTTOPEi va
agaipéoel
XpnuatoddéTnon ato
TTpOypPAUATA TTOU
gival avaykaia, 0TTwg
auTo yIa Ta CUCTITIA
TTAIOIWV.

3. O ouIANTAG
TMOTEVEI OTI N
KuBépvnon dev
Xpelagerar ahAayn
Kal OTI €va KaBEOTWG
ANIToTNTAG B ATAV
Ad&Boc.

0-shot beam_3

Model-specific
prompt (EN)

1.The term austerity
regime refers to a
regime that places
an excessive burden
on the economy of a
country.

2. The austerity
regime is a regime
which can cause
economic damage to
the state
mechanisms.

3. An austerity
regime is a ploy by
the government to
control its money.

1. the austerity
regime puts an
excessive burden on
the economy.

2. austerity regimes
should not be
introduced as they
will have a negative
impact on the
services used by the
most vulnerable in
society.

3. the government is
fine as it is.

1. The austerity
regime puts too
much strain on the
economy, as
spending restraint
drives governments
into recession,
restricting economic
activity much further.

2. We should not
adopt an austerity
regime because it
will cause permanent
damage to our
government
mechanisms, which
took years to create,
and because such a
regime can take
funding away from
much-needed
programs such as
children's soup
kitchens.

3. The speaker
believes that the
government does not
need change and
that an austerity
regime would be a
mistake.

0-shot beam_3

1. To Kwdikag
AatoTnTOC €ival éva

1. Agv Ba TTPETTEl VO
uloBetriooupe éva

1. Etrévduon otnv
EKTTaidEUON TWV
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Prompt_3 (GR)

MoTio TTOU
ouvouwiel pia
TTPOTACN TTOU
ouvoyicel £va
OUYKEKPIUEVO BEUQ.

2. To Kwdikag
AaikNg
AtreAeuBépwaong
eival éva poTifo trou
ouvouyicel pia
TTPOTOON TTOU
ouvouyicel pia
TTPAOTOON TTOU
ouvoyicel To PorTifo.

3. To oxiopa 1ng
NITOTNTAG €ival Eva
MoTio TTOU
ouvowicel pia
TTPOTACN TTOU
ouvouyicel pia
TTPOTAON TNG
KuBépvnong yia Tnv
aAAayr Tou TPOTTOU
ME TOV OTTOIO N
KuBépvnon PTTopei
va eAEYXEI TO XPrUQ
™ngG.

KaBeoTWS AITOTNTAC,
010TI 0 KAAUTEPOG
TPOTIOG yIa TV
QAVATITUEN TNG XWPAG
gival va
eTTEVOUOOUUE OTNV
EKTTAIdEUON TWV
VEWV, WOTE va
eCeAixBouv kal va
yivouv TT10
TTAPAYWYIKOI.

2. TTEPIKOTITOVTAG TA
KOIVWVIKA
TTpoypdpuarta 8a
TTAREETE TOUG
avlpwIToug TTOU
Baoifovtal o€ auTa.

3. n KuBépvnon eivai
EVTAgel OTTWG gival.

VEWV yIa TNV
AVATITUEN TNG XWPAG

2. H epapuoyn
METPWYV AITOTATOG Ba
¢BAQTITE TOUG
avepwTToug TTou
BaoiCovTtal o€
KOIVWVIKA
TTpoypAuuaTa

3. H kuBépvnon civai
NON TTOAU EAEYKTIKN
Kal oI avBpwTrol
€XouVv TO dIKaiwua va
EXOUV ToV €AEYXO
TWV XPNUATWV TOUG

0-shot beam_3
Prompt_3 (EN)

1. The Latitude Code
is a pattern that
summarizes a
sentence that
summarizes a
specific topic.

2. The People's
Liberation Code is a
pattern that
summarizes a
sentence that
summarizes a
pattern.

3. The austerity
schism is a pattern
that summarizes a
proposition that
summarizes a
proposition for the
government to
change the way the

1. We should not
adopt an austerity
regime because the
best way to develop
the country is to
invest in the
education of young
people so that they
can develop and
become more
productive.

2. cutting social
programs will hurt
the people who rely
on them.

3. the government is
fine as it is.

1. Investing in youth
education for the
country's
development

2. Implementing
austerity measures
would hurt people
who rely on social
programs

3. Government is
already too
controlling, and
people have the right
to have control of
their money
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government can
control its money.

References (GR)

1.H ArétnTa Trepiopilel Tnv TpooRacn o€ BACIKEG UTTNPETIES

2.H NirétnTa Tapareivel Tnv Ugeon

3.H NitétnTa givar adIkn yia TOug TTOAITEG
4.H NitétnTa 00nyei o€ XaunAdTEPN avaTTuén
5.H AirétnTa odnyei o€ dnuioupyia AlyoTepwy BECEWV £pyaaiag

References (EN)

1.Austerity cuts access to essential services

2.Austerity extend recessions
3.Austerity is unfair to the citizens
4. Austerity results in lower growth

5.Austerity results in lower job creation

Table 18: Custom prompt template examples on ArgKP-2021-GR dev set

Examples GR EN

Prompt_1 1. Agv Ba TrpéTTel va 1. We should not adopt an
uloBeTAcOoUE éva KABeOoTWG | austerity regime as the best
ANITOTNTAG KABWG O way to develop the country is
KAAUTEPOG TPATTOG YIa TNV to invest in the education of
avaTTugn TnNG Xwpag givai va | young people so that they
ETTEVOUCOUNE OTNV can develop and become
EKTTAIdEUON TWV VEWV WOTE | more productive.
va egehixBouy Kaiva vivouv 2. An austerity regime would
MO TTapaywyIKol. hurt people who rely on
2. 'Eva kaBeoTwg ANITéTNTOGg social programs to survive
Ba £BAaTTTE TOUG avBpwTToug | and would have a chain
TTou Bacifovtal o€ KOIVwVIKA | effect on the economy.
lﬁ%ﬁggﬁgfﬁgg& ¢ 3. Austerity regimes can
aAuCIdWTE smmd)o)s(:l oT have a negafive impact on

JTES SOTV | the growth of the economy

olkovopia. by negatively affecting
3. Ta kaBeoTwTa NITGTNTAG demand and hindering
MTTOPOUV va €XOuV apvnTIKEG | growth.
ETTITITWOEIG OTNV AVATITUEN
TNG OIKOVOUIOgG
ETTNPEACOVTAG OpPVNTIKA TN
¢NTnon kai eutrodifovTag TNV
AVATITUEN.

Prompt_2 1. H erévduon otnv 1. Investing in youth

EKTTaI®EUON TWV VEWV €ival O
KAAUTEPOG TPATTOG YIa TNV
AVATITUEN TNG XWPAG

2. Ta emixeiphpara
utrooTnpifouv OTI éva
KaBeoTwg AITdTNTAC Ba
¢BAATITE TOUG AVOPWTTOUG

education is the best way to
develop the country

2. The arguments support
that an austerity regime
would hurt people who rely
on social programs and have
a chain effect on the
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TToU BacifovTal 0€ KOIVWVIKA
TpoypduuaTa Kal 8a eixe
OAUCIDWTEG ETTITITWOEIG OTNV
OIKOVOia VW TO
ETTIXEIPAMATA AVTIKPOUOUV
0TI €va KaBeoTWG AITOTNTAG
Ba Bonbouoe va peivel o
TTPOUTTOAOYIOHOG UTTO
EAEYXO KAl vO OTAPATAOEI N
KuBépvnon va odelel
XPAMATA O€ aoruavta
TPAyuaTa.

3. Ta kaBeoTwTa AITOTNTAG
MTTOPOUV va 0dnyroouV o€
XOuNASGTEPN AVATTTUEN KAl
XAPNAGTEPA YOPOAOYIKA
€000a eTTNPeAlovTag
apvNTIKA TNV OIKOVOia Kal
gUTTOBICOVTAG TNV AVATITUEN

economy while the
arguments counter that an
austerity regime would help
keep the budget under
control and stop the
government from spending
money on trivial things.

3. Austerity regimes can lead
to lower growth and lower
tax revenues by negatively
affecting the economy and
hindering growth

Prompt_3

1. Emévduon otnv
EKTTAIOEUON TWV VEWV YIA TNV
QvATITUEN TNG XWPOG

2. H epapuoyn HETpwy
AiTéTNTOG B0 £BAQTITE TOUG
avBpwTroug TTou BaaiovTal
O€ KOIVWVIKA TTpoypdupaTa
yia Bonbela.

3. O1 TTONITIKEG MITOTNTAG
MTTOPEI va 0dnyhoouv o€
XOUNAOGTEPN AVATITUEN KAl
XAPNASGTEPA QOPOAOYIKA
€000a eTTNPeAlovTag
apvnTIKA TNV OIKOVOia.

1. Investing in youth
education for the
development of the country

2. Implementing austerity
measures would hurt people
who rely on social programs
for help.

3. Austerity policies may
lead to lower growth and
lower tax revenues
negatively affecting the
economy.

Table 19: Few-shot examples on ArgKP-2021-GR dev set

Topic: Oa Trpémel va uloBetiooupe kaBeotwg AitoTnTag/We should adopt an austerity

regime

Stance: -1

4shot

8 shot

16shot

1. To kaBeoTwg AITéTNTAG B
NTAV KATOOTPOPIKO YIa TNV
OIKOVOWia

2. H AiméTtnTa BAATTTEI TNV
KOIVWVIKN TTpovoIa

1. H AitéTnTa ivai
KATAOTPOQIKA

2. H NiréTtnTa BAGTTTEI TNV
KOIVWVIKN TTpOvoIa

3. H kuBépvnon €ivai nén

1. To kaBeoTWG AITGTNTOG
gival KaTaoTPoPIKS
2. H NiréTtnTa BAATTTEI TNV
KOIVWVIK TTpévoIa
3. H kuBépvnon givai nén
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3. H kuBépvnon €ivai noén
TTOAU €AEYKTIKY) KAl Ol
AavBpwTrol £Xouv To dIKAiwPa
va £XOUV TOV EAEYXO TWV
XPNUATWY TOUG

TTOAU EAEYKTIKI) Kal Ol
AavBpwTrol £xouv TO dIKAIWP
va £XOUV TOV €AEYXO TWV
XPNUATWV TOUG

ENEYKTIKNA

1. The austerity regime
would be disastrous for the
economy

2. Austerity would harm
social welfare

3. Government is already too
controlling, and people have
the right to have control over

1. Austerity is destructive

2. Austerity would harm
social welfare

3. Government is already too
controlling, and people have
the right to have control over
their money

1. The austerity regime is
disastrous

2. Austerity harms social
welfare

3. The government is
already controlling

their money

Table 20: Final results ArgKP-2021-GR test set example

topic: O1 HIMA eivail pia kaAr) xwpa yia va el kaveig/ The USA is a good country to live in

Stance: negative -1

GreekW:iki-Oshot

Meltemi_base__
Oshot

Meltemi_Instruct_
Oshot

Meltemi_Instruct_
4shot

1. H Aativikry AuepIkn
gival gia AaTivikn
ApEPIKN TTOU opieTal WG
n Aamiviky AJEPIKA.

2. O 6pog UyEIOVOUIKA
TEPIOOAYWN
XPNOIJOTTOIEITAl VIO VA
TEPIyPAYeEl TRV
UYEIOVOMIKN TTEPIOaAYWN
TTOU TTAPEXETAI OTOUG

1. uTTadpxouV TTOAAG
QUAETIKA
TTPOBAANATA TTOU
B€Touv o€ KivOuvo
TNV KOIVWVIKA

eipAivn.

2. O1 HIMA €ival pia
TTOAU KATTITAAIOTIKA
Xwpa, Oev TTaPEXEI
UYEIOVOMIKI)

1. O1 Hvwpéveg
MoAreieg utmpéav
yia Xpovia Koitida
PATCIOUOU KATA TWV
TTOANITIONWY TWV
MEIOVOTATWV.

2. O1 HIMA €ival pia
TTOAU KATTITOAIOTIKA
Xwpa, Oev TTaPEXEI
KABOAIKG

1. O1 Hvwpéveg
[MoAiTeieg €xouv éva
IOTOPIKO QPUAETIKWV
OlOKPIoEWV.

2. To ouoTnua
uyeiag Twv HIMA
gival TToAU akpIfo
Kal dnuIoupyei
dlakpioeIg

3.H

TTONITEG MIOG XWPAG. napchAwn Kal uyalpvoler'] eyKANUATIKOTNTG
3. 0 6poc¢ EKTTaideuan oToug | TrepiBayn Kal aic HMNA givar éva
«ZuputreplAaupBavouévwyv TIONITEG me EKTIaiBeuon OnNUAvTIKO

TWV XWPWV NG KABOMKG. 3.H TTPORANUa
AMEPIKAG KAl TWV 3. AuTr n Xwpa €xel | EYKANPATIKOTATA KAl

Hvwuévwy MNoAIreiwv» TTOAAR TA TTONITIKA

XPNOIJOTTOIEITAl VIO VA EYKANUATIKOTNTA, TTPOBAAPATA OTIG

TTEPIYPAYEI TIG XWPES TNV oTTo0ia 0 KOOGS | HIMA

OTIG OTTOIEG Ol VOUOI oev avTIAapBaveral,

€ival TTIo TTEPITTAOKEG TIPETTEI VO

QTTO EKEIVEG TWV XWPWV | QPOVTIOETE yI' AUTO

NG Adiag Kal NG

Qkeaviag

1. Latin America is a 1. there are many 1. The United 1. The United
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Latin America defined
as Latin America.

2. The term health care
is used to describe the
health care provided to
the citizens of a country.

3. The term "Including
countries of the
Americas and the
United States" is used
to describe countries in
which the laws are more
complex than those of
Asian and Oceania
countries

racial problems that
endanger social
peace.

2. The USis a very
capitalist country; it
does not provide
health care and
education to its
citizens universally.

3. This country has
a lot of criminality
that people don't
realize, you need to
take care of it

States has for years
been a hotbed of
racism against
minority cultures.

2. The USis a very
capitalist country, it
does not provide
universal health
care and education

3. Criminality and
political problems in
the US

States has a history
of racial
discrimination.

2. The US health
care system is very
expensive and
discriminatory

3. Criminality in the
US is a major
problem

References (GR)

1.01 Hvwpéveg MoAiteieg €xouv AdIKEG TTONITIKEG OTOUG TOMEIG
TNG UYEIOG Kal TNG eKTTaidEUONg
2.01 Hvwpéveg MoAiteieg €xouv €va TTpoBANPATIKO/SIXAOTIKO
TTONITIKG oUuoThUaA
3.01 Hvwpéveg MoAiTeieg €xouv uwnAn @opoloyia kar upnAo
KOoTOG diafiwong
4.31i¢ Hvwpéveg MNoAiteieg utrapxel Eevo@ofia Kal paToIoPog
5.01 Hvwpéveg MoAiTeieg €xouv aviooTnTEG KAl TWXEIA
6.2116 Hvwpéveg MNMoAiTeieg dev UTTAPXEI AOPAAEI
7.271c Hvwpéveg MNoAITeiec UTTAPXEI N apvNnTIKH) KOUATOUPQ

References (EN)

1.The US has unfair health and education policies
2.The US has a problematic/divisive political system
3.The US has high taxation/high costs of living
4.The US is xenophobic/racist
5.The US has inequality/poverty
6.The US is unsafe

7.The US has a negative culture
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