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ABSTRACT 

 

The networks in the future it is envisaged that they will be able to operate in an 

autonomous manner. In other words, it is consider that the networks will monitor their 

environment, analyze the environment stimuli, plan their operation and execute their 

plan. Moreover, the networks should be efficient and adaptable solutions so as to cover 

the diverse network requirements, ranging from typical human traffic, to ultra reliable or 

massive machine type traffic.  

Towards this direction, this thesis aims at providing a scheme for situation aware 

networking, based on a hierarchical architecture, which enables the network elements 

to operate in a self managed way. We propose the introduction of two levels of 

hierarchy in the network management and control, the Network Element Controllers 

(NEC), and the Network Domain Controllers (NDC). The first ones have local network 

view and may proceed in handling of local problems, whereas the later have broader 

network view and may identify optimization opportunities or problems that are related to 

larger network compartments. Both NECs and NDCs are able to characterize their 

environment and identify their operational status, a functionality defined as situation 

perception. The development of the previously mentioned situation perception 

mechanisms, based on fuzzy reasoners, is the second major contribution of this thesis. 

Fuzzy logic with its environment modeling mimics human logic, with the inference 

system based on policies. This scheme is suitable for identifying optimization goals and 

faults in the network. The developed Situation schemes target QoS degradation events‘ 

identification, Load events‘ identification, and Cooperative power control.  

The third major contribution of this dissertation is the proposal of two adaptation 

schemes for the enhancement of the situation perception mechanisms. The 

enhancement is related to the adaptation of the environment modeling of the fuzzy 

reasoners. This functionality enables the network elements to operate in new, unknown 

environments. The presentation of a generic reference problem, which is linked to the 

learning schemes, enables the application of these solutions in other problems, with 

similar formulations. Finally, the learning schemes are compared so as to provide 

directions on how these schemes may be used in other similar problems on the one 

hand, and what are the drawbacks and benefits of each scheme on the other.  

Concluding, it should be mentioned that this dissertation aims at giving a holistic 

approach in the problem of the Situation Perception problem. Initially, we define the 

architectural framework, which should be followed. The fuzzy reasoners target the 



 

actual situation perception functionality, which is further enhanced with adaptation 

mechanisms for enabling the network elements to operate in totally new environments. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

SUBJECT AREA: Communication Networks 

KEYWORDS: autonomic networking, wireless networks, situation awareness, situation 

perception, fuzzy logic, supervised learning, unsupervised learning. 



ΠΔΡΙΛΗΦΗ 

 

Σα κειινληηθά δίθηπα ζα έρνπλ ηε δπλαηόηεηα λα ιεηηνπξγνύλ κε απηόλνκν ηξόπν. Απηό 

ζεκαίλεη νηη ζα κπνξνύλ λα ιεηηνπξγνύλ ρσξίο λα απαηηνύλ αλζξώπηλε παξέκβαζε γηα 

ηε ιεηηνπξγία ηνπο. Σα ζπζηήκαηα απηά έρνπλ κπνξνύλ λα δηαρεηξίδνληαη έλα ζύλνιν 

απν ιεηηνπξγίεο, πνπ πεξηιακβάλνπλ λα ηελ παξαηήξεζε ηνπ πεξηβάιινληνο, ηελ 

αληίιεςε ηεο θαηάζηαζεο ζηελ νπνία βξίζθνληαη, ηελ αληίιεςε αλ ε θαηάζηαζε απηή 

είλαη πξνβιεκαηηθή, ηε ιήςε απνθάζεσλ γηα ηελ αληηκεηώπηζε ησλ πξνβιεκαηηθώλ 

θαηαζηάζεσλ θαη ζηε ζπλέρεηα ηελ αιιειεπίδξαζε κε ην πεξηβάιινλ ηνπο βάζεη ησλ 

πξνεγνύκελσλ απνθάζεσλ ηνπο. Επηπιένλ, ηα δίθηπα ζα πξέπεη λα κπνξνύλ λα 

κεηαβάιινπλ ηνλ ηξόπν ιεηηνπξγίαο ηνπο, ώζηε λα θαιύπηνπλ ηηο ζπγρξνλεο αλάγθεο 

γηα θίλεζε πνπ πξνέξρεηαη απν ππεξεζίεο θσλήο θαη δεδνκέλσλ, ππεξεζίεο πςειήο 

αμηνπηζηίαο, ππεξεζίεο παξαηήξεζεο πεξηβάιινληνο απν αηζζεηήξεο θνθ.  

Πξνζπαζώληαο λα αληηκεησπίζεη ην αλσηέξσ πξόβιεκα, ε παξνύζα δηαηξηβή 

πξνηείλεη έλα κνληέιν απηόλνκεο ιεηηνπξγίαο δηθηύσλ, ην νπνίν βαζίδεηαη ζε ηεξαξρηθή 

δνκή, πνπ δηλεη ηε δπλαηόηεηα ζηα δηθηπαθά ζηνηρεία λα ιεηηνπξγνύλ κε 

απηνδηαρεηξηδόκελν ηξόπν. ηα πιαίζηα απηά πξνηείλεηαη ε εηζαγσγή δύν επηπέδσλ 

ηεξαξρίαο ζηε δηαρείξηζε ησλ δηθηπσλ, απηό ηνπ ειεγθηήξα δηθηπαθνύ ζηνηρείνπ, θαη 

απηνύ ηνπ ειεγθηήξα δηθηπαθνύ ηνκέα. Ο πξώηνο αλαιακβάλεη λα δηαρεηξηζηεη 

ιεηηνπξγίεο ειέγρνπ, αληηκεησπίδνληαο ηνπηθά πξνβιήκαηα, βάζεη ηεο ηνπηθήο εηθόλαο 

πνπ έρεη. Από ηελ άιιε πιεπξά, ν ειεγθηήξαο δηθηπαθνύ ηνκέα αλαιακβάλεη λα 

δηαρεηξηζηεί ιεηηνπξγίεο ειέγρνπ ζηα πιαίζηα κηα επξύηεξεο δηθηπαθήο γεηηνληάο, πνπ 

πεξηιακβάλεη πεξηζζόηεξα από έλα δηθηπαθά ζηνηρεία, εθκεηαιιεπόκελνο ηελ επξύηεξε 

εηθόλα πνπ έρεη.  Καη νη δύν ειεγθηήξεο κπνξνύλ λα αλαιύνπλ δεδνκέλα από ην 

πεξηβάιινλ ηνπο θαη λα θαηαιήγνπλ ζηελ αλαγλώξηζε πξνβιεκαηηθώλ θαηαζηάζεσλ, 

κία ιεηηνπξγία πνπ νλνκάδεηαη αληίιεςε θαηάζηαζεο. ηε ζπγθεθξηκέλε δηαηξηβή 

πξνηείλεηαη ε ρξήζε αζαθνύο ινγηθήο γηα ηελ αληηκεηώπηζε ηνπ πξνβιήκαηνο ηεο 

αληίιεςεο θαηάζηαζεο.   αζαθήο ινγηθή είλαη έλα ηδαληθό εξγαιείν γηα δηαρείξηζε 

πνιπθξηηεξηαθώλ πξνβιεκάησλ, κε αληηθξνπόκελεο εηζόδνπο, πνπ ελδερνκέλσο 

ζρεηίδνληαη κε απώιεηα δεδνκέλσλ.   ζπγθεθξηκέλε πξόηαζε εθαξκόζηεθε ζε ηξία 

δηθηπαθά πξνβιήκαηα, απηό ηεο αληίιεςεο θαηάζηαζεο θόξηνπ ζε WiFi ζεκεία 

πξόζβαζεο  WiFi  ccess Points , απηό ηεο αληίιεςεο θαηάζηαζεο ρακειήο πνηόηεηαο 

παξερόκελεο ππεξεζίαο ζε ηεξκαηηθέο ζπζθεπέο ρξήζηε γηα VoIP ππεξεζίαο θαη απηό 



 

ηεο αληίιεςεο θαηάζηαζεο πεξηβάιινληνο γηα ζπλεξγαηηθή ξύζκηζε ηζρύνο ζε WiFi 

ζεκεία πξόζβαζεο. 

ηε ζπλέρεηα, γηα λα απνθεπρζεί ε αλαγθε ζπλερνύο παξακεηξνπνίεζεο ησλ 

δηθηπαθώλ ζηνηρείσλ, δεδνκέλνπ όηη, όπσο αλαθέξζεθε λσξίηεξα, ην δηθηπαθό 

πεξηβάιινλ ελδέρεηαη λα κεηαβάιιεηαη, πξνηείλεηαη ε εηζαγσγή κεραληζκώλ εθκάζεζεο 

πνπ ζα κεηαβάιινπλ ηε ιεηηνπξγία ησλ ειεγθήξσλ αζαθνύο ινγηθήο. Αλαπηύρζεθαλ 

δύν κεραληζκνί εθκάζεζεο πνπ βαζίδνληαη ζε αιιαγή ηεο κνληεινπνίεζεο ηνπ 

πεξηβάιινληνο ηνπ κεραληζκνύ ιήςεο απνθάζεσλ. Ο πξώηνο κεραληζκόο εθκάζεζεο 

βαζίδεηαη ζε έλα ζρήκα επνπηεπκέλεο κάζεζεο, ελώ ν δεύηεξνο ζε έλα ζρήκα κε 

επνπηεπκέλεο κάζεζεο. Οη δύν κεραληζκνί ζηεξίδνληαη ζε κία βαζηθή κνληεινπνίεζε 

ηνπ πξνβιήκαηνο εθκάζεζεο  πνπ επίζεο πξνηείλεηαη ζηα πιαίζηα απηήο ηεο δηαηξηβήο  

θαη απνζθνπεί ζηε γελίθεπζε ησλ ζπγθεθξηκέλσλ κεζόδσλ εθκάζεζεο.  

Κιέηλνληαο αμίδεη λα αλαθεξζεί νηη ζηα πιάηζηα ηεο παξνύζαο δηαηξηβήο έγηλε κία 

απόπεηξα λα αληηκεηνπηζηεί ην πξόβιεκα ηεο αληίιεςεο θαηάζηαζεο ζπλνιίθα, 

πξνηείλνληαο κία ιύζε πνπ πεξηιακβάλεη αθελόο ηελ βαζηθή αξρηηεθηνληθή ηνπ 

πξνηεηλόκελνπ δηθηύνπ, θαζώο επίζεο θαη ηνπο κεραληζκνύο πνπ επηηξέπνπλ ηελ 

αληίιεςε θαηάζηαζεο, θαη ηελ εμέιημε ηνπο βάζεη ηνπ πεξηβάιινληνο ζην νπνίν 

ιεηηνπξγνύλ.  
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ΤΝΟΠΣΙΚΗ ΠΑΡΟΤΙΑΗ ΓΙΓΑΚΣΟΡΙΚΗ ΓΙΑΣΡΙΒΗ 

 

  παξνύζα δηαηξηβή πξαγκαηεύεηαη ηελ ζεκαηηθή πεξηνρή ησλ απηόλνκσλ 

ζπζηεκάησλ θαη πην ζπγθεθξηκέλα ζηνπο κεραληζκνύο αληίιεςεο θαηάζηαζεο 

απηνδηαρεηξηδόκελσλ δηθηύσλ. Πην ζπγθεθξηκέλα, παξνπζηάδεη έλα κεραληζκό 

αληίιεςεο θαηάζηαζεο βαζηζκέλν ζε ζπζηήκαηα αζαθνύο ινγηθήο. Ο ελ ιόγσ 

κεραληζκόο, αλαιύεηαη ζε ζπγθεθξηκέλα δηθηπαθά πεξηβάιινληα, γηα δηαθνξεηηθά 

πξνβιήκαηα θαη αλαιύνληαη ηα κεηνλεθηήκαηά ηνπ. Ο κεραληζκόο απνηειεί ελα 

ζρήκα κε ην νπνίν κπνξεί ελα δηθηπαθό ζηνηρείν λα κνληεινπνηεί ην πεξηβάιινλ 

ηνπ θαη λα παίξλεη απνθάζεηο γηα ηελ θαηάζηαζε ζηελ νπνία βξίζθεηαη. Ωζηόζν, 

ζε ελδερόκελε αιιαγή ησλ ζπλζεθώλ ηνπ πεξηβάιινληνο, ην πξναλαθεξζέλ 

ζρήκα αδπλαηεί λα ιεηηνπξγήζεη ην ίδην θαιά, επεηδή ε παξακεηξνπνίεζε ηνπ 

από εηδηθνύο ζηόρεπε ζηελ αξρηθό πεξηβάιινλ. Γηα ηνλ παξαπάλσ ιόγν, είλαη 

απαξαίηεηε ε ύπαξμε κεραληζκώλ εθκάζεζεο ώζηε λα εμειίζζεηαη ην ζρήκα 

αληίιεςεο ηξέρνπζαο θαηάζηαζεο βαζηζκέλν ζηελ εμέιημε ησλ πεξηβάιινπζσλ 

ζπλζεθώλ θαη ηειηθά λα απαιιάμνπλ ην ζύζηεκα απν ηε ρεηξνθίλεηε 

παξακεηξνπνίεζε. ηα πιαίζηα ηεο δηαηξηβήο, ηέηνηεο ιύζεηο αλαπηύρζεθαλ θαη 

παξνπζηάζηεθαλ γηα ην πινπνηεζέλ ζρήκα αληίιεςεο θαηάζηαζεο. 

Έλα απηνδηαρεηξηδόκελν ζύζηεκα ελζσκαηώλεη όιεο εθείλεο ηηο ιεηηνπξγίεο πνπ 

ηνπ επηηξέπνπλ λα παξαηεξεί ην πεξηβάιινλ ηνπ, λα αληηιακβάλεηαη ηελ 

θαηάζηαζε ζηελ νπνία βξίζθεηαη, λα αληηιακβάλεηαη αλ ε θαηάζηαζε απηή εηλαη 

πξνβιεκαηηθή, λα παίξλεη απνθάζεηο γηα ηελ αληηκεηώπηζε ησλ πξνβιεκαηηθώλ 

θαηαζηάζεσλ θαη ζηε ζπλέρεηα λα αιιειεπηδξά κε ην πεξηβάιινλ ηνπ βάζεη ησλ 

πξνεγνύκελσλ απνθάζεσλ ηνπ.   παξαπάλσ δηαδηθαζία απνηειεί ηε βάζε 

ιεηηνπξγίαο ησλ απηόλνκσλ ζπζηεκάησλ, όπσο απηή ερεη πεξηγξαθεί εθηελώο 

ζηε βηβιηνγξαθία. Επηπιένλ ησλ ιεηηνπξγηώλ πνπ έρνπλ πεξηγξαθεί ζηε 

βηβιηνγξαθία, ερνπλ αλαιπζεί θαη αλάινγεο αξρηηεθηνληθέο δηθηύσλ γηα ηελ 

πινπνίεζε ησλ απηνδηαρεηξηδόκελσλ δηθηύσλ.  

Κύξην θνκκάηη ηεο ιεηηνπξγίαο ηέηνησλ ζπζηεκάησλ, εηλαη ε δπλαηόηεηα ηνπ 

ζπζηήκαηνο  θαη ησλ αληίζηνηρσλ δηθηπαθώλ ζηνηρείσλ  λα παξαηεξνύλ ην 

πεξηβάιινλ θαη λα πξνρσξνύλ ζε αλάιπζε ηεο θαηάζηαζεο, γηα λα 

αλαγλσξίζνπλ πξνβιεκαηηθέο θαηαζηάζεηο ή ελδερόκελεο επθαηξίεο 

βειηηζηνπνίεζεο ηεο ιεηηνπξγίαο ηνπ ζπζηήκαηνο.   παξαπάλσ δηαδηθαζία 
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αλαθέξεηαη ώο ιεηηνπξγηθόηεηα επίγλσζεο θαηάζηαζεο.   ζπγθεθξηκέλε 

ιεηηνπξγία έρεη πξνηαζεί από δηάθνξνπο εξεπλεηέο ζηε βηβιηνγξαθία. ηα πιαίζηα 

ηεο ηξέρνπζαο δηαηξηβήο, αλαιύζεθαλ αληηπξνζσπεπηηθέο πξνηάζεηο θαη 

πξνηείλεηαη κία λέα αξρηηεθηνληθή ιύζε, ε νπνία είλαη θαηαιιειόηεξε γηα 

δηθηπαθέο εθαξκνγέο, δεδνκέλσλ ησλ ηδηαίηεξσλ ραξαθηεξηζηηθώλ ηεο πξόηαζεο 

 δει. αλάιπζεο/δηάζπαζεο ελόο πξνβιήκαηνο ζε ππνπξνβιήκαηα, ηεξαξρηθή θαη 

ζπλεξγαηηθή δνκή ηνπ ζπζηήκαηνο .  

  επίγλσζε θαηάζηαζεο, κπνξεί λα αλαιπζεί πεξεηαίξσ ζε ηξεηο βαζηθέο ππό-

ιεηηνπξγίεο, ηελ αληίιεςε θαηάζηαζεο, ηελ αλάιπζε θαηάζηαζεο θαη ηελ 

πξόβιεςε. ύκθσλα κε ηελ πξώηε ππό-ιεηηνπξγία, έλα δηθηπαθό ζηνηρείν κπνξεί 

λα αλαιύζεη ηηο κεηξήζεηο πνπ ιακβάλεη από ην πεξηβάιινλ θαη λα θαηαιήμεη ζε 

έλα ραξαθηεξηζκό ηεο ηξέρνπζαο θαηάζηαζεο.   δεύηεξε ιεηηνπξγία εζηηάδεη ζηελ 

αλάιπζε ησλ πηζαλώλ δξάζεσλ  ή ιύζεσλ  γηα ηε δεδνκέλε θαηάζηαζε, ελώ ε 

ηξίηε αλαθέξεηαη ζηελ πξαγκαηνπνίεζε πξνβιέςεσλ γηα ηηο θαηαζηάζεηο ζηηο 

νπνίεο ελδέρεηαη λα βξεζεί ην ζύζηεκα ή ην δηθηπαθό ζηνηρείν ζην κέιινλ. ηε 

βηβιηνγξαθία θαη ζηηο πξνζθεξόκελεο ιύζεηο από ηνπο θαηαζθεπαζηέο, έρεη δνζεί 

βάζε ζηελ πξαγκαηνπνίεζε πξνβιέςεσλ, σζηόζν ε αληίιεςε θαηάζηαζεο δελ 

έρεη αλαιπζεί επαξθώο. Πην ζπγθεθξηκέλα, κέρξη ζηηγκήο ην ελ ιόγσ πξόβιεκα 

αληηκεησπίδεηαη κε ηε ρξήζε απζηεξώλ  ζηαηηθώλ ή δπλακηθώλ  νξίσλ, ιύζε πνπ 

δελ εηλαη απνδνηηθή, επεηδή ε κεηάβαζε από κία θαηάζηαζε ζε κία άιιε δελ 

κπνξεί λα πεξηγξαθεί κε απζηεξά όξηα. Γηα παξάδεηγκα, έλα ζεκείν πξόζβαζεο 

WiFi   ccess Point  δελ κπνξεί λα ζεσξείηαη κε ρακειό θόξην κε ηέζζεξηο 

ρξήζηεο θαη κε πςειό θόξην νηαλ ζπλδεζεί έλαο πέκπηνο ρξήζηεο ζε απηό, 

αληίζηνηρα γηα ηε δηεθπεξαίσζε, θ.α. . Γηα ην ιόγν απηό, ζηε ζπγθεθξηκέλε 

δηαηξηβή πξνηείλεηαη ε ρξήζε αζαθνύο ινγηθήο γηα ηελ αληηκεηώπηζε ηνπ 

πξνβιήκαηνο ηεο αληίιεςεο θαηάζηαζεο.   αζαθήο ινγηθή είλαη έλα ηδαληθό 

εξγαιείν γηα δηαρείξηζε πνιπθξηηεξηαθώλ πξνβιεκάησλ, κε αληηθξνπόκελεο 

εηζόδνπο, πνπ ελδερνκέλσο ζρεηίδνληαη κε απώιεηα δεδνκέλσλ.   ζπγθεθξηκέλε 

πξόηαζε εθαξκόζηεθε ζε ηξία δηθηπαθά πξνβιήκαηα, απηό ηεο αληίιεςεο 

θαηάζηαζεο θόξηνπ ζε WiFi ζεκεία πξόζβαζεο  WiFi  ccess Points , απηό ηεο 

αληίιεςεο θαηάζηαζεο ρακειήο πνηόηεηαο παξερόκελεο ππεξεζίαο ζε 

ηεξκαηηθέο ζπζθεπέο ρξήζηε γηα VoIP ππεξεζίαο θαη απηό ηεο αληίιεςεο 

θαηάζηαζεο πεξηβάιινληνο γηα ζπλεξγαηηθή ξύζκηζε ηζρύνο ζε WiFi ζεκεία 

πξόζβαζεο. Καη ζηηο ηξεηο πεξηπηώζεηο ην πξνηεηλόκελν ζρήκα αληίιεςεο 

θαηάζηαζεο δνθηκάζηεθε θαη αμηνινγήζεθε ηόζν κε πξνζνκνηώζεηο όζν θαη κε 
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πεηξακαηηθέο δηαηάμεηο, θαη ε ιεηηνπξγία ηνπ θξίζεθε ηθαλνπνηεηηθόηαηε.   

ζπγθεθξηκέλε πξόηαζε γηα λα ζπλερίζεη λα ιεηηνπξγεη εμίζνπ ηθαλνπνηεηηθά ζε 

πεξίπησζε πνπ αιιάμνπλ νη ζπλζήθεο ηνπ πεξηβάιινληνο, απαηηεί ηε ρεηξνθίλεηε 

παξακεηξνπνίεζε ηνπ από εηδηθνύο εθ λένπ. 

Δεδνκέλεο ηεο αλάγθεο γηα απνθπγή ηεο ζπλερνύο ρεηξνθίλεηεο 

παξακεηξνπνίεζεο ηνπ ζπζηήκαηνο, αλαπηύρζεθαλ δύν κεραληζκνί εθκάζεζεο 

γηα ηνλ κεραληζκό αληίιεςεο θαηάζηαζεο. Οη ζπγθεθξηκέλνη κεραληζκνί 

βαζίδνληαη ζε αιιαγή ηεο κνληεινπνίεζεο ηνπ πεξηβάιινληνο ηνπ κεραληζκνύ 

ιήςεο απνθάζεσλ. Πην ζπγθεθξηκέλα ζε έλαλ ειεγθηή αζαθνύο ινγηθήο 

ηξνπνπνηνύληαη ηα αζαθή ζύλνια πνπ ρξεζηκνπνηνύληαη γηα ηελ κνληεινπνίεζε 

ησλ εηζόδσλ. Ο πξώηνο κεραληζκόο εθκάζεζεο βαζίδεηαη ζε έλα ζρήκα 

επνπηεπκέλεο κάζεζεο, ελώ ν δεύηεξνο ζε έλα ζρήκα κε επνπηεπκέλεο 

κάζεζεο. Ο πξώηνο ρξεζηκνπνηεί κεραληζκνύο από ην εξεπλεηηθό πεδίν ηεο 

εμόξπμεο γλώζεο  k-Means, θαη kNN  γηα λα δεκηνπξγεζνύλ ζπζηάδεο πνπ ζηε 

ζπλέρεηα δηαζπλδένληαη κε ηηο εηζόδνπο ώζηε παξακεηξνπνηεζεί εθ λένπ ε 

αληίιεςε θαηάζηαζεο. Ο δεύηεξνο κεραληζκόο εθκάζεζεο βαζίδεηαη ζηε 

ζηαηηζηηθή αλάιπζε ηνπ δείγκαηνο γηα λα παξακεηξνπνηήζεη ηελ αληίιεςε 

θαηάζηαζεο· πξνηείλνληαη δύν ιύζεηο ζρεηηθέο κε ηελ ζηαηηζηηθή αλάιπζε ηνπ 

δείγκαηνο.   πξώηε βαζίδεηαη ζηελ γεληθεπκέλε αλάιπζε ηεο θαηαλνκήο ηνπ 

δείγκαηνο βξίζθνληαο ηελ γθανπζηαλή θαηαλνκή, ελώ ε δεύηεξε βαζίδεηαη ζηελ 

«αθξηβή» θαηαλνκή ηνπ δείγκαηνο. ηε ζπλέρεηα απηέο νη θαηαλνκέο 

ρξεζηκνπνηνύληαη γηα ηνλ ραξαθηεξηζκό νξίσλ ησλ αζαθώλ ζπλόισλ ησλ 

ειεγθηώλ αζαθνύο ινγηθήο. Οη παξαπάλσ κεραληζκνί δνθηκάζηεθαλ θαη 

αμηνινγήζεθαλ ηόζν γηα ηελ απνηειεζκαηηθόηεηα ηνπο όζν θαη γηα ηελ απόδνζή 

ηνπο κε πξνζνκνηώζεηο θαη πεηξακαηηθέο δηαηάμεηο ζηα ζελάξηα ρξήζεο πνπ 

αλαθέξζεθαλ ζηελ πξνεγνύκελε παξάγξαθν  δει. αληίιεςε θαηάζηαζεο θόξηνπ 

ζε WiFi ζεκεία πξόζβαζεο  WiFi  ccess Points , αληίιεςε θαηάζηαζεο ρακειήο 

πνηόηεηαο παξερόκελεο ππεξεζίαο ζε ηεξκαηηθέο ζπζθεπέο ρξήζηε γηα VoIP 

ππεξεζίεο θαη ε αληίιεςε θαηάζηαζεο πεξηβάιινληνο γηα ζπλεξγαηηθή ξύζκηζε 

ηζρύνο ζε WiFi ζεκεία πξόζβαζεο , θαη ε ιεηηνπξγία ηνπ θξίζεθε 

ηθαλνπνηεηηθόηαηε. Πην ζπγθεθξηκέλα κε ηελ πξώηε κέζνδν  ζηηο πεξηπηώζεηο 

αληίιεςεο θαηάζηαζεο θόξηνπ ζε WiFi  ccess Points, θαη αληίιεςεο θαηάζηαζεο 

ρακειήο πνηόηεηαο παξερόκελεο ππεξεζίαο ζε ηεξκαηηθέο ζπζθεπέο ρξήζηε γηα 

VoIP ππεξεζίεο , ε βειηίσζε ζηελ απόδνζε θπκάλζεθε από 10-20% ελώ κε ηε 
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δεύηεξε κέζνδν ε ηθαλόηεηα ηνπ ζπζηήκαηνο λα αληηιακβάλεηαη ηε ζσζηή 

θαηάζηαζε απμήζεθε κέρξη θαη 30%, κε αληίζηνηρν αληίθηππν ζην απαηηνύκελν 

ππνινγηζηηθό θόζηνο. Αληίζηνηρα ζηελ πεξίπησζε ζπλεξγαηηθήο ξύζκηζεο ηζρύνο 

ζε WiFi  Ps παξαηεξνύκε ζεκαληηθή κείσζε ζηελ θαηαλαιηζθόκελε ελέξγεηα 

 έσο θαη 30%  ιόγσ ηεο ηζρύνο εθπνκπήο, βειηηώλνληαο ζεκαληηθά ηα επίπεδα 

ζνξύβνπ. 

  ζπγθεθξηκέλε δηαηξηβή πεξηιακβάλεη επηά θεθάιαηα.  Σν πξώην θεθάιαην 

απνηειεί ηελ εηζαγσγή ζην αληηθείκελν ηεο δηαηξηβήο. ε απηό ην θεθάιαην 

απνηππώλνληαη νη ηερλνινγηθέο εμειίμεηο θαη νη πξνθιήζεηο ησλ κειινληηθώλ 

δηθηύσλ επηθνηλσληώλ. Οη πξναλαθεξζείζεο πξνθιήζεηο αθνξνύλ ζηε 

δπλαηόηεηα ησλ δηθηπαθώλ ζηνηρείσλ λα ιεηηνπξγήζνπλ ζε πνιύ ππθλά δηθηπαθά 

πεξηβάιινληα· ε ππθλόηεηα ζρεηίδεηαη κε ηνλ αξηζκό ησλ δηθηπαθώλ ζπζθεπώλ 

θαη ηελ ελδερόκελε δηαιεηηνπξγηθόηεηα θαη ζπλεξγαζία ηνπο. ηε ζπλέρεηα, 

αλαθέξνληαη ηα θίλεηξα γηα ηελ εηζαγσγή απηόλνκσλ δπλαηνηήησλ ζηηο 

επηθνηλσλίεο θαζώο θηλνύκαζηε πξνο ηελ θαηεύζπλζε ησλ απηνδηαρεηξηδόκελσλ 

δηθηύσλ. Επίζεο ζπλνςίδνληαη ηα βαζηθά πξνβιεκαηα πνπ πξαγκαηεύζεθε ε 

ζπγθεθξηκέλε δηαηξηβή, θαζώο επίζεο θαη ε ζπλεηζθνξά ζε επίπεδν δηθηπαθήο 

αξρηηεθηνληθήο, κεραληζκώλ, αιγνξίζκσλ θαη απνηειεζκάησλ. ην ηέινο ηνπ 

θεθαιαίνπ πεξηγξάθεηαη ε δνκή ηεο δηαηξηβήο. 

Σν δεύηεξν θεθάιαην αζρνιείηαη κε ηηο βαζηθέο αξρέο ησλ απηόλνκσλ 

επηθνηλσληώλ. Αξρηθά δίλνληαη νη βαζηθνί νξηζκνί ησλ απηόλνκσλ επηθνηλσληώλ 

θαη νη βαζηθέο αξρέο ηνπο, όπσο απηέο έρνπλ πξνηαζεί θαη αλαιπζεί ζηε 

βηβιηνγξαθία. ηε ζπλέρεηα αλαιύνληαη νη δξαζηεξηόηεηεο ησλ νξγαληζκώλ 

πξνηππνπνίεζεο  δει. ITU, ETSI, 3GPP, IETF, θαη  ΕΕΕ  γηα ηε δεκηνπξγία 

απηόλνκσλ δηθηύσλ. Αθνινπζεί κία επηζθόπεζε ηεο ζύγρξνλεο βηβιηνγξαθίαο 

όζνλ αθνξά ζηα απηόλνκα ζπζηήκαηα επηθνηλσληώλ· πην ζπγθεθξηκέλα 

ζπλνςίδνληαη νη δξαζηεξηόηεηεο ηεο εξεπλεηηθήο θνηλόηεηαο θαη παξνπζηάδνληαη 

ηα θύξηα ραξαθηεξηζηηθά ηεο εθάζηνηε εξεπλεηηθήο πξόηαζεο. Σν θεθάιαην 

θαηαιήγεη παξνπζηάδνληαο ηηο βαζηθέο απαηηήζεηο ησλ απηνδηαρεηξηδόκελσλ 

δηθηύσλ.  

Σν ηξίην θεθάιαην πξαγκαηεύεηαη κία βαζηθή έλλνηα ησλ απηόλνκσλ θαη 

απηνδηαρεηξηδόκελσλ δηθηύσλ, απηή ηεο επίγλσζεο θαηάζηαζεο. Αξρηθά 

παξνπζηάδνληαη νη έλλνηεο «δεδνκέλα», «πιεξνθνξία», θαη «γλώζε» θαη 

αλαιύεηαη ε ζπζρέηηζε ηνπο κε ηελ ηθαλόηεηα ησλ δηθηύσλ λα ιεηηνπξγνύλ κε 
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απηόλνκν ηξόπν. ηε ζπλέρεηα παξνπζηάδνληαη νη βαζηθέο ιεηηνπξγηθόηεηεο ησλ 

απηόλνκσλ δηθηύσλ πνπ είλαη ε παξαθνινύζεζε ηνπ πεξηβάιινληνο, ε ιήςε 

απνθάζεσλ, θαη ε εθηέιεζή ηνπο  Monitor, Decide, Execute .   αλσηέξσ 

αλάιπζε όκσο, δελ θαηαθέξλεη λα κνληεινπνηήζεη ηθαλνπνηεηηθά ηελ επίγλσζε 

θαηάζηαζεο, βαζεη ηεο νπνίαο ηα δηθηπαθά ζηνηρεία κπνξνύλ λα ιεηηνπξγήζνπλ 

απηόλνκα. Γηα ην ιόγo απηό αλαιύνληαη νη βαζηθέο πξνζεγγίζεηο επίγλσζεο 

θαηάζηαζεο, όπσο απηέο έρνπλ πξνηαζεί ζηε βηβιηνγξαθία· έπεηηα, πξνηείλεηαη 

κία λέα πξνζέγγηζε όζνλ αθνξά ζηελ αξρηηεθηνληθή ελόο κεραληζκνύ επίγλσζεο 

θαηάζηαζεο, εζηηαζκέλε ζηα ζπζηήκαηα απηόλνκσλ επηθνηλσληώλ πνπ ζπλδπάδεη 

ηα πιενλεθηήκαηα ησλ κεραληζκώλ ηεο βηβιηνγξαθίαο. ύκθσλα κε απηή ηελ 

πξνζέγγηζε έλαο κεραληζκόο επίγλσζεο θαηάζηαζεο γηα απηόλνκα ζπζηήκαηα 

αλαιύεηαη πεξεηαίξσ ζε ηξία ζηάδηα, ηελ αληίιεςε θαηάζηαζεο, ηελ θαηαλόεζε 

ηεο ηξερνπζαο θαηάζηαζεο θαη ηηο πξνβιέςεηο. ην πξώην ζηάδην ν ιήπηεο 

απνθάζεσλ θαηαιήγεη ζε πνηα θαηάζηαζε βξίζθεηαη, ζην δεύηεξν βξίζθεη ηηο 

ηξέρνπζεο ελαιιαθηηθέο ιύζεηο, ελώ ζην ηξίην θάλεη πξνβιέςεηο γηα ηηο 

κειινληηθέο θαηαζηάζεηο πνπ ελδέρεηαη λα βξεζεί. Αθνινύζσο, αλαιύνληαη νη 

κεραληζκνί επίγλσζεο θαηάζηαζεο πνπ είλαη δηαζέζηκνη ζηε βηβιηνγξαθία θαη 

γίλεηαη κία ζπγθεληξσηηθή απνηίκεζε ηνπο.   ζπγθεληξσηηθή απνηίκεζε 

θαηαιήγεη ζην γεγνλόο όηη ην πξώην ζηάδην, απηό ηεο αληίιεςεο θαηάζηαζεο, δελ 

έρεη αλαιπζεί επαξθώο, θαη αληηκεησπίδεηαη ρξεζηκνπνηώληαο απζηεξά όξηα, 

ζηαηηθά ή δπλακηθά νξηζκέλα. Σν θεθάιαην θαηαιήγεη ζρνιηάδνληαο βαζηθέο 

πξνηάζεηο θαηαζθεπαζηώλ, πνπ επίζεο πξνζεγγίδνπλ ην πξνβιεκα 

ρξεζηκνπνηώληαο ζηαηηθά ή δπλακηθά όξηα θαη θαηαιήγεη ζην γεγνλόο όηη ην 

ζπγθεθξηκέλν πξνβιεκα δελ ερεη αλαιπζεί επαξθώο θαη πην εμειηγκέλνη ηξόπνη 

αληηκεηώπηζεο ηνπ ελ ιόγσ πξνβιήκαηνο ρξεηάδνληαη γηα ηελ ηθαλνπνηεηηθή 

δηαρείξηζή ηνπ.  

Σν ηέηαξην θεθάιαην αλαιύεη ηηο βαζηθέο αιγνξηζκηθέο ηερληθέο πνπ 

ρξεζηκνπνηνύληαη ζηε δηαηξηβή. Πην ζπγθεθξηκέλα ην θεθάιαην παξνπζηάδεη ηα 

θύξηα ραξαθηεξηζηηθά ηεο αζαθνύο ινγηθήο  Fuzzy Logic  θαη ησλ κεραληζκώλ 

εμόξημεο γλώζεο  Data Mining  θαη εθκάζεζεο  Learning . Όζνλ αθνξά ζηελ 

αζαθή ινγηθή, αξρηθά αλαιύνληαη νη βαζηθέο αξρέο ησλ αζαθώλ ζπλόισλ  fuzzy 

sets , ζπκθσλα κε ηα νπνία κία ηηκή δελ αλήθεη εμ νινθιήξνπ ζε κία θαηάζηαζε, 

αιιά ζε παξαπάλσ από κία, κε ζπγθεθξηκέλν βαζκό γηα θάζε κηα εμ απηώλ. 

Εληζρύσληαο ηα αζαθή ζύλνια κε θαλόλεο κπνξνύκε λα δεκηνπξήζνπκε 
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ειεγθηέο αζαθνύο ινγηθήο, νη νπνίνη είλαη ηδαληθνί γηα λα αληηκεησπίδνπλ 

πνιπθξηηηξηαθά πξνβιήκαηα, κε αληηθξνπόκελεο εηζόδνπο, πνπ ελδερνκέλσο 

ζρεηίδνληαη κε απώιεηα δεδνκέλσλ. Σν δεύηεξν θνκκάηη ηνπ θεθαιαίνπ αλαιύεη 

ηηο βαζηθέο νηθνγέλεηεο κεραληζκώλ εμόξπμεο γλώζεο, θαη πην ζπγθεθξηκέλα 

απηνύο ηηο κε-επνπηεπκέλεο κάζεζεο, ηεο επνπηεπκέλεο κάζεζεο θαη ηεο 

εληζρπκέλεο κάζεζεο. ηε ζπλέρεηα αλαιύνληαη ηα ηδηαίηεξα ραξαθηεξηζηηθά ηεο 

θάζε νηθνγέλεηαο θαη ζπγθεθξηκέλνη αληηπξνζσπεπηηθνί κεραληζκνί  k-Means, 

Hierarchical Clustering, kNN, θαη άιινη , νη νπνίνη ζηε πνξεία ρξεζηκνπνηήζεθαλ 

γηα ηνλ ζρεδηαζκό ησλ κεραληζκώλ εθκάζεζεο πνπ πξνηείλνληαη ζηα πιαίζηα ηεο 

ελ ιόγσ δηαηξηβήο. Σν θεθάιαην θαηαιήγεη ζηα ηδηαηηεξα ραξαθηεξηζηηθά πνπ 

νδήγεζαλ ζηελ ρξήζε ησλ ελ ιόγσ κεραληζκώλ. 

Σν πέκπην θεθάιαην εζηηάδεη ζηε ρξήζε ζπζηεκάησλ αζαθνύο ινγηθήο ζε 

δηθηπαθά εξεπλεηηθά ζέκαηα γηα ηελ αληηκεηώπηζε ηνπ πξνβιήκαηνο ηεο 

αληίιεςεο  δηθηπαθήο  θαηάζηαζεο. Πην ζπγθεθξηκέλα, αξρηθά αλαιύεη ηελ ρξήζε 

ειεγθηώλ αζαθνύο ινγηθήο γηα δηθηπαθά πξνβιήκαηα θαη πην ζπγθεθξηκέλα απηό 

ηεο αληίιεςεο θαηάζηαζεο. ηε ζπλέρεηα, γηα ηξία ζπγθεθξηκέλα ζελάξηα ρξήζεο 

αλαιύεηαη ιεμηηελώο ν ηξόπνο κε ηνλ νπνίν ηα πξνβιεκαηα έρνπλ κνληεινπνηεζεί 

θαη αληηκεησπηζηεί, θαζώο επίζεο θαη ν ηξόπνο κε ηνλ νπνίν ην πξνηεηλόκελν 

ζύζηεκα αληίιεςεο θαηάζηαζεο ερεη πινπνηεζεί θαη αμηνινγεζεί. Σα πξνβιήκαηα 

πνπ πξνζεγγίζηεθαλ είλαη ε αληίιεςε θαηάζηαζεο θόξηνπ ζε WiFi ζεκεία 

πξόζβαζεο  WiFi  ccess Points , ε αληίιεςε θαηάζηαζεο ρακειήο πνηόηεηαο 

παξερόκελεο ππεξεζίαο ζε ηεξκαηηθέο ζπζθεπέο ρξήζηε γηα VoIP ππεξεζίεο θαη 

ε αληίιεςε θαηάζηαζεο πεξηβάιινληνο γηα ζπλεξγαηηθή ξύζκηζε ηζρύνο ζε WiFi 

ζεκεία πξόζβαζεο. Καη ζηηο ηξεηο πεξηπησζεηο πξνηείλεηαη ε αξρηηεθηνληθή ηνπ 

ζπζηήκαηνο, ε πιήξεο κνληεινπνίεζε ηνπ ζπζηήκαηνο, θαη ηέινο πεξηγξάθεηαη ν 

ηξόπνο κε ηνλ νπνίν ην ζύζηεκα έρεη αμηνινγεζεί· θαη ζηηο ηξεηο πεξηπηώζεηο ηα 

απνηειέζκαηα θξίλνληαη ηθαλνπνηεηηθόηαηα, δεδνκέλνπ νηη ην ζύζηεκα κπνξεί λα 

αληηιεθζεί ην πεξηβάιινλ ηνπ θαιύηεξα θαη πην ξεαιηζηηθά.  

ην έθην θεθάιαην παξνπζηάδνληαη νη δύν κεραληζκνί εθκάζεζεο γηα ηε 

βειηηζηνπνίεζε ηνπ ζπζηήκαηνο αληίιεςεο θαηάζηαζεο αζαθνύο ινγηθήο, πνπ 

πξνηάζεθε ζην πξνεγνύκελν θεθάιαην. Οη κεραληζκνί, εθ ησλ νπνίσλ ν πξώηνο 

βαζίδεηαη ζε επνπηεπκέλε κάζεζε θαη ν δεύηεξνο ζε κε-επνπηεπκέλε απνηεινύλ 

πβξηδηθέο πξνζεγγίζεηο κεραληζκώλ εμόξπμεο γλώζεο θαη ζηαηηζηηθήο αλάιπζεο 

ηνπ δείγκαηνο. πγθεθξηκέλα, ν πξώηνο απνηειείηαη από ην πξώην ζηάδην, ζην 
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νπνίν νη απνθάζεηο νζνλ αθνξά ζηελ αληίιεςε θαηαζηαζεο αμηνινγνύληαη ζε 

ζσζηέο θαη ιάζνο  labeled data , θαη ζηε ζπλέρεηα απηα ηα δεδνκέλα 

ρξεζηκνπνηνύληαη σο δεδνκέλα εθκάζεζεο  κε ηνλ αιγόξηζκν kNN  γηα ην 

ππόινηπν δείγκα. Σέινο, ηα δεδνκέλα αλαιύνληαη ρξεζηκνπνηώληαο έλαλ 

αιγόξηζκν ζπζηαδνπνίεζεο  k-Means , ώζηε λα είλαη δπλαηή ε άκεζε 

δηαζύλδεζε κε ηηο εηζόδνπο  θαη πην ζπγθεθξηκέλα κε ηηο ζπλαξηήζεηο ζπκκεηνρήο 

– membership functions  ησλ ειεγθηώλ αζαθνύο ινγηθήο. Ο δεύηεξνο κεραληζκόο 

εθκάζεζεο, βαζίδεηαη ζηε ζηαηηζηηθή αλαιπζε ηνπ δείγκαηνο ρσξίο 

πξνεγνπκέλσο λα ερεη πξαγκαηνπνηεζεί αμηνινγεζε ησλ εηιεκκέλσλ 

απνθάζεσλ  κε-επνπηεπόκλε κάζεζε  θαη έρεη δύν παξαιιαγέο.   πξώηε 

παξαιιαγή βαζίδεηαη ζηελ εύξεζε ηεο Γθανπζηαλήο θαηαλνκήο ηνπ δείγκαηνο 

ελώ ε δεύηεξε βαζίδεηαη ζηελ εύξεζε ηεο αθξηβνύο θαηαλνκήο ηνπ δεηγκαηνο γηα 

θάζε κεηαβιεηή εηζόδνπ. ηε ζπλέρεηα, νη παξαπάλσ ζπλαξηήζεηο εηζάγνληαη 

ζηηο εηζόδνπο ησλ ειεγθηώλ αζαθνύο ινγηθήο. Οη παξαπάλσ κεραληζκνί 

εθαξκόζηεθαλ ζηα ηξία ζελάξηα ρξήζεο πνπ πεξηγξάθεθαλ ζην πέκπην 

θεθάιαην  αληίιεςε θαηάζηαζεο θόξηνπ ζε WiFi ζεκεία πξόζβαζεο  WiFi 

 ccess Points , αληίιεςε θαηάζηαζεο ρακειήο πνηόηεηαο παξερόκελεο 

ππεξεζίαο ζε ηεξκαηηθέο ζπζθεπέο ρξήζηε γηα VoIP ππεξεζίεο θαη ε αληίιεςε 

θαηάζηαζεο πεξηβάιινληνο γηα ζπλεξγαηηθή ξύζκηζε ηζρύνο ζε WiFi ζεκεία 

πξόζβαζεο  θαη αμηνινγήζεθαλ βάζεη ηεο απνηειεζκαηηθόηεηαο ηνπο λα 

κνληεινπνηνύλ νξζόηεξα ην πεξηβάιινλ ηνπο. ε ζπγθεθξηκέλεο πεξηπηώζεηο 

αμηνινγήζεθε επηπιένλ ν ππνινγηζηηθόο θόξηνο πνπ εηζάγνπλ ζην ζύζηεκα, 

θαζώο θαη ην απαηηνύκελν δείγκα γηα ηελ επίηεπμε ηθαλνπνηεηηθώλ 

απνηειεζκάησλ. Σν θεθάιαην θιείλεη ζπγθξίλνληαο ηνπο πξνηεηλόκελνπο 

αιγνξίζκνπο θαη αλαιύνληαο ηα ηδηαηεξα ραξαθηεξηζηηθά ηνπο. 

Σέινο, ζην θεθάιαην 7 ζπλνςίδεηαη ε εξεπλεηηθή ζπλεηζθνξά ηεο δηαηξηβήο. 

Επηπιένλ απνηππώλνληαη ηα πξνβιήκαηα πνπ εληνπίζηεθαλ θαη νη 

πξνηεηλόκελεο ιύζεηο.   ηξέρνπζα δηαηξηβή θαηαιήγεη παξνπζηάδνληαο ηηο 

ζεκαληηθόηεξεο πξνεθηάζεηο ησλ εξεπλεηηθώλ ζεκάησλ πνπ κειεηήζεθαλ θαηά 

ηελ εθπόλεζε ηεο δηαηξηβήο θαη ελδηαθέξνπζεο κειινληηθέο επεθηάζεηο. 
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1. Introduction 

1.1 Future Networks Landscape 

Moving towards future networks, the predictions indicate that mobile and wireless 

data traffic will increase considerably. Mobile data traffic will increase globally 13-

fold between 2012 and 2017 whereas global IP traffic has increased more than 

fourfold in the past five years [1]. Additionally, a huge increase will take place 

regarding the number of the connected devices (100 billions). On the other hand, 

future networks will be more dynamic and complex compared to the 

contemporary ones, including new technologies, new services, and new demands 

from the users, new business cases [2]. Thus, the network elements will have to 

be agile and dynamic so as to manage the users‘ networking needs and the 

network operational environment. In such a complex environment, where billions 

of diverse devices will (simultaneously) ask for resources from the network, 

networks‘ self-management aroused as a potential solution. 

For covering the identified needs, it is considered that future networks will have to 

combine all the available technologies (e.g., 3G, 4G, 5G, WLAN, etc.) and also 

will have to incorporate intelligence for providing efficiently the coverage, capacity 

and quality of service (QoS) requirements. For covering the requirements, new air 

interfaces, and signaling schemes will be required. Furthermore, the densification 

(i.e., the increase of the number of BSs, APs, etc.) of the network is assumed to 

be a way forward. This densification will require on the one hand the autonomous 

operation of the network elements, since the network administrators will not be 

able to monitor and configure manually all the network elements, and on the other 

hand advanced mechanisms for coordinating the operation of the network 

elements as well as the increased complexity.  

1.2 Motivation and Challenges 

The networks in the future, it is envisaged that they will be able to operate in an 

autonomous manner. This implies that the network elements will have the ability 

to monitor their environment, analyze the environment stimuli, plan their operation 

and execute their plan. This model has been proposed by IBM in the early 2000‘s 

and has been a huge innovation regarding the way that future networks shall be 

designed. Towards this direction, several schemes and mechanisms have been 

proposed by the research community to tackle the problems that arose.  
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Taking into consideration the explosion of the number of network devices and the 

exponential increase of the traffic volumes we notice that the design criteria for 

future systems [3] include aspects that haven‘t been considered in the past. 

Some of them are the following: 

 Management cost,  

 Complexity, 

 Efficient utilisation of network resources,  

 Energy saving. 

Additionally, we should consider that the future network conditions are hard to 

predict. This implies that the networks should be able configure their operation 

according to the new network stimuli, so as to handle unpredicted problems, 

optimization opportunities, and network conditions. For facilitating a network 

element to operate in the future demanding networks, a network element shall 

have the ability to: 

 Monitor its environment,  

 Identify its state,  

 Make decisions, 

 Make projections, 

 Execute, 

 Learn based on the previous actions. 

The previous functionalities suggest some of the key aspects of a self-aware 

system, which is a system able to observe the environment and deduce its state, 

within a volume of time and space, and make decisions and projections based on 

its current status, and the available alternative actions. The literature analysis 

(see Section 3) has highlighted an attempt of the schemes to mimic the human 

reasoning. However, due to their static definition of the environment, the schemes 

fail to meet requirement for human behavior approximation. Additionally, up to 

now both academia and industry attempt to handle the problem of environment 

modeling using rules and policies, combined with thresholds. The thresholds are 

either defined by experts or by user surveys. Thus, concluding, we observe that: 

 A major gap of sophisticated solutions in the available proposals both in 

the literature and the industry solutions exists (i.e., mainly threshold 

based).  
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 The available solutions fail to mimic human situation perception and 

awareness, thus making the building of systems hard. 

 Situation perception schemes that are not based on fixed or predefined 

views of the network operator are required; these solutions shall avoid 

using the subjective users‘ decisions.  

The purpose of this thesis is to meet the previous requirements for situation 

perception by applying special schemes based on fuzzy logic and applying 

adaptation techniques on these schemes. The following subsection positions this 

dissertation with the previously described open research topics. 

1.3 General Framework and Dissertation Contribution  

The contributions of this dissertation move towards three directions, namely an 

architectural scheme for situation aware networking, a fuzzy logic situation 

perception scheme, and the corresponding learning mechanisms that enable this 

scheme to adapt to its environment.  

Regarding the first contribution of this thesis, we have proposed a hierarchical 

architecture, which enables the network elements to operate in a self managed 

way. More specifically, we propose the introduction of two levels of hierarchy in 

the network management and control the Network Element Controllers (NEC) and 

the Network Domain Controllers (NDC). The first ones have local network view 

and may proceed in handling of local problems, whereas the later have bigger 

network view and may identify optimization opportunities or problems that are 

related to larger network compartments. These elements have to be able to 

characterize their environment and identify their operational status. Thus we have 

proposed a functional decomposition of the Situation Awareness functionality in 

such way that the network elements will be able to reason for their condition. The 

basic principles of the Situation Awareness functionality are related to the 

problem decomposition, to the network elements‘ cooperation, and to the 

targeting of networking problems. Additionally, the Situation Awareness model is 

built on the already available knowledge, on the one hand, assuming though the 

ability of the network elements to produce their local knowledge according to their 

decisions and the environment stimuli. In the proposed model, the Situation 

Awareness is being decomposed in three steps, the situation perception, the 

analysis of the environment (i.e., identification of the alternatives), and the 

projections. Finally, in terms of this thesis we attempted to provide an analysis of 
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the state of the art, so as to identify the gaps in the proposed functional 

architecture. The analysis highlighted that the first step that of the situation 

perception has not been analyzed satisfactory (both by industry or academia). 

The second contribution of this thesis is related to the afore-described problem. 

Thus, we propose the use of the fuzzy logic algorithmic tool for the situation 

perception of the network element. Fuzzy logic with its environment modeling 

mimics human logic, with the inference system based on policies. Additionally, it 

is a multi-variable mechanism, able to handle contradictive inputs and uncertainty 

cases. This scheme is suitable for identifying optimization goals and faults in the 

network. Fuzzy logic relies on the modeling of the environment (input and output 

models) and policy based inference engine. In terms of this dissertation, we have 

implemented the architectural framework that we have developed using the fuzzy 

logic situation perception in three cases. The proposed scheme exploits the 

sophisticated modeling of the environment and the policy based induced 

knowledge (i.e., by network experts) and thus manages to meet the requirement 

from the industry for following the human logic.  

Finally, the third major contribution of this dissertation is the proposal of two 

adaptation schemes for the enhancement of the situation perception 

mechanisms. Initially a reference problem is being presented. Such description 

enables the application of the learning mechanisms to every problem that can be 

modeled according to the reference problem. Two learning schemes are being 

proposed, a supervised learning scheme and an unsupervised one (with two 

versions). The enhancement is related to the adaptation of the environment 

modeling of the fuzzy reasoners. This functionality enables the network elements 

to operate in new, unknown environments; the only requirement concerns the 

ability of the network elements to operate ―well‖ with their generic configurations 

in the unknown contexts. The proposed learning scheme is inline to the 

architectural concept, also provided in terms of this thesis. The learning 

functionalities are being mapped to the hierarchical model so as to distribute the 

processing cost and relieve the less powerful NEC. Finally, an additional 

contribution of this dissertation is the comparative analysis of the learning 

schemes. The analysis attempts to provide some directions on how these 

schemes may be used in other similar problems on the one hand, and what are 

the drawbacks and benefits of each scheme. 
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1.4 Dissertation Structure  

The dissertation is structured into eight chapters. Following this chapter, the 

structure is briefly presented below: 

Section 2 introduces the main concepts of the dissertation. Specifically notions of 

autonomicity, autonomous networking, and self-managed networking are being 

introduced. Additionally, the activities of the standardization bodies towards 

autonomous networking are being presented. Afterwards, a brief description of 

the research activities of both academia and industry, as it is captured by their 

literature works or the project activities, is being presented. The chapter 

concludes by presenting the key requirements of the Self Managed networks. 

Section 3 deals with a main concept of the autonomous networks that of 

Situation Awareness. Initially, the concepts of data, information and knowledge 

are being presented, as well as their relation for enabling the autonomous 

operation of the network. Afterwards, the functional architecture of Situation 

Aware networks, as it is captured by the research community, is being presented, 

as well as why such schemes fail to meet the requirements of the Self Managed 

networks. Thus, an innovative proposal, combining features of the literature and 

incorporating new ones, is being presented. Additionally, a literature survey of the 

mechanisms enabling situation aware networking is being presented, as well as 

their key characteristics. The comparative analysis of the previous schemes 

presents the gap in the literature, regarding environment modeling and the 

corresponding reasoning (i.e., Situation Perception) in situation awareness, which 

is mainly captured by rules and policies, and thresholds, thus failing to meet the 

human logic.  

In Section 4 the basic algorithm schemes used in this dissertation are being 

presented. More specifically, the key aspects of Fuzzy Logic are being presented, 

as well as the most important characteristics of data mining and learning 

schemes. Regarding the former, initially the fundamentals of fuzzy sets and its 

combination with rules are being described in details. Afterwards, the basic 

categories (i.e., supervised, unsupervised, reinforcement learning) of learning 

schemes are being described. Then, the most representative schemes of each 

category are being analysed so as on the one hand to provide the background for 

the following sections, and on the other to justify why the selected approach has 

been followed. 
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Section 5 presents the developed situation perception schemes, based on fuzzy 

logic. Initially, the concept of use of fuzzy logic in such problems is being 

presented. Afterwards, the use of fuzzy logic in three problems is being 

described. More specifically, the fuzzy reasoners are used in three problems: 

 QoS degradation events‘ identification, 

 Load events‘ identification, 

 Cooperative power control.  

In all three cases the situation perception schemes are being thoroughly 

discussed (i.e., description of the functional architecture, the fuzzy reasoners 

configuration, the evaluation/experimental setups). Additionally, the gains from 

the incorporation of the fuzzy logic situation perception schemes are being 

analysed and discussed.  

In Section 6 the drawbacks of the fuzzy logic based situation perception 

schemes are being presented, regarding their ability to operate in diverse 

environments. Thus, towards this direction, in terms of this dissertation two 

learning schemes are being proposed, a supervised one and an unsupervised 

one (with two versions). Both schemes are being evaluated in the case studies 

that have been analyzed in Section 5, so as to identify the corresponding benefits 

from the introduction of the adaptation mechanisms. Finally, a comparison 

between the learning schemes is drawn in the conclusion of this section, trying to 

highlight the key aspects of each proposed solution.  

In Section 7 the conclusions and the scientific contribution of the dissertation are 

summarized, by describing the challenges that have been addressed and the 

solutions that have been proposed. Additionally, a set of useful outcomes is being 

presented, regarding the tackling of similar problems in the future. More 

specifically, it is attempted to provide a description of the characteristics of the 

problems that could be solved using the same methodology. Finally, open issues 

and suggestions for future work are provided. 
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2. Autonomic Networking 

In this section the basic principles of autonomic networking are being analysed. 

Initially the notions of autonomicity, and autonomous networking are being 

introduced combined with a state of the art analysis (in terms of standardization, 

and research activities). Then the section concludes with the analysis of the 

notion of self managed networking combined with the key requirements of the 

aforementioned networks. 

2.1 Definitions  

The definitions of the main concepts that are used in this chapter are summarized 

below: 

 Network Management: captures all the operations used by the network to 

improve its performance. Furthermore, network management defines in an 

explicit manner policy rules for security, handling special customers, 

defining services, accounting, etc. Also, it includes monitoring 

functionalities regarding the traffic and the status of network equipment. 

The philosophy of network management is that it shall operate on a slow 

time scale and provide network elements with the information they need to 

react on faster time scales as the context dictates. At this point we should 

highlight the differentiation of the network management compared to 

signaling, since signaling mechanisms react to external causes on a very 

fast time scales and serve as the nervous response system of the network. 

On the other hand network management operations are triggered by the 

network administrator or control software detecting that some reallocation 

or expansion of resources is needed to serve the active contracts at the 

desired quality level [1]. 

 Autonomic Network Management: are the network management systems 

that are capable of self-governing and reducing the duties of the human 

operators who are not able to deal with increasingly complex situations. 

The systems should exhibit some level of intelligence so that their 

capability can improve over time, assuming more and more tasks that are 

initially allocated to skilled administrators [5]. 

 Self-managed network: is a network that has the capability to monitor, 

configure, adapt itself, based on the perceived network stimuli. The 
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operation of the network is dictated by a set of high level policies induced 

in the network by the network administrator [6].  

2.2 Autonomic Networking Principles 

Moving towards 5G networks, the estimation is that mobile and wireless data 

traffic will increase considerably. In [1] it is predicted that mobile data traffic will 

increase globally 13-fold between 2012 and 2017 and at the same time global IP 

traffic has increased more than fourfold in the past five years. Furthermore, the 

number of connected devices will reach the 100 billions [7]; each device will have 

its specific characteristics regarding its capabilities (CPU, memory, battery, etc.) 

as well as the traffic that it will induce to the network. Furthermore, contemporary 

networks are dynamic and complex, including new technologies, new services, 

and new demands from the users, new business cases [2]. The networks now 

days have to manage changes in both in the users' needs, and the network 

operational environment. Additionally, network management is expensive 

because network devices understand only low-level settings, and the 

diagnostics/monitoring is primitive. In such a complex environment, where billions 

of devices will  simultaneously  ask for resources from the network, networks‘ 

self-management aroused as a potential solution. 

Self-management notion has been initially introduced by IBM in [8], where they 

first attempted to make an analogy to the human body, its nervous system, and 

investigate how the self-management capabilities are defined. Following this 

approach, they concluded in four basic functionalities for the Self-Managed 

systems, namely: 

 Self-configuration is the ability to dynamically adapt to the environment 

changes (e.g., deployment of new components or the removal of existing 

ones, dramatic changes in the system characteristics etc.), by configuring 

the network‘s components using policies provided by the IT professional.  

 Self-healing is the system‘s ability to discover, diagnose and react to 

disruptions. Self-healing enabled elements detect system malfunctions and 

initiate (policy-based) corrective actions without disrupting the IT 

environment. Such actions may be related to altering the state of one or 

more components or change of the configuration of a component etc. This 
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provides resiliency to the whole system, since typical operations are less 

likely to fail. 

 Self-optimization is the system‘s ability to monitor and tune its resources 

automatically. The aim is to tune the elements to meet end-user or 

business needs. Potential tuning actions are related to resource allocation, 

control function adjustments etc. Self-optimization helps providing a high 

standard of service for both the system‘s end users and a business‘s 

customers. 

 Self-protection is the ability of the system to anticipate, detect, and identify 

potential threats; afterwards, the network may proceed in protection 

against threats. Self-protecting components detect hostile behaviors (e.g., 

unauthorized access, denial of service attacks, etc.) and take corrective 

actions to make themselves less vulnerable, following the business goals 

and policies. 

Following the previous analysis, IBM has built the Autonomic manager, which 

shall be able to Monitor (M), Analyze (A), Plan (P), and Execute (E), using a 

predefined or built Knowledge (K) (MAPE-K model - Figure 2-1). This model is 

being used more and more to communicate the architectural aspects of 

autonomic systems. Likewise it is a clear way to identify and classify much of the 

work that is being carried out in the field [9]. 

 

Figure 2-1: MAPE-K model as it is proposed by IBM [9] 

The IBM analysis and proposal focused mainly in self-managed systems and 

autonomic computing. However, the same principles were quickly adopted in 

communication networks for various control and management plane tasks. 
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Consequently, self-managed and autonomous networks are able to monitor their 

behavior and environment, deduce about their status, and conclude in decisions; 

afterwards the decisions shall be executed. Several works have been based on 

the idea of autonomous networking and management since its initial proposal. 

The basic notions and ideas of autonomic networking have been summarized in 

the numerous surveys [10], [6], [11], [12], [13], [14], [15], [16]. In [10], Dobson et 

al. give the definition of autonomic networking, based on which an autonomic 

system collects information from a variety of sources (including traditional 

sources); such information is being analyzed to model the evolving situation. 

Thereinafter, the system makes decisions and acts (i.e., records actions, informs 

administrators, etc.) (Figure 2-2). Furthermore, Dobson highlights the differences 

between his autonomic communications and networking definition and the one for 

autonomous systems  IBM‘s definition :  

 Autonomic communication is oriented towards distributed systems and 

services and the management is both at the infrastructure and the user, 

 Autonomic computing focuses on application software and management of 

computing resources. 

 

Figure 2-2: Dobson’s model for autonomic communications and networking [10] 

In [6] Kramer and Magee give another definition to the self-managed networks, 

closer to that by IBM, including also (apart from the Self-CHOP functionalities) the 

self-adaptation, the self-monitoring, and the self-tuning. According to the definition 

such systems need to configure and adapt their operation so as to satisfy their 

goals, properties, constraints, or to report that they cannot. Furthermore, the 
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elements/systems shall reconfigure their operation in order to satisfy the changed 

specification of the environment, and report an exception.  

In two more recent works, in [11], and [12] the authors focus on the principles of 

autonomous systems and include the recent advances in the autonomous 

networking area. In the former they try to introduce six key criteria for evaluating 

autonomic network management systems: a) the activity (i.e., ability to act in a 

re/pro-active manner), b) the adaptability (i.e., ability to learn and evolve), c) 

intelligence, d) awareness, e) memory strength, and f) autonomicity. These 

criteria materialize the key aspects of an autonomous network. In [13], [14], [15], 

and [16], they clearly introduce the notion of cognition in autonomous systems – 

meaning the ability of a network system (element as well) to learn and evolve. 

2.3 Autonomic Networking Standardization Activities 

Over the past decades, since the identification of the need for automation in 

network management, several schemes have been proposed in the literature. 

This motivated the International Telecommunications Union (ITU-T) to try to 

harmonize the research initiatives, by building the Telecommunications 

Management Network (TMN) architecture. TMN architecture is a reference model 

for a hierarchical telecommunications management approach trying to partition 

the functional areas of management into layers. TMN is defined in the M.3000 

series ([17], [18], [19], [20], [21], [22], [23], [24]). In M.3010, the basic principles 

for a TMN are being described and the basic structure of a network management 

scheme according to its responsibilities is provided. TMN solutions target to [25]:  

 Reduce time to market,  

 Reduce cost,  

 Support increased demands for higher quality,  

 Incorporate legacy systems,  

 Incorporate future-proof solutions,  

 Conform to industry standards. 

TMN architecture is based on a logical layers‘ model, which captures from 

corporate or enterprise goals to a network resource management and network 

elements‘ operation. Starting from the bottom level, such hierarchy incorporates 

network elements layer (NEL), element-management layer (EML), network-
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management layer (NML), service-management layer (SML), and business-

management layer (BML). The management operations of lower layers are being 

linked to the corresponding operations of the higher layers. Table 2-1 presents 

the responsibility of each layer mentioned afore [26]. 

Table 2-1: TMN architecture based on logical layers 

Layer Responsibilities 

Business-Management Layer (BML) High level planning, budgeting, goal 

setting, business level agreements, 

etc.  

Service-Management Layer (SML) Managing aspects directly observed 

by the users of the 

telecommunication network. Builds 

upon management information that is 

provided by the NML without 

considering the internal structure of 

the network. Quality of Service 

management (delay, loss, etc.), 

accounting, addition and removal of 

users, etc. are considered 

responsibilities of the SML. 

Network-Management Layer (NML) Managing the functions related to the 

interaction between multiple pieces of 

equipment. At network management 

level the internal structure of the 

network elements is not visible; this 

implies that buffer space within 

routers, the temperature of switches 

etc. cannot be directly managed at 

this level. 

Element-Management Layer (EML) Handling the Operations Systems 

Functions (OSF); such layer included 

vendor specific management 
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functions and hides these functions 

from the above layers. 

Network Element (Layer) Functions Providing TMN manageable 

information, which in other words 

could be described as interfacing the 

proprietary manageable information 

and the TMN infrastructure. 

 

Following the ITU-T activities, both industry and academia have intensified their 

efforts towards networks‘ self-management. The previous developments of the 

researchers has required for further alignment, thus European 

Telecommunications Standards Institute (ETSI), in order to harmonize these 

activities, has formed a well-focused Special Working Group, seeking the 

establishment of a common understanding on what an autonomic behavior is and 

how an autonomic/self-managing network should be engineered. The Special 

Working Group is an Industry Specification Group (ISG) called ‖ utonomic 

network engineering for the self-managing Future Internet" (AFI) [27], [28]. ETSI 

AFI defined the key management functions that shall be considered defined by 

the FACPS management framework (Fault, Configuration, Accounting, 

Performance and Security) [29] as well as the fundamental network functions 

such as routing, forwarding, monitoring, etc. To this end, ETSI – AFI has built an 

architectural Reference Model of a Generic Autonomic Network Architecture, the 

so called GANA framework, which is a framework for autonomic elements 

functions‘ definition, together with their relationships, and the corresponding self-

management capabilities. According to [30], the mechanisms of the Self-

Managed systems are not defined and are left for further study, though at least 

they shall incorporate the following properties: 

 Automation, 

 Awareness., 

 Adaptiveness, 

 Stability,  

 Scalability, 
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 Robustness, 

 Security, 

 Switchable, 

 Federation.  

The self-managed systems shall be able to detect, reconfigure and reregister its 

managed resources or managed devices (e.g., routers, UEs, etc.) and enable 

session continuity with no disruption. Autonomics should manage and control the 

mobility of an ambient system, in order to provide session continuity; local 

mobility decision should take into account the preferences, the capabilities, the 

objectives of the different players involved in session in order to identify a 

common decision able to provide session continuity [30]. In GANA, four levels of 

abstractions are being considered, for Managed Entities (MEs), Decision Making 

Elements (DMEs), and Control Loops [31]: 

 Level 1: Protocol level solutions by which self-management is associated 

with the network protocol itself. 

 Level 2: Abstracted Network Functions (e.g., routing, forwarding, mobility 

management) that abstract some protocols and mechanisms associated 

with a particular network function(s). 

 Level 3: Node/device‘s overall functionality and behavior. In other words, a 

node or system as a whole is also considered as level of self-management 

functionality. 

 Level 4: Network‘s overall functionality and behavior. 

Regarding 3GPP networks, the network‘s self-management and autonomous 

operation is related to the introduction of the self configuring and self optimising 

mechanisms, also known as Self-Organizing Network (SON) functions [32]. A 

self-organizing system has a certain structure and functionality. The structure part 

captures the manner that the entities of the system interact (i.e., communicate) 

between each other, whereas the functionality part captures the purpose of the 

system. A system is self-organized if it is organized without any external or 

central dedicated control entity. In other words, the individual entities interact 

directly with each other in a distributed peer-to-peer fashion. Interaction between 

the entities is usually localized [33]. Extending the previous definition, a Self-
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Organizing Network also incorporates the notion of network governance 

(including the planning, set up, and maintenance); thus the self-organizing 

network is able to set itself up and then manage the resources to enable the 

optimum performance to be achieved at all times [34]. Based on the problem that 

is being tackled, SON solutions may be divided into three categories: Self-

Configuration, Self-Optimization and Self-Healing. The SON architecture may be 

a centralized, distributed or a hybrid solution [35]. SON is introduced by 3GPP in 

LTE releases 8, 9, and 10 thus making the SON functionalities fully 3GPP 

compliant. The standards provide network intelligence, automation and network 

management features in order to automate the configuration and optimization of 

wireless networks to adapt to varying radio channel conditions, thereby lowering 

costs, improving network performance and flexibility. Additional enhancements 

allow inter-radio access technology (I-RAT) operation, enhanced inter-cell 

interference coordination (e-ICIC), coverage and capacity optimization (CCO), 

energy efficiency and minimization of operational expenses through minimization 

of drive tests [36]. 

Also motivated by the IBM proposals, IETF has tried to give a harmonized 

approach in the autonomics area. As shown in Figure 2-3, traditional 

functionalities such as monitoring, reporting, and elements configurations assume 

the network administrator intervention, whereas autonomic networks require the 

network administrator‘s intervention for inducing the policies and targets to the 

network.  

 

Figure 2-3: IETF autonomic model 



 

P. Spapis 
50 

Thus, IETF has recently introduced a hierarchy, which includes the following 

levels of autonomicity [37]: 

 Autonomic: Self-managing is a self-managed network (Self-CHOP). It 

assumes though allowing high-level guidance by a central entity, through 

intent. 

 Intent: Is an abstract, high-level policy used to operate the network 

autonomically; it does not contain configuration or information for a specific 

node. 

 Autonomic Domain: Is a collection of autonomic nodes that instantiate the 

same intent. 

 Autonomic Function: Is a function which requires no configuration, and 

may derive all required information either through self-knowledge, 

discovery, or through intent. 

 Autonomic Node: Is a node (e.g., router, switch, etc.), which employs 

(exclusively) autonomic functions. It may operate on any layer of the 

networking stack.  

 Autonomic Network: A network containing (exclusively fully) autonomic 

nodes. 

Figure 2-4 visualizes the reference model of an autonomic node. In such scheme, 

what shall be standardized are the intents, the autonomic service agents (i.e., 

autonomic functions concerning Network Knowledge), and the interfaces of the 

feedback loops, as well as the message exchanges [37]. This will facilitate a 

harmonized approach of introducing new services, without enforcing to the 

vendors specific approaches. 
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Figure 2-4: IETF levels of autonomicity 

Finally, similar harmonization approaches have been followed by IEEE, which has 

sponsored the Dynamic Spectrum Access Networks (DySPAN – formerly known 

as Standards Coordinating Committee 41 (SCC41), and IEEE P1900 Standards 

Committee) for providing a coordinated way to handle radio and spectrum 

management. Several working groups (1900.1–1900.7) have been formed, each 

one tackling different future network aspects. 1900.4 Working Group focused on 

the building blocks comprising network resource managers, device resource 

managers and the information to be exchanged between the building blocks, for 

enabling coordinated network-device distributed decision making which will aid in 

the optimization of radio resource usage, including spectrum access control, in 

heterogeneous wireless access networks [38]. P1900.4 suggests a logical 

channel for the communication between the network and the terminals using the 

Reconfiguration Management Entities (RMEs); such entities on the network side 

are called Network Reconfiguration Manager (NRM), and on the terminal side is 

the Terminal Reconfiguration Manager (TRM) [39]. P1900.4 activities, in 2011 

published the 1900.4a-2011 standard, which provides the architectural building 

blocks enabling network-device distributed decision making for optimized radio 

resource usage in heterogeneous networks [40]. P1900.5 defines a vendor-

independent set of policy-based control architectures and corresponding policy 

language requirements for managing the functionality and behavior of dynamic 

spectrum access networks. Up to now the definition of the policy language and 
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the methodology for the spectrum consumption are ongoing; future research will 

link these two activities with the architecture, by defining the detailed interfaces 

between policy architecture components [41]. 

2.4 Autonomic Networking Research Initiatives 

The initial interest of individual researchers has been followed by coordinated 

attempts. Thus, numerous international consortia have been formed and 

attempted to draw their lines towards self-managed networks. Table 2-2 provides 

a non exhaustive list of the European Union funded projects that have attempted 

to provide a formulated description of an autonomic and self-managed network. 

The list is complemented by a brief summary of the key characteristics of each 

project. 

Table 2-2: Brief description of the European Research projects for autonomic and self-

managed network 

Architectural Approach Description 

4D [42] It is a clean slate architecture that introduces four 

planes, namely, decision, dissemination, discovery, 

and data, focusing on core network. It focuses on IP 

networks. 

4WARD [43], [44] It is a clean slate architecture that introduces In-

Network Management (INM) functions that are 

located close to the management services, in most 

of the cases co-located on the same nodes. It 

focuses on various network environments (wireless, 

wired). 

ACCORDANCE [45] It is an evolution of 3GPP architectural solutions, 

where the focus is on various aspects of wireless 

communications (CoMP, wireless/wireline 

convergence, aging, etc.). The project focuses on 

centralized SON. 

AMBIENT Networks 

[46] 

Introduced the Network Composition which enables 

allows for networks to dynamically and automatically 

interconnect for the purpose of gaining access to 
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and/or controlling the resources (and services) of the 

networks participating in the composition.  

ANA [47] It is a novel approach that can incorporate clean-

slate or legacy solutions. The intension of the project 

to address the self-* features (self-configuration, self-

optimization, self-monitoring, self-management, self-

repair, and self-protection) of autonomic networking. 

ANA introduces an autonomic network meta-

architecture that enables flexible, dynamic, and fully 

autonomous formation of network nodes as well as 

whole networks according to the working, 

economical and social needs of the users. It focuses 

on various network environments (wireless, wired). 

ARTIST4G [48] They follow the 3GPP architecture, but complement 

it with a new interface for conveying user plane 

inputs to the network for Coordinated Multipoint 

(CoMP - transmission and reception). The focus of 

this project is on the RAN part of the network. 

AutoI [49] It is a clean slate approach that introduces an 

architectural model consisting of a number of 

distributed management systems running within the 

network. For the operation of such distributed 

network five abstractions and distributed systems 

are defined, namely, the Virtualization, the 

Management, the Knowledge, the Service Enablers, 

and the Orchestration Planes. It focuses on various 

network environments (wireless, wired). 

BuNGee [50] They focus on heterogeneous architectural solutions  

(joint design of access &backhaul networks) by 

applying their solution in 3GPP (LTE-A) and IEEE 

(802.16) networks. Within the project they propose to 

design a data and control plane protocol suite that 

facilitates autonomous operation by means of a 
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complete self-organising networking paradigm. 

CASCADAS [51] It is a clean slate approach that introduces 

Autonomic Communication Element concept, which 

is an abstracted component model. The Autonomic 

Communication Element is used for situated and 

autonomic communication entities, at all levels of 

granularity. It focuses on various network 

environments (wireless, wired). 

CONMan [52] It is a clean slate approach that introduces protocol 

module abstractions (concepts, properties, 

capabilities) for enabling manageability of future 

protocols in a ―complexity-obvious way‖.  dditionally, 

it allows dynamic protocol stack composition on the 

fly. It focuses on various network environments 

(wireless, wired). 

CONSERN [53], [54] It is a revolutionary approach trying to introduce the 

newly concept of self-growing and re-purposing. 

Architecturally they propose the introduction of a 

cognitive engine in the nodes that enables the 

autonomic operation of the node and its cooperation 

with the policy and coordination controllers. The 

proposed scheme is a generic one, targeting 

sensors and access network elements (WiFi APs, 

eNBs, etc.).  

E3 [55] It is an evolutionary approach that introduces 

Cognitive Management of heterogeneous networks 

wireless access part, exploiting local and global pilot 

channels, the so-called Cognitive Pilot Channel 

(CPC). It focuses on heterogeneous wireless access 

networks environments. 

EARTH [56]  It is an evolutionary approach of 3GPP networks that 

focuses on energy gains. They propose the 

separation of signaling and data, and move towards 
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four directions, namely, context aware resource 

management independence of the architecture from 

the wireless technology, sophisticated signaling, and 

Network planning. 

FAME [57], [58] FAME project focuses on forming federations and 

their management for creating end-to-end 

communication services. It provides the holistic view, 

including the properties, and principles that need to 

be fulfilled by any system or architecture for 

managing and maintaining such federations. 

FOCALE [59] FOCALE proposes an incremental approach that 

can incorporate both clean-slate and legacy 

solutions. FOCALE introduces the architecture for 

network entities to self-govern their behavior within 

the constraints of business goals that the network as 

a whole seeks to achieve. It focuses on various 

network environments (wireless, wired). 

METIS 2020 [60] Moving towards 5G, METIS 2020 proposes 

significant evolution of 4G solutions. The innovative 

part is related to the 5G objectives that may be 

related to different objectives (e.g., huge number of 

devices, high data rate, ultra reliable 

communications, etc.); thus they propose to have a 

flexible architecture, enabling the network to meet its 

objectives according to the current situation.  

NESTOR [61] It is an evolutionary approach that introduces an 

architecture for the automation of configuration by 

using policy scripts that access and manipulate 

respective network elements via a resource directory 

server (RDS). It combines several techniques from 

object modeling, constraint systems, active 

databases, and distributed systems. It focuses on IP 

network infrastructures. 
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SACRA [62], [63] It is an evolutionary approach focusing on 3GPP 

networks. The project ended up in an architecture 

compliant to that of LTE-A, incorporating self-

management functionalities in the 3GPP network 

entities. In the project they have split the 

functionalities in RAN functionalities (i.e., cognition, 

learning, knowledge), Core network (i.e., 

governance), and user equipment functionalities 

(sensing, cognition, etc.). The project mainly focused 

on access network functionalities. 

SelfNET [64] It is an evolutionary approach that introduces 

Cognitive network element (Network Element 

Cognitive Managers - NECMs) and Cognitive 

domain managers (Network Domain Cognitive 

Managers - NDCMs) for future Internet elements 

self- management in a semi-distributed and 

cooperative manner. If focuses on various network 

environments (wireless, wired). 

SerWorks [65] The proposed clean slate approach consists of three 

frameworks: the Service Framework in the upper 

layer of the architecture, the Interaction Framework 

in the middle layer, and the Networking Framework 

in the lowest layer. It initially focused on Wireless 

Sensor Network (WSN) solutions but it is extended 

for more generic service infrastructure in wireless 

and also wired domain. 

SOCRATES [66] It is a 3GPP evolutionary approach, introducing  

Self-* functionalities for Self- Organizing networks 

(SON). The project addressed RAN issues. 

UNIVERSELF [67] The key outcome is the Unified Management 

Framework for providing a functional specification, 

the interfaces, and the supporting core mechanisms. 

The project has concluded in 3-level UMF nodes 
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(i.e., controlling a node, a network domain, an overall 

network).  

WINNER I/II/plus [68], 

[69], [70], [71] 

It is a 3GPP evolutionary approach focusing on 

flexible protocol architecture. The main point of 

interest is the radio access side; M2M, CoMP, D2D 

have been considered. 

 

All these architectures in general converge for the need of some key 

functionalities. More specifically, context-awareness, knowledge plane, policy-

based decision making, and the network operator governance/coordination are 

main (and common) components of the proposed architectures [72], [73]. 

In the following section, we present a reference architecture scheme, which is 

considered the basis for autonomic network management. The scheme that will 

be analyzed incorporates all the key functionalities of afore-described 

architectures. 

2.5 Requirements for Self-Managed Networks 

The previous analysis enables the derivation of the key characteristics of a self 

managed network, as it is envisaged by both the inventors of the autonomic 

systems and networking idea, as well as the researchers that followed their 

principles. Even though it is not clearly highlighted, research initiatives tend to 

converge to a set of requirements and capabilities [2]. According to Jonhsson et 

al., self-managed networks shall be: 

 Re-applied to all parts of the system. Such requirement captures the need 

for continuous control and supervision of all the system parts from a 

network management perspective. This will enable the network to offer 

specific QoS to the users, given the fact that the network will be aware of 

the offered QoS and will know whether the signed agreements (Service 

Level Agreements - SLAs) are covered. Furthermore, the control loops 

shall always be correlated for giving to the network administrator a full view 

of the network.  

 Go across the system boundaries. The (Self-Managed  system‘s  or 

network‘s  shall go across the system‘s boundaries for handling inter-

domain operations. Up to now, the self management has been considered 
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objective for one single domain and network; however, contemporary 

networks assume applying self-management capabilities also for 

interconnected domains. This implies a need for interconnecting and 

composing the resources of the all the involved domains and networks. 

Such interconnecting must be able to support end-to-end service and 

resource abstraction for all the involved networks. 

 Enforced and monitored for operating under constraints. This requirement 

correlates the constraints under which a self-managed network shall 

operate with the enforced actions and monitoring operations (and 

requirements). This also implies that the constraints posed by the network 

administrator shall pose meaningful constraints. Additionally, the self-

managed network shall be compliant to the Design by Contract (DbC) 

([74]) concept, which enables the posing of pre- and post-conditions. 

 Self-mutatable. Such aspects are related to the ability of a self-managed 

system to tackle new challenges that may arise in its lifecycle. The new 

challenges could be linked to new types of applications, new technologies 

being deployed such as new hardware for network nodes or new 

radio/wireless technologies, etc. Potential lack of this characteristic will 

make the self-managed system inefficient and unable to meet its 

objectives. Concluding, the self-mutable functionality re-designs the 

capabilities of the self-managed system/network in run-time operation (at 

least this is how it is observed by an external reference point). 
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3. Situation Perception 

Section 3 deals with situation perception concept. Starting from the situation 

awareness definition and its functional decomposition, this chapter proposes a 

novel hierarchical architecture for situation aware networks. Then, the gaps of the 

literature analysis and the industry state of the art are being identified, so as to 

set the motivation for the forthcoming sections of the dissertation. These gaps 

highlight the need for novel situation perception mechanisms that will be able to 

meet the requirements from the key players in the area. 

3.1 Definitions 

The definitions in this section concern the information fusion among the several 

functionalities when we are moving towards situation awareness. The definitions 

are related to the Data, Information, Knowledge and Wisdom model, as it is 

described in the literature [75]. 

 Data: is the product of observations in a structured way. It should be note 

that raw data are in general useless and is no benefit until they are 

processed into a usable form to become information [76]. 

 Information: Is the formulated data in such way so as to answer to 

questions [76]. 

 Knowledge: is the transformation of information into instructions and 

appropriate structures so as to make control of a system possible [75]. In 

other words, knowledge is the appropriate collection of information, such 

that its intent is to be useful. It should be highlighted that it is a 

deterministic process [77], [78]. 

 Wisdom: means an ability to see the long-term consequences of any act 

and evaluate them relative to the ideal of total control (even that it is not 

used in this chapter – it is included for completeness) [75], [78].  

 Data-Information-Knowledge-Wisdom hierarchy (DIKW) (Figure 3-1): is the 

hierarchy of the above notions; various different kinds of data, information, 

knowledge, and wisdom exist. The DIKW hierarchical and pyramidal model 

captures mainly organizational aspects of the inputs representation [75] 

[76], [78].  
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Figure 3-1: The Data-Information-Knowledge-Wisdom hierarchy as a pyramid [75] 

3.2 Towards Situation Awareness 

Section 2 has introduced and defined the key requirements of a self-managed 

system. When decomposing the previous requirements to technical requirements 

the next step is to define the main functionalities of a self-managed system. A 

self-manageable system must have [77]:  

 An internal representation of its experiences as it perceives entities, events 

and situations in the world;  

 An internal model that captures its knowledge, and;  

   proper mechanism for computing values and priorities that enables it ―to 

decide what it wishes to do/perform‖. 

The previous functionalities enable high autonomy of network elements in order 

to allow distributed management, fast decisions, and continuous local 

optimization. The actual functional decomposition results to the following 

phases/processes of a generic (autonomic) cycle for describing the autonomous 

network elements (Figure 3-2): 

 Monitoring process involves gathering of information about the 

environment and the internal state of an autonomous element. 

 Decision-making process includes the reconfiguration and adaptation 

decisions by exploiting an already available knowledge base; also captures 

knowledge building by exploiting the environment stimuli. 

 Execution process involves (self-) reconfiguration, software-component 

replacement or re-organization and optimization actions. 
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As captured by the Figure 3-2 the Monitoring process is directly linked to the 

Execution phase. On the other hand, the Execution and the Monitoring are linked 

(directly or indirectly) so as to deduce whether the previous decision was effective 

or not. Such ―loop‖ enables the update of the knowledge model used for the 

Decision making process. 

 

Figure 3-2: The Monitor Decide Execute (MDE) cycle [79] 

The autonomous network elements may be (Figure 3-3): 

 network elements such as router, base station, mobile device, etc.,  

 network managers, or,  

 software elements that lie at the service layer.  

Autonomous network elements have a process for monitoring and perceiving 

internal and environmental conditions, and then planning, deciding and adapting 

(self-reconfiguring) on these conditions. Such an element is able to learn from 

these adaptations (reconfigurations) and use them for future decision making, 

while taking into account end-to-end goals.  

In general such network management requires a distributed/decentralized 

management approach over a hierarchical distribution of management and 

(re)configuration decisions to:  

a) (autonomic) network elements,  

b) to network domain types, and  

c) up to the service provider realm. 
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Figure 3-3: Autonomous network elements in a Heterogeneous Network 

The MDE cycle may have various levels of realization according to the type of the 

device and the hierarchical level that it is placed. Each reasoning entity (i.e., 

entity that realizes the MDE cycle) has the ability to expand and consider the 

results of other neighboring entities in a collaborative manner, thus leading to an 

incremental development of local (element level) and global knowledge (network 

wide). Figure 3-4 captures the main elements of the MDE cycle, attempting to 

break down the monitoring operation and depict the information/data exchange 

among the phases.  

 

 

Figure 3-4: Elaborated MDE cycle 

Moving towards a self-managed network the ―simple‖ functions need to be further 

enhanced by the ―Situation  wareness‖ functionality.  ccording to Endslay in 

[80], a situation aware network (i.e., a network whose the network elements 

understand their environment and make projections for their near future) shall be 

able to identify its state, proceed in decisions and perform the corresponding 

actions, by exploiting the induced and built knowledge, the induced long term 

goals, the available interfaces, and system‘s capacities  Figure 3-5). Situation 

awareness functionality is ―the perception of elements in the environment within a 
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volume of time and space, the comprehension of their meaning and the projection 

of their status in the near future‖. In other words, the relevant model introduces 

time factors, ―space‖  i.e., environment) assessments, and interpretation & 

prediction aspects, in the near future; the definition is more generic (initially 

related to dynamic systems – air traffic control, power plants, etc.). The key levels 

of Situation Awareness are [81]: 

 Perception of Elements in Current Situation (Level 1) deals with perception 

of the status, attributes/characteristics, and dynamics of all related 

elements in the surrounding environment. It is the most essential level of 

Situation Awareness, since it translates the monitoring, and performs 

simple recognition, directing towards awareness of situational elements 

(such as events, and environmental factors) and their current states (i.e., 

conditions, modes, etc.). 

 Comprehension of Current Situation  Level 2  involves a kind of ―synthesis‖ 

of disjointed Level 1 situation awareness inputs. It applies sophisticated 

methods, such as pattern recognition, interpretation, and evaluation. The 

purpose is to identify the impact of the current state with regards to its 

impact to predefined goals and objectives.  

 Projection of Future Status (Level 3) captures the ability to predict the 

future environment conditions, status, as well as future actions. It is 

realized through knowledge of the status and dynamics of the elements 

and comprehension of the situation (i.e., the previous Levels 1 and 2 SA), 

and then extrapolating this information ―forward in time‖ to conclude the 

manner it will have effect(s) on future states of the operational 

environment. 
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Figure 3-5: Endslay’s model for Self-Awareness [80] 

As mentioned afore, Endslay provided the generic Situation Awareness model. In 

[82] Smirnov et al. give a telecommunications oriented definition for situation 

awareness; the definition focuses on autonomic networking. According to this 

(contextual) approach, Situation Awareness is a prerequisite for making 

appropriate decisions in networks. The Situation Awareness scheme is based on 

knowledge (described as ontologies, models, etc.), which is constantly enhanced 

by exploiting the evolution of the environment stimuli. Smirnov identifies three 

―new‖  more targeted  levels of Situation  wareness and describes them as 

follows:  

 Level 1 (Perception): The first level deals with perceiving critical factors in 

the ―environment‖ of concern. 

 Level 2 (Inference): The second level aims in the appropriate 

understanding of ―what those factors mean‖ for the specific decision 

maker‘s goals. 

 Level 3  Prediction : The third level aims to ―predict‖ what will happen in 

the near future. 

The above can be considered as a ―start‖ for interpretation of situation awareness 

in autonomic networking, clearly depicting a ―three stage‖ process. 
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In [83] Springer et al. propose a different approach for achieving Situation 

Awareness; they decompose complex situations into sub-situations, which can be 

handled independently with respect to sensing and reasoning. Each sub-situation 

represents a certain aspect of the overall situation and has to be combined with 

other sub-situations at a certain level of a hierarchical reasoning process. Below 

that point, a sub-situation can be handled separately. The afore-described 

approach enables a hierarchical situation analysis and awareness. To reflect all 

necessary steps for deriving the overall situation from sensed in- formation, three 

layers are considered (Figure 3-6):  

 Sensing layer, which aims at combining information from devices 

measuring/sensing different types of inputs; this layer exploits raw data, 

linked to location (topological) information. This implies the division of the 

―world‖ to ―areas of interest‖ enabling the situation awareness mechanism 

to use data for specific sub-situations. At these areas of interest different 

types of sensor devices may be placed and logically grouped. 

 Feature extraction layer, which focuses on the combination of inputs from 

several sensing layers either from the same location or different ones. The 

outcome of this procedure is logic facts, which are forwarded then to the 

reasoning steps. 

 Reasoning layer, which hierarchical situation deduction and handles 

potentially complex or contradictory inputs from the previous layers.  

The whole process of situation decomposition and the identification of the 

components of the different layers of the conceptual architecture are determined 

based on an iterative process. Starting with a small set of sub-situations, the 

developer can test the system and extend it stepwise to create a more-and-more 

complex system; the understanding of a complex situation grows during testing 

and practical trials. 
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Figure 3-6: Abstraction process for situation detection based on sensor data [83]. 

3.3 Situation Awareness Model 

The previously described Situation Awareness schemes have both benefits and 

drawbacks. For example, the Endslay‘s approach is broad and decomposes 

situation awareness in three levels. However, the presented scheme is too 

generic and rough and does not fit to specific problems as is; this implies that it 

requires extended modifications for being incorporated in telecommunication 

environments. On the other hand Smirnov‘s scheme, is a slightly modified 

approach of that of Endslay so as to be suitable for networking problems, though 

it does not manage to capture the local view and the problem decomposition 

aspects. Such aspects are being captured by the third situation awareness 

approach, which clearly defines the notions of problem and sub-problem, area, 

location, sensing element type and tries to combine these for context reasoning. 

Thus a combination of the previous models is required; Figure 3-7 presents the 

considered Situation Awareness scheme. The three levels of the Situation 

Awareness models of Endslay and Smirnov, are also used, instantiated of course 

for contemporary autonomous networks.  

 Monitoring: This includes separate activities like sensing and 

correlating/filtering; it refers to data corresponding to the information 

process of interpretation. 

 Situation Awareness: 
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o Level 1: Is the proper perception of the operational status of the 

system or the network element where information is primarily 

interpreted (i.e., to an elementary knowledge interpretation). For 

instance, information like ―85% of a link is utilized‖ may lead to the 

concluding characterization that ―the load level of a WiFi  ccess 

Point is congested above the tolerable threshold‖ where any such 

characterization is predetermined by system designers. 

o Level 2: This implicates an exhaustive evaluation of the surrounding 

environment, including identifying alternatives, potential solutions 

etc. 

o Level 3: This includes ―projections‖, i.e., prediction on what would 

happen in the future and/or what conditions need to be met, to 

satisfactorily proceed to the decision-making. 

 Decision-making: Is the decision making scheme that considers the 

available options, and picks the most suitable one for the network element 

or system. A decision making scheme may range from a simple reasoned 

using ―if… then… ‖ rules to sophisticated reasoning schemes as game 

theoretic, genetic algorithms, etc. schemes. 

 Knowledge Base: 

o Interpretation Library of operational states: This refers to thresholds 

and input levels that enable the Level 1 of situation awareness. 

o Situation Trigger: This refers to thresholds or states that lead to 

Level 2 of SA. 

o Procedure for Assessment of the Environment: This captures the 

history of states and their evaluation. 

o Deduction Completion: It is an abstraction to indicate finalisation of 

all ―checks‖ for the environment‘s assessment. In case of 

predictions (i.e., needed Level 3 SA) this additionally refers to what 

needs to further happen, to deduce a situation and proceed to the 

decision-making stage. 

o Intelligence for decision-making: Captures the parameters of the 

decision-making schemes (i.e., the parameters are related to the 

reasoning scheme).  

 Update of operational States:  The reasoning scheme may lead to new 

states or new relations among the already defined states. Thus the 
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knowledge base needs to be updated.  

 Self-Awareness: Captures all monitored inputs and deductions, as well as 

the continuous activity with the corresponding time and location 

information of a network element. The history information is also part of the 

situation awareness [79], [84], [85], [86]. 

 

Figure 3-7: Proposed Situation Awarness Model 

For achieving enhanced Situation and Self Awareness, the overall scheme shall 

be developed following a both distributed and hierarchical paradigm (Figure 3-8) 

[87]. The Network Elements shall have an instantiation of the MDE cycle for 

monitoring deciding and executing configuration actions; from this point in this 

document we define the Network Element Controller (NEC) as the instantiation of 

the MDE cycle and the more sophisticated Situation Awareness functionality in 

the Network Elements. Furthermore, the Network Elements in case more complex 

problems arise, they shall cooperate and for more focused and enhanced 

problem handling. However, the Network Elements may not be able to handle 

several problems, either locally or cooperatively; thus the intervention of a 

network element that has a greater network view may be required. This network 

element is the Network Domain Controller (NDC) identifies optimization 

opportunities and solves problems that require a greater view of network status, 

the cooperation between neighboring domains, or even the resolution of conflicts 

in metrics/parameters. The NDC does not disturb the distributed and hierarchical 

nature of the proposed architecture, as it is not a centralized physical entity. 
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Various NDCs may exist in a specific network domain, hosted even at the 

available network devices that already implement NECs. The criteria for the 

selection of the number of NDC may be (though not limited to these criteria): 

 The network technology (or technologies), 

 The network element capabilities, 

 The System requirements, 

 Spatial and geographical features. 

 

Figure 3-8: Hierarchical Model for Situation and Self - Awareness 

The decomposition of network management into responsibility areas provides 

flexibility to the network for handling problems, faults and optimization 

opportunities either locally or globally. Of course, such decomposition is coupled 

with the introduction of autonomic functionalities at all layers and enables 

decisions and configurations at shorter time-scales, in reflex reaction manner. 

Hints and requests/recommendations are exchanged among the layers, in order 

to indicate a new situation or an action for execution. The automated and 

dynamic incorporation of various layers requirements (e.g., SLAs) into the 

management aspects provides also novel features to network management 

capabilities. Moreover, the resolution of conflicting requests will be an issue of 

situation awareness and elements‘ domain policy prioritisation. 

 



 

P. Spapis 
70 

 

Figure 3-9: Hierarchical network view for situation awareness 

3.4 State of the Art analysis on Situation Awareness 

There is limited work done in relation to generic situation awareness schemes. 

Several solutions available in the literature are problem-dependent focusing on 

social networking (some of them are the following [88], [89], [90], [91]). However, 

such solutions are too focused and are dealing with the (user) behavior 

identification.  

Regarding ―traditional‖ situation awareness, as Endslay, Smirnov, etc. define it, 

only a few mechanisms are proposed in the literature. In [92], Hossein Parvar et 

al. propose a policy and threshold-based scheme for ―cooperative‖ situation 

awareness. According to this scheme each problem is decomposed to several 

sub-problems and when ―linking‖ all these aspects the decision maker is able to 

proceed in identification of the current state; the authors call this process ―multi-

resolutional representation‖. This implies that the decision takes place in one 

point that has greater network view. In [93] the authors also propose a problem 

decomposition approach; their proposal is policy and threshold-based similar to 

the previous one. The main difference, compared to the first one, is that they 

further formulate the problem using ontologies and they end up in the primitive 

relations among the observations. According to them, this enables the decision 

maker to have principle (global) knowledge, independent from the (network) 

context. It should also be highlighted that the decision maker requires global view 

so as to be able to proceed in proper situation awareness decision-making. 
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In [94] the authors propose a scheme that uses a mixture of Ontologies and 

Bayesian networks, which combine First-Order Logic (ontologies) with Bayesian 

Networks for representing and reasoning about uncertainty in complex, 

knowledge-rich domains [95]. This scheme does not address levels 1 and 2 of 

situation awareness (i.e., perception and comprehension) but captures level 3 

(i.e., projections) by predicting the likelihood of an event to happen. The authors 

give generic examples (e.g., accidents in streets, etc.) for presentation simplicity 

but they mention that this approach is applicable in networking problems as well. 

In [96] an ontology-based situation awareness scheme for making predictions is 

proposed; the solution requires global view for achieving good predictions. The 

scheme considers temporal and spatial relations among the entries of the 

ontology and builds adaptive knowledge for several domains. The solution is 

rather generic, though it is validated in social networking problems. In [97] they 

focus on the problem decomposition, which enables the decision maker to 

proceed in projections based on the current inputs. The scheme is a generic, rule-

based (i.e., case based reasoning – CBR [98]) approach which, by using the 

current measurement of the overall system‘s view, it matches the inputs to a set 

of predefined ones states; this enables the decision maker to have, with a certain 

probability, a view for the foreseen state(s). Finally, in [99], the authors propose a 

model-based solution, which is based on fuzzy knowledge schemes; the scheme 

is traditional rule and threshold-based solution. The fuzziness is related to things 

that the decision maker may forget on the one hand, and the reflex decisions that 

he may make on the other. The decision making scheme identifies the current 

situation of the decision maker (level 1 of situation awareness) and does not 

perform projections.  

In [100] the authors propose a scheme for Situation Awareness using a special 

version of Neural Networks, the Self-Organizing Map (SOM). The scheme 

provides the tools for visualization and decision-making. Additionally, the 

reasoning scheme is adaptive based on the training set it will receive during the 

training period. The SOMs are tested/evaluated in security situation awareness 

problems in Mobile Ad – Hoc Networks (MANETs) and perform well in identifying 

suspicious behaviors. It should be highlighted that the networking problem (i.e., 

MANETs) used for validation underlines the ability of the scheme to operate in 

decentralized environments. 
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In [101] a cooperative agent based scheme is proposed. The scheme is called 

Cooperative Agent-based QoS Framework (CAQF) and incorporates several 

functionalities (among them rooting, scheduling, resource management, etc.).  

The scheme applies information fusion for proper event identification (situation 

awareness); this is performed via data mining (i.e., clustering), which captures 

anomalies in the measurements. 

In [102], and [103] the authors proceed in Situation Awareness using the 

D‘BR IN  Dynamic Bayesian Reasoning &  dvanced Intelligent Network). The 

schemes are based on problem decomposition to sub-problems; linked to 

probabilities for moving from one state to another. The objective of this situation 

awareness approach is to make projections for future conditions. Global view is 

assumed, which in conjunction to the fact that the information fusion schemes are 

not being described, implies a centralized decision making scheme. The second 

scheme is an enhanced version of the D‘BR IN for enhanced situation 

awareness by reducing the number of the complete Bayesian Tree; additionally, 

the enhanced D‘BR IN is adaptive and builds knowledge according to the 

environment stimuli. 

Finally, a completely different approach is presented in [104]. The presented 

Situation Awareness scheme assumes distributed monitoring and reasoning in a 

hierarchical manner. The proposal is based on problem decomposition where the 

different layers of reasoning deduce on different problems; the authors call this 

approach as ―individual situation awareness of team members‖.  ccording to this 

scheme of critical importance are: 

 The confidence for each measurement,  

 The time it took place,  

 For how long an inference is valid, given that a situation is identified. 

For identifying the similarity of the measurements/inputs to previously known 

states, Fast Furrier Transform (FFT) is applied; this formulation is generic and 

may be applied for several problem types.  
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Figure 3-10: Schematic representation of the state of the art analysis  

Figure 3-10 and Table 3-1 summarize the findings of the previous analysis which 

leads  to a set of very useful outcomes. In the literature, the two most popular 

schemes for situation awareness are the rule and threshold-based ones and the 

probabilistic ones. The former are mainly versions of model and ontology 

schemes whereas the latter are Bayesian networks and trees related ones. Both 

schemes however have the key deficiency that they require a good description of 

the environment‘s states which may lead to too many dimensions in the decision 

maker (also known as the curse of dimensionality), which hampers the decisions. 

Furthermore, the Bayesian networks require the linking of the states with 

probabilities. Regarding the ontologies, it is a rather computational and time 

demanding scheme that for large ontology models is even harder to build and 

exploit. Concerning the other aspects of the afore analysis, in general the 

schemes require a global view, which in most of the cases implies a centralized 

scheme for reasoning, even though it is not clearly stated. Only a few schemes 

are decentralized and only two assume cooperation between the monitoring and 

reasoning points. Finally, only one scheme assumes a hierarchical architecture 

among the reasoning entities.  

Regarding the problem formulation, usually the problem is decomposed in sub-

problems so as to mimic the human reasoning. However, most of the schemes do 

not consider unknown states/situations; more specifically, all but one have a 

predefined set of situations and two map potentially unidentified inputs to 

previously defined ones (via similarity or probabilistic metrics). Considering the 

adaptability of each scheme, only a few have learning/knowledge building 

capabilities, with one of them requiring training period (neural network). Finally, 
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half of the investigated schemes are related to situation perception (state/problem 

identification - situation awareness level 1) whereas the rest are related to 

projections (situation awareness level 3). 

Table 3-1: Comparative table of the literature proposals 
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3.5 Situation Percpetion  

The previous sub-sections have provided a detailed analysis of the Situation 

Awareness Models available in the literature, as well as the enhanced model 

proposed in terms of this thesis. Furthermore, a state of the art analysis has been 

presented regarding situation awareness schemes literature proposals; this 

analysis has highlighted where the researchers have up to now focused their 

efforts. 

An observation of prime importance is that research has moved towards the 

Situation Awareness in two ways, namely, the development of overall situation 

awareness (i.e., applying all three steps of the SA module – situation perception, 

comprehension, projections), or only of projection schemes. Regarding the first 

part of Situation Awareness, the Situation Perception, there are several attempts 

to define it in the literature; some of them may be found below: 

 “Perception is our sensory experience of the world around us and involves 

both the recognition of environmental stimuli and action in response to 

these stimuli.” [105] 

 Perception is the primary basis of human intelligence and experience 

[106]. Forming high-level abstractions from machine and user inputs is a 

key enabler for developing situation-aware applications that can 

intelligently respond to changes in the real world. [107] 

In our model we define as situation perception as: 

“[…] all correlations that take place in order to analyze data received by 

monitoring points and thus identify problems and select appropriate 

configuration actions.” [108] 
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In the literature solutions, these correlations are performed using rules and 

policies, combined with thresholds.  

Up to now, industry has handled this problem following a similar approach. 

Thresholds are being defined either statically or dynamically, but the crisp nature 

of the thresholds remains. Cisco has proposed static and dynamic threshold 

definitions for networking solutions regarding load threshold values (dynamic 

scheme), call drop rate (for QoS provision) (static values definition), security 

events identification (static values definition), etc. [109], [110]. Similarly, Ericsson 

in its ―Traffic and Market report‖ of 2012 ([111]) has defined static thresholds for 

load events, for QoS levels identification to the users, etc. For these 

classifications, Ericsson has used users‘ surveys; such approach has the 

drawback that the measurements are not objective (the subjective views of the 

users are incorporated). Additionally, in recent research solutions, Ericsson 

researchers have used static thresholds for modeling the high load levels of 

HSDPA eNodeBs [112].  

The previous analysis underlines that the Situation Perception in 

telecommunications is based on crisp values, which does not follow the 

abovementioned definitions that are close to human like knowledge and 

perception. Thus, concluding, we observe that: 

 A major gap of sophisticated solutions in the available proposals both in 

the literature and the industry solutions exists (i.e., mainly threshold 

based).  

 The available solutions fail to mimic human situation perception and 

awareness, thus making the building of systems hard. 

 Situation perception schemes that are not based on fixed or predefined 

views of the network operator are required; these solutions shall avoid 

using the subjective users‘ decisions.  

The purpose of this thesis is to meet the previous requirements for situation 

perception. More specifically, Section 4 provides the background knowledge for 

the proposed situation perception schemes; Section 5 presents the Situation 

Perception mechanisms based on fuzzy sets and fuzzy logic so as to avoid crisp 

values, and Section 6 presents the adaptive Situation Perception algorithms for 

capturing the evolution of the networking environment. 
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4. Background 

Section 4 provides the background of this dissertation. More specifically, the 

Fuzzy Logic decision making scheme is being presented as well as its principles 

related to fuzzy sets. Additionally, the basic categories (i.e., supervised, 

unsupervised, reinforcement learning) of learning schemes are being described 

briefly. Then, the most representative schemes of each category are being 

analysed so as on the one hand to provide the background for the following 

sections, and on the other to justify why the selected approach has been 

followed. 

4.1 Fuzzy Logic 

Fuzzy logic decision-making is scheme based on fuzzy sets, which have been 

introduced by Lotfi Zadeh in [113] and are the basis for the paradigm shift from 

crisp logic to fuzzy logic. Fuzzy Logic is a multivalued logic that allows 

intermediate values to be defined between conventional evaluations like 

true/false, yes/no, high/low, etc. making it an ideal tool for situation perception 

schemes. Notions like fast, rather fast/slow, problematic, urgent, etc. can be 

formulated mathematically and processed by computers, in order to apply a more 

human-like way of thinking in the programming of computers [114]. Compared to 

other reasoning methods tries to link fuzzy values and enable the decision maker 

to proceed in decisions. 

The key benefits of fuzzy logic are linked to its simplicity and flexibility as well as 

its ability to handle imprecise and incomplete data. This section summarizes the 

key aspects of fuzzy sets and fuzzy logic. Furthermore, simple examples are 

provided for depicting its applicability. 

4.1.1 Fuzzy Sets 

Based on its initial proposal in the literature (by Lotfi Zadeh), fuzzy sets are 

relying on a paradigm shift from crisp logic and crisp sets to fuzzy sets [115]. A 

simple example could be the splitting of days to weekdays and weekend days. 

The days could be split in weekdays (i.e., Monday, Tuesday, Wednesday, 

Thursday, and Friday) and weekend days (i.e., Saturday, and Sunday). However, 

this splitting is not fully correct, because Friday is ―when weekend starts‖, so 

Friday is mainly weekday, though it should be considered as partly a weekend 

day as well.  
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Another example could be the splitting of the real variable temperature in cold 

and warm ones. A simple scheme with crisp values could be the one depicted in 

Figure 4-1 (a) where the temperatures are characterized as cold, cool, warm, and 

hot ones. Though, as it may be observed:  

 The sets are mutually exclusive which means that a value (i.e., 

temperature) may not belong to more than one set 

 Moving from one set to another is arbitrarily set, and depends to a increase 

(or decrease) of the input value for a degree (or a fraction of a degree).  

It is obvious that this approach is not accurate; overlaps among the sets should 

exist for describing the phenomenon sufficiently (Figure 4-1 (b)). This modeling 

enables the description of cases that you have a specific temperature you may 

belong in more than one states. This implies that a temperature is somehow cold 

and cool, or cool and warm, or warm and hot. This approach is closer to the 

human logic [116].  

 

(a) 
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(b) 

Figure 4-1: (a) Crisp classification of the temperatures (b) Classification of the 

temperatures using Fuzzy Sets 

The previous examples (days of the week and temperature classification) are 

closer to the human logic and are not fully mathematically formulated. This is 

presented in the forthcoming example [117]. Consider the real interval [1, 10] as 

universe of discourse; also consider that the ―x is true between 3 and 5‖. This 

mathematically is represented as: 

      ,    -  ,   -    (4.1) 

Where: 

    ( )  {
                  (   )

           
      (4.2) 

This definition characterizes the linking of a real interval to crisp values.  

If we consider a new statement that ―x is true near to 4‖ the formulation is 

different. More specifically, assuming an ε, a very small positive number, then  4-

ε  is ―near to 4‖.  t this point, considering several ε with increasing values, we 

shall also consider degrees of ―nearness to 4‖, until reaching a value where the x 

value is that far from 4 so as ―not being true at all‖; let us assume that the values 

for ―not being true at all‖ are the vales below 3 and above 5. In this experiment we 

observe that a symmetric behaviour occurs. The mathematical formulation of the 

previously described approach is the following one: 

            ,    -  ,   -   (4.3) 
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Where: 

          ( )  {
                        (   )
                                       

  (4.4) 

Figure 4-2 presents the previously described analysis; near to 4 is a fuzzy set. It 

should be highlighted that every element belonging to a fuzzy set has a degree of 

membership, which is expressed with a numerical value in [0, 1] (i.e., 0 means 

―not true at all‖, whereas 1 means ―definitely true‖ . For this reason the function κ 

is called ―membership function‖ of the corresponding fuzzy set.  

 

(a) 

 

 (b) 

Figure 4-2: (a) Traditional set with bi-valued logic, (b) “near to 4” fuzzy set defintion. 

The variables of the fuzzy systems are called linguistic variables. Each linguistic 

variable has: 

 A name, which shall be consistent and representative to the real variable 

that it represents, 

 A definition domain, which captures the environment and the universe that 

the linguistic variable applies to. The definition domain incorporates a set 

of linguistic terms that represent the values of a definition domain, 
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 A set of values, for describing the intensity of a state, and, 

 The corresponding interpretation for each set of values.  

A simple example for explaining the previous notions could be ground humidity 

levels. The linguistic variable is the ―ground humidity‖ and is defined in the 

environment of 0% humidity to 100% humidity. The environment is characterized 

by five (considered) linguistic terms labeled as {low, below average, average, 

above average, high}. These terms are chosen arbitrarily for characterizing 

adequately the environment; if the environment modeler would assume that more, 

or less linguistic terms are required he could add or remove terms. It worth 

mentioning that for a specific value of the environment (e.g., 35% humidity), the 

fuzzy state is a linear combination of the two linguistic values (i.e., x of below 

average and y above average).  

 

Figure 4-3: Ground humidity classification using fuzzy sets. 

In [113], apart from the fuzzy sets definition, Zadeh has defined the operations 

among the sets. The most used operations are: 

 the minimum operator for the intersection (Figure 4-4 (a)),  

 the maximum operator for the union of two fuzzy sets (Figure 4-4 (b)), 

 the complement of a fuzzy set   with κΑ, which is defined as 1 - κΑ (Figure 

4-4 (c)). 
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(a) 

 

(b) 

 

 (c) 

Figure 4-4: (a) minimum operation application in two fuzzy sets, (b) maximum operation 

application in two fuzzy sets, (c) completement operation application in a fuzzy set. 

4.1.2 Fuzzy Inference Systems 

The Fuzzy Sets theory enables the environment modeling and the simplified 

representation of the system. This will facilitate the decision maker to proceed in 

the corresponding identification of the most proper actions. By combining the 

fuzzy sets with formalisms (such as rules, policies, etc.) we build fuzzy models. A 

system incorporating the fuzzy sets for the definition of the environment and the 
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corresponding rules for decision-making suggests a fuzzy inference system [118]. 

Fuzzy Inference Systems (FIS) have been used extensively in the past for 

automatic control, data classification, decision analysis, and telecommunication 

systems. In terms of this thesis the focus in on telecommunication systems where 

fuzzy logic has been used for decision making [119], [120], [121], event 

identification, and event classification [122], [123], environment modeling [124], 

etc. (the list of the application fields, nor the literature work is exhaustive).  

The simplest fuzzy models are using rules with ―IF… THEN…‖ structure: 

IF <condition 1> and <condition 2> and … and <condition n> 

        THEN <conclusion> 

Where, 

 condition i is a statement of type ―xi is Li,j‖, 

 xi is the i-th value of the a linguistic variable, 

 Li,j is a fuzzy set, which captures the j-th linguistic term of the i-th linguistic 

variable, 

 conclusion is also a fuzzy set which characterizes the output behavior (with 

a set of linguistic terms). 

A Fuzzy Inference System consists of three parts, namely the fuzzyfier, the 

inference engine, and the defuzzifier (Figure 4-5).  

 The fuzzifier transforms the crisp values to fuzzy ones. In other words, the 

fuzzifier takes the inputs for every linguistic variable and determines the 

degree to which they belong to each of the appropriate fuzzy sets via the 

corresponding (input) membership functions. The input is a numerical 

value limited to the universe of discourse of the input variable (it could be a 

real value, integer, natural, etc.) and the output is a fuzzy degree of 

membership (always the interval between 0 and 1).  

 The inference system undertakes three roles: 

o To apply the fuzzy operators: once the inputs have been fuzzified 

the fuzzy operators apply to the rules. In case the antecedent of a 

given rule has more than one part, the fuzzy operator is applied to 

obtain one number that represents the result (single number) of the 

antecedent for that rule for applying it to the output function.  
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o To apply the implication method: when the fuzzy operators are 

applied, the inputs shall be linked to the output(s). This means that 

the result of the application of a fuzzy operator will be mapped to 

the output fuzzy set. This implication takes place for all the available 

rules. 

o To aggregate all inputs: in the aggregation phase all the single 

outputs of every rule are being aggregated to a single fuzzy set. 

Several aggregation schemes have been proposed and applied, 

namely the maximum, the probabilistic or, the sum, etc. with the 

latter being the most common one. 

 The defuzzifier undertakes the defuzzification process, which is the 

aggregation of the outcomes of all the rules and the production of a single 

number; the single number is a crisp value. The use of fuzziness is 

beneficial for matching the human logic and for the rule evaluation but it is 

not facilitates the reasoning, thus the transformation from fuzzy notions to 

crisp values is required in the final stages of the decision-making. Several 

defuzzification methods have been proposed: 

o The centroid, which returns the center of gravity of all the 

aggregated inputs using the: 

     
∫    (  )  

∫  (  )  
 (4.5) 

o The middle of maximum, which returns the average of the maximum 

value of the output sets, 

o The largest of maximum, which returns the largest value of the 

maximum of the output sets, 

o The smallest of maximum, which returns the smallest value of the 

maximum of the output sets. 
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Figure 4-5: Schematic representation of the parts of a Fuzzy Inference System 

Assume a two input (input 1 and input 2) and one output Fuzzy Inference System, 

where the inputs are modeled with three triangular symmetric membership 

functions (low, medium, high) and the output is modeled with also three Gaussian 

membership functions (low, medium, high). The inputs and the outputs are linked 

by a set of three rules as shown in Table 4-1 and the applied aggregation scheme 

is the summation of the output of every single rule, whereas the defuzzification 

method is the centroid one. Figure 4-6 presents the previously mentioned steps 

for making a decision with a Fuzzy Inference System.  

Table 4-1: Rules of the Fuzzy Inference Engine 

Input 1 Input 2 Output 

low high low 

medium low medium 

high high high 

medium high medium 
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Figure 4-6: Sequential representation of the three steps process of a Fuzzy Inference 

System 

The previous analysis concerns the most commonly used Fuzzy Inference 

Systems, the Mamdani ones. Ebrahim Mamdani has proposed this approach for 

introducing control operations in Fuzzy Sets in [125]. Mamdani has used as 

background the Zadeh‘s definitions of fuzzy sets for approaching human logic in 

complex problems. In 1985 Takagi – Sugeno ([126], [127]) proposed a slightly 

different approach that will not been analyzed in terms of this section, because it 

is not used in this thesis. The main differences are [128]: 

 The outputs are singleton spikes instead of fuzzy sets, 

 The implication method is multiplication, 

 The aggregation method is addition of all singletons. 

The Mamdani‘s proposal is more intuitive and close to human logic whereas the 

Sugeno fits better in control problems, is more computational efficient, and has 

better mathematical formulation [128]. 

4.1.3 Analysis of Fuzzy Logic 

The previous sections present the key aspects of fuzzy logic, as well as its basic 

types and simple examples. This paragraph intends to describe the benefits and 

the drawbacks of fuzzy logic as a reasoning scheme. 

In general fuzzy logic is a conceptual approach; the corresponding modeling 

resembles human logic and is easy to understand. Additionally, it provides a 

mathematical formulation easy to understand and model, which also resembles 
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the human logic. With this simplified mathematical formulation, fuzzy logic may be 

used to model nonlinear functions of arbitrary complexity for linking the inputs 

with the outputs of a system. 

The fuzzy set universe modeling makes the fuzzy inference systems flexible. In 

other words, the FIS may be easily modified/adapted according to the 

environment observations. Also the system is tolerant to imprecise inputs, which 

are likely to appear in control applications (i.e., in general control applications 

incorporate cheap and unreliable parts). 

The inference engine is based on a set of rules that link the environment model 

with decisions and deductions. Suppose that the universe is built adequately, 

experts may complement it with the corresponding rules. This implies that the 

Fuzzy Inference Systems do not require training periods and may be incorporated 

in the systems easily. Also, Fuzzy Logic may be blended with other techniques as 

well. Examples exist in the literature for combining fuzzy logic with neural 

networks ([129]), learning schemes ([130], [131]), ontologies ([132], [133]), etc. 

Finally, Fuzzy logic in general is a simple scheme with small computing 

requirements [134]. Additionally, there are several techniques in the literature that 

enable the building of even more efficient fuzzy logic schemes by reducing the 

number of the rules etc. [135]. 

On the other hand, it should be highlighted that fuzzy logic is linked to appropriate 

system/environment modeling. This implies that the system complexity is 

removed from the system inference engine  simple ―if… then…‖ rules that may 

easily be built by experts) but is transferred to the system modeling (need for 

―correct‖ fuzzy sets modeling .   second drawback is related to the number of 

rules in case of many inputs (linguistic variables) and states (linguistic values) per 

input; this will cause a huge increase in the number of the required rules for 

covering the problem space (this is similar to the curse of dimensionality).  

Concluding, fuzzy logic is an ideal tool when dealing with imprecise or 

contradictive data, which may be modeled adequately with fuzzy sets, and 

combined with human logic. This implies that this approach give a good view of 

the significance of a combination of a set of inputs by sacrificing the precision. 
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4.2 Knowledge building schemes 

As also discussed in Section 3 there are huge data sets and plenty of information 

available, though both they are not exploitable.  John Naisbitt described the 

problem very well with his quote ―we are drowning in information but starved for 

knowledge‖. Thus knowledge discovery schemes are required for deriving useful 

outcomes from all the available sources of inputs. Several schemes have been 

proposed in the literature for knowledge building (learning) that could be classified 

in three categories, listed below: 

 Unsupervised learning: Unsupervised learning schemes attempt to identify 

patterns and hidden structure of a set of (unlabeled) data. The learner has 

no bias (in terms of rewards, or error functions) against the data. The 

validation of the learning procedure is performed in later phases by 

(human) experts. 

 Supervised learning:  Supervised learning schemes attempt to identify 

patterns and structures using a training set. The training set is a dataset 

with labeled data, from where the learner may extract the patterns and the 

trends of the dataset that the decision maker will receive afterwards. The 

validity of the pattern in the training set is assumed a-priori.  

 Reinforcement learning: Reinforcement learning is a learning scheme 

where the learner attempts to identify patterns in a set of unlabeled data 

using policies and reward functions. This family of mechanisms in general 

focuses on online learning and does try to build links between inputs and 

outputs. 

Somewhere in the middle of supervised and unsupervised learning schemes lie 

the semi-supervised learning schemes, which identify patterns in unlabeled 

datasets using information provided by human experts. It is usually applied when 

the user has a limited set of labeled data, which are augmented with unlabeled 

records [136]. 

The main difference between the unsupervised schemes and the supervised and 

reinforcement ones is that in the first category the raw data drive the learner, 

whereas in the latter two categories the learner has a view of what to expect 

(supervised learning) or what he wants to do in the future (reinforcement 

learning). 
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4.2.1 Knowledge Discovery Cycle 

From methodological point of view all the identified learning schemes share some 

basic principles; these principles are summarized in the knowledge discovery 

cycle. The knowledge cycle (is a slightly modified version of [137]), depicted in 

Figure 4-7 may be summarized in the following five steps: 

 Feasibility study: suggests the first step of the analysis, which captures the 

problem identification  i.e., ―what is the problem that we want to solve?‖ , 

and the problem description. In other words, the special characteristics of a 

dataset shall be identified. Additionally, the experts for handling the afore-

described dataset shall be identified as well. 

 Data Sources Identification: upon identifying the need for a learning 

process, as well the goals of the process, the proper types of inputs shall 

be considered. Additionally, the dataset to be used shall be considered 

and extracted. 

 Data Cleaning and Preparation: schemes for cleaning and validating the 

inputs are required. This incorporates the cleaning of the inputs from 

outliers, and the building of a credible dataset that is suitable to the input 

dataset that will be fed to the learner. Finally, the significance of each input 

shall be extracted in this step. 

 Data Enhancement: the data may be in such form that it is not exploitable 

from the learner (i.e., the inputs do not help the learner to make deductions 

or to learn, the data are too many, etc.). In parallel, new variables are 

inserted, calculated as combinations of other variables available in the 

data. These variables typically highlight relations among data and can be 

derived either heuristically based on statistics or deterministically using 

domain experts‘ knowledge. 

 Training, and Testing: is related to the operation of the algorithm and its 

training period (in supervised learning schemes). In unsupervised learning 

schemes the training period also exists but it is a part of the algorithm 

operation and is described as online learning.  

 Evaluation: is related to the evaluation of the algorithm regarding its 

effectiveness and efficiency against a considered dataset. Regarding this 

step there is no holistic approach due to several reasons related to the 
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special characteristics of each algorithm (supervised learning, availability 

of labeled dataset, availability of experts, online/offline operation, etc.). 

 

 

Figure 4-7: The Knowledge Discovery Cycle 

The effectiveness of a learning solution is measured regarding the long-term 

gains, where the actual results are compared to the predicted results. If gains are 

achieved then the model is considered successful and is maintained otherwise it 

is recalibrated. Over time, the due to the environment evolution, the model may 

require modifications/enhancements. The key assumptions of the described 

methodology are:  

 that the past is a good predictor of the future, and, 

 that adequate data are available in order to build a model.  

Both of these assumptions are strong, though numerous examples have proven 

that such problems may be overcome provided the sufficiently large dataset and 

the support of experts. Additionally, the effectiveness of a learning algorithm is 

associated to the need for data. 

Similar methodological descriptions have been provided in the literature. In [138] 

the authors propose the Knowledge Discovery Life Cycle (Figure 4-8), which 

incorporates the following steps: (a) the planning, (b) hypothesis generation and 

testing, (c) knowledge discovery, (d) knowledge relevancy determination, (e) 

knowledge evolution, (f) evaluation against experts. The main difference of the 

two schemes (i.e., [136] with our modifications, and [138]) lies on the fact that 

they latter one incorporate in the knowledge discovery step all the data cleaning, 

and enhancement, as part of the knowledge extraction/data mining process. Still 

the Knowledge Discovery Life Cycle is an iterative process critiqued by experts at 

every single stage. 
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Figure 4-8: The Knowledge Discovery Cycle as proposed in [138] 

4.2.2 Data pre-processing 

Upon identifying the data to be used for the knowledge extraction, these data 

need to be cleaned and enhanced. Cleaning is the identification of bad or not 

representative inputs that are related to problematic measurement procedure, or 

lost measurements. The data enhancement concerns potential data 

transformations that will facilitate the knowledge building in terms of effectiveness 

and efficiency. More specifically: 

 Data cleaning concerns the handling of incomplete, noisy, and inconsistent 

real world data. The purpose of data cleaning is to clean the data by filling 

in missing values, smooth noisy data and identify or remove outliers for 

avoiding confusing the learning schemes. Several schemes have been 

proposed in the literature ([139], [140], [141], [142]); the most important are 

shortlisted below: 

o Schemes for incomplete data 

 Ignore data:   naïve approach that is only applied when a 

considerable number of attributes or inputs is missing. It 

should be noted that this approach is in general ineffective 

and is applied in specific cases. 
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 Fill in values manually: Although effective, this approach is 

time consuming and cannot be applied to large dataset with 

many missing values. 

 Fill in values automatically using predetermined inputs: A 

standard constant is used in order to replace all missing 

values of a field. Although it seems a valid compromise 

between the first and the second approaches, it is a rather 

poor choice since it is likely that the learning scheme will be 

confused by the repeated appearance of the same, ―dummy‖ 

value. Variations of this scheme are: 

 Fill in using the mean value: Fill missing values over 

an attribute with the mean values of attribute. This 

method is widely used in practice but it offers poor 

results. Better results may be provided if instead of the 

global mean the attribute mean for all samples 

belonging to the same class as the missing tuple is 

employed (or using specific time windows). 

 Predict the missing value: Employ a prediction method 

(e.g. decision trees) in order to predict the expected 

value. 

o Schemes for noise reduction (noise is a random error or variance in 

a measured variable) [143]: 

 Binning: is applied to sorted values for smoothing variations 

and outliers. The idea is to replace a number of consecutive 

values with their mean.  

 Outlier detection: is an overall group of algorithms varying 

from statistical methods, to data mining ones. The schemes 

have been thoroughly described in [144]. 

 Human Experts: human experts may be used for identifying 

inconsistencies in a dataset; in large datasets such approach 

is hard and may be applied only in specific contexts (e.g., 

intuitively wrong values for antennas gains, or received 

power values, etc.). 
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 Regression: This is a typical and formal way of removing 

noise from data; data are replaced by a fitting curve which 

best describes their distribution. It is important here however 

to avoid overfitting, i.e., a curve which precisely captures 

data, since it will also contain the outliers we want to remove. 

 Data transformation concerns transformations on the available dataset for 

facilitating the application of learning algorithms. Typically, this task 

involves bounding the range of variables, normalizing input values in order 

to avoid overflows or over-influence of a variable over the other variables. 

Out of the available schemes for data transformations we refer to the two 

most common: 

o Normalization, which is particularly useful for distance 

measurements such as nearest-neighbor classification and 

clustering [145]. There are many methods for data normalization; 

however the following three are the most widely used in practice.  

 Max-Min normalization: Given a variable X and it‘s minimum 

as well as maximum value Xmin, Xmax respectively, all values 

of X can be mapped to a new interval [a,b] using the 

following transformation 

   (   )
(      )

(         )
   (4.6) 

 Zero Mean Normalization: Given a variable X, its mean value 

Xm and standard deviation std(X), all values of X can be 

normalized using the following transformation 

   
(      )

   ( )
 (4.7) 

 Decimal Scaling Normalization: Given a variable X and its 

maximum value Xmax, all values of X are normalized using 

the following transformation: 

   
 

      (         )
 (4.8) 

o Kernels are transformations that enable the learner to identify in a 

more clear way the similarities or the differences among the 
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observations. The formal definition of a kernel function is the 

following [146]: 

 A function            is called a kernel on    if there is 

some function        into some space   with scalar 

product 〈   〉  such that: 

 (    )  〈 ( )  (  )〉                     

Therefore, the computational cost of a kernel approach is at least 

square of the number of training data points and the memory 

requirement makes them intractable [147]. 

4.2.3 Unsupervised Learning 

As mentioned in the introduction section, unsupervised learning tries to extract 

patterns from a large of unlabeled inputs. This implies that the learner does not 

have clues about the dataset that it will use for deriving knowledge. In general, in 

unsupervised learning, the learner attempts to find similarities among a set of 

observations and group them, a procedure usually referred as clustering. Within a 

cluster, objects tend to be similar and dissimilar with objects of other clusters. 

Following the taxonomy proposed in [148] the unsupervised learning schemes 

could be categorized using the following orthogonal aspects: 

 Hierarchical vs. Partitional Methods: 

o Hierarchical clustering algorithms induce on the data a clustering 

structure parameterized by a similarity parameter.  

o Partitional methods essentially produce one partition of the data into 

clusters. 

 Agglomerative vs. Divisive Methods: 

o Agglomerative methods start by assigning each sample to its own 

cluster, and proceed by merging clusters.  

o Divisive methods start by assigning all the samples to a unique 

cluster, and proceed by splitting clusters. 

 Monothetic vs. Polythetic Methods:  

o Monothetic methods learn clusters using one feature at a time.  

o Polythetic methods use collections of features. 

 Hard vs. Fuzzy: 
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o As also described in fuzzy sets in subsection 4.1, In hard clustering 

each sample belong to one and only one cluster  

o In fuzzy clustering, samples have different degrees of membership 

to different clusters.  

 Using Deterministic vs. Probabilistic Clusters.  

o If clusters are deterministic, a point either belongs to a cluster or 

does not belong to it.  

o If clusters are probabilistic, a point belongs to a certain cluster with 

a certain probability. Compared to fuzzy clusters, in the probabilistic 

ones, an observation belongs to a cluster with a certain probability, 

whereas in the former case to a certain degree. 

 Using Deterministic vs. Stochastic Algorithms considering the algorithm 

used for the clustering. 

 Incremental vs. Non-Incremental: 

o Incremental are the methods where the dataset may be augmented 

during the learning process. 

o Non-incremental are the methods where the full dataset is required 

for the initiation of the learning process.   

In the following subsections we present two key algorithms that are the basis of 

the learning schemes developed in terms of this thesis and described in Section 

6. The algorithms are the k-Means, which is a partitional, agglomerative, hard 

algorithm, and the Hierarchical clustering, which is a monothetic, non-incremental 

algorithm. It should be noted that, since observations are represented as vectors, 

similarity (or dissimilarity) could be measured by means of distance (e.g. 

Euclidean, Minkowski, Mahalanobis) or cosine similarity (e.g. the angle formed by 

the vectors defined by two objects).  

k-Means 
k-Means is a well-known data-mining clustering technique. The core idea of data 

clustering is to partition a set of N, d-dimensional, observations into such groups 

that intra-group observations exhibit minimum distances from each other (Figure 

4-9), while inter-group distances are maximized. It should be noted that in its 

basic formulation k-Means is NP-Hard even for k = 2 ([149]), and there exist 

several heuristic solutions that derive local optima approximations to the objective 

function (for a literature survey one can refer to [150]). 

k-Means [136] is based on the following objective function: 
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 (4.9) 

 

Where, 

 c: the number of clusters,  

 Gi: the ith group,  

 xk: the kth vector in group Ji and represents the Euclidean distance between 

xk and the cluster center ci.  

The partitioned groups are defined by using a membership matrix described by the 

variable U. Each element Uij of this matrix equals to 1 if the specific jth data point xj 

belongs to cluster i, and 0 otherwise. The element Uij is analyzed as follows: 

    {    ‖     ‖
  ‖     ‖

 
             

                                                                                
 (4.10) 

This means that xj belongs to group i, if ci is the closest of all centers.  

 

 Figure 4-9: Visualization of the k-Means clustering for the three clusters 

Hierarchical Clustering 
Hierarchical clustering groups objects into a tree of clusters. Hierarchical 

clustering may be either built in top-down (divisive) approach or as a bottom-up 

(agglomerative) [136]. 
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Hierarchical divisive clustering has as input n objects and groups them in the 

same cluster. In each iteration a cluster is split based on the criteria set (e.g., split 

the cluster from which will emerge two clusters with the least similarity between 

them). Gradually, smaller clusters are formed and the algorithm finishes either 

when all objects belong to single-object clusters or when certain termination 

condition is satisfied (e.g., number of clusters, minimum distance threshold 

between clusters). At high levels of hierarchy the split decision is difficult due to 

the comparison of all the objects. As a result this approach has rarely been 

applied. 

Hierarchical agglomerative clustering is the complete opposite process. To begin 

with, each object forms a single-object cluster. The algorithm continues by 

merging two clusters with the highest similarity at each step (e.g., choose two 

clusters with the smallest distance between them). This process is repeated until 

all objects belong to the same group or until certain criteria are met (e.g., number 

of cluster, maximum distance threshold between clusters). Unlike divisive 

method, agglomerative clustering is greatly applied and lots of variations have 

been developed. Their diversification resides in their definition of between-cluster 

similarity. 

 

Figure 4-10: Visualization of the agglomerative HAC, for nine observations; at the right part 

the clusters at different phases of clustering (i.e., different termination conditions)  

4.2.4 Supervised Learning 

Supervised learning is the application of a learning algorithm to a training dataset 

for developing a model. Then, the model is being evaluated with a test dataset, 

which evaluates the accuracy and the efficiency of the dataset. Both training data 
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and test data are labeled inputs that are being used for identification of the 

patterns of that appear in the environment [145].  

 

Figure 4-11: Supervised learning model [145] 

According to [136] and [145], Supervised Learning algorithms may be categorized 

into the following categories (the predictive techniques are proposed in the [136]): 

 Decision tree learning is one of the most widely used techniques for 

classification, because its classification accuracy is competitive with other 

methods, and it is very efficient. It may be considered as flowcharts where 

each non-leaf node corresponds to an evaluation of an attribute while 

every branch starting from that node represents different possibilities for 

categorization. It should be added that all current tree-building algorithms 

are heuristic algorithms. 

 Bayesian Classification: Bayesian classifiers are classifiers that are based 

on statistics and in particular Bayes‘ theorem. Their main advantages are 

that they are easy to implement, very efficient, and they manage to 

achieve good results obtained in many applications. Their main 

disadvantage lies on the class conditional independence advantage, which 

leads to loss of accuracy when the assumption is seriously violated (those 

highly correlated data sets). 

 Support Vector Machines: Support Vector Machines (SVMs) are linear 

classifiers that find a hyperplane to separate two class of data, positive and 

negative with the use of kernel functions for nonlinear separation. SVMs 

have a rigorous theoretical foundation, and are very accurate in 

classification compared to other methods in applications, especially for 

high dimensional data, (it is perhaps the best classifier for text 

classification).  
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 Learning from Neighborhood or Lazy Learners: This family of classification 

techniques gets its name from the way it operates on the training set. 

Instead of building a model, as their name also highlights, neighborhood 

learners exploit the information from the neighborhood for categorizing a 

new observation, by exploiting the training data set. 

 Predictive Techniques: Predictive techniques are algorithms that given a 

set of time-labelled observations attempt to predict the value of a variable 

in the future. 

In the following sections the decision trees and the k Nearest Neighbors (kNN) 

techniques are being analyzed. The first one because it is a traditional supervised 

learning technique that will help capture the key aspects of supervised learning, 

and the latter because it will be used in the for the hybrid learning scheme 

proposed in Section 6. 

Decision trees 
Decision Trees (DTs) are a non-parametric supervised learning method used for 

classification and regression. The goal is to create a model that predicts the value 

of a target variable by learning simple decision rules inferred from the data 

features [151].  

A model consists of a dendrogram and a set of rules. For building a decision tree, 

labeled observations (vectors) are used as inputs; these vectors shall be 

categorized in such way so as to return Yes/No results. Decision Trees typically 

implement Boolean classification functions (True/False, 0/1, Cold/Cool/Warm/Hot) 

on every level of the hierarchy; every level transition corresponds to the 

evaluation of a single variable [136]. Given a set of observations, the goal is to 

construct a decision tree so as to facilitate future decisions. A simple example 

could be the approval or the rejection of loans‘ requests, depending on the profile 

of the person that makes the request. Table 4-2 presents the training set, used for 

identifying the potential links among the observations regarding the ability of the 

people to pay their loan, in conjunction with their employment status, their 

residence status, and their credit rating. Figure 4-12 is the developed tree for the 

Table 4-2 dataset. When asking a simple question, for example, ―will a young 

person with no job, no house, but with good credit rating get his loan request 

approved?‖, we observe that the request will not be approved (red arrows in  

Figure 4-12) [145]. 
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Table 4-2: Load Data table 

ID Age Has Job Own House Credit Rating Class 

1 young false false fair No  

2 young false false good No 

3 young true false good Yes 

4 young true true fair Yes 

5 young  false false fair No 

6 middle false false fair No 

7 middle false  false good No  

8 middle true true good Yes 

9 middle false true excellent  Yes 

10 middle false true excellent  Yes 

11 old false  true excellent  Yes 

12 old false true good Yes 

13 old true  false good Yes 

14 old true false excellent  Yes 

15 old false  false fair No 

 



Learning Enhanced Situation Perception for Self-Managed Networks 

P. Spapis 
101 

 

Figure 4-12: Decision tree based on the load data. The red dashed line represents the 

answer to the query “will a young person with no job, no house, but with good credit rating 

get his loan request approved?” [145] 

Decision trees have many advantages, which are shortlisted below: 

 They may handle large number of variables, 

 They may support diverse input types (e.g., nominal, numeric etc.), 

 They are well studied in computer science,  

 They may be enhanced for enhanced efficiency (e.g., greedy versions of 

the decision trees)  

 They are humanly understandable. 

Their main disadvantages lie on the way missing values may be handled, 

overfitting, and how attributes with different weights are being handled [145].   

k Nearest Neighbor 
k Nearest Neighbor  kNN  classifier is a ―learning from your neighborhood‖ 

technique (the family also is called lazy learners). Compared to other learning 

methods, kNN does not build model from the training data; instead it evaluates 

the dataset every time a new vector/input arrives (i.e., it is considered supervised 

learning because it requires a training dataset). The scheme, for a test instance d, 

calculates its distance from the neighboring instances and classifies d, to that 

class which is more likely to belong, based on its neighbors (the algorithm is 

presented in Table 4-3) [145]. As also stated above, it should be highlighted the 

fact that no training is required, and that the classification time is linear in training 

set size for each new observation. The number k is usually chosen empirically via 

a validation set or cross-validation by trying a range of k values. Figure 4-13 

presents a simple example with k = 3, and how a new observation (the gray one) 

would be classified into red or blue class. 
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Table 4-3: The kNN algorithm 

Algorithm kNN (D, d, k) 

1 Compute the distance between d and every example in D 

2 
Choose the k examples in D that are nearest to d, denote the set by 

 (  ) 

3 
Assign d the class that is the most frequent class in P (or the majority 

class) 

 

 

Figure 4-13: Graphical representation for of the kNN algorithm for k = 3. 

As a conclusion, it should be mentioned that kNN can deal with complex and 

arbitrary decision boundaries, and despite its simplicity, the classification 

accuracy of kNN can be quite strong. On the other hand, kNN is slow at the 

classification time and it does not produce an understandable model; also the 

distance function to be used is crucial, and is application dependent.  

4.2.5 Reinforcement Learning 

Reinforcement learning is a sub-area of machine learning focusing on how an 

agent should take actions in an environment, so as to maximize its long-term 

reward. In this scope, the learner is not told which actions to take, but instead 

must discover which actions yield the most reward by trying them. Reinforcement 

learning algorithms attempt to find a policy that maps states of the world to the 

actions the agent ought to take in those states. Therefore, it is different from 
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supervised learning, in which knowledge is acquired via examples provided by an 

external supervisor [152]. There are three fundamental methods for solving 

reinforcement learning problems, listed below:  

 Dynamic programming, which is very well-developed mathematically but 

requires a complete and accurate model of the environment that 

unfortunately does not exist in many application scenarios. 

 Monte Carlo methods, which do not require a model and are very simple 

conceptually but are not suited for step-by-step incremental computation. 

 Temporal difference (TD) schemes, which do not require an exhaustively 

structured model of the environment and are naturally implemented in an 

online, fully incremental fashion. TD methods learn their estimates in part 

on the basis of other estimates 

TD, which is a combination of the other two methods is the most attractive, 

because it is simpler and may work both in online and offline manner [153]. In the 

following subsections, initially the mathematical formulation for the environment 

representation is described for setting the basis for the analysis of a well studied 

and representative technique, the Q-learning, of the third family (i.e. TD), which is 

presented afterwards,  for highlighting the key aspects of reinforcement learning 

algorithms. 

Environment modeling 

In general in reinforcement learning, the environment is modeled as a set of state 

and action pairs; the actions link the states. Formally, the environment model of 

reinforcement learning scheme consists of [154]: 

 a discrete set of environment states, S, 

 a discrete set of agent actions, A, and, 

 a set of scalar reinforcement signals; typically (0; 1), or the real numbers. 

Problems with delayed reinforcement (feedback) are well modeled as Markov 

decision processes (MDPs) [154]. An MDP is represented by: 

 a set of states S, 

 a set of actions A, 

 a reward function        , and 

 a state transition function        ( ), where a member of  ( ) is a 

probability distribution over the set S (i.e., it maps states to probabilities). 
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We write  (      ) for the probability of making a transition from state   to 

state    using action  . 

 

Figure 4-14: Environment modeling (state-action pairs) for 10 states and 11 actions linking 

the states. 

The state transition function probabilistically specifies the next state of the 

environment as a function of its current state and the agent's action. The reward 

function specifies expected instantaneous reward as a function of the current 

state and action. The model is Markov if the state transitions are independent of 

any previous environment states or agent actions. 

The large number of states and the corresponding actions leads to a huge 

number of state-actions pairs; such huge number makes several problems hard 

to be handled (curse of dimensionality). Thus combinations of reinforcement 

learning and fuzzy logic have been proposed in the literature for reducing the 

number of the states. 

Q-Learning 
In general, reinforcement learning is a form of learning in which an agent interacts 

with its environment. The agent takes an action and this action changes the 

environment in some manner, and this change is communicated to the agent 

through a scalar reinforcement signal. The environment is typically formulated as 
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a finite-state Markov decision process (MDP). Therefore, when using 

reinforcement learning, the environment needs to be envisioned as a set of 

discrete states. 

In Q-Learning the environment is envisioned as a set of States     and a set of 

Actions    . At each given time step, t, the agent performs an action and moves 

between states. Each state provides the agent a reward    , with the aim of the 

agent being to maximize the total received reward. The algorithm therefore has a 

function, which calculates the Quality of a state-action combination:        . 

Q-values are updated iteratively ([155]):  

 (     )   (     )    (     )  , (    )        (       )   (     )- (4.11) 

The architecture of a reinforcement learning agent is provided in Figure 4-15. The 

state and the reward denote the two signals that the agent received from the 

environment stimuli. On the right, the action denotes the only signal the 

environment receives from the agent. For each step, the agent receives state and 

reward signals and then produces an action signal that changes the environment. 

The time shifting is captured by the dashed line in the bottom of the figure [156]. 

 

 

Figure 4-15: Schematic representation of the Q-Learning [156], [157] 
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5. Fuzzy Logic based Situation Perception 

The previous sections have set the foundations for describing the Autonomous 

Systems (Section 2), as well as a key aspect of these systems, the Situation 

Awareness procedure (Section 3). Additionally, several approaches, both 

architectural and algorithmic ones, have been analyzed thoroughly so as to 

highlight the gaps that exist in such systems. A key gap that was identified by this 

analysis is the Situation Perception functionality, which is the ability of a system 

(or an entity) to effectively observe its environment and identify its current status. 

Thus, in Section 4 a set of schemes has been presented that are suitable for 

enhancing situation perception. The rest of this section initially presents briefly, 

how fuzzy logic could be used for Situation Perception mechanisms; then three 

different case studies are being presented exploiting fuzzy logic for proper 

situation perception and environment modeling. 

5.1 Fuzzy Reasoners’ Situation Perception 

The term ―Situation Perception‖ is used to describe all correlations that take place 

in order to analyze data received by monitoring points and thus identify problems 

and select appropriate configuration actions. This task is considered as a 

complex one due to: 

 Its multi-variable nature since multiple optimization goals or faults may 

arise, 

 often contradictive inputs may occur, 

 missing data that may arise. 

These aspects may be handled using Fuzzy Sets and rule-based schemes. 

 dditionally, Situation Perception is related to identifying the decision makers‘ 

status, which is at least adequately handled by fuzzy systems. Therefore, Fuzzy 

Logic algorithmic tool (i.e., fuzzy sets enhanced with rules and policies) is ideal 

for dealing with situation perception problems. The Fuzzy Logic based situation 

perception, takes into account a set of metrics/parameters, and after their joint 

correlation analysis, maps them to a degree that depicts how the network 

elements perceives its environment (e.g., load status). This perception is mapped 

to a value for each state that ranges between 0 and 1, and describes the degree 

of each state e.g., load, interference, noise, mobility status, uncertainty status, 



 

P. Spapis 
108 

etc. This approach provides a human-like perception of the environment, which is 

easy to model and to be handled by the system administrators. 

As thoroughly described in Section 4, The Fuzzy Logic Controller (FLC) consists 

of three parts, namely the fuzzifier, the inference system and the defuzzifier 

(Figure 5-1). The fuzzifier undertakes the transformation (fuzzification), of the 

input values (crisp values) to the degree that these values belong to a specific 

state (e.g., low, high). Then, the inference system correlates the inputs and the 

outputs using simple ―IF...THEN...‖ rules. Table 5-1 presents the rules that 

combine the membership functions (i.e., degrees belonging to each state) of N 

inputs with the corresponding membership functions of each of the outputs. This 

combination may be exhaustive  i.e., including all inputs‘ combinations  or 

incomplete (i.e., with missing combinations). Each rule results to a certain degree 

for belonging to a specific state for every output.  Thereinafter, the output degrees 

for all the rules of the inference phase are being aggregated. The actual output of 

the decision making process, comes from the defuzzification procedure, which 

captures the degree of the state of the decision maker (e.g., the network element 

is x% loaded; the radio link is y% interference, the user experiences z% QoS 

etc.). The degree is obtained using several defuzzification methods; the most 

popular is the centroid calculation (Section 4.1.2), which returns the center of 

gravity of the degrees of the aggregated outputs. 

Table 5-1: Correlation table between inputs and outputs in fuzzy logic 

Input 1 Input 2 … Input N Output 1 … Output M 

I1_MF1 I2_MF1 … IN_MF1 O1_MF1 … OM_MF1 

I1_MF2 I2_MF1 … IN_MF1 O1_MF1 … OM_MF1 

… … … … … … … 

I1_MFN I2_MFN … IN_MFN-1 O1_MFN-1 … OM_MF1 

I1_MFN I2_MFN … IN_MFN O1_MFN … OM_MF1 
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Figure 5-1: High level view of fuzzy reasoner for situation perception 

5.2 Fuzzy Logic based Situation Perception case studies 

The previously described proposal, for using fuzzy logic for situation perception 

problems, is one of the main proposals of this thesis. In section 5.2 specific case 

studies are being analyzed. In the following subsections we provide the analysis 

of fuzzy logic based Situation Awareness approaches developed for: 

 QoS Degradation Events‘ Identification, 

 Load events‘ identification, 

 Environment modeling for Cooperative Power Control. 

5.2.1 QoS Degradation Events’ Identification 

The increasing complexity of new networks, combined with the versatility of newly 

introduced services, poses the need to incorporate new capabilities and 

intelligence into the network elements in order to meet the management needs of 

such services and network contexts. The capability of the network to identify its 

status enables it to react promptly and autonomously once an event or error has 

been identified. The use of service information in this process enables the 

network elements to identify even more composite problems or to act more 

targeted in order to solve complex errors. Towards this direction, fuzzy logic-

based QoS degradation events‘ identification mechanism has been developed. 

The QoS degradation events‘ identification scheme targets identification of QoS 

degradation events in IP networks for the VoIP service, though the same 

approach could be applied for other services, with limited modifications. In the 

following sections we present the details of the algorithm as well as the evaluation 

approach used for the benchmarking of our solution. 

QoS Degradation Events’ Identification high-level description 

The key idea in the QoS degradation events‘ identification is to differentiate the 

different services and apply fuzzy reasoned for each service. This will enable to 
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handle the services (e.g., voice services, video streaming, keep alive messages, 

etc.) with different characteristics in a different manner for capturing their special 

characteristics. Thus, we propose the introduction of a situation perception 

mechanism, which will allow the management system, using inputs from network 

elements (network and service data) to proceed in identification of QoS 

degradation events in IP networks. More specifically, we propose the introduction 

of a scheme that will exploit service information and by combining it with network 

measurements will identify whether a given service flow experiences a 

problematic situation or not. 

According to the previous description, each network element shall employ the 

following set of functionalities (Figure 5-2): 

 The ― pplication‖ function represents each separate service that may be 

implemented in a mobile device. Examples are the Voice over IP service, 

video streaming applications, etc. 

 The ―Communication‖ module represents the communication layers 1, 2, 3, 

and 4, and may have different implementations depending on the service 

(e.g., other applications require TCP connection whereas other require 

UDP one, or keep alive messages may be sent only via WiFi interface, 

etc.).  

 The ―Monitoring‖ functionality is responsible for gathering local information 

and feeding the situation perception function. It is lined with the 

communication module for gathering network related information. It also 

maintains a link with the active applications for having knowledge on the 

inputs that it shall forward to the situation perception. 

 The ―Situation perception‖ function is employed using fuzzy logic 

reasoners. The fuzzy logic reasoners have different inputs and 

configuration depending on the application and are linked to the memory 

module for storing the outcome of each decision.  

The ―Learning‖ part incorporates the learning mechanism for enhancing the 

network element‘s situation perception that will be analyzed in Section 6. After 

each learning action, the situation perception is being updated according to the 

outcome of the adaptation process. 
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Figure 5-2: Functional description of QoS Degradation Events’ Identification 

QoS Degradation Events’ Identification description and performance analysis 

For the case study under consideration and for the VoIP service, delay, jitter and 

packet loss are identified as playing significant role in QoS degradation, thus the 

situation awareness engine is based on the aforementioned inputs for every 

active session; for other services  (e.g., highly reliable communications, IPTV 

etc.) other monitoring inputs could be used. The ―Delay‖, the ―Jitter‖ and the 

―Packet Loss‖ per flow comprise the input vector, whereas the output is the ―QoS 

degradation‖ [158], [159], [160]. The membership functions indicate the values of 

each parameter, the range of each value and the magnitude of their participation. 

The shapes chosen for the representation of the degree of certainty are 

trapezoidal in the case of ―Packet Loss‖, mainly for simplicity reasons and to so 

as to exploit the certainty areas for such inputs (Figure 5-3) and triangular for the 

jitter and the delay for highlighting the symmetry and the absence of total 

certainty areas (Figure 5-4, Figure 5-5). For the QoS level the Gaussian 

membership functions are being used. The idea behind such adoption is mainly 

based on the smooth (i.e., the QoS should be related to the inputs in a smooth 

manner without non-linear alterations - Figure 5-6) and non-zero (the decision 

maker needs to conclude to a decision based on all inputs‘ range  nature at all 

points; for simplicity reason symmetric membership functions are being used. The 

rules for the linking of the inputs with the output are presented in Table 5-2. 
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Figure 5-3: Input membership functions for the Packet Loss 

 

Figure 5-4: Input membership functions for the Jitter (jitter is in seconds) 

 

Figure 5-5: Input membership functions for the Delay (delay is in ms) 

 

Figure 5-6: Output membership functions for the QoS Degradation 
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Table 5-2: Correlation table between inputs and outputs for the QoS degradation 

identification 

Rule Number Delay Jitter PL QoS 

1 Low Low Low High 

2 Low Low Medium  High 

3 Low Low High Medium 

4 Low Medium Low High 

5 Low Medium Medium  Medium 

6 Low Medium High Medium 

7 Low High Low Medium 

8 Low High Medium  Medium 

9 Low High High Low 

10 Medium Low Low High 

11 Medium Low Medium  Medium 

12 Medium Low High Medium 

13 Medium Medium Low Medium 

14 Medium Medium Medium  Medium 

15 Medium Medium High Low 

16 Medium High Low Medium 

17 Medium High Medium  Low 

18 Medium High High Low 

19 High Low Low Medium 

20 High Low Medium  Medium 

21 High Low High Low 

22 High Medium Low Medium  

23 High Medium Medium  Low 

24 High Medium High Low 

25 High High Low Medium 

26 High High Medium  Low 

27 High High High Low 
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The evaluation of the fuzzy logic based situation awareness scheme for QoS 

degradation events is based on 50000 tuples that have been generated 

randomly, using typical values available in the literature [158], [159], [160]. For 

the analysis of the dataset, and given the huge number of the considered values, 

the dataset is being automatically evaluated against a set of predefined fuzzy 

logic rules, which are strict for the identified service. The extracted labels from 

now on will be called ground truth and are extracted using rules that perfectly fit to 

the considered dataset and are only used for the evaluation of the generic 

definition. The used membership functions are captured from the Table 5-3. 

Using the afore described initial configuration, the success rate is 64%, which 

represents the number that the situation awareness scheme concluded in the 

same decision compared to the ground truth.  

Table 5-3: Inputs Membership Functions for the evaluation of the dataset 

 Delay Jitter PL 

Low 0 – 10  0 – 0.4 0 – 0.005 

Medium 8 – 80  0.33 – 1 0 0.004 – 0.01 

High 30 – 200 0.63 – 2 0.005  – 0.01 

5.2.2 Load Events Identification 

In the autonomic network vision, each network device (e.g., router, access point, 

etc.) is potentially considered as an autonomic element, which is capable of 

monitoring its network-related state and modifying it based on conditions that 

administrators have specified. The autonomous element, with embedded 

cognition, includes processes for monitoring and perceiving network node‘s 

internal state and environmental conditions, and then planning, deciding and 

finally adapting according to these conditions. Furthermore, such an element is 

able to learn from these adaptations (re-configurations) and assess their 

effectiveness for improving decision-making mechanisms. 

To this end, the autonomous elements shall be able to make the basic reasoning 

decisions for identifying their status, for example identifying whether they are 

interfered or overloaded. Such decisions are related to access (e.g., WiFi APs, 

BSs, etc.) and core network elements (e.g., routers, servers, etc.). Regarding the 
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access network elements, and more specifically the WiFi APs, a key decision 

regarding their status is the identification of load events.  

Up to now such decisions have been based on vendors‘ configurations using 

static thresholds. The configuration is generic, based on strict thresholds, and 

aims at capturing all the potential environments (ultra dense environments and 

environments with very demanding users in terms of bandwidth). However, the 

use of strict thresholds fails at meeting the requirements for generic configuration 

because the load identification is a multi-criteria problem with potentially 

contradictive inputs. For example, when in a WiFi AP there are numerous UEs 

associated it is considered loaded, even if the users are not consuming the 

available BW. Similarly, if a UE consumes all the available bandwidth of an AP, it 

is loaded. Simple static thresholds do not enable the distinction of the previously 

mentioned cases. Thus, the introduction of fuzzy logic based situation perception 

is proposed. This section presents the fuzzy logic based situation perception 

mechanism and corresponding evaluation of the proposal. The situation 

perception is incorporated in a self-managed network.   

Fuzzy Logic Based Load Event’s Identification high-level description 

 s mentioned in the previous paragraph, the Load events‘ identification 

mechanism is introduced in a self-managed network. The network architecture 

follows the principles presented in Section 3. The basic idea of the network can 

be summarized by Figure 3-3, which captures a hierarchical distribution of 

cognitive cycles, breaking down the respective functional entities and 

mechanisms for solving network management problems and other self-

management operations (e.g., learning, monitoring) to:  

 Network elements (e.g., access points – Network Element Controller level),  

 Network compartments (opportunistic/short-term federations of network 

elements – Group of Network Element Controllers level),  

 Network domains (structured/long-term federations of network elements – 

Network Domain Controller level), and,  

 Network management system that controls the underlying entities and 

provides the human (e.g., administrator) interface. 

Figure 5-7 provides a high level description of the functionalities of the NEC and 

the NDC. The functional decomposition also describes the learning/adaptation 

functionalities of the proposed scheme that are being presented in Section 6. 
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The scheme is highly decentralized, in the sense that a part of the algorithm is 

executed at the network elements level (NEC) and another part at the controller 

(NDC) level. Each NEC periodically monitors its operational environment and 

evaluates the identified information in order to deduce (using a fuzzy logic 

inference engine) faults or optimization opportunities (e.g., high load, high 

interference) and –if necessary– an appropriate configuration action to be 

executed (e.g., channel reallocation, assisted handover of associated terminals). 

Each NEC evaluates the correctness of each deduction (followed by a 

configuration action or not) building the so-called ground truth. Ground truth 

characterizes the actual conditions (i.e., load) and is identified by assessing the 

network node status after the re-configuration [134]. 

However, in many cases, according to the network conditions, the range for the 

characterization of a situation should be adapted according to the effectiveness of 

the selected configuration action and the specific features of the network 

environment. Nevertheless, this decision necessitates a holistic view of the 

network and consequently implies the dissemination of the aggregated set of 

local observations (NEC) to a higher level – in terms of architecture – entity 

(NDC). The NDC collects individual NECs observations and by applying data 

mining techniques specifies the new bounds for the fuzzy logic inference engine.  

 

Figure 5-7: Functional decomposition of the Load events identification scheme 
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Fuzzy Logic Based Load Event’s Identification – Fuzzy reasoners’ configuration 
and performance analysis 

In the considered case, we focus on the identification of Load events using fuzzy 

logic. The problem of load identification is under the coverage and capacity 

optimization umbrella. The analysis could be extended for any inference process 

that an NEC should execute. In this use case, each AP monitors its operational 

environment (Packet Error Rate, Channel Utilization, and Number of Associated 

Terminals) and attempts to identify potential (high) load situations. If such a 

problem occurs (high load) then they collaborate in order to select the most 

appropriate configuration action, which in this case is the optimal reallocation of 

the associated terminals among the available homogeneous or heterogeneous 

access points in the corresponding network area; the UEs reallocation has been 

extensively studied in the literature and is out of the scope of this analysis [134] 

[161].  

The rules used for the decision-making procedure follow the format of equation 

below and are being presented in Table 5-4.  

IF PER IS low AND CU IS low AND AT IS High THEN Load IS low. 

Table 5-4: Correlation table between inputs and outputs for the Load events identification 

Rule Number PER CU AT Load 

1 Low Low Low Low 

2 Low Low Medium Medium 

3 Low Low High Medium 

4 Low Medium Low Low 

5 Low Medium Medium Medium 

6 Low Medium High High 

7 Low High Low Medium 

8 Low High Medium Medium 

9 Low High High High 

10 Medium Low Low Low 

11 Medium Low Medium Low 

12 Medium Low High Medium 

13 Medium Medium Low Low 
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14 Medium Medium Medium Medium 

15 Medium Medium High High 

16 Medium High Low Medium 

17 Medium High Medium Medium 

18 Medium High High High 

19 High Low Low Low 

20 High Low Medium Medium 

21 High Low High High 

22 High Medium Low Medium 

23 High Medium Medium Medium 

24 High Medium High High 

25 High High Low High 

26 High High Medium High 

27 High High High High 

The shape of the membership functions (MF) is related to their special 

characteristics. More specifically, for the AT the MFs are trapezoidal. The key 

characteristic of this MF is its simplicity and is mainly used to describe inputs that 

have a homogeneity degree and linear behavior. Similarly, for the strict nature of 

the PER and its relation to the QoS we have decided to use the trapezoidal MFs, 

which describe in a satisfactory manner the considered error ranges for ideal 

 ―low‖ , acceptable  ―medium‖  and non acceptable  ―high‖  [162]. Finally, the 

triangular MFs have been selected for the ―Channel Utilization‖ parameter due to 

the linear affect of this input to a WiFi AP [163]. In order to test the effectiveness 

of the proposed solution we have used three initial configurations of the fuzzy 

logic decision making controller so as to capture more generic and more targeted 

configurations of the network equipment (Table 5-4 – FLi, where i captures the 

initial configuration, ranging from 1 -very generic- to 3 -more targeted). Figure 5-8, 

Figure 5-9, and Figure 5-10 present the first (more generic) initial configuration of 

the fuzzy logic controller. Similarly, we have configured the fuzzy logic controller 

in the other two configurations. 
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Table 5-5: Membership functions bounds for the Load events identification 

 PER Channel Utilization Update Interval 

Low FL1,2,3:[0…0.01] 
FL1,2: [0…0.2] 

FL3: [0…0.5] 
FL1,2,3: [0…10] 

Medium FL1,2,3: [10
-4
…0.05] FL1,2,3: [0.1…0.9] 

FL1,3: [9…16] 

FL2: [5…20] 

High FL1,2,3: [7*10
-3
…1] 

FL1,2: [0.8…1] 

FL3:[0.5…1] 
FL1,2,3: [15…25] 

 

 

Figure 5-8: PER initial membership functions shape for the first configuration FL1 

 

Figure 5-9: Channel Utilization initial membership functions shape for the first 

configuration FL1 

 

Figure 5-10: Number of Associated Terminals initial membership functions shape for the 

first configuration FL1 
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The fuzzy logic based situation perception scheme has been evaluated using an 

extended experimentation analysis for measuring the performance of the situation 

perception mechanisms. The aim of the experimental assessment process is to 

validate the effectiveness and efficiency of the fuzzy logic situation perception on 

real life problems and highlight its scalability. The obtained results prove the 

suitability and viability of our fuzzy logic based situation perception for network 

management problems in the context of future Internet networks. 

The experimental analysis was carried out for the problem of load identification, 

which is under the coverage and capacity optimization umbrella. If such a 

problem appears (high load) then they collaborate in order to select the most 

appropriate configuration action, which in this case is the optimal reallocation of 

the associated terminals among the available homogeneous or heterogeneous 

access points in the corresponding network area. The load in injected by the 

video stream that the terminals associated at the WiFi APs consume. 

The experimentation is based on a deployment of six IEEE 802.11 Soekris 

access points (AP) and an IEEE 802.16 base station (BS) [164], each embedding 

an NEC implemented in Java [165]. Soekris devices are low-power, low-cost, 

advanced communication computers that act as re-programmable 802.11 access 

routers [166]. Moreover, several single-RAT (i.e., WiFi) and multi-RAT (i.e., WiFi, 

WiMAX) terminals are located in the corresponding area, consuming a video 

service delivered by VLC-based service provider [167].  

This testbed was employed in order to extract the dataset used in the 

experimental assessment. We collected 50.000 tuples; each tuple was described 

by three variables indicating the status of an access point at time tx, namely 

Packet Error Rate  PER  ranging in [0…1], Channel Utilization  CU  ranging in 

[0…1] and Number of  ssociated Terminals   T  in [0…25]. 10% of the dataset 

has been sampled from the deployment of the testbed and has been manually 

labeled (Yi labeling), while the rest has been artificially generated according to the 

distribution derived from the initial set. The resulting dataset consists of 6667 

tuples marked as Load (True according to the algorithmic notation), 9956 marked 

as No Load (False) while the remaining 33377 correspond to the Medium Load 

case (Neutral). 
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The basis of the analysis is a pre-evaluation of the dataset, with a very strict set 

of rules, directly capturing the environment where the APs are placed. The 

evaluated dataset is called ground truth and is used only for evaluation purposes. 

Evaluated against this dataset, all the three fuzzy logic controllers‘ configurations 

performed well, considering ofcourse the fact that they have been generally 

configured. Table 5-6 presents the success rate (i.e., the correctly classified 

tuples) using the three different configurations. We observe that the more generic 

a configuration is, the lower success rate he achieves, which is understandable 

due to the fact that the configurations matches several environments. 

Table 5-6: Classification success rate results for the three configurations of the fuzzy 

reasoners 

 FL1 FL2 FL3 

Classification 

Success Rate 
65.64% 71.86% 75.40% 

5.2.3 Fuzzy Logic based Cooperative Power Control 

A popular technique, both in research and industry, for covering the requirement 

for increased coverage and capacity is the networks‘ densification, by the 

introduction of small cells [168]. However, the densification as a technique is 

related to interference problems and also energy waste. Thus, power control  

mechanisms applied in such networks, aim at optimizing the networks‘ capacity 

and coverage and at the same time at achieving interference mitigation, reducing 

power consumption and extending battery lifetime. The purpose is to have 

improved QoS for the users as well as having the optimum overall network‘s utility 

and reduced cost from the network operator‘s perspective.  t the same time, the 

need for signaling reduction in the ultra dense networks makes imperative the use 

of a cooperative and distributed paradigm. This will also enable avoidance of 

selfish behaviors that lead to suboptimum solutions. 

This section aims at presenting a Situation Perception mechanism for WiFi APs 

operating in an Ultra Dense Environment, where uncertainties may occur. The 

idea is to extend algorithms for cooperative power control coming from sensor 

networks‘ application field [169], [170], apply the solution in WiFi APs, and 

address the situation perception problem due to uncertainties that may occur in 

the network. In the following subsections initially the baseline reference algorithm 
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for cooperative power control is briefly described. Then the extended Cooperative 

Power Control scheme with the Fuzzy Logic situation perception mechanism is 

described in details coupled with the functional decomposition of the considered 

scheme. Finally, the experimental results are presented also in details, for proving 

the merits of the introduction of such a mechanism. 

Cooperative Power Control - Baseline Algorithm 

The proposed Fuzzy Logic enhanced CPC algorithm is based on [169], [170]; 

both approaches propose a scheme for distributed interference compensation in 

Cognitive Radio that operates in license exempt spectrum bands, using 

transmission power adjustment methodologies. The initial solution concerns ad-

hoc networks and is based on an information exchange scheme for the 

identification of the appropriate transmission power levels. Each independent 

node of the topology sets its power by considering individual information, as well 

as information related to the neighboring nodes. More specifically, a node sets its 

power level by considering its Signal to Interference plus Noise Ratio (SINR) and 

the interference caused to its neighbors. The main idea of this approach is to 

prevent users to operate in the maximum transmission power levels.  

The authors assume a set of node pairs L that operate in the same frequency. 

The SINR for the ith pair is given below: 

  (  
 )   

  
     

   ∑   
        

 (5.1) 

 Where 

   
 : transmission power for user i on channel k 

    : link gain between ith receiver and ith transmitter 

   : noise level (equals to 10-2) 

   
 : transmission power for all other users on channel k, assuming that j   

{1,2,…,L} and j≠i 

    : link gain between ith receiver and jth  transmitter (Figure 5-11) 

It is also assumed that the channel is flat-faded without shadowing effects. Since 

the channel is static, the only identified attenuation is the path loss h (channel 

attenuation or channel gain). Given that indoor urban environments are 

considered, the channel gain is hji = dji
-3, where d is the distance between the jth  

transmitter and the ith receiver.  
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Figure 5-11: Representation of link gain among UEs in the network 

The decision for the transmission power levels takes into account the negative 

impact (i.e., interference) of a node to its neighboring nodes. This is formalized 

using Equation 5.2, which captures the notion of interference price; such price 

reflects the interference a user causes to other users within its transmission range 

and is given by: 

  
   

   (  .  
 /)

 (∑   
        

  (5.2) 

Where 

   (  (   ))        (  (   )): logarithmic utility function, 

 ζi: user dependent parameter. 

Both of the algorithms presented in [169] and [170] are based on a tradeoff 

between the capacity of a node and the interference caused to the corresponding 

neighborhood. This balance is being captured by the following objective function: 

  .  (  
 )/      

  ∑  
  

   

    (5.3) 

The first part indicates a relation to the Shannon capacity for the corresponding 

user, while the second part captures the negative impact in terms of interference 

prices that a user causes to its neighborhood. The α factor is introduced so as to 

capture uncertainties in the network; these uncertainties reflect the precision of 

the received and compiled information of each network element regarding the 

interference price, which should have been available by the node‘s neighbors. 
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This is related to the fact that once a network element adjusts its transmission 

power, it informs its neighbors in an ad-hoc manner. This implies that even 

though a network element has collected information from all of its neighbors in 

order to adjust its transmission, the gathered data could be obsolete and, as a 

consequence, they will not capture neighborhood‘s current state. The 

obsolescence of the interference prices is related to the update interval (i.e., the 

periodic update) of each network element. In [169], α is set in a static manner as 

25%. In [170], a fuzzy reasoner is introduced in order to identify, in a more 

dynamic way, uncertainties in the network based on the network‘s status; the 

inputs (number of users, mobility, update interval) of the fuzzy reasoner capture 

the volatile nature of the ad-hoc network, whereas the output of the fuzzy 

reasoner is the Interference Weight. The α factor is defined as 1/β Interference 

Weight + 1 (β has the maximum value of the Interference Weight).  

The algorithm consists of three steps, namely, the initialization, the power update 

and the interference price update. The former is related to the assignment of 

initial valid transmission power and interference price values. The second part 

concerns the transmission power update based on the interference prices each 

node receives from its neighbors. Finally, the interference price update captures 

the communication of its interference prices to the neighborhood, by every 

network node. The second and the third steps are asynchronously repeated until 

the algorithm reaches a steady state (i.e., a state where every network element 

has the same transmission power for two consecutive time iterations). 

Fuzzy Logic Enhanced Cooperative Power Control for WiFi APs 

The considered solution is related to the incorporation of the previous schemes in 

an Ultra Dense Environment. In the case study under investigation, we assume 

the presence of several WiFi APs located in the considered area. These APs 

communicate via wireless links in order to exchange their interference values. 

Based on these values each network element adjusts its transmission power 

(Figure 5-12).  
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Figure 5-12: Envisaged network topology 

Given the assumption that the APs communicate asynchronously and each one 

might have its locally-set update period, it is possible that the APs are unaware of 

the current network‘s status  from the messages exchange . Such problem 

becomes even more acute if we consider that the network elements might lose 

some messages during the messages exchange procedure due to the nature of 

the applied information fusion scheme and the sensitivity of the wireless medium. 

This implies that the use of the fuzzy reasoner is imperative for capturing the 

uncertainties [171].  

The WiFi application area poses the need for modification of the inputs and the 

inference engine of the fuzzy logic controller. Thus, the number of the WiFi APs in 

the vicinity, the number of users in the vicinity (associated to WiFi APs) and the 

update interval are used as inputs of the fuzzy reasoner. In case of completely 

new application areas, new/modified fuzzy reasoners could be incorporated so as 

to be more suitable to the use case under discussion. The way a network element 

perceives its environment is based on the input and output membership functions. 

As in [170], the inputs‘ membership functions are set to have triangular shape, 

mainly in order to capture the strict nature of the inputs.  

Table 5-7 provides the rules of the inference engine of the fuzzy reasoner. The most 

crucial input for the decision making process is the update interval. This input 

depicts the frequency of the information updates about the interference price of a 

network element to its neighbors thus capturing how recent is the view of a 

network element, based on the inputs from its neighbors. These inputs will be 

used for the calculation of the TxPower. Figures 5-13 to 5-15 present the 

interference weight (i.e., outcome of the fuzzy reasoner) as a function of:  

Ad-hoc link

WiFi AP
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 the  Ps‘ and the users‘ number, having as parameter the time interval (set 

0.5 sec - Medium) – Figure 5-13, 

 the update interval and the number of APs, having as parameter the users‘ 

number (set 25 – Low to Medium) – Figure 5-14, 

 the update interval and the users‘ number, having as parameter the 

number of APs (set 15 – Medium to High) – Figure 5-15. 

From the figures we may observe that interference weight (capturing the 

uncertainties) is related to either larger number of users and APs in the networks 

(which may cause uncertainties) because they introduce dynamics in the network, 

or slower update interval (which implies that the network elements will not have 

the latest network view). 

Table 5-7: Correlation table between inputs and outputs for the fuzzy reasoners in the 

Cooperative Power Control 

Rule Number Num of WiFi APs Num of Users Update Interval Interference price 

1 Low Low Low Low 

2 Low Low Medium Low 

3 Low Low High Medium 

4 Low Medium Low Low 

5 Low Medium Medium Medium 

6 Low Medium High Medium 

7 Low High Low Medium 

8 Low High Medium Medium 

9 Low High High High 

10 Medium Low Low Low 

11 Medium Low Medium Medium 

12 Medium Low High High 

13 Medium Medium Low Medium 

14 Medium Medium Medium Medium 

15 Medium Medium High High 

16 Medium High Low Medium 

17 Medium High Medium Medium 

18 Medium High High High 

19 High Low Low Medium 

20 High Low Medium Medium 

21 High Low High High 

22 High Medium Low Medium 
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23 High Medium Medium Medium 

24 High Medium High High 

25 High High Low Medium 

26 High High Medium High 

27 High High High High 

 

 

Figure 5-13: The interference weight as a function of the APs’ and the users’ number, 

having as parameter the time interval (set 0.5 sec - Medium) 

 

Figure 5-14: the interference weight as a function of the update interval and the number of 

APs, having as parameter the users’ number (set 25 – Low to Medium) 
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Figure 5-15: the interference weight as a function the update interval and the users’ 

number, having as parameter the number of APs (set 15 – Medium to High)  

The CPC consists of two separate iterative procedures, the power update and the 

interference price update. In the former, consider a network element  , which 

updates its transmission power using a time interval          , where     is a set 

of positive time instances in which the AP   will update its transmission power 

level and                . Similarly, each WiFi AP   has an interference price 

update interval          , where    , where it updates its interference price and 

announces the updated interference price   
  to the rest of the WiFi APs belonging 

in the scheme. Figure 5-16 provides the messages exchange and the operations‘ 

sequence on a scheme with two WiFi APs; this could be generalized for more 

APs as well. 
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Figure 5-16: Messages exchange on a scheme with two WiFi APs 

In order to deploy the CPC in the considered environment, network elements 

should be enhanced with a set of software modules namely ―Power Control‖, the 

―Learning‖ (being analyzed in the following chapter), the ―Memory‖, the ―CPC 

communication‖, the ―Control Engine‖ and the ―Monitoring‖. Figure 5-17 presents the 

functional decomposition of the CPC.  

Each software module provides a set of functionalities in order to enable the 

instantiation of the CPC in WiFi APs; more specifically: 

 The ―Power Control‖ incorporates the functionalities for the calculation of 

the metrics (interference prices) and the objective function that each 

network element has to maximize. Furthermore, this part of the mechanism 

implements the fuzzy logic reasoner for the calculation of the interference 

weight and the α factor, 

 The ―Learning‖ part incorporates the learning mechanism for enhancing 

the network element‘s situation perception that will be analyzed in Section 

5. 

 The ―Memory‖ contains all the information required for the CPC; this 

information may be local and related to the AP under consideration (ex. 

TxPower, SINR, local IPs and MACs etc.), or related to neighboring 

network APs (physical topology information – distances from neighbors, 
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network information – neighbors‘ IPs and M Cs, algorithm information – 

neighbors‘ interference prices and TxPowers . 

 The ―CPC communication‖ software module consists of two parts, the 

client and the server. As mentioned afore, the basis of the CPC scheme is 

related to the asynchronous information exchange among the network 

elements. This implies that each network element operates as a server, 

where the neighboring WiFi APs are being associated and also as a client 

in order to associate to the neighboring APs. 

 The ―Control Engine‖ is responsible for the enforcement of the re-

configuration action, which in the considered case is the TxPower 

adjustment.  

 The ―Monitoring‖ software module is responsible for the two types of 

monitoring tasks, the local and the neighborhood/cluster. The former is 

related to monitoring of local metrics and measurements (e.g., 

identification of local TxPower, associated users, sensed APs etc.) 

whereas the latter is related to cluster information (e.g. MACs and IPs of 

neighboring APs, physical topology graph, etc.).  

 

Figure 5-17: Functional architecture of the CPC 
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Deployment and Environment Description 

In order to experiment with the fuzzy logic enhanced cooperative power control a 

series of real life experimentations has been performed. The experimentation is 

based on a proof of concept which instantiates the architecture described above. 

Environment Description 

For the experimentation a set of Soekris devices has been used; such devices 

are low-power, low-cost, Linux-based communication computers (500MHz AMD 

Geode LX, 512MByte DDR-SDRAM) that act as re-programmable WiFi APs by 

using IEEE 802.11b/g radio access technology [166]. In all Soekris devices two 

wireless interfaces are installed, one is the actual AP interface and the other one 

is used for monitoring; the former is the AR5413 mini-PCI [172] Card whereas the 

latter is the WUSB54GC USB card [173]. The APs deploy their own network and 

route the information to the internet through NAT. APs are connected through the 

backbone network and communicate with a standalone machine which 

aggregates information and provided triggers for the initiation of algorithms. The 

CPC implementation is based on Java programming language using several 

external libraries. The most important of them are the jFuzzyLogic [174] for the 

―Power Control‖ module and  pache MIN  [175] for the ―CPC communication‖ 

module. For the ―Monitoring‖ module the Linux kernel utilities are exploited. 

 

Figure 5-18: Physical topology of the experimentation environment 

Four Soekris devices have been placed in a typical small office environment 

consisting of three rooms, with 15 employees (Figure 5-18). The employees used 

these APs for two consecutive days for 10 hours each day (from 10:00 CET until 

20:00 CET on July 9th 2012, where our algorithms are not installed and the 



 

P. Spapis 
132 

measurements are used for extracting the control data, and on July 10th where 

the fuzzy logic enhanced Cooperative Power Control algorithm operated for the 

transmission power control) in order to access the internet and perform all 

normal, working-day, activities. Overall traffic throughout the day ranged from 1 to 

10 Mbps while APs were configured to operate at 5.5 Mbps throughput. The 

network layout is depicted in Figure 5-19. 

 

Figure 5-19: Network topology of the experimentation environment. 

Of the two days of the experiment, the one has been used for the control data 

generation and the second has been sued for the evaluation of the fuzzy logic 

enhanced CPC was embedded in the Soekris devices. In both days it has been 

attempted to procedure almost identical experimental conditions. The bandwidth 

requirements were reproduced – however user‘s mobility could not be identically 

reproduced. It should be noted that the two days of the experiment could be 

characterized as follows:  

a) The first day, July 9th 2012, the control data were built, using the Soekris 

devices operating with their maximum transmission power.  

b) The second day, July 10th 2012, the Soekris devices operated having 

embedded the Fuzzy Logic enhanced Cooperative Power Control 

Assumptions 

As mentioned afore, the CPC scheme is based on the assumption that it will 

operate on an urban area. Thus, the generic assumptions of the algorithm should 

be also adapted accordingly.  
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The WiFi APs are placed in an indoor environment and communicate via specific 

communication interfaces. This implies that the distance among the network 

elements needs to be defined. In the proposed approach, the methodology of 

[176] and [177] is being followed.  

The propagation obeys to certain models, from which the log-distance model is 

one of the most simple; the following equation describes the behavior of such 

model: 

 (5.4) 

Where  

  ( ): the estimated distance between the transmitter and the receiver, 

    (   ): the transmitted power level, 

    (   ) is the power level measured by the receiver, 

    (   ): the antenna gain of the transmitter, 

    (   ): the antenna gain of the receiver, 

  : measure of the influence of obstacles like partitions and ranges from 2-5 

(2 for free space, 4-5 in case obstacles are considered), 

   : normal random variable with standard deviation of α. This variable 

captures the variance of the fading phenomena in an indoor environment, 

  : the wavelength of the signal (for WiFi can be considered 0.12m). 

In the proposed experimentation, and for a typical office environment,   has been 

set to 5 and    to 20. Regarding the transmission power, which is the actual 

parameter of our implementation, it is related to the equipment‘s capabilities. 

Specifically,         is limited by the WiFi card‘s capabilities; 10dBm is the 

lowest price whereas 27dBm is the highest. 

Experimentation Analysis  

Figures 5-20 to 5-28 capture the experimentation results for the first day (July 10th 

2012). The experiment has started 10:00 CET and has finished 20:00 CET. The 

four Soekris APs have been placed in our testbed and we have been measuring 

for this period the transmission power of their WiFi cards; the transmission power 

1
log ( 20log 20log(4 ))

10
TX RX TX RX ad P P G G X

n
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ranges from 10 to 27 dBm. Figures 5-20 to 5-23 present the transmission power 

for the 10 hours of the experiment. In order to evaluate the operation of the 

network for several topologies, initially we have all four Soekris operating, 

whereas as the experiment proceeds we turn them off one by one and we leave 

only one operational. For each of the Soekris devices (and considering that the 

10dBm is the basis of the         for each AP) we see the actual gain 

compared to setting the transmission power to the maximum         (i.e., 27 

dBm). The energy gain at each of APs 1 (Figure 5-20), 2 (Figure 5-21), 3 (Figure 5-22), 

and 4 (Figure 5-23) is 12.51%, 10.75%, 33.33% and 21.23% respectively. Also, it is 

obvious that the more the APs, the more energy gains we have, due to the 

collaborative nature of the algorithm. Also, what should be noticed is the fact that 

the APs change very often their         levels. This is related to the highly 

volatile office environment, with moving users and the many interference sources 

(i.e., moving users, cell phones, Bluetooth devices, etc.), in relation to the fact 

that the APs identify the network topology considering indoor path loss models. 

Such models, if we assume static environments, without moving users operate 

with accuracy, however in the case under discussion, the network elements need 

to calculate the topology on a constant basis, in every CPC loop. 

 

Figure 5-20: Transmission power adjustments in the four Soekris APs using the 

Cooperative Power Control scheme in Soekris AP1 
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Figure 5-21: Transmission power adjustments in the four Soekris APs using the 

Cooperative Power Control scheme in Soekris AP2 

 

Figure 5-22: Transmission power adjustments in the four Soekris APs using the 

Cooperative Power Control scheme in Soekris AP3 

 

Figure 5-23: Transmission power adjustments in the four Soekris APs using the 

Cooperative Power Control scheme in Soekris AP4 

Figures 5-24 to 5-27 provides the 6th degree polynomial function of the SINR 

measurements during the experimentation. At any case, the SINR is better 

compared to the case where maximum         has been set to the APs. For the 

AP 3 and 4 the experiment stops at the time that these APs are being turned off 

(13.20 and 14:20 respectively) and we see that when all four Soekris operate, the 

SINR to all of them is low. When we start turning off AP we observe that the SINR 

to all the operating ones starts increasing; this is related to the fact that the 
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interference that is caused reduces as well. Finally, only one, AP 2, remains 

operational and we have a huge increase in the SINR, which has started when 

we turned off AP3 and AP4; however we should take under consideration that the 

overall capacity reduces.  

 

Figure 5-24: SINR evolution during the experimentation period for Soekris AP1 

 

Figure 5-25: SINR evolution during the experimentation period for Soekris AP2 

 

Figure 5-26: SINR evolution during the experimentation period for Soekris AP3 



Learning Enhanced Situation Perception for Self-Managed Networks 

P. Spapis 
137 

 

Figure 5-27: SINR evolution during the experimentation period for Soekris AP4 

Figure 5-28 presents the number of iterations every time the CPC is being triggered. 

We consider that the CPC is being triggered periodically, every 5 minutes. The 

Soekris APs exchange messages asynchronously; everyone using its own 

intervals. We observe that the scheme converges in small number of iterations 

most of the times (mean value of iterations 3.876). 

 

Figure 5-28: Number of iterations every time the CPC is being triggered 
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6. Learning Enhanced Situation Perception 

The Situation Perception schemes aim to identify problematic situations or 

optimization opportunities and in general perform well in the environments where 

they are built to operate. On the other hand, if the network conditions 

change/evolve, or the network elements get re-located in a totally new 

environment, they do not manage perform their situation perception task in a 

satisfactory manner, without being manually configured by the network 

administrators. This adaptability (described as self-mutation in Section 2.4) is a 

key requirement of the self-managed networks for enabling them to autonomously 

evolve their reasoning schemes for meeting the new context.  

Fuzzy logic enhanced situation perception faces the same problems regarding 

their adaptability as the rest of the situation perception schemes in the literature. 

Thus, new schemes for enhancing the way the network elements model their 

environment have been developed and are being presented in this thesis. More 

specifically, two learning approach schemes are being proposed, one based on 

supervised learning and one on unsupervised learning. For the unsupervised 

learning scheme several variations of the solution have been proposed, 

depending on effect they have to the fuzzy logic reasoners. 

The rest of this section is structured as follows. Initially, the reference (learning) 

problem is being described. Afterwards the learning schemes are being described 

in Section 6.2. Finally, in Section 6.3 the learning schemes are being applied in 

the situation perception schemes that have been developed and described in 

Section 5. 

6.1 Reference Problem Description 

In order to identify the direction to move towards, we have defined the key points 

of the problem to be addressed; such description will enable the formalism of the 

solution on the one hand and the generalization of the proposed solution to every 

problem that could be formulated the same way on the other hand.  

We consider that the decision maker has several states (related to network 

measurements); let     be the network state and S the network state space. 

Suppose that each decision making mechanism i is defined by a set of 

parameters    and         its utility.  
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We consider a set of decisions that we are definite about its validity; let it be 

named ground truth G. At each given time step, t, if   (  )    (  )          

then  (  ) is considered a ―correct decision‖. 

Also let     be the number of the occasions where the decision of the decision 

making mechanism is   (  ) and the ground truth is  (  ). Table 4-1 summarizes 

all the cases for the given states and the identified decisions. Intuitively, what 

such table is capturing is that the diagonal contains the numbers of the correct 

decisions whereas the rest of the positions of the table host the wrong ones. We 

define as adaptation mechanism A, a mechanism that calibrates the parameters 

   so as to maximize the ―correct‖ decisions and ―minimize‖ the wrong ones:   

   {∑∑       

 

   

 

   

} or    {∑∑       

 

   

 

   

} (6.1) 

It is worth noting that the ground truth in this work is used only for the evaluation 

of the overall decision-making and adaptation mechanisms. In other words, what 

is meant is that the scheme does not assume knowledge of the ground truth 

during the learning and adaptation process. Such an assumption would have 

been unrealistic and would contradict the autonomic nature of the scheme, which 

is needed for any scheme to be operational during runtime in any real network 

environment. 

Table 6-1 Decisions versus ground truth 

   (  ) …   (  ) 

 (  ). N11 … N1k 

… … … … 

 (  ). Nk1 … Nkk 

6.2 Learning Enhanced Fuzzy Logic  

As thoroughly described in section 4.2, the learning schemes may be categorized 

according to the availability of labels in the dataset. The labels capture the state 

of the input vectors. More specifically, supervised learning schemes attempt to 
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identify patterns and structures using a dataset with labeled data, whereas 

unsupervised learning identify patterns and hidden structure of a set of unlabeled 

data. In terms of this thesis, both approaches have been followed and evaluated. 

In the following sections, both schemes are being described.  

6.2.1 Supervised Learning Algorithm 

The high level description of the supervised learning algorithm is a decentralized 

one, with parts of the algorithm being implemented in the NEC level and others 

being implemented in NDC level. Figure 6-1 provides the high level description of 

the learning scheme. Initially, each network element monitors its environment for 

identifying problematic situations using the Situation Perception fuzzy reasoners. 

In the case that problematic situations are being identified the NEC proceeds in 

problem solving decisions and the corresponding execution of such decisions. 

Afterwards, the learning procedure takes place, which consists of three distinct 

phases, namely: 

 the labeling phase,  

 the classification step, and,  

 the fuzzy logic enhancement procedure.  

Throughout the presentation we assume that each time a network device (i.e. 

NEC) monitors its operational environment it extracts a d-dimensional vector 

which can be classified as True, indicating that a particular problem has 

appeared, False – no problem- or Medium/Neutral, implying that although there is 

currently no problem there is a chance that a problematic situation may appear in 

the future. Additionally, given a problem, the device triggers a remedy action, 

which is guaranteed to solve the problem; in other words it will enable the device 

to transit from a True state to either a False or a Neutral state. Obviously, upon 

start-up, the device has no pre-installed knowledge base, apart from the set of 

fuzzy logic rules and the set of configuration actions. 
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Figure 6-1: High level view of the supervised learning scheme 

The labeling algorithm appears in Table 6-2. The device monitors its operational 

environment and extracts a d- dimensional tuple (step 4.2), which is evaluated 

against the set of pre-installed fuzzy logic rules (step 4.3). At this step, the 

inference process of the NEC for the situation perception (fault or optimization 

opportunity identification) takes place. If the outcome denotes a problematic 

situation (step 4.4, label Xi) then the appropriate solution is applied (step 4.4.1). 

Each cognitive manager per network has a set of solutions or configuration 

actions that could be enforced. Each problem is associated with one or more 

solutions. According to the global status of the network device, and possible 

interactions among different solutions the most appropriate is selected. Given the 

fact that the applied solution will always solve the problem we compare the (i+1)th 

tuple with the ith (step 4.4.3). In case their distance is less than a predefined 

bound ε we assume that we performed a classification error (false positive, i.e., 

we classified a Neutral tuple as true) and attribute the correct label Yi. Yi 

corresponds to the actual conditions (ground truth), while label Xi to the fuzzy 

logic perception of the environment. In any other case, we cannot decide about 

the label and leave it as it is. As soon as a significant amount of vectors (i.e., N) is 

aggregated we halt the procedure and proceed with the application of the k-NN 

classifier. 

Table 6-2: Labeling algorithm on the network element level 

Input: Approximation Parameter ε  

Output: Set of labeled observations S, Set of unlabeled observations 
T 



Learning Enhanced Situation Perception for Self-Managed Networks 

P. Spapis 
143 

1. SO 

2. TO 

3. i=0 

4. while true 

4.1        i++ 

4.2        Retrieve vector Zi 

4.3        Xi  fuzzy logic (Zi) 

4.4        if (Xi = True) 

4.4.1                Select and Apply appropriate Solution 

4.4.2                Wait for Si+1 

4.4.3                if(||Si+1-Si||<ε   Yi= Neutral 

4.4.4                else Yi = True 

4.4.5                S = S U {Zi, Xi, Yi} 

4.5        else if (Xi = Neutral / False) 

4.5.1                Yi = ? 

4.5.2                T = T U {Zi, Xi, Yi}               

5 return S, T 

 

The k-NN classifier enables the identification of all missing Yi labels. The set of 

labeled instances (S) is used as the training set, while all unlabeled records (T) 

are used as testing set. Recall from the last step that although we can accurately 

predict the labels of all observations appearing in S, we only have tuples from 

Neutral and True. In order to overcome this, we artificially generate a small 

number of tuples, which are in advance labeled as False (i.e. all tuples are 

located in the beginning of the coordinates systems axes). It should be pointed 

out that this step appears only the first time that the algorithm is executed. In 

subsequent executions, the training set is populated with previously labeled 

records. The algorithm appears in Table 6-3. The successful execution of this 

step essentially generates a set of correctly labeled observations, which can be 

used in order to quantify the quality of the procedure. 

Table 6-3: k-NN classification for the extraction of the missing labels 

Input: Set of labeled observations S, Set of unlabeled observations 
T 

Output: Final set of labeled observations F 

1. FO 

2. kNN.training set  {S} 

3. kNN.test set  {T} 

4. F  kNN(Training, Test) 

5 return F 

 

At this point it should be noted that the kNN classification could be replaced with 

alternative classification methods, such as the Support Vector Machines. 

However, such approach would increase the complexity of the overall scheme, 

due to the fact that, in general, the tuples cannot be captured by simple SVM 
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classification. This implies that we should proceed in complex transformations 

and increase the dimensionality of the input tuples. Even though the previous 

scheme can also successfully classify input data, the limited processing power of 

the NECs - where classification takes place- prohibits the use of such approach. 

Periodically the stored tuples are validated in order to provide an indirect 

assessment measure with respect to the quality of the fuzzy logic rules. The 

evaluation is done according to the following formula: 

  ∑
       

 

 

   

 (6.2) 

A essentially quantifies the percentage of cases that we made an erroneous 

decision (i.e., the ground truth label Yi is different than the fuzzy logic label Xi) and 

is compared with a predefined tolerance bound Ap. If the number of mistakes is 

not tolerable (A > Ap) then the network element sends all data to the domain 

controller (NDC). 

The domain controller receives data from all network elements for which condition 

(A>Ap) holds true. All measurements lay in a d-dimensional space and by 

exploiting the ground truth labels (Yi) we can categorize them in three distinct 

classes      *                  + which correspond to three high dimensional 

manifolds (DT, DN, DF). For ease of presentation, in the context of this work, we 

will assume that data points form hyperspheres, however the work can be 

extended to address a multitude of high dimensional manifolds. 

Each sphere is centered at     ∑
  

    
      

    
    and has radius    

           
‖      ‖. We assume that the cluster of tuples labeled as True is 

centered at     (          ) and has radius RT, while tuples corresponding to 

Neutral are centered at     (          ) with radius RN. Similarly, False 

points are centered at     (          ) with radius RF. Without loss of 

generality we consider only points CET and CEN. These two points define a line ε, 

which is described by the following set of equations:  

         (     )       (6.3) 

This line intersects with spheres DT and DN in four points, which can be retrieved 

by substituting the pi values into the following hypersphere equations: 
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   ∑(     )
    

 

 

   

 (6.4) 

   ∑(     )
    

 

 

   

 (6.5) 

Consequently, a simple way of identifying the bounds for the fuzzy logic rules 

would be to extract the intersection points which  

 belong to different hyperspheres and  

 exhibit minimum distance from each other.  

Simply stated, the two intersection points are provided by: 

*     +     *‖       ‖ ‖       ‖ ‖       ‖ ‖       ‖+ (6.6) 

By applying a similar procedure we can also extract points B3 and B4 from 

spheres DN and DF. Notice at this point that each Bi corresponds to a tuple {b1, b2, 

… , bd}; thus each B can be directly set as a new bound for the fuzzy logic rules. 

More precisely: 

 Point B1 would correspond to the bound for the True-Neutral situation, in 

other words, B1 is a point labeled as True that exhibits maximum distance 

from CET and is closest to CEN than any other point P labeled as True. 

 Point B2 would correspond to the upper bound for the Neutral-True 

situation. Similarly B2 is labeled as Neutral and exhibits maximum distance 

from CEN and is closest to CET than any other point labeled as Neutral. 

Since DT and DN are adjacent, B1=B2. 

 Point B3 would correspond to the lower bound for the Neutral-False 

situation 

 Point B4 corresponds to the bound for the False-Neutral situation 

(obviously B3=B4) 

A graphical representation of this procedure appears in Figure 6-2 where the 

application of the proposed scheme is demonstrated the application of our 

algorithm in R3. 
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Figure 6-2: Graphical representation of data records according to ground truth labels 

It should be stressed out that hyperspheres comprise an abstraction of the actual 

manifold formed by the data points so the actual manifold is enclosed in the 

hyperspheres. However, this abstraction fits our purposes for two reasons. Firstly, 

its computation is simple and fast thus it can be implemented on any kind of 

device without imposing any memory or CPU overhead. Secondly, the 

circumference of the hypersphere will contain at least one point of the class under 

process, thus indirectly signifying the range of values of that class. 

On the other hand, the adjacency of the spheres may yield poor discrimination 

quality, in the sense that a lot of True and Neutral cases as well as Neutral and 

False cases may have been placed together. The latter, is due to the fact that the 

hyperspheres enclose a larger area than the actual manifold. In order to 

overcome this we employ a hierarchical divisive clustering (HDC) approach based 

on k-means. An indirect gain however, is that the application of HDC will take 

place on the DT and DF spheres and not on the larger, DN sphere. Essentially, the 

fitting of data into three spheres comprises a fast implementation of the first step 

of HDC in O(N) time which is significantly smaller than the O(eN) requirement of 

k-means. 

Afterwards, k-Means is applied on the two spheres, which correspond to False 

and True and direct the algorithm to split it into two clusters, False or True and 

Neutral. The result will be two adjacent spheres maintaining elements belonging 

to both classes. The new sphere corresponding to Neutral is merged with the 

initial Neutral class. The division continues on the resulting True and False 

clusters until we start experiencing loss in the Recall (Recall = Retrieved Relevant 
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Records / Total Relevant Records) or high Precision (Precision = Retrieved 

Relevant Records / Total Retrieved Records) in conjunction with high Recall (high 

F-measure value, where F-measure = 2*Recall*Precision / Recall + Precision). 

The geometric interpretation of our approach is depicted in Figure 6-3. The 

algorithm simply augments the sphere corresponding to Neutral cases and 

shrinks the other two by extracting falsely classified points. When the procedure 

is halted then we have three overlapping hyperspheres. The intersecting points of 

the line defined by the spheres‘ centers with the spheres correspond to the 

desired solution. 

 

Figure 6-3: Geometric interpretation of the approach 

 

6.2.2 Unsupervised Learning Algorithm 

The unsupervised version of the learning enhanced fuzzy logic situation 

perception scheme is based on the modification/adaptation of the previously 

described solution, following the same generic principles. The key difference of 

the unsupervised scheme lies at the skip of the complicated algorithm for 

labeling, following the assumption that the network administrator will have, in 

general, configured the network elements to operate adequately; thus enabling 

the system to converge. Compared to the previously described scheme, which is 

based on a two layer approach where initially the ground truth is being built by 

using classification approaches (k-nearest neighbors - kNN), and then, by using 

this ground truth, the available measurements are used for the knowledge 

extraction. Additionally, the previously described scheme exploits the 
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measurements for the extraction of the new membership functions in a rather 

simple manner, using a well-known clustering method, the k-Means. This 

however leads to loss of information in the overlap areas of the clusters, as 

shown in the Figure 6-4, because the density of the measurements is not being 

consider, but only the radius of the hyperspheres is being exploited. 

 

Figure 6-4: Geometric representation of the supervised learning approach and highlight of 

the overlap areas 

In contrast, in the unsupervised learning scheme, the diversity of the input 

measurements via statistical analysis of the monitored instances is being 

considered. Furthermore, the labeling part used in the supervised learning 

scheme is being omitted. The unsupervised learning approach assumes an 

operational phase where data are being gathered on-the-fly and are then used for 

the adaptation of the input membership functions of the situation perception fuzzy 

reasoner (Figure 6-5). 
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Figure 6-5: High level view of the unsupervised learning scheme 

The proposed scheme is based on a set of assumptions (the brackets contain the 

link to the generic problem formulation described in (Section 6.1)): 

 Each NEC monitors the network inputs for identifying the network current 

state (i.e., network states    ) and proceeds in self-diagnosis (i.e., 

        and    are the input membership functions).  

 Each monitored tuple is being evaluated by the fuzzy reasoner and 

classified as low, medium and high. The following cases could arise: 

o Low: the situation perception mechanism identifies a problematic 

situation. In the specific case where the identifier mistakenly 

considers a situation as low whereas it is not, the problem solving 

mechanism that undertakes to solve the identified problem 

intervenes without being needed (true negative), 

o Medium: the situation perception mechanism concludes to a 

medium (network) state, which is not problematic, but it could lead 

to either low or high QoS state without major alterations in the 

inputs, 

o High: the situation perception mechanism identifies a normal 

situation (i.e., high QoS). In the problematic case, where the fuzzy 

reasoner mechanism identifies a high QoS situation instead of a low 

one, the problem solving mechanism does not intervene (false 

positive). 
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Once we have gathered enough (classified) measurements we have three sets of 

tuples, labeled as Low, Medium and High; misclassified tuples of the diagnosis 

mechanism from the true negatives and false possitives are also included in the 

three sets. The classification is based solely on the current understanding of the 

decision maker on what constitutes Low, Medium and High respectively. The 

approaches that we have followed regarding the statistical processing of the 

measurements are: 

 the use of the Gaussian distribution and 

 the non-parametric one (i.e., which uses the Kernel Density Estimator 

(Gaussian Kernel is used) of the measurements histogram) ([178], [179], 

[180], [181]). 

The former approach is simpler whereas the latter provides a better ―fitting‖ to the 

available data. For the Gaussian distribution approach, we obtain the mean value 

and the variance of each of the three states of each input i.e., low, medium, high 

for Delay, Jitter and Packet Loss respectively). This enables the extraction of a 

Gaussian distribution as shown in Figure 6-6. The mapping of the Gaussian 

distribution to membership functions is straightforward and suggests the 

adaptation mechanism A that calibrates the parameters    (membership 

functions) so as to maximize the ―correct‖ decisions and ―minimize‖ wrong ones. 

For the non-parametric approach we extract the density of the dataset in every 

point of the domain of definition (Figure 6-7) and use the Kernel Density Estimator of 

the measurements histogram for the building of the non-parametric curves. Then 

we normalize and map these curves into membership functions. As in the 

Gaussian case, the identification of the new membership functions is the 

adaptation mechanism A that calibrates the parameters    (membership 

functions  so as to maximize the ―correct‖ decisions and ―minimize‖ wrong ones. 
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Figure 6-6: Mapping of a cluster to Membership functions using Gaussian statistical 

analysis 

 

 

Figure 6-7: Mapping of a cluster to Membership functions Non-parametric statistical 

analysis 

6.3 Fuzzy Logic based learning enhanced situation perception case 

studies 

In Section 5 a description of the situation perception scheme based on fuzzy 

logic, and its application in several use cases has been provided. For the same 

use cases, we have applied and evaluated the learning enhanced situation 

perception for measuring the merits of the learning enhanced schemes. The 

following section presents the application of the learning schemes and mainly the 

outcomes of the evaluation. 

6.3.1 QoS Degradation Events’ Identification 

In order to quantify the benefits from the introduction of the proposed learning 

schemes we have conducted a series of MATLAB simulations for the evaluation 

of the learning enhanced situation perception. Both algorithms have been applied 

for evaluating them and for identifying the benefits from their introduction.  

The dataset that has been developed and used for the evaluation of the situation 

perception scheme (Section 5.2.1) has been used also for the evaluation of the 
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learning algorithms. Having the initial generic configuration that was described in 

details in Section 5.2.1 (Table 5-3), the algorithm performs relatively well and 

achieves a success rate of 64%. Given the fact that such self-diagnosis scheme 

is built to operate adequately in all environments we consider this success rate as 

acceptable.  

By applying the supervised learning algorithm (Section 6.2.1) the situation 

perception algorithm has a success rate of 70.01% (amelioration of 9.4%). The 

output membership functions are trapezoidal ones, and membership functions 

have the ranges shown in Table 6-4.  By incorporating the unsupervised learning 

mechanism with the Gaussian adaptation approach and following the 

methodology presented in Section 6.2.2 we modify the input membership 

functions as shown in Figures 6-8 – 6-10. As it is obvious, the input states are 

now being captured by new membership functions, which are being described by 

Gaussian distributions, with higher overlap areas. The success rate of the 

adapted scheme reaches 84.07% compared to the ground truth (an amelioration 

of 31.36%). The required time for the processing of the dataset and the extraction 

of the new membership functions is 13.07 seconds in an average consumer 

laptop (i.e., Quad core, 1.6 GHz, 4GB RAM).  

Table 6-4: Input membership functions of the self-diagnosis fuzzy reasoners after the 

clustering adaptation procedure 

 Low Medium High 

Delay (in ms) 0 –20 5 –80 30 –200 

Jitter (in ms) 0 – 40 0.35 – 1 0.55 –2 

Packet Loss (%) 0 – 0.005 0.004 – 0.0057 0.0055 –0.01 
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Figure 6-8: Membership functions for the Jitter input after the Gaussian adaptation 

procedure. 

 

Figure 6-9: Membership functions for the Packet Loss input after the Gaussian adaptation 

procedure. 

 

Figure 6-10: Membership functions for the Delay input after the Gaussian adaptation 

procedure. 

 

Table 6-5: Mean values (κ) and standard variations (ζ) of the input membership functions 

of the Gaussian adaptation scheme 

  Low Medium High 

Delay (in ms) 
κ 9.8 30.32 64.67 

ζ 10.48 22.2 22.81 

Jitter (in ms) κ 18 48 106 
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ζ 12 34 26.11 

Packet Loss 

(%) 

κ 0.0022 0.0047 0.0073 

ζ 0.0017 0.0028 0.0018 

 

For the same dataset, we also apply the unsupervised learning non-parametric 

approach. Given the fact that for the adaptation of the membership functions we 

must have a finite number of points (MATLAB fuzzy logic toolbox limitation [128]) 

we choose 16 points of the extracted distribution curves and we define the 

membership functions. Apparently the new membership functions are closer to 

the actual distribution of the dataset (Figures 6-11 - 6-13), and reach a success 

rate of 84.16% compared to the ground truth (an amelioration of 31.51%). In this 

case the required time for the adaptation procedure (processing and extraction of 

the new membership functions) is 22.38 seconds. The results of the analysis for 

the three learning schemes are being summarized in Figure 6-14.  

 

Figure 6-11: Membership functions for the Jitter input after the non-parametric adaptation 

procedure. 

  

Figure 6-12: Membership functions for the Packet Loss input after the non-parametric 

adaptation procedure. 
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Figure 6-13: Membership functions for the Packet Loss input after the non-parametric 

adaptation procedure. 

 

 

Figure 6-14: Comparative analysis of the amelioration for the three learning schemes 

6.3.2 Load Events Identification 

The supervised learning scheme has been also applied for the identification of 

load events. The experimentation analysis is the same as the one described in 

Section 5.2.2 for the fuzzy logic situation perception scheme. In the first 

experiment the ability of kNN to support the derivation of the ground truth label for 

the first step of the algorithm is validated (Table 6-3). In most of the cases in the 

literature, the k value is chosen heuristically. For identifying the optimum value of 

neighbors, we have performed several experiments with values of k 1, 5, and 10. 

The results have been assessed through a 10-fold cross validation procedure, 

while all experiments verified our initial intuition regarding the applicability of k-NN 

in the context of our problem exhibiting, a classification rate larger than 98%. The 

latter lead us to the additional conclusion that any value between 1 and 10 will 

provide results of adequate quality. The overall results are presented in Table 6-6. 
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Table 6-6: kNN classification ability in the context of load identification use case 

Number of 

kNNs 

1 5 10 

Correctly 

Classified 

Instances 

98.7% 98.6% 98.5% 

 

For the experimentation with the learning algorithm, the three configurations 

presented in section 5.2.2 have been used. The three configurations (ranging 

from 1 to 3 – Table 5-3) are more generic (i.e., the 1st configuration) to more 

targeted to the environment (3rd configuration), thus they result to different 

success rates (Table 5-6).  

An interesting outcome after observing the original dataset is that the results will 

be heavily influenced by the values of the AT parameter, while on the other hand 

PER seems to provide little information in the clustering process. The latter is due 

to the fact that these variables are in different scale. Indeed, AT Є N takes  values  

from  the  range  [0…25]  while PER Є R and specifically in [0…1] with the 

majority of its values concentrated in [0…0.015]. In order to overcome this issue, 

the values of PER and AT are normalized using the formulas (8) and (9), 

respectively. 

     
    

   
      

    
 (6.7) 

    
   

   
      

   
 (6.8) 

 

Figure 6-15, Figure 6-16, and Figure 6-17 present the results after executing the 

algorithm on the dataset. The algorithm uses the decision obtained from the fuzzy 

logic controller and divides the input tuples into three classes according to the 

identified state of the network element (i.e., Load, Medium Load, No Load). Then 

the tuples identified as Load are used as input to the clustering algorithm that 

iteratively divides the set into two clusters, Load and Medium Load, until the 

halting condition is satisfied; the same procedure is being held for the tuples 

identified as No Load.  
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Figure 6-15: Dendogram corresponds to FL1 derived after applying our algorithm on the 

original dataset 

 

Figure 6-16: Dendogram corresponds to FL2 derived after applying our algorithm on the 

original dataset. 
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Figure 6-17: Dendogram corresponds to FL3 derived after applying our algorithm on the 

original dataset 

When the halting condition is validated we acquire a good approximation of the 

actual sets, while any potential overlapping corresponds to the intersection of the 

membership functions. The bounds obtained from these experiments appear in 

Table 6-7. By employing the derived points as the new bounds for the 

membership functions we apply the algorithm of Section 6.2.1 and obtain the 

classification results appearing in Figure 6-18. 

Table 6-7: The bounds extracted from k-Means after clustering on the normalized dataset 

  PER CU AT 

L
o
w

 FL1 [0 ... 3.2*10-3] [0 ... 0.375] [ 0... 5.23] 

FL2 [0 … 2.83*10-3] [0 … 0.337] [0 … 4.26] 

FL3 [0… 3.03*10-3] [0 … 3.03*10-3] [0… 3.03*10-3] 

M
e

d
iu

m
 FL1 [2.87*10-3 ... 1.17*10-2] [0.357 ... 0.756] [4.29 ... 16.18] 

FL2 [2.43*10-3 … 1.13*10-2] [0.312 … 0.741] [3.03 … 15.74] 

FL3 [2.69*10-3 … 1.10*10-2] [0.33… 0.719] [4.29 … 16.18] 

H
ig

h
 FL1 [1.16*10-2 ... 1] [0.747... 1] [15.89 … 25] 

FL2 [1.12*10-2 … 1] [0.728 … 1] [15.3 … 25] 

FL3 [1.08*10-2 … 1] [0.698 … 1] [15.89…25] 

 

Based on the experiments we conclude that the algorithm performs significantly 

well and tends to provide rules, which converge to decisions closer to the ground 

truth, independently of the initial configuration of the network element‘s decision 

making engine. For the three initial configurations of the fuzzy logic controller the 
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achieved amelioration is of 14 - 17% (Table 6-8). The presented amelioration 

focuses on the situation awareness of a cognitive manager. The characterization 

of events, which is a situation awareness phase, is the pilot for the successful 

optimization or fix of the network system. If the cognitive manager (i.e., NEC) 

cannot assess effectively the local status, then the performance of the network in 

many cases will not be improved by applying a reconfiguration action. Thus, the 

correct labeling of events is an important task for autonomic network 

management systems, where the learning process has merit. 

Table 6-8: Classification results after the enhancement of the fuzzy logic rules 

 FL1 FL2 FL3 

Initial 65.64% 71.86% 75.40% 

Learning 76.73% 84.09% 86.06% 

Amelioration 16.8% 17.01% 14.13% 

 

 

Figure 6-18: Comparative analysis of the amelioration for the three initial configurations 

6.3.3 Fuzzy Logic-based Cooperative Power Control 

The supervised learning scheme has been applied for the Fuzzy Logic-enhanced 

Cooperative Power Control. The performed analysis is based on two series of 

experiments, one based on simulations, and one based on the experimental 

platform that was presented in Section 5.2.3. 

The scheme without learning (Section 5.2.3) is used as the baseline for the 

comparisons. For the realization of the simulations we have artificially created a 
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dataset consisting of 1000 pseudo-random tuples. The dataset reflects network 

topologies with a relatively small number of APs, as well as the collocated users. 

Figure 6-19 provides the Interference weight (i.e., outcome of the fuzzy reasoner) 

as a function of the  Ps‘ and the users‘ number, having as parameter the time 

interval before (Figure 6-19 (a)) and after (Figure 6-19 (b)) the learning 

procedure. It is apparent that the weight of the interference part of equation CPC 

(Equation 5.3) is significantly affected, based on the feedback from the learning 

procedure; this implies that the transmission power extraction procedure is 

affected as well.  

 

(a) 

 

(b) 

Figure 6-19: Interference weight before (a) and after (b) the learning procedure 

For the whole dataset we capture the values of the α factor; then we perform a 

fitting procedure in order to identify the polynomial functions that capture in the 

most suitable way the outputs. Figure 6-20 provides the 8th polynomial degree 

functions of the α factor before and after the learning procedure. After the learning 

procedure, the fuzzy reasoner has become more sensitive to the environment; 

this is being captured by the variation of the new a values (0.0458) instead of the 

old ones (0.0091). 
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Figure 6-20: Interference weight a values before and after the learning procedure 

For a given instance of the dataset, we identify the transmission power before 

and after the learning procedure. We randomly create a set of experiments (10 

random topologies) for the identified instance, and evaluate the algorithm 

performance. As depicted in Figure 6-21, certain deviations to the final power 

values can be noticed when learning procedure is applied. In specific topologies 

(i.e., 2nd, 3rd and 8th) significant energy gains are achieved. In the rest of the 

topologies the learning framework achieves less significant gains but in no 

occasion energy waste occurs. 

 

Figure 6-21: Overall utility before and after the learning procedure 
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In Figure 6-22 the overall utility of the network for ten same experiments is 

presented. The utility with the incorporation of the learning framework is 

significantly ameliorated compared to the one with the transmission power set to 

the maximum valid level. Moreover, after the deployment of the learning 

algorithm, the network elements achieve better results in the overall utility, in 

comparison to the ones with the cooperative power control without learning 

capabilities.  

 

Figure 6-22: Transmission Power before and after the learning procedure 

 

A similar analysis has been performed using the experimentation platform 

presented in Section 5.2.3. Again, the initial configuration of the network elements 

is a generic one and captures a great variety of environments. However, for both 

the physical and network topology (Figure 5-18 and Figure 5-19) which has been 

used for experimentation, the set configuration is not the most suitable one. Thus, 

the supervised learning scheme has been incorporated. During the first 

experimentation day of the CPC in the Soekris devices, the inputs of the fuzzy 

reasoner are being gathered and characterized as neutral, beneficiaries and non 

beneficiaries. Then, the tuples are being clustered and the overlapping areas are 

being mapped to the uncertainty bounds in the input membership functions. 

Figures 6-23 – 6-26 provides the transmission power throughout the second 

experimentation day for all Soekris devices, with the adapted input membership 

functions (supervised learning-based CPC scheme).  
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Figure 6-23: Transmission power adjustments using the Learning enhanced Cooperative 
Power Control scheme in Soekris AP1 

 

Figure 6-24: Transmission power adjustments using the Learning enhanced Cooperative 
Power Control scheme in Soekris AP2 

 

Figure 6-25: Transmission power adjustments using the Learning enhanced Cooperative 
Power Control scheme in Soekris AP3 

 

Figure 6-26: Transmission power adjustments using the Learning enhanced Cooperative 
Power Control scheme in Soekris AP1 
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As it is obvious from the flunctuations, the CPC scheme is more sensitive to the 

environment, compared to the second day of experimentations (CPC without 

learning). Given the fact that they operate in the same environment, the APs 

proceed even more often in transmission power adjustments. Similarly to the 

case without the learning enhancements the APs are being turned off so as to 

capture the way it operates. When only two APs remain operational, as the 

experimentation proceeds, we observe that they proceed in transmission power 

adjustments, according to the environment stimuli, contrary to the first day, where 

the transmission power adjustment mainly occurred when all the APs were 

operational. 

Furthermore, we observe significant energy gains, in relation to the case without 

learning capabilities. More specifically, AP 1 has a 24.73% less power 

consumption compared to the maximum transmission power, whereas AP 2 

consumes 18.01% less power, AP 3 14.69% and AP 4 5.65%. The reason that 

AP1 and 2 have more energy gains is that they remain operational almost 

throughout the experiment. Regarding the SINR, it remains in the same levels as 

in the case of the core CPC algorithm (Figures 6-27 – 6-30), due to the fact that 

the objective function to be optimized is the same. The APs proceed in power 

adjustments in lower transmission power levels resulting in less interference as 

well; however the SINR remains at the same levels, due to the decrease in both 

metrics (i.e., TxPower and interference).  

 

Figure 6-27: SINR evolution during the experimentation period for Soekris AP1 
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Figure 6-28: SINR evolution during the experimentation period for Soekris AP2 

 

Figure 6-29: SINR evolution during the experimentation period for Soekris AP3 

 

Figure 6-30: SINR evolution during the experimentation period for Soekris AP4 

Additionally, Figure 6-31 presents the number of iterations every time the CPC is 

being triggered after the learning procedure. Similarly to the core CPC we 

observe that the scheme converges in small number of iterations most of the 

times; furthermore we observe a slight decrease in the overall mean value of 

iterations (3.47), which also highlights that the system has become more suitable 

to its environment. Finally, considering that the algorithm is being triggered 

periodically, every 5 minutes for 10 hours, we observe that the adaptation 

algorithm enhances the situation perception scheme and the overall CPC 
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performance using relatively small amount of measurements (4 AP * 120 

measurements/AP = 480 measurements). 

 

Figure 6-31: Number of iterations every time the Cooperative Power Control is being 

triggered 

6.4 Analysis of Learning schemes 

Section 6 presented two mechanisms for updating Situation Perception schemes 

based on fuzzy logic. The updating is based on the evolution of the environment 

modeling of the Situation Perception functions, which are based on fuzzy logic 

controllers. The schemes have been applied in three different fields and have 

been evaluated for presenting the applicability of the approaches on the one hand 

and measuring the benefits by the introduction of these schemes.  

Subsection 6.4 provides a summary of the outcomes of the performed analysis 

for highlighting the benefits and the drawbacks of each approach, as well as the 

key differences among the adaptation mechanisms. More specifically we observe 

that: 

1) All the learning schemes perform well. More specifically, the amelioration 

in the success rate in the event identification, using the enhanced 

schemes, ranges from 10-30% depending on the initial configuration, the 

number of measurements, and the problems that have to be tackled.  

2) The schemes are becoming more sensitive to their environment. This is 

related to the fact that the Situation Perception functions are more suitable 

to the environment that they have to operate, because they model the way 

they perceive it using the analysis of the measurements. 

3) The cost for the learning in all three approaches is relatively small, 

because the adaptation procedure is offline, thus minimizing the 
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processing requirements. The signalling cost on the other hand shouldn‘t 

be neglected. This is why, it is attempted to be communicated via the wired 

backhaul links  i.e., in the load events‘ identification, and the cooperative 

power control . In the QoS degradation events‘ identification such aspect 

has not been considered, though such information could be communicated 

in cases where the communication overhead is limited [182]. 

4) The supervised learning solution requires the classification phase which is 

demanding. On the other hand, the unsupervised learning solutions 

operate satisfactory without the classification procedure. However, they 

are based on the assumption that the situation perception scheme with the 

generic configuration operates at least satisfactory  events‘ identification 

success rate above 50%) at every environment where it is placed (this 

requirement is not very hard to meet, assuming that all network elements 

perform relatively well with the generic static configurations the present 

day). 

5) The two versions of the unsupervised learning scheme (i.e., Gaussian and 

non-parametric one) perform well and succeed almost the same results 

(~84% success rate). However, the non-parametric requires approximately 

40% more processing time compared to the Gaussian. At this point it 

should be noted that the required time is indicative of the processing cost 

of the proposed solution and should not be considered as an absolute 

value taking into account that the validation is performed using MATLAB. 

6) The experimental analysis showed that the supervised learning scheme is 

highly related to the initial success rate. This on the one hand implies that 

the algorithm will converge and will achieve high success rates, but on the 

other hand means that it may need big dataset, if the initial configuration is 

not suitable for the environment (e.g., the initial configuration has success 

rate ~55-60%). 

7) The situation awareness scheme for the CPC needs relative small amount 

of measurements for achieving power gains. This is related to the fact that 

in the CPC the environment modeling directly affects the TxPower setting, 

and not a decision about the state. Thus even small changes in the 

situation perception lead to changes in the TxPower setting and 

consequently to energy savings. 
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The previous list summarizes the benefits from the introduction of adaptation 

schemes in the situation perception mechanisms based on fuzzy logic. However, 

it should be mentioned that the previous analysis is related to the specific 

problem of situation awareness with fuzzy logic controllers, with special 

characteristics that enable the application of learning algorithms, such as the 

offline operation of the adaptation scheme, the gathering of adequately enough 

data, and the satisfactory initial configuration of the fuzzy reasoners.  
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7. Conclusions 

The objective of this thesis is to analyze the concepts of the Situation Awareness 

and Situation Perception and present solutions for these research areas. 

Situation Awareness is the ability of the network elements to model their 

environment, assess it and interpret it so as to predict the near future. The 

situation awareness may be decomposed into three steps, namely, the situation 

perception, the comprehension of current situations, and the projections. As 

situation perception we define the proper perception of the operational status of 

the system or the network element and is the primarily interpretation of the 

available information (i.e., to an elementary knowledge interpretation). In the 

context of this thesis, the focus has been placed on the analysis of the previous 

notions, and on the development of an architectural solution that enables network 

elements to perceive their environment correctly and efficiently. Additionally, new 

schemes for efficient and effective situation perception based on fuzzy logic have 

been proposed. These schemes have been enhanced by adaptation-learning 

mechanisms, so as to be able to adapt their contextual models, based on the 

environment stimuli. 

The idea of self-awareness is based on the principle that the network elements 

will have the ability to operate in an autonomous manner, which will enable them 

to operate without human intervention – in a self managed manner. In Section 2 

the principles of autonomous networking have been analyzed thoroughly, as well 

as the research activities towards this direction, and we have concluded to the 

key requirements of a Self-Managed network. Towards the direction of Self-

Managed networking, the network elements shall be able to monitor their 

environment and reason about their status and condition. This functionality is the 

self-awareness, which has been analyzed thoroughly in terms of this thesis. More 

specifically, in Section 3, we have identified the key aspects of Self-awareness 

and we have proposed the functional architecture of a Self-Aware (and Self 

Managed) network. This architecture is a two layer hierarchical approach, where 

the functions are split between network elements of different hierarchy levels 

(lower – network element controllers (NEC) and higher ones – network domain 

controllers (NDC)) depending on their capabilities, their restrictions, and their 

network view. Afterwards, an extensive state of the art analysis is being 

presented, highlighting that the situation perception problem has not been 
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satisfactory discussed in the literature up to now, and mainly has been 

considered as a policy and threshold based problem. This, in conjunction to the 

fact that several manufacturers have shown interest to mechanisms that are able 

mimic human behavior leads to the outcome that new mechanisms for situation 

awareness are required. Such schemes shall: 

 Be easy to introduce, implement, and configure, 

 Be easy to implement, 

 Mimic human behavior. 

In order to meet the aforementioned requirements of new schemes for situation 

perception, this disertation presents, an innovative fuzzy logic scheme, to be 

generalized and applied in several problems. The rational for the use of fuzzy 

logic could be summarized in its key characteristics: 

 It is an multi-variable mechanism, 

 It is a scheme for handling multiple optimization goals or faults may arise, 

 It may handle contradictive inputs, or uncertainty cases.  

Thus, for three use cases (that of the QoS degradation events‘ identification, 

Load events‘ identification, and that of Cooperative power control) we have 

developed the situation perception mechanisms based on fuzzy logic reasoners. 

The analysis incorporates the description of the functional architecture of the NEC 

and the NDC for implementing the solutions, which is in accordance to the 

proposed generic functional architecture for self-managed networks. Finally, we 

have developed the proposed schemes and experimented for capturing their 

applicability on the one hand, and their efficiency and effectiveness on the other. 

All the proposed schemes performed well and with generic configurations 

managed to succeed satisfactory event identification (success) rates. With 

generic configurations, in the use cases of QoS events identification and Load 

events‘ identifications, the fuzzy reasoners managed to make correct decisions in 

64-66% of the cases. If the fuzzy reasoners were having more targeted 

configurations, better success rates could be achieved. Regarding the power 

control use case, the developed scheme managed to have significant energy 

gains (10 - 30%) compared to static setting of the transmission power (to 
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maximum). Additionally, the use of fuzzy logic enhanced cooperative power 

control, has ameliorated significantly the SINR levels in developed setup.  

The previously described schemes, based on fuzzy logic, even though that they 

perform well in the environments where they are configured to operate, they do 

not manage to adapt and operate well in totally unknown and new environments 

(self-mutable requirement of the self-managed networks). This implies that the 

network elements shall be manually configured by the network administrators, 

according to the environment changes. For enabling the network elements to self-

configure for operating in new environments, two learning schemes have been 

developed, a supervised learning one and an unsupervised learning one. Both 

schemes have been mapped to the reference problem of situation perception and 

learning, thus providing a generic methodology for the application of such 

schemes in similar problems in the future. The learning schemes have been 

applied in the use cases that have been used to validate the fuzzy logic based 

situation perception. In all three cases we observed that the learning schemes 

perform very well. More specifically, the amelioration in the success rate in the 

event identification  QoS events‘ degradation and Load events‘ identification , 

using the enhanced schemes, ranges from 10-30% depending on the initial 

configuration, the number of measurements, and the problems that have to be 

tackled. This is being achieved with relatively small cost, because the learning 

process, which is based on the analysis of a rather big dataset, is an offline one, 

thus minimizing the processing requirements. Regarding the Cooperative Power 

Control use case, the situation awareness scheme needs relative small amount of 

measurements for achieving power gains because the modeling directly affects 

the TxPower setting, and not a decision about the state. However, the signalling 

cost on the other hand shouldn‘t be neglected, thus the decision of the learning 

points should be carefully decided.  

Concluding, a set of outcomes of the performed analysis should be drawn. The 

following list summarizes these outcomes: 

 The environment modeling (such as that of the situation perception) that 

the network elements incorporate shall evolve according to the 

environment stimuli.  
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 The hierarchical approach enables the effiecnt and scalable handling of 

several problems, that may require larger network view, or more data to be 

analyzed. 

 The decision regarding the placement of the higher hierarchy network 

elements (Network Domain Controllers - NDC) in the network shall be 

studied carefully for reducing the significant signalling overhead. 

 The exact analysis of the dataset may be not required. Rough analyses of 

the dataset lead to comparable gains to very detailed analyses, with 

significantly lower computational cost. 

 The information gathering in the NDC from the NEC shall concern similar 

environments, thus mechanisms for characterising the environment are 

required.  

 The information that will be used for learning shall be valid. Thus either 

resilient mechanisms for monitoring are required, or outlier detection 

schemes shall be introduced. 

 Supervised and unsupervised learning methods may perform equivalently 

well, in the situation perception problems, with the requirement of having 

satisfactory initial event identification levels. This implies that the initial 

configuration shall be generic. This is the cost compared to other methods, 

such as the reinforcement learning, which does not require initial 

configuration, but requires a very accurate mathematical formulation of the 

network/environment model. 

Potential next steps are mainly related to the key characteristics described above. 

More specifically: 

 The fuzzy logic situation perception schemes are based on predefined 

rules. These rules are developed by experts. However, due to the 

environment changes, the rules may not be valid in the future. Thus 

adaptation schemes for the fuzzy logic rules shall be developed. Such 

schemes may be based on reinforcement learning [130].  

 Methods for compression of the information for signaling reduction. This 

may be achieved with preprocessing of the information in the NECs. 
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 Schemes for identifying the proper placement of the NDCs in the network. 

This analysis shall be related with the functionalities that shall be 

centralized, as well as the degree of the centralization of such 

functionalities. 

 Methods for identifying the area where the NECs have the same 

environment shall be identified. This implies either spatial neighborhood, or 

logical one.  
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Acronyms 

2G 2nd Generation 

3G 3rd Generation 

3GPP 3rd Generation Partnership Project 

4G 4th Generation 

5G 5th Generation 

AFI 
Autonomic network engineering for the self-managing Future 

Internet 

AP Access Point 

AT Associated Terminal 

BS Base Station 

BML Business Management Layer 

CAQF Cooperative Agent-based QoS Framework 

CBR Case Based Reasoning 

CCO Coverage and Capacity Optimization 

CET Central European Time 

CoMP Coordinated Multi Point 

CPC Cooperative Power Control 

CPU Central Processing Unit 

CU Channel Utilization 

D2D Device to Device  

DbC Design by Contract 

D-BRAIN Dynamic Bayesian Reasoning & Advanced Intelligent Network 

DIKW Data-Information-Knowledge-Wisdom 

DME Decision Making Element 

DT Decision Tree 

e-ICIC enhanced Inter-Cell Interference Coordination 

ΕΜL Element Management Layer 

eNB evolved NodeB 

ETSI European Telecommunications Standards Institute 

FACPS Fault, Configuration, Accounting, Performance and Security 

FFT Fast Fourier Transform 

FL Fuzzy Logic 
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FLC Fuzzy Logic Controller 

GANA Generic Autonomic Network Architecture 

HAC Hierarchical Agglomerative Clustering 

HDC Hierarchical Divisive Clustering 

HSDPA High Speed Downlink Packet Access 

IEEE Institute of Electrical and Electronics Engineers 

IETF Internet Engineering Task Force 

I-RAT inter-radio access technology 

ITU  International Telecommunications Union 

kNN K Nearest Neighbor 

LTE Long Term Evolution 

LTE-A Long Term Evolution Advanced 

MAPE-K Model Monitor Analyze Plan Execute Knowledge Model  

MDE  Monitor Decide Execute 

MDP Markov decision processes 

ME Managed Entity 

NDC Network Domain Controller 

NDCM Network Domain Cognitive Manager 

NEC Network Element Controller 

NECM Network Element Cognitive Manager 

NEL Network Elements Layer 

NML Network Management Layer 

NMS Network Management System 

NRM Network Reconfiguration Manager 

PER Packet Error Rate 

PL Packet Loss 

QoS Quality of Service 

RAN Radio Access Network  

RDS Resource Directory Server 

RME Reconfiguration Management Entity 

SA Situation Awareness 

Self-CHOP Self Configuration Healing Optimizing Protecting  

SCC41 Standards Coordinating Committee 41 
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SINR Signal to Interference plus Noise Ratio 

SLA Service Level Agreement 

SML Service Management Layer 

SOM Self Organizing Map 

SON Self-Organizing Network 

SVM Support Vector Machine 

TCP Transmission Control Protocol 

TD Temporal Difference 

TMN Telecommunications Management Network 

TRM Terminal Reconfiguration Manager 

TxPower Transmitted Power 

UE User Equipment 

UDP User Datagram Protocol 

UMF Unified Management Framework 

WiMAX Worldwide Interoperability for Microwave Access 

WLAN Wireless Local Area Network 

WSN Wireless Sensors Network 
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