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ABSTRACT

The networks in the future it is envisaged that they will be able to operate in an
autonomous manner. In other words, it is consider that the networks will monitor their
environment, analyze the environment stimuli, plan their operation and execute their
plan. Moreover, the networks should be efficient and adaptable solutions so as to cover
the diverse network requirements, ranging from typical human traffic, to ultra reliable or
massive machine type traffic.

Towards this direction, this thesis aims at providing a scheme for situation aware
networking, based on a hierarchical architecture, which enables the network elements
to operate in a self managed way. We propose the introduction of two levels of
hierarchy in the network management and control, the Network Element Controllers
(NEC), and the Network Domain Controllers (NDC). The first ones have local network
view and may proceed in handling of local problems, whereas the later have broader
network view and may identify optimization opportunities or problems that are related to
larger network compartments. Both NECs and NDCs are able to characterize their
environment and identify their operational status, a functionality defined as situation
perception. The development of the previously mentioned situation perception
mechanisms, based on fuzzy reasoners, is the second major contribution of this thesis.
Fuzzy logic with its environment modeling mimics human logic, with the inference
system based on policies. This scheme is suitable for identifying optimization goals and
faults in the network. The developed Situation schemes target QoS degradation events’
identification, Load events’ identification, and Cooperative power control.

The third major contribution of this dissertation is the proposal of two adaptation
schemes for the enhancement of the situation perception mechanisms. The
enhancement is related to the adaptation of the environment modeling of the fuzzy
reasoners. This functionality enables the network elements to operate in new, unknown
environments. The presentation of a generic reference problem, which is linked to the
learning schemes, enables the application of these solutions in other problems, with
similar formulations. Finally, the learning schemes are compared so as to provide
directions on how these schemes may be used in other similar problems on the one
hand, and what are the drawbacks and benefits of each scheme on the other.
Concluding, it should be mentioned that this dissertation aims at giving a holistic
approach in the problem of the Situation Perception problem. Initially, we define the
architectural framework, which should be followed. The fuzzy reasoners target the



actual situation perception functionality, which is further enhanced with adaptation

mechanisms for enabling the network elements to operate in totally new environments.

SUBJECT AREA: Communication Networks
KEYWORDS: autonomic networking, wireless networks, situation awareness, situation

perception, fuzzy logic, supervised learning, unsupervised learning.



NEPIAHWH

Ta peANoVTIKG dikTUa Ba €xouv Tn duVATOTNTA VA AEITOUPYOUV PE AUTOVOWO TPOTTO. AUTd
onuaivel ot 8a YTTOPoUV va AEITOUpyoUV XWwpPig va atraitolv avlpwTrivn TTapéufacn yia
TN A&IToupyia Toug. Ta cuUOTAPATA AUTA £XOUV PTTOPOUV va dlaxelpifovral Eva oUVoAo
atro Aeitoupyieg, TTou TTrEPIAQUPAvVOUV va Tnv TTapatipnon Tou TrepIBAAAovTOg, Thv
avtiAnyn NG KAardotaong oTnv oTroia BpiokovTal, TNV avtiAnyn av n KaTtdotoaon auth
gival TTpoBANUATIKr, TN AAYN OTTOQPACEWY VIO TNV QVTIUETWTTION TWV TTPORANUATIKWYV
KATOOTACEWYV Kal 0Tn ouvéxela TNV aAAnAemidpaon pe 1o TePIBAAAOV Toug Bdoel Twv
TTponyouhevwy ammo@doewyv Toug. EmmTAéov, Ta SikTua Ba TTPETTEl va PTTOPOUV va
METABAGAAOUV TOV TPOTTO AEITOUPYIAG TOUG, WOTE VA KAAUTITOUV TIG OUYXPOVEG AVAYKEG
yla Kivnon TTOU TTPOEPXETAI OTTO UTTNPECIEG PWVNG Kal DEQOUEVWY, UTINPECIEG UWPNANG

agloTToTiag, UTTNPECieC TTapaTAPNONG TTEPIBAAAOVTOG ATTO AICONTAPES KOK.

MpooTTaBwvTag va QVTIUETWTTIOEI TO avwTépw TTPORANUA, n Trapouca OdlaTpifA
TTPOTEIVEI £va HOVTEAO auTOVOPNG AsiToupyiag SIKTUWY, TO OTTOI0 BaCileTal O€ 1EPAPXIKA
oopr, Tou divel TN OuvatdtnTa OTa  OIKTUOKA OToIXEid va  A&itoupyouv  JE
auTodIaXEIPICOPEVO TPOTTO. 2TA TTAQICIO QUTA TTPOTEIVETAI N €l0aywyr] dUO ETTITTEOWV
IEPAPXIag aTn dlaXEipIon TWV BIKTUWY, QUTO TOU €AEYKTHPA OIKTUOKOU OTOIXEIOU, KAl
autoUu Tou eAeyKTpa OIKTUaKOU Topéda. O TmpwTtog avolauBdvel va OlaxeIpIOTEl
AeIToupyieg eAEyxou, avTIUETWTTICOVTAG TOTTIKA TTPoBAApaTa, BACEl TNG TOTTIKNAG EIKOVAG
TTou €xel. ATTO TNV GAAN TTAEUpd, O eAeykTPaG OIKTUAKOU TOopEéa avaAapBdver va
OlaxeIpIoTel AeITOUpyieG €AEyXou OTa TTAQIOIO pIa €upuUTEPNG OIKTUAKAG YEITOVIAG, TTOU
TTeEpINaUBAvEl TTEPICTOTEPA ATTO €V DIKTUAKA OTOIXEIA, EKPETAAAEUOUEVOG TNV EUPUTEPN
eIkOva TTou €xel.  Kal oI dU0 €AEYKTPEG PTTOPOUV va avaoAUouv dedopéva atrod TO
TTEPIBAAAOV TOUC Kal VO KATAAyOUv OTNV avayvwpion TTPORANUATIKWY KOTACTACEWV,
Mia Aeitoupyia TTOU OvopdleTtal avTiAnwn KoTdoTaong. TN OUYKeEKPIYEVn dlaTpIRn
TTPOTEIVETAI N XPON a0a@OUG AOYIKAG VIO TNV QVTIMETWTTION TOU TTPORAARMATOS TNG
avtiAnwng katdotaong. H aca@ng Aoyikn cival éva 10avikd epyalcio yia diaxeipion
TTOAUKPITNPIOGKWY TTPORANUATWY, ME QVTIKPOUOPEVEG €1I0000UG, TIOU EVOEXOMEVWG
oxeTiCovral he amrwAela dedopEvwy. H ouykekpiyévn TPOTACH €QAPUOOTNKE O€ TPid
OIKTUaKA TTpoBARuaTta, autd Tng avtisnyng kardotaong @o6ptou oe WIiFi onueia
mTpooBaong (WiFi Access Points), autd Tng avtiAnywng katdotaong XapnAng mmoidTnTag

TTAPEXOPEVNG UTTNPECIAG OE TEPUATIKEG OUOKEUEG XpNoTn yia VolP utrnpeoiag kar autd



NG avTiAnwng katdoTtaong TTePIBAANOVTOC yia ouvepyaTik pubuion 1oxuog o WiFi

onueia mpdoBaong.

2TN OUVEXEIQ, VIO va aTTo@euxBei n avaykn oOuveXoug TTOPAPETPOTIOINONG TWV
OIKTUOKWYV oToIXEiwv, O0edopévou OTl, OTTWG ava@EPONKE VwPEITEPA, TO OIKTUAKO
TTEPIBAANOV eVOEXETAI VO UETABAAAETAI, TTPOTEIVETAI N EI0AYWYI MNXAVIOUWY EKUGONoNGg
TTou Ba peTaBdaAAouv Tn AsiIToupyia Twv EAEYKAPWY aca@ous AoyIKNG. AvatrTuxenkav
OUo pnxaviopoi ekpddnong Tou Pacifovral o€ aAAayry TG POVTEAOTTOINONG TOU
TEPIBAAAOVTOG TOU UNXavIoUoU ARWNG atro@acewyv. O TTPWTOS INXAVIOPOS eKudBnong
BaoileTal oe éva oXAMO ETTOTITEUPEVNG MABNONG, vy O OEUTEPOG O €va OXNAUA MN
ETTOTITEVUPEVNG HABNoNG. O1 dUo pnxaviopoi oTnpidovTal o€ pia Bacikry JOVTEAOTTOINON
TOU TTPOPRAAMATOG EKUAONONG (TTOU €TTIONG TTPOTEIVETAI OTA TTAQiCIO AUTAGS TNG dIATPIRNAG)

Kl OTTOOKOTTEI OTN YEVIKEUON TWV CUYKEKPINEVWY HEBOOWYV EKUAOBNONG.

KAéivovtag agiel va avagepBei ot ota TTAAIOIO TG TTapoucag dIatpIBG £yive pia
QTTOTTEIPA VO QVTIMETOTTIOTEI TO TTPOPANUA TNG avTiAnwng KataoTaong OUVOAIKQ,
TTpoTEiVOVTOG Mia AUon TTou TTEPIAQUPBAVElI a@evOG TNV POOCIKH OPXITEKTOVIKA TOU
TTPOTEIVOUEVOU OIKTUOU, KOBWG €TTIONG KAl TOUG WNXQVIOPOUG TTOU ETTITPETTOUV ThV
avTiAnwn katdoTtaong, kalr Tnv €EEMIEN Toug Pdoel Tou TTEPIBAAAOVTOC OTO OTIOIO

AgIToupyouv.

OEMATIKH MNEPIOXH: Aiktua ETTikoivwviwv
NAE=EIZ KAEIAIA: autovopa dikTua, acuppara dikTua, £TTiyvworn KatdoTtaong, avtiAnyn

KATAOoTAONG, AOQQPNS AOYIKN, ETTOTITEUPEVNG NABNON, un ETTOTTITEUMEVNG HdBnon
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2YNOITIKH NMAPOYZIAZH AIAAKTOPIKHZ AIATPIBHZ

H Ttrapouca diatpIfr] TTpaydateveTal TNV BEPATIKA TTEPIOXN TWV AUTOVOUWYV
OUCTNUATWY KAl TTI0 OUYKEKPIYMEVA OTOUG PNXAVIOPOUG avTiAnyng KatdoTaong
auTodlaxeIpICOPEVWY OIKTUWYV. 110 CUYKEKPIYEVA, TTAPOUCIACEl £va PNXAVIOPO
avtiAnywng katdotaong Baciopévo o€ CUOTANOTA aoaPOUC AoyIKAG. O ev Adyw
MNXQVIOPOG, avaAUETAl 0€ OUYKEKPIPEVA DIKTUAKA TTEPIBAAAOVTA, Yia dIaQOoPETIKA
TTPoBAAPATa KAl avaAuovtal Ta YEIOVEKTAPATA Tou. O pnxaviopdg atroTeAei eva
OXNMA JE TO OTTOIO PTTOPEI €va OIKTUOKO OTOIXEIO va PMOVTEAOTTOIEI TO TTEPIBAAAOV
TOU KaI VO TTaipvel aTToQACEIS yia TNV KaTdoTtaon oTnv otroia BpiokeTal. QoTdoo0,
oe evdexOuevn aAAayr) Twv ouvlnkwyv Tou TTEPIBAANOVTOG, TO TTpoava@epBEV
oxnua aduvatei va AeIToupyroel To idlIo KaAQ, €TTeId N TTAPAPETPOTTOINON TOU
atmo €10IKoUg OTOXEUE OTNV apXIKO TTEPIBAAAov. lMNa Tov TTapatrdvw Adyo, eival
armrapaitnTn N 0mmapén MNXAVIOPWY €KPABNONG waoTe va egeAicoeTal TO OXNAUa
avtiAnwng Tpéxoucag KatdoTtaong Baciopévo otnv €CENIEN Twv TTEPIBAAAOUCWYV
ouvOnkKwv Kal TEAIKA va aTraAAGgouv TO OUCTAPO ATTO TN XEIPOKIvVNTN
TTOPAPETPOTTIOINON. ZTa TTACioIa TNG dIaTPIRAG, TETOIEG AUCEIC avaTTTuXonkav Kal

TTapoucIAoTNKAV yIa TO UAOTTOINBEV oxAua avTiAnwng KatdoTaong.

‘Eva autodiaxelpICOPNEVO OUOTNPO EVOWUATWVEI OAEC EKEIVES TIG AEITOUPYIEG TTOU
TOU E€MTPETTOUV va Trapatnpei 1o mepIBAAAov Tou, va avTIAapBdavetal Tnv
KATAoTOaON OTNV OTToia BPIOKETAI, va AVTIAQUBAVETAI AV N KATAOTAON QUTA €Ival
TTPOBANMATIKA, Va TTaipvel ATTOPACEIS YIA TNV AVTIMETWITION TWV TTPORANUATIKWYV
KOTAOTACEWYV Kal 0Tn Ouvéxela va aAANAeIdpd pe 1o TepIBAGAANOV Tou BAoEl Twv
TTponyoUuevwY atmo@acewyv Tou. H TTapatrdvw diadikacia artroteAei Tn Bdon
AEITOoUpYIag TWV AUTOVOUWY CUCTNUATWY, OTTWG QUTH EXEI TTEPIYPAPEI EKTEVWG
otn BiBAoypagia. EmTTAéOV Twv AEITOUPYILOV TTOU €XOUV TTEPIYPOQPEI OTN
BiBAIoypagia, exouv avaAuBei kal avAAOyeC QPXITEKTOVIKEG OIKTUWV yia Tnv

UAOTTOINCN TWV AUTOBIAXEIPICOUEVWY DIKTUWV.

KuUplo kopudT TnG Aecitoupyiag TETOIWV CUCTANATWY, €ival n duvaTtdTnTa Tou
OUOTAMATOG (KOl TWV QVTIOTOIXWV OIKTUAKWY OTOIXEIWV) va TTaparnpouv To
TEPIBAANOV  Kal va  TTpoXwpPouv o€ avaluon Tng Kardaotaong, yia va
avayvwpioouv  TTPOBANUATIKEG  KOTAOTAOEIC 1 €VOEXOUEVEG  EUKQIPIES

BeATioToTrOiNONG TNG A€IToupyiag Tou oucoThpatog. H mrapammdvw diadikaacia
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avo@EépETal WG AsIToupylkOTNTA  €TTiyvwong  katdotaong. H  ouykekpipévn
AeiIToupyia €xel TTpoTaBei atrd diIAPopoug epeuvnTEG O0TN BIBAIOYpaia. ZT1a TTACioIa
NG TpEXouoag dIaTpIBRG, avoAUBNKavV AVTITTIPOOWTIEUTIKEG TTPOTACEIS KAl
TIPOTEIVETAI Mia vEQ APXITEKTOVIKA Auon, n oTtroia €ival KAtaAAnAdTEPN yia
OIKTUOKEG EQAPHOYEG, DEQONEVWV TWV IDIAITEPWY XAPAKTNPIOTIKWY TNG TTPOTACNG
(dnA. avaAuong/didoTraong evog TTPORANPATOG O UTTOTTPORAANATA, 1IEPAPXIKI KOl

OuVEPYATIKI OOUN TOU CUCTHUATOG).

H emiyvwon katdotaong, PTTopei va avaAuBei TepeTaipw o€ TPEIG BACIKEG UTTO-
AeiToupyieg, TNV avriAnwn katdotaong, TV avaAuon KATAoToonG KAl Tnv
TTPORBAEWN. ZUPQWVA PE TNV TTPWTN UTTO-AEITOUpYid, éva OIKTUOKO OTOIXEIO UTTOPEI
va avaAuoel TIG JETPAOEIG TTOU AapBavel atrd 1o TePIBAAANOV Kal va KATOAALEl o€
£va XapakTnpiopo Tng Tpéxoucag Katdotaong. H deutepn Aciroupyia €0Tiddel oTNV
avaAuon Twv mlavwy dpdoewv ([ AUoswv) yia Tn dedopévn KATAOTACH, EVW N
TPITN AVOQEPETAI OTNV TTPAYUOTOTTOINCN TTPORAEWEWY yIa TIG KATOOTACEIG OTIG
OTTOIEG EVOEXETAI VA BPeBEi TO ocUOTNUA 1) TO BIKTUAKO OTOIXEIO OTO PEANOV. 27N
BiBAIoypagia kal OTIC TTPOCPEPOUEVES AUCEIG ATTO TOUG KATOOKEUQOTEG, £XEl DOBEI
Bdaon oTtnv Tpayuarotroinan TPoRAEWewWY, wWoTOCO N avTiAnwn KardoTaong dev
EXel avaAuBei eTTapkwg. Mo cuyKekpIPéva, PEXPI OTIYMNAG TO v Adyw TTPSRANUa
QVTIMETWTTICETAI JE TN XPAON QUOTNPWYV (OTATIKWY fj SUVANIKWY) Opiwv, AUon TTou
oev eval atrodoTIKr, €TTEIdN N YETARacon ammd pia katdotaon o€ pia GAAn dev
MTTOPEI va TTEpIypa@ei ue auoTnpda opla. Na TTapddeiyua, éva anueio mpdéofaong
WiFi (Access Point) dev ptropei va Bewpeital ge XaunAo @OpTo PE TECOEPIG
XPNOTEG Kal PE UYPNAO QOPTO oTav OUVOEBEl €vag TTEUTITOG XPNOTNG OE AUTO,
avTioTtoixa yia Tn OlEKTTEPaiwon, K.a.). Na 10 AOyo autd, OTn OUYKEKPIPEVN
diatpIBy TTPOTEIVETAI N XPAON QOOQOUG AOYIKAG YIa TNV QVTIUETWTTION TOU
TTPoBAANATOG TNG avTiAnwng katdotaong. H acaenig Aoyikh eivalr éva 19aviko
EPYaAEio yia dlaxeipion TTOAUKPITNPIAKWY TTPORBANPATWY, HE QVTIKPOUOUEVEG
€10000UG, TTOU eVOEXOMEVWG OXETICOVTAI PE aTTWAEIO OedOoPEVWY. H ouyKeKpIuEvn
TPOTACON €£QPAPPOOTNKE O Tpia OIKTUAKA TTPoBAAMaATa, autd TNG avTiAnwng
karaoTtaong @opTou o€ WiFi onueia mpécBaong (WiFi Access Points), autd Tng
avTiAnWwng KataoTaong XAapnAAg ToIdTnTag TTapeXOMEVNG  UTTNPECiIag o€
TEPMATIKEG OUOKEUEG XpnoTn yia VolP utnpeoiag kar autd G avtiAnyng
KaraoTtaong TePIBAAAOVTOG yia cuvepyaTikr) puBuion 1oxuog oe WiFi onueia
TTpooBaong. Kal OTIC TPEIC TTEPITITWOEIC TO TIPOTEIVOUEVO OXNMA avTiAnwng

KataoTaong OOKINAOTNKE Kal a&loAoyrndnke TOOO PE TTPOCOUOIWOEIS OO0 KOl WE
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TTEIPAMATIKEG OIATAEEIS, Kal N AgiToupyia Tou KpiBnke IkavoTtroiNTiIkoTatn. H
OUYKEKPIPEVN TTPOTAON VIO VO OUVEXIOEI va AEITOUPYEl €EICOU IKAVOTTOINTIKA O€
TTEPITITWON TTOU AAAGEOUV 01 CUVONKEG TOU TTEPIBAAAOVTOG, ATTAITEI TN XEIPOKIVNTN

TTOPAPETPOTTIOINCT TOU ATTO €10IKOUG €K VEOU.

Aedopévng  TNG  aAvAyknNg yid  OTTOQUYR  TNG  OUVEXOUG  XEIPOKIvNTNG
TTOPAPETPOTIOINONG TOU CUCTANATOG, avatrTuxenkav dU0 PNXAvIoPOoi eKuadnong
yla TOV PNXaviopo avriAnwng katdotaong. O OUYKEKPIYEVOI  PNXAVIOUOI
BaoiCovral oe aAAayr TNG PovTeAOTTOINONG Tou TTEPIBAANOVTOG TOU UNXOAVIOHOU
AMuyng atropdcewv. Mo Ouykekpigéva o€ €vav €AEYKT A0Q@OUG AOYIKAG
TPOTTOTTOIOUVTAI T ACA®) CUVOAQ TTOU XPENOIKOTTOIOUVTAI VIO TNV JOVTEAOTTOINON
TWV €1000wv. O TPWTOG MPNXOVIOPOS €KPABNONG PacifeTal oc €va OXAPaA
ETTOTITEVUMEVNG PABNONG, €V O OeUTEPOG O€ Eva OXNUA MN ETTOTITEUPEVNG
Mabnong. O TTPWTOC XPNOIKOTIOIEI PNXAVIOMOUS aTrd TO €PeUvVNTIKO TTEdIO TNG
e€opuénc yvwong (k-Means, kai KNN) yia va dnuioupynBolv cuoTddeg TToU OTN
ouvéxela OlaouvoEovTal HE TIG €10000UG WOTE TTAPAUETPOTTOINBEI €K VEOU N
avtiAnwn kardotaong. O deUTEPOG pnXaviopdg ekpaBnong Pacifetar oTn
OTaTIOTIKA avAAuon Tou O€iyMATOG VIO VO TTAPAUETPOTIOINCEl TNV QAVTIANWN
KATAoTOONG: TTPOTEiVOVTAl OUO AUCEIC OXETIKEG PE TNV OTATIOTIKI avAAuon Tou
Ociyyarog. H mpwtn Pacifetal otV YeEVIKEUPEVN avaAuon TNG KATAVOUAG Tou
deiyuartog Bpiokovrag TNV ykaouaolavh kKatavour, evw n deuTepn Bacifetal oTnv
«OKpIBA» KaTavoury TOu OEiyMOTOGC. 2TN  OUVEXEID QUTEG Ol  KOTAVOMEG
XPNOIYOTTOIOUVTAl VIO TOV XOPOKTNPIOWO OpPiwV TwV 00a@WV OCUVOAWV TWV
EAEYKTWV 00a@oUg Aoyikig. Or TTapatrdvw Pnxaviopoi  dokiudoTnkav  Kal
agloAoyndnkav 1600 yia TRV ATTOTEAEOUATIKOTATA TOUG OCO Kal yia TV atmédoon
TOUGC ME TTPOCOMOIWCEIC KOl TTEIPAPATIKEG BIATALEIC OTA OEVAPIa XPriong Trou
ava@épbnkav oTnv TTponyouuevn TTapdypa@o (dnA. avtiAnyn KatdoTaong OPToU
oe WiFi onueia mpéoBaong (WiFi Access Points), avtiAnyn kartdotaong XaunAng
TTOIOTNTAG TTAPEXOMEVNG UTINPECIAG O TEPUATIKEG OUOKEUEG XpAoTn yia VolP
UTTNPECIEC Kal N avtiAnyn kardotaong TePIBAAAOVTOC yIa CuveEPYATIKT pUBUIoON
lIoxuog o€ WiFi onueia Tmpdofacng), kai n Asitoupyia  Tou  KpiBnke
IKavoTToINTIKOTATN. [0 OUYKEKPIYEVA PE TNV TTPWTN PEBODO (OTIG TTEPITITWOEIG
avtiAnwng kardotaong éptou o€ WiFi Access Points, kal avtiAnwng katdotaong
XOUNAAG TTOIOTNTAG TTAPEXOPEVNG UTTNPECIAG OE TEPUATIKEG CUOKEUES XPAHOTN YIa

VoIP utnpeaoieg), n BeAtiwon otnv amodoon Kupavenke amo 10-20% evw pe Tn
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0euTEPN MEBOBO N IKAVOTNTA TOU OUCTAPATOG Vva avTIAauBAaveTar Tn OwoTH
karaoTtaon augnonke pExpl kal 30%, PE QVTIOTOIXO AVTIKTUTTO OTO QTTAITOUMEVO
UTTOAOYIOTIKO KOOTOG. AVTIOTOIXO OTNV TTEPITITWON CUVEPYATIKAG PUBNIONG 10XU0G
oe WiFi APs trapatnpoupe onuavTiky PEIWON oTnV KATAVOAIOKOUEVN EVEPYEIQ
(Ewg ka1 30%) AOyw TNG 10XU0G EKTTOPTIAG, BEATIWVOVTAG ONUAVTIKA Ta TTiTTEdA

Bopupou.

H ouykekpigévn diatpIBr) TepIAauBavel emTd Ke@AAaia. To TTPWTO KEPAAAIO
QTTOTEAEI TNV €10aywyr] OTO QVTIKEIMEVO TNG OIATPIBAG. Z€ aAUTO TO KEPAAQIO
QTTOTUTTWVOVTAI Ol TEXVOAOYIKEG €EENIEEIC Kal OI TTPOKAACEIC TWV HEANOVTIKWV
OIKTUWV  emmKoIVwVIWy. O1  Trpoava@epbeiceg  TTPOKANCEIS  apOopouv  OTn
duvaToTNTA TWV OIKTUOKWY OTOIXEIWV VA AEITOUPYHOOUV O€ TTOAU TTUKVA OIKTUOKA
ePIBAAAOVTA: N TTUKVOTNTA OXETICETAI PE TOV APIOPO TwV OIKTUOKWY CUCKEUWV
Kal TNV evOeEXOMEVN OIOAEITOUPYIKOTATA KOl OUVEPYOOiIa TOUG. 2Tn OUVEXEIQ,
ava@épovtal Ta KivATpd Yia TNV €1I0aywyr autévopwy OuVvATOTATWY OTIG
ETTIKOIVWVIEG KOBWGS KIVOUPAOTE TTPOG TNV KATEUOBUVON Twv auTodIaxXEIPICOPEVWV
OIKTUWvV. ETriong ouvoyilovtal Ta Bacikd TTpoBAnuata TTou TTPAYMOTEUONKE N
OUYKeEKPIPEVN dlaTpIPR, KABWG ETTiIONG Kal N OUVEICPOPA Ot ETTITTEDO OIKTUAKAG
QPXITEKTOVIKNG, MNXAVIOPWY, OAYOPiBUwWY Kal atmoTEAEOUATWY. 2TO TEAOG TOU

Ke@aAaiou TTeplypd@etal N doun TNG dIATPIPNG.

To 0OeUTepo KePAAQIO QOXOAEiTal PE TIC POOCIKEC APXEG TWV  AUTOVOPWYV
EMMKOIVWVIWYV. ApXIKG divovTal oI BacIKoi OPICHOI TwV AUTOVOPWY ETTIKOIVWVIWV
Kal Ol BOOIKEG APXEG TOUG, OTTWG QUTEG €xouv TTpoTadei Kal avaAubei oTn
BIBAIoypagia. ZTn ouvéxela avaAuovTal O dpacTNPIOTNTEG TWV OPYAVIOUWY
mpotutroTroinong (6nA. ITU, ETSI, 3GPP, IETF, ka1 IEEE) yia mn dnuioupyia
QuUTOVOUWYV OIKTUWYV. AkoAouBei pia emokdéTnon TNG ouyxpovns BiBAioypagiag
6cov a@opd OTa auTOVOUO OCUCTAMATA  ETTIKOIVWVIWV: TTIO  OUYKEKPIYEVA
ouvowifovtal oI dpacTNEIOTNTEG TNG EPEUVNTIKNAG KOIVOTNTAG Kal TTapouaidalovTal
TQ KUPIA XAPOKTNPIOTIKA TnNG €KAOTOTE EPEUVNTIKNAG TTPOTAONG. To KePAAQIO
KataAnyel Trapoucialoviag TIC PBACIKEC ATTAITACEIC Twv auTodIaxEIPIOMEVWV

OIKTUWV.

To 71piTO KEPAAQIO TTPAYMUOTEUETAl Mia PBacik €vvold TwV QUTOVOPWYV Kal
auTOdIaXEIPICOMEVWY  OIKTUWY, auTh NG ETTiyvwong KAatdotaong. ApxIKA
TTapouciddovtal o1 €VVOIEG «OEDOPEVAY, «TTANPOQOPIa», Kal «yvwon» Kal

QVOAUETQI N CUOXETION TOUG ME TNV IKAvVOTATA TwV JIKTUWV va AEITOUPYyoUV ME
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QUTOVOMO TPOTTO. TN CUVEXEIA TTapoucidlovTal Ol BACIKEG AEITOUPYIKOTNTES TWV
auTOVOUWVY OIKTUWV TTou €ival n TTapakoAouBbnon Tou TePIBAAAOVTOG, N AQwn
armo@docewy, kal n ekTéAeony Toug (Monitor, Decide, Execute). H avwtépw
avaAuon OPwG, dev KATAPEPVEI VA POVTEAOTTOINOEI IKAVOTTOINTIKA TRV ETTiyVWOonN
KaTtaoTaong, Bacel TnG oTroiag Ta OIKTUOKA OTOIXEIO ITTOPOUV VA AEITOUPYAOOUV
autovopa. MNa 1o Adyo autd avoAuovtal ol POOCIKEG TTPOOCEVYIOEIG ETTiyVWONG
KATAOoTAONG, OTTWG QUTEG £xouv TTPpoTaBei oTn BIBAIoypagia: ETTEITA, TTPOTEIVETAI
Mia véa TTpooéyyion 000V aQopd OTNV APXITEKTOVIKI EVOG INXAVIOWOU ETTIYVWONG
KATAOTOONG, ECTIOOUEVN OTA CUCTANATA QUTOVOUWY ETTIKOIVWVIWY TTOU OUVOUACE!
Ta TTAEOVEKTAMOTA TWV PNXaviouwv TnG PiBAIoypa@iag. ZUP@WVa UE auTh Thv
TTPOCEYYION €VOG PNXAVIOUOG ETTIYVWONG KATAoTAoONG YIo autévoua CUCTAPOTA
AvOAUETOI TTEPETAIPW O€ Tpia oTAdIA, TNV AvTIANWN KATACTOONG, TNV KOTAVONON
TNG TPEXOUOOG KATAOTOAONG Kal TIG TTPORAEWEIC. 2TO TTPWTO OTAdIO O AATITNG
ammo@AcewyV KATOANyEl O€ TTol0 KOTAOTAON PpiokeTal, oTo OeUTEPO PBPIOKEI TIG
TPEXOUOEG €VOANOKTIKEG AUCEIG, €VW OTO TPITO KAvEl TTPORAEWYEIS vyia TIG
MEAAOVTIKEG KATOOTAOEIG TTOU evOEXETal va Bpebei. AKoAoUuBwg, avaAuovTtal ol
Mnxaviopoi eTTiyvwong katdotaong tou gival dlaBéaiyol atn BiAloypagia Kai
YIiVETAI Mid  OUYKEVTPWTIKA QTTOTIMNON TouG. H OUuykevipwTIKA QTTOTiUNON
KATOAAYEI OTO yeyovog OTI TO TTPWTO OTAdIO, AUTO TNG avTiAnywng KatdoTtaong, dev
EXEl avOAUBEl ETTAPKWG, KAl QVTIMETWTTICETAI XPENOIMOTTOIWVTAG auoTnpd Opia,
OoTaTIKA 1 OuVvaPIKA opiopéva. To kepaAaio KaTaAryel oxoAidlovtag Paoikég
TIPOTACEIC  KATAOKEUAOTWY, Tou €Tmiong TpooeyyiCouv  T0  TTPOoRAnua
XPNOIMOTTOIWVTAG OTATIKA 1} OUVOUIKG Opla Kal KATOANYEl OTO yeyovog OTI TO
OUYKEKPIPEVO TTPOBANUO Bev eXEl avaAUBEi eTTAPKWG Kal TTIo EEAIYPEVOL TPOTTOI
QVTIUETWTTIONG TOU &V AOyw TIPOPRANUATOG XPEIAZOVTAI YIO TNV IKAVOTTOINTIKA
dlaxeipion Tou.

To T1é€TapTO  KEQAAQIO avOAUEl TIG PACIKEG OAYOPIBUIKEG TEXVIKEG TTOU
xpnoigotrolouvTal otn diaTpiPr). Mo ouykekpIgéva TO KEQPAAQIO TTAPOUCIAEl Ta
KUPIO XOPAKTNPIOTIKA TNG aca@oug AoyikAg (Fuzzy Logic) Kal Twv PINXAVICPWY
e€opiEng yvwong (Data Mining) kai ekudOnong (Learning). Oocov agopd oTtnv
aca®r AoyIKr}, apxIKa avaAuovTtal ol BACIKEG APXEG TwV acapwy ocuvoAwv (fuzzy
sets), cup@wva e Ta oTToia pia TIUA dev avhkel €€ OAOKANpPouU o€ pia kKatdoTaon,
aA\G og TTapatmdvw aTrd dia, PJE OUYKEKPIMEVO PaBud yia KABE pia €€ auTwv.

EvioxyUwvtag 10 aoa@ry oUVOAA HE KAVOVEG MTTOPOUMPE va dnNUIOUPHOOUUE
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EAEYKTEC QOOQPOUG AOyIKAG, Ol oTroiol €ival 16AVIKOi yia va QvTIMETWTTICOUV
TTOAUKPITIPIOKG  TTPOBAANOTA, HE AVTIKPOUOUEVEG €10000UG, TTOU EVOEXOMEVWIG
oxeTiCovtal YE aTTWAEIO OEOOPEVWY. TO DEUTEPO KOPMPATI TOU KEPOAQIOU QVAAUEI
TIC PBAOCIKEG OIKOYEVEIEG WNXAVIOPWY €EOPUENG YVWONG, KAl TTIO OUYKEKPIYEVA
QUTOUG TIG MN-ETTOTTTEUMEVNG PABNONG, TNG ETTOTITEUNEVNG MABNONG Kal TNG
EVIOXUMEVNG NABNONG. TN OUVEXEID avaAuovTal Ta 1I01AITEPA XAPAKTNPIOTIKA TNG
KAOE OIKOYEVEIAG KAl OUYKEKPIPEVOI QAVTITIPDOCOWTTEUTIKOI pnxaviopoi (k-Means,
Hierarchical Clustering, kNN, kai &GAAol), o1 oTroiol oTn TTopeia XpnoigoTroiénkayv
yIQ TOV OXEDIAOHO TWV PINXAVIOPWY EKUABNONG TTOU TTPOTEIVOVTAI OTa TTAQiCIO TNG
eV AOYw d1aTpIBric. To Ke@AAQIO KATAARYEl OTA IDIAITEPA XAPAKTNPIOTIKA TTOU

odynoav oTnv XPAon TwV €V Adyw PNXAVICHWV.

To TEUTTTO KEPAAQIO €0TIAfEl OTN XPNON OUCTAPATWY ACOPOUG AOYIKNG Of€
OIKTUOKA €peuvNTIKA OEuaTa yia TNV AVTIMETWTTION TOUu TTPORARUATOS TNG
avTiAnwng (dIKTUOKAG) KaTdoTaong. Mo cuyKekpIpéva, apxIKa avaAuel TNV Xprnon
EAEYKTWV aoa@oUg AOYIKNG I DIKTUAKA TTPOBANPATA KAl TTIO CUYKEKPIPEVA AUTO
TNG avTiAnwng KATAoTaoNG. 2T CUVEXEIQ, VIO TPia OUYKEKPIPMEVA oevapIa Xpnong
avOoAUETal AEEITEVWDG O TPOTTOG HE TOV OTTOIO Ta TTPOBANPATA £XOUV POVTEAOTTOINOEI
KAl QVTIMETWTTIOTEI, KABWG €TTIONG KAl O TPOTTOG PE TOV OTIOIO TO TTPOTEIVOUEVO
ouoTnua avtiAnwng Katdotaong exel UAOTToINOEi Kal agloAoynBei. Ta TTpoBARuaTa
TTOU TTPOCEyyioTnKav €ival n avtiAnyn karaotaong @optou oe WiFi onueia
mpooPBaong (WiFi Access Points), n avtiAnwn katdotaong XaunAng 1moidtnTag
TTOPEXOUEVNG UTTNPECIAG OE TEPPATIKEG OUOKEUEG XpNoTn Yia VolP utrnpecicg Kai
n avtiAnyn karadotaong mePIBAANOVTOG yia cuvepyarTikr puBuion 1oxuog o WiFi
onueia TpoéoBaong. Kal oTIC TPEIG TTEPITITWOEIG TTPOTEIVETAI N APXITEKTOVIKI TOU
OUCTAMATOG, N TTAAPNG JOVTEAOTTOINON TOU CUCTANATOG, KAl TEAOG TTEPIYPAPETAI O
TPOTTIOG PE TOV OTTOI0 TO oUCTNUA €XEl agloAoynBei- Kal OTIG TPEIG TTEPITITWOEIS TA
aTTOTEAEOUATA KPivOVTal IKAVOTTOINTIKOTATA, O€OOUEVOU OTI TO CUCTNUA UTTOPE va

avTIAn@Oei To TTEPIBAAANOV TOU KOAUTEPA KOl TTIO PEQAIOTIKA.

2T0 £€KTO Ke@dAAaio TrapouaidlovTial ol OUO JNXAVIOWOi €KuNABnong yia Tn
BeATIOTOTTOINON TOU CUCTAUOTOG QVTIANWNG KATAOTAONG Q0OPOUG AOYIKAG, TTOU
TTPOTAONKE OTO TTPONYOUNEVO KEQAAQIO. OI UNXavIOUOi, €K TWV OTTOIWV O TTPWTOG
BaoieTal o€ €TTOTITEUPEVN PABNON KAl O OEUTEPOG OE PN-ETTOTITEUPEVN ATTOTEAOUV
UBPIBIKEG TTPOCEYYIOEIGC UNXAVIOUWY £E0PUENG YVWONG Kal OTATIOTIKAG avAAuong

TOU OEiyuATOG. ZUYKEKPIPEVA, O TTPWTOG ATTOTEAEITAI ATTO TO TTPWTO OTAdIO, OTO
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OTTOIO Ol ATTOPACEIC OCOV APOPA OTNV AVTIANWN KATtaoTaong agloAoyouvtal O€
owoTéG Kal AdBog (labeled data), kai oTn ouvéxela auta Ta Oedouéva
xpnoigotrolouvTtal wg dedopéva ekuddnong (ue Tov aAyopiBuo kNN) yia 1o
uttohoiro  dciypa. TEAog, Ta Oedopéva  avaluovtal XPNOIMOTIOIWVTAG Evav
aAy6piBuo ouotadotroinong (k-Means), woTte va eivar duvatiy n  Aueon
dlaouvdean e TIG €10600UG (KAl TTIO CUYKEKPIMEVA PE TIG CUVAPTHOEIS CUMHPETOXAS
— membership functions) Twv eAeykTwWV aoca@oug AoyiknG. O deUTEPOG PNXAVIOUOG
ekudbnong, Poaoiletal 0T OTATIOTIK)  AvaAuon Tou  QEiyMATOG  XWPIG
TTPONYOUMEVWG  va  €xEl  TTpayuartoTroinBei  aflohoynon Twv  EIANUUEVWV
ATTOQPACEWY (UN-ETTOTITEUOUVN MABNON) Kal €xel dUo TrapaAAayéc. H 1rpwTtn
TTapaAAayry Bacifetal otnv €Upeon NG KAOUOIAVAG KATAVOUNG TOU OELiyNaTOg
evw n OguTEPN PaoileTal 0TNV EUPECH TNG OKPIBOUG KATAVOUNG TOU OEIYHATOG yia
KABe peTaBANT €10080U. TN OUVEXEIA, Ol TTAPATTAVW OUVAPTACEIG €lI0dyovTal
OTIG €10000UC TWV EAEYKTWYV aca@oug AoyikAg. Or Tapatrdvw PNXaviouoi
EQAPUOOTNKAY OTA Tpid OEvAPIO XPNONG TIOU  TTEPIYPAPNKAV OTO TTEUTITO
KepAaAaio (avTtiAnwn katdotaong @optou oe WiFi onueia mpoocBaong (WiFi
Access Points), avtiAnwn kardoTaong XapnAng TroIdTNTAG  TTAPEXOMEVNS
UTTNPECIAG OE TEPMUATIKEG OUOKEUEG XpNoTn yia VolP utrnpeoieg kal n avriAnyn
KaraoTtaong TTePIBAAAOVTOG yia ouvepyatiky) puBuion 1oxvog oe WiFi onueia
TTPOoRaoNG) Kal agloAoyAbnkav PAcel TG OTTOTEAECUATIKOTNTAG TOUG VA
MovTeAoTToloUV 0pBoTeEpa TO TTEPIBAAAOV TOUG. 2€ OUYKEKPIYEVEG TTEPITITWOEIG
agloAoyndnke e€mMTTAEOV O UTTOAOYIOTIKOG (QOPTOC TTOU €l0Ayouv OTO OUOTNUQ,
KOOWG Kal  TO OTTAITOUPEVO  OEiyda  yia TNV ETTITEUEN  IKAVOTTOINTIKWY
atmmoTEAEOUATWY. To KEQAAAIO KAEIVEI OUYKPIVOVTOG TOUG TTPOTEIVOUEVOUG

aAyopiBuouc kal avaAuovTag Ta 1I81aTEPA XAPAKTNPIOTIKA TOUG.

TéNoOG, OTO KeE@AAQIO 7 ouvowileTal n €PeuvnTIK cuveicPopd TnG OlaTpIBAC.
EmmAéov  amotummwvovtal  Ta  TTPOBAAPOTA  TTOU  EVTOTTIOTNKAV KOl Ol
TTpoTelvoueveG AUoelig. H Ttpéxouoa diaTpifry kataAAyel TTapoucialovtag TIg
ONUAVTIKOTEPEG TTPOEKTACEIC TWV EPEUVNTIKWY OEUATWY TTOU WEAETHBNKAV KATA

TNV EKTTOVNON TNG dIaTPIRNS Kal vOIAPEPOUTES HEAAOVTIKEG ETTEKTATEIG.
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Learning Enhanced Situation Perception for Self-Managed Networks

1. Introduction

1.1 Future Networks Landscape

Moving towards future networks, the predictions indicate that mobile and wireless
data traffic will increase considerably. Mobile data traffic will increase globally 13-
fold between 2012 and 2017 whereas global IP traffic has increased more than
fourfold in the past five years [1]. Additionally, a huge increase will take place
regarding the number of the connected devices (100 billions). On the other hand,
future networks will be more dynamic and complex compared to the
contemporary ones, including new technologies, new services, and new demands
from the users, new business cases [2]. Thus, the network elements will have to
be agile and dynamic so as to manage the users’ networking needs and the
network operational environment. In such a complex environment, where billions
of diverse devices will (simultaneously) ask for resources from the network,

networks’ self-management aroused as a potential solution.

For covering the identified needs, it is considered that future networks will have to
combine all the available technologies (e.g., 3G, 4G, 5G, WLAN, etc.) and also
will have to incorporate intelligence for providing efficiently the coverage, capacity
and quality of service (QoS) requirements. For covering the requirements, new air
interfaces, and signaling schemes will be required. Furthermore, the densification
(i.e., the increase of the number of BSs, APs, etc.) of the network is assumed to
be a way forward. This densification will require on the one hand the autonomous
operation of the network elements, since the network administrators will not be
able to monitor and configure manually all the network elements, and on the other
hand advanced mechanisms for coordinating the operation of the network

elements as well as the increased complexity.

1.2 Motivation and Challenges

The networks in the future, it is envisaged that they will be able to operate in an
autonomous manner. This implies that the network elements will have the ability
to monitor their environment, analyze the environment stimuli, plan their operation
and execute their plan. This model has been proposed by IBM in the early 2000’s
and has been a huge innovation regarding the way that future networks shall be
designed. Towards this direction, several schemes and mechanisms have been

proposed by the research community to tackle the problems that arose.
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Taking into consideration the explosion of the number of network devices and the
exponential increase of the traffic volumes we notice that the design criteria for
future systems [3] include aspects that haven’'t been considered in the past.

Some of them are the following:

e Management cost,
e Complexity,
o Efficient utilisation of network resources,

e Energy saving.

Additionally, we should consider that the future network conditions are hard to
predict. This implies that the networks should be able configure their operation
according to the new network stimuli, so as to handle unpredicted problems,
optimization opportunities, and network conditions. For facilitating a network
element to operate in the future demanding networks, a network element shall

have the ability to:

e Monitor its environment,
e |dentify its state,

e Make decisions,

e Make projections,

e Execute,

e Learn based on the previous actions.

The previous functionalities suggest some of the key aspects of a self-aware
system, which is a system able to observe the environment and deduce its state,
within a volume of time and space, and make decisions and projections based on
its current status, and the available alternative actions. The literature analysis
(see Section 3) has highlighted an attempt of the schemes to mimic the human
reasoning. However, due to their static definition of the environment, the schemes
fail to meet requirement for human behavior approximation. Additionally, up to
now both academia and industry attempt to handle the problem of environment
modeling using rules and policies, combined with thresholds. The thresholds are

either defined by experts or by user surveys. Thus, concluding, we observe that:

e A major gap of sophisticated solutions in the available proposals both in
the literature and the industry solutions exists (i.e., mainly threshold
based).
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e The available solutions fail to mimic human situation perception and
awareness, thus making the building of systems hard.

e Situation perception schemes that are not based on fixed or predefined
views of the network operator are required; these solutions shall avoid

using the subjective users’ decisions.

The purpose of this thesis is to meet the previous requirements for situation
perception by applying special schemes based on fuzzy logic and applying
adaptation techniques on these schemes. The following subsection positions this

dissertation with the previously described open research topics.

1.3 General Framework and Dissertation Contribution

The contributions of this dissertation move towards three directions, namely an
architectural scheme for situation aware networking, a fuzzy logic situation
perception scheme, and the corresponding learning mechanisms that enable this

scheme to adapt to its environment.

Regarding the first contribution of this thesis, we have proposed a hierarchical
architecture, which enables the network elements to operate in a self managed
way. More specifically, we propose the introduction of two levels of hierarchy in
the network management and control the Network Element Controllers (NEC) and
the Network Domain Controllers (NDC). The first ones have local network view
and may proceed in handling of local problems, whereas the later have bigger
network view and may identify optimization opportunities or problems that are
related to larger network compartments. These elements have to be able to
characterize their environment and identify their operational status. Thus we have
proposed a functional decomposition of the Situation Awareness functionality in
such way that the network elements will be able to reason for their condition. The
basic principles of the Situation Awareness functionality are related to the
problem decomposition, to the network elements’ cooperation, and to the
targeting of networking problems. Additionally, the Situation Awareness model is
built on the already available knowledge, on the one hand, assuming though the
ability of the network elements to produce their local knowledge according to their
decisions and the environment stimuli. In the proposed model, the Situation
Awareness is being decomposed in three steps, the situation perception, the
analysis of the environment (i.e., identification of the alternatives), and the
projections. Finally, in terms of this thesis we attempted to provide an analysis of
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the state of the art, so as to identify the gaps in the proposed functional
architecture. The analysis highlighted that the first step that of the situation

perception has not been analyzed satisfactory (both by industry or academia).

The second contribution of this thesis is related to the afore-described problem.
Thus, we propose the use of the fuzzy logic algorithmic tool for the situation
perception of the network element. Fuzzy logic with its environment modeling
mimics human logic, with the inference system based on policies. Additionally, it
is a multi-variable mechanism, able to handle contradictive inputs and uncertainty
cases. This scheme is suitable for identifying optimization goals and faults in the
network. Fuzzy logic relies on the modeling of the environment (input and output
models) and policy based inference engine. In terms of this dissertation, we have
implemented the architectural framework that we have developed using the fuzzy
logic situation perception in three cases. The proposed scheme exploits the
sophisticated modeling of the environment and the policy based induced
knowledge (i.e., by network experts) and thus manages to meet the requirement
from the industry for following the human logic.

Finally, the third major contribution of this dissertation is the proposal of two
adaptation schemes for the enhancement of the situation perception
mechanisms. Initially a reference problem is being presented. Such description
enables the application of the learning mechanisms to every problem that can be
modeled according to the reference problem. Two learning schemes are being
proposed, a supervised learning scheme and an unsupervised one (with two
versions). The enhancement is related to the adaptation of the environment
modeling of the fuzzy reasoners. This functionality enables the network elements
to operate in new, unknown environments; the only requirement concerns the
ability of the network elements to operate “well” with their generic configurations
in the unknown contexts. The proposed learning scheme is inline to the
architectural concept, also provided in terms of this thesis. The learning
functionalities are being mapped to the hierarchical model so as to distribute the
processing cost and relieve the less powerful NEC. Finally, an additional
contribution of this dissertation is the comparative analysis of the learning
schemes. The analysis attempts to provide some directions on how these
schemes may be used in other similar problems on the one hand, and what are

the drawbacks and benefits of each scheme.
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1.4 Dissertation Structure
The dissertation is structured into eight chapters. Following this chapter, the

structure is briefly presented below:

Section 2 introduces the main concepts of the dissertation. Specifically notions of
autonomicity, autonomous networking, and self-managed networking are being
introduced. Additionally, the activities of the standardization bodies towards
autonomous networking are being presented. Afterwards, a brief description of
the research activities of both academia and industry, as it is captured by their
literature works or the project activities, is being presented. The chapter
concludes by presenting the key requirements of the Self Managed networks.

Section 3 deals with a main concept of the autonomous networks that of
Situation Awareness. Initially, the concepts of data, information and knowledge
are being presented, as well as their relation for enabling the autonomous
operation of the network. Afterwards, the functional architecture of Situation
Aware networks, as it is captured by the research community, is being presented,
as well as why such schemes fail to meet the requirements of the Self Managed
networks. Thus, an innovative proposal, combining features of the literature and
incorporating new ones, is being presented. Additionally, a literature survey of the
mechanisms enabling situation aware networking is being presented, as well as
their key characteristics. The comparative analysis of the previous schemes
presents the gap in the literature, regarding environment modeling and the
corresponding reasoning (i.e., Situation Perception) in situation awareness, which
is mainly captured by rules and policies, and thresholds, thus failing to meet the

human logic.

In Section 4 the basic algorithm schemes used in this dissertation are being
presented. More specifically, the key aspects of Fuzzy Logic are being presented,
as well as the most important characteristics of data mining and learning
schemes. Regarding the former, initially the fundamentals of fuzzy sets and its
combination with rules are being described in details. Afterwards, the basic
categories (i.e., supervised, unsupervised, reinforcement learning) of learning
schemes are being described. Then, the most representative schemes of each
category are being analysed so as on the one hand to provide the background for
the following sections, and on the other to justify why the selected approach has

been followed.
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Section 5 presents the developed situation perception schemes, based on fuzzy
logic. Initially, the concept of use of fuzzy logic in such problems is being
presented. Afterwards, the use of fuzzy logic in three problems is being
described. More specifically, the fuzzy reasoners are used in three problems:

¢ QoS degradation events’ identification,
e Load events’ identification,

e Cooperative power control.

In all three cases the situation perception schemes are being thoroughly
discussed (i.e., description of the functional architecture, the fuzzy reasoners
configuration, the evaluation/experimental setups). Additionally, the gains from
the incorporation of the fuzzy logic situation perception schemes are being
analysed and discussed.

In Section 6 the drawbacks of the fuzzy logic based situation perception
schemes are being presented, regarding their ability to operate in diverse
environments. Thus, towards this direction, in terms of this dissertation two
learning schemes are being proposed, a supervised one and an unsupervised
one (with two versions). Both schemes are being evaluated in the case studies
that have been analyzed in Section 5, so as to identify the corresponding benefits
from the introduction of the adaptation mechanisms. Finally, a comparison
between the learning schemes is drawn in the conclusion of this section, trying to

highlight the key aspects of each proposed solution.

In Section 7 the conclusions and the scientific contribution of the dissertation are
summarized, by describing the challenges that have been addressed and the
solutions that have been proposed. Additionally, a set of useful outcomes is being
presented, regarding the tackling of similar problems in the future. More
specifically, it is attempted to provide a description of the characteristics of the
problems that could be solved using the same methodology. Finally, open issues

and suggestions for future work are provided.
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2. Autonomic Networking

In this section the basic principles of autonomic networking are being analysed.
Initially the notions of autonomicity, and autonomous networking are being
introduced combined with a state of the art analysis (in terms of standardization,
and research activities). Then the section concludes with the analysis of the
notion of self managed networking combined with the key requirements of the

aforementioned networks.
2.1 Definitions

The definitions of the main concepts that are used in this chapter are summarized

below:

e Network Management: captures all the operations used by the network to
improve its performance. Furthermore, network management defines in an
explicit manner policy rules for security, handling special customers,
defining services, accounting, etc. Also, it includes monitoring
functionalities regarding the traffic and the status of network equipment.
The philosophy of network management is that it shall operate on a slow
time scale and provide network elements with the information they need to
react on faster time scales as the context dictates. At this point we should
highlight the differentiation of the network management compared to
signaling, since signaling mechanisms react to external causes on a very
fast time scales and serve as the nervous response system of the network.
On the other hand network management operations are triggered by the
network administrator or control software detecting that some reallocation
or expansion of resources is needed to serve the active contracts at the

desired quality level [1].

e Autonomic Network Management: are the network management systems
that are capable of self-governing and reducing the duties of the human
operators who are not able to deal with increasingly complex situations.
The systems should exhibit some level of intelligence so that their
capability can improve over time, assuming more and more tasks that are

initially allocated to skilled administrators [5].

e Self-managed network: is a network that has the capability to monitor,
configure, adapt itself, based on the perceived network stimuli. The
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operation of the network is dictated by a set of high level policies induced

in the network by the network administrator [6].
2.2 Autonomic Networking Principles

Moving towards 5G networks, the estimation is that mobile and wireless data
traffic will increase considerably. In [1] it is predicted that mobile data traffic will
increase globally 13-fold between 2012 and 2017 and at the same time global IP
traffic has increased more than fourfold in the past five years. Furthermore, the
number of connected devices will reach the 100 billions [7]; each device will have
its specific characteristics regarding its capabilities (CPU, memory, battery, etc.)
as well as the traffic that it will induce to the network. Furthermore, contemporary
networks are dynamic and complex, including new technologies, new services,
and new demands from the users, new business cases [2]. The networks now
days have to manage changes in both in the users' needs, and the network
operational environment. Additionally, network management is expensive
because network devices understand only low-level settings, and the
diagnostics/monitoring is primitive. In such a complex environment, where billions
of devices will (simultaneously) ask for resources from the network, networks’

self-management aroused as a potential solution.

Self-management notion has been initially introduced by IBM in [8], where they
first attempted to make an analogy to the human body, its nervous system, and
investigate how the self-management capabilities are defined. Following this
approach, they concluded in four basic functionalities for the Self-Managed

systems, namely:

e Self-configuration is the ability to dynamically adapt to the environment
changes (e.g., deployment of new components or the removal of existing
ones, dramatic changes in the system characteristics etc.), by configuring

the network’s components using policies provided by the IT professional.

e Self-healing is the system’s ability to discover, diagnose and react to
disruptions. Self-healing enabled elements detect system malfunctions and
initiate  (policy-based) corrective actions without disrupting the IT
environment. Such actions may be related to altering the state of one or
more components or change of the configuration of a component etc. This
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provides resiliency to the whole system, since typical operations are less

likely to fail.

e Self-optimization is the system’s ability to monitor and tune its resources
automatically. The aim is to tune the elements to meet end-user or
business needs. Potential tuning actions are related to resource allocation,
control function adjustments etc. Self-optimization helps providing a high
standard of service for both the system’s end users and a business’s

customers.

e Self-protection is the ability of the system to anticipate, detect, and identify
potential threats; afterwards, the network may proceed in protection
against threats. Self-protecting components detect hostile behaviors (e.g.,
unauthorized access, denial of service attacks, etc.) and take corrective
actions to make themselves less vulnerable, following the business goals

and policies.

Following the previous analysis, IBM has built the Autonomic manager, which
shall be able to Monitor (M), Analyze (A), Plan (P), and Execute (E), using a
predefined or built Knowledge (K) (MAPE-K model - Figure 2-1). This model is
being used more and more to communicate the architectural aspects of
autonomic systems. Likewise it is a clear way to identify and classify much of the

work that is being carried out in the field [9].

Autonomic manager

Managed element

Figure 2-1: MAPE-K model as it is proposed by IBM [9]

The IBM analysis and proposal focused mainly in self-managed systems and
autonomic computing. However, the same principles were quickly adopted in

communication networks for various control and management plane tasks.
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Consequently, self-managed and autonomous networks are able to monitor their
behavior and environment, deduce about their status, and conclude in decisions;
afterwards the decisions shall be executed. Several works have been based on
the idea of autonomous networking and management since its initial proposal.
The basic notions and ideas of autonomic networking have been summarized in
the numerous surveys [10], [6], [11], [12], [13], [14], [15], [16]. In [10], Dobson et
al. give the definition of autonomic networking, based on which an autonomic
system collects information from a variety of sources (including traditional
sources); such information is being analyzed to model the evolving situation.
Thereinafter, the system makes decisions and acts (i.e., records actions, informs
administrators, etc.) (Figure 2-2). Furthermore, Dobson highlights the differences
between his autonomic communications and networking definition and the one for

autonomous systems (IBM’s definition):

e Autonomic communication is oriented towards distributed systems and
services and the management is both at the infrastructure and the user,

e Autonomic computing focuses on application software and management of

computing resources.

MNetwork instrumentation

Environmental sensors [
\ / Uszr‘ context
Application r'vqumr'amzm's \,

Col Iect
/-. Infeﬂ?.nce
f Uncer‘ram reasohing
Managed eJerm’_n‘rs
Record .." Bounds and

stmre,gms — AC‘[ Analyﬁe _envelopes

Inform users ! \ Economic models
or administrators i
! Rules and policies
.-/ Game theory
Decn:l e

Risk ““"13"5‘5 Deasmn theory

Hypnfhzs is generation
Figure 2-2: Dobson’s model for autonomic communications and networking [10]

In [6] Kramer and Magee give another definition to the self-managed networks,
closer to that by IBM, including also (apart from the Self-CHOP functionalities) the
self-adaptation, the self-monitoring, and the self-tuning. According to the definition
such systems need to configure and adapt their operation so as to satisfy their
goals, properties, constraints, or to report that they cannot. Furthermore, the
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elements/systems shall reconfigure their operation in order to satisfy the changed

specification of the environment, and report an exception.

In two more recent works, in [11], and [12] the authors focus on the principles of
autonomous systems and include the recent advances in the autonomous
networking area. In the former they try to introduce six key criteria for evaluating
autonomic network management systems: a) the activity (i.e., ability to act in a
re/pro-active manner), b) the adaptability (i.e., ability to learn and evolve), c)
intelligence, d) awareness, €) memory strength, and f) autonomicity. These
criteria materialize the key aspects of an autonomous network. In [13], [14], [15],
and [16], they clearly introduce the notion of cognition in autonomous systems —
meaning the ability of a network system (element as well) to learn and evolve.

2.3 Autonomic Networking Standardization Activities

Over the past decades, since the identification of the need for automation in
network management, several schemes have been proposed in the literature.
This motivated the International Telecommunications Union (ITU-T) to try to
harmonize the research initiatives, by building the Telecommunications
Management Network (TMN) architecture. TMN architecture is a reference model
for a hierarchical telecommunications management approach trying to partition
the functional areas of management into layers. TMN is defined in the M.3000
series ([17], [18], [19], [20], [21], [22], [23], [24]). In M.3010, the basic principles
for a TMN are being described and the basic structure of a network management

scheme according to its responsibilities is provided. TMN solutions target to [25]:
e Reduce time to market,
e Reduce cost,
e Support increased demands for higher quality,
e Incorporate legacy systems,
e Incorporate future-proof solutions,
e Conform to industry standards.

TMN architecture is based on a logical layers’ model, which captures from
corporate or enterprise goals to a network resource management and network
elements’ operation. Starting from the bottom level, such hierarchy incorporates
network elements layer (NEL), element-management layer (EML), network-
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management layer (NML), service-management layer (SML), and business-
management layer (BML). The management operations of lower layers are being
linked to the corresponding operations of the higher layers. Table 2-1 presents
the responsibility of each layer mentioned afore [26].

Table 2-1: TMN architecture based on logical layers

Layer Responsibilities

Business-Management Layer (BML) | High level planning, budgeting, goal

setting, business level agreements,

etc.
Service-Management Layer (SML) Managing aspects directly observed
by the users of the

telecommunication network. Builds
upon management information that is
provided by the NML without
considering the internal structure of
the network. Quality of Service
management (delay, loss, etc.),
accounting, addition and removal of
users, etc. are considered

responsibilities of the SML.

Network-Management Layer (NML) Managing the functions related to the
interaction between multiple pieces of
equipment. At network management
level the internal structure of the
network elements is not visible; this
implies that buffer space within
routers, the temperature of switches
etc. cannot be directly managed at
this level.

Element-Management Layer (EML) Handling the Operations Systems
Functions (OSF); such layer included

vendor specific management
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functions and hides these functions

from the above layers.

Network Element (Layer) Functions Providing TMN manageable
information, which in other words
could be described as interfacing the
proprietary manageable information

and the TMN infrastructure.

Following the ITU-T activities, both industry and academia have intensified their
efforts towards networks’ self-management. The previous developments of the
researchers has required for further alignment, thus European
Telecommunications Standards Institute (ETSI), in order to harmonize these
activities, has formed a well-focused Special Working Group, seeking the
establishment of a common understanding on what an autonomic behavior is and
how an autonomic/self-managing network should be engineered. The Special
Working Group is an Industry Specification Group (ISG) called "Autonomic
network engineering for the self-managing Future Internet" (AFI) [27], [28]. ETSI
AFI defined the key management functions that shall be considered defined by
the FACPS management framework (Fault, Configuration, Accounting,
Performance and Security) [29] as well as the fundamental network functions
such as routing, forwarding, monitoring, etc. To this end, ETSI — AFI has built an
architectural Reference Model of a Generic Autonomic Network Architecture, the
so called GANA framework, which is a framework for autonomic elements
functions’ definition, together with their relationships, and the corresponding self-
management capabilities. According to [30], the mechanisms of the Self-
Managed systems are not defined and are left for further study, though at least

they shall incorporate the following properties:
e Automation,
e Awareness.,
e Adaptiveness,
e Stability,

e Scalability,
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e Robustness,
e Security,

e Switchable,
e Federation.

The self-managed systems shall be able to detect, reconfigure and reregister its
managed resources or managed devices (e.g., routers, UEs, etc.) and enable
session continuity with no disruption. Autonomics should manage and control the
mobility of an ambient system, in order to provide session continuity; local
mobility decision should take into account the preferences, the capabilities, the
objectives of the different players involved in session in order to identify a
common decision able to provide session continuity [30]. In GANA, four levels of
abstractions are being considered, for Managed Entities (MEs), Decision Making
Elements (DMEs), and Control Loops [31]:

e Level 1: Protocol level solutions by which self-management is associated

with the network protocol itself.

e Level 2: Abstracted Network Functions (e.g., routing, forwarding, mobility
management) that abstract some protocols and mechanisms associated

with a particular network function(s).

e Level 3: Node/device’s overall functionality and behavior. In other words, a
node or system as a whole is also considered as level of self-management

functionality.
e Level 4: Network’s overall functionality and behavior.

Regarding 3GPP networks, the network’s self-management and autonomous
operation is related to the introduction of the self configuring and self optimising
mechanisms, also known as Self-Organizing Network (SON) functions [32]. A
self-organizing system has a certain structure and functionality. The structure part
captures the manner that the entities of the system interact (i.e., communicate)
between each other, whereas the functionality part captures the purpose of the
system. A system is self-organized if it is organized without any external or
central dedicated control entity. In other words, the individual entities interact
directly with each other in a distributed peer-to-peer fashion. Interaction between

the entities is usually localized [33]. Extending the previous definition, a Self-
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Organizing Network also incorporates the notion of network governance
(including the planning, set up, and maintenance); thus the self-organizing
network is able to set itself up and then manage the resources to enable the
optimum performance to be achieved at all times [34]. Based on the problem that
is being tackled, SON solutions may be divided into three categories: Self-
Configuration, Self-Optimization and Self-Healing. The SON architecture may be
a centralized, distributed or a hybrid solution [35]. SON is introduced by 3GPP in
LTE releases 8, 9, and 10 thus making the SON functionalities fully 3GPP
compliant. The standards provide network intelligence, automation and network
management features in order to automate the configuration and optimization of
wireless networks to adapt to varying radio channel conditions, thereby lowering
costs, improving network performance and flexibility. Additional enhancements
allow inter-radio access technology (I-RAT) operation, enhanced inter-cell
interference coordination (e-ICIC), coverage and capacity optimization (CCO),
energy efficiency and minimization of operational expenses through minimization
of drive tests [36].

Also motivated by the IBM proposals, IETF has tried to give a harmonized
approach in the autonomics area. As shown in Figure 2-3, traditional
functionalities such as monitoring, reporting, and elements configurations assume
the network administrator intervention, whereas autonomic networks require the
network administrator’s intervention for inducing the policies and targets to the
network.

Traditional Autonomic

Configuration Policy and Service Orchestration
Monitoring Aggregated Reporting
Reporting

Routing
Discovery
Autonomic Interactions

Routing

Figure 2-3: IETF autonomic model
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Thus,

IETF has recently introduced a hierarchy, which includes the following

levels of autonomicity [37]:

Figure

Autonomic: Self-managing is a self-managed network (Self-CHOP). It
assumes though allowing high-level guidance by a central entity, through

intent.

Intent: Is an abstract, high-level policy used to operate the network
autonomically; it does not contain configuration or information for a specific

node.

Autonomic Domain: Is a collection of autonomic nodes that instantiate the

same intent.

Autonomic Function: Is a function which requires no configuration, and
may derive all required information either through self-knowledge,

discovery, or through intent.

Autonomic Node: Is a node (e.g., router, switch, etc.), which employs
(exclusively) autonomic functions. It may operate on any layer of the

networking stack.

Autonomic Network: A network containing (exclusively fully) autonomic

nodes.

2-4 visualizes the reference model of an autonomic node. In such scheme,

what shall be standardized are the intents, the autonomic service agents (i.e.,

autonomic functions concerning Network Knowledge), and the interfaces of the

feedback loops, as well as the message exchanges [37]. This will facilitate a

harmonized approach of introducing new services, without enforcing to the

vendors specific approaches.
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“

¥

Autonomic Node

Autonomic User Agent

Network Knowledge

Network Knowledge
Discovery

Discovery Autonomic Service Agents

Autonomic Control Plane
Standard Operating System Functions

Figure 2-4: IETF levels of autonomicity

Finally, similar harmonization approaches have been followed by IEEE, which has
sponsored the Dynamic Spectrum Access Networks (DySPAN — formerly known
as Standards Coordinating Committee 41 (SCC41), and IEEE P1900 Standards
Committee) for providing a coordinated way to handle radio and spectrum
management. Several working groups (1900.1-1900.7) have been formed, each
one tackling different future network aspects. 1900.4 Working Group focused on
the building blocks comprising network resource managers, device resource
managers and the information to be exchanged between the building blocks, for
enabling coordinated network-device distributed decision making which will aid in
the optimization of radio resource usage, including spectrum access control, in
heterogeneous wireless access networks [38]. P1900.4 suggests a logical
channel for the communication between the network and the terminals using the
Reconfiguration Management Entities (RMES); such entities on the network side
are called Network Reconfiguration Manager (NRM), and on the terminal side is
the Terminal Reconfiguration Manager (TRM) [39]. P1900.4 activities, in 2011
published the 1900.4a-2011 standard, which provides the architectural building
blocks enabling network-device distributed decision making for optimized radio
resource usage in heterogeneous networks [40]. P1900.5 defines a vendor-
independent set of policy-based control architectures and corresponding policy
language requirements for managing the functionality and behavior of dynamic

spectrum access networks. Up to now the definition of the policy language and
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the methodology for the spectrum consumption are ongoing; future research will
link these two activities with the architecture, by defining the detailed interfaces

between policy architecture components [41].
2.4 Autonomic Networking Research Initiatives

The initial interest of individual researchers has been followed by coordinated
attempts. Thus, numerous international consortia have been formed and
attempted to draw their lines towards self-managed networks. Table 2-2 provides
a non exhaustive list of the European Union funded projects that have attempted
to provide a formulated description of an autonomic and self-managed network.
The list is complemented by a brief summary of the key characteristics of each
project.

Table 2-2: Brief description of the European Research projects for autonomic and self-

managed network

Architectural Approach | Description

4D [42] It is a clean slate architecture that introduces four
planes, namely, decision, dissemination, discovery,
and data, focusing on core network. It focuses on IP
networks.

AWARD [43], [44] It is a clean slate architecture that introduces In-
Network Management (INM) functions that are
located close to the management services, in most
of the cases co-located on the same nodes. It
focuses on various network environments (wireless,

wired).

ACCORDANCE [45] It is an evolution of 3GPP architectural solutions,
where the focus is on various aspects of wireless
communications (CoMP, wireless/wireline
convergence, aging, etc.). The project focuses on
centralized SON.

AMBIENT Networks Introduced the Network Composition which enables
[46] allows for networks to dynamically and automatically
interconnect for the purpose of gaining access to
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and/or controlling the resources (and services) of the
networks participating in the composition.

ANA [47] It is a novel approach that can incorporate clean-
slate or legacy solutions. The intension of the project
to address the self-* features (self-configuration, self-
optimization, self-monitoring, self-management, self-
repair, and self-protection) of autonomic networking.
ANA introduces an autonomic network meta-
architecture that enables flexible, dynamic, and fully
autonomous formation of network nodes as well as
whole networks according to the working,
economical and social needs of the users. It focuses

on various network environments (wireless, wired).

ARTISTAG [48] They follow the 3GPP architecture, but complement
it with a new interface for conveying user plane
inputs to the network for Coordinated Multipoint
(CoMP - transmission and reception). The focus of
this project is on the RAN part of the network.

Autol [49] It is a clean slate approach that introduces an
architectural model consisting of a number of
distributed management systems running within the
network. For the operation of such distributed
network five abstractions and distributed systems
are defined, namely, the Virtualization, the
Management, the Knowledge, the Service Enablers,
and the Orchestration Planes. It focuses on various

network environments (wireless, wired).

BuNGee [50] They focus on heterogeneous architectural solutions
(joint design of access &backhaul networks) by
applying their solution in 3GPP (LTE-A) and IEEE
(802.16) networks. Within the project they propose to
design a data and control plane protocol suite that

facilitates autonomous operation by means of a
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complete self-organising networking paradigm.

CASCADAS [51]

It is a clean slate approach that introduces
Autonomic Communication Element concept, which
is an abstracted component model. The Autonomic
Communication Element is used for situated and
autonomic communication entities, at all levels of
granularity. It focuses on various network

environments (wireless, wired).

CONMan [52]

It is a clean slate approach that introduces protocol
module abstractions (concepts, properties,
capabilities) for enabling manageability of future
protocols in a “complexity-obvious way”. Additionally,
it allows dynamic protocol stack composition on the
fly. It focuses on various network environments

(wireless, wired).

CONSERN [53], [54]

It is a revolutionary approach trying to introduce the
newly concept of self-growing and re-purposing.
Architecturally they propose the introduction of a
cognitive engine in the nodes that enables the
autonomic operation of the node and its cooperation
with the policy and coordination controllers. The
proposed scheme is a generic one, targeting
sensors and access network elements (WiFi APs,
eNBs, etc.).

E3 [55]

It is an evolutionary approach that introduces
Cognitive Management of heterogeneous networks
wireless access part, exploiting local and global pilot
channels, the so-called Cognitive Pilot Channel
(CPC). It focuses on heterogeneous wireless access

networks environments.

EARTH [56]

It is an evolutionary approach of 3GPP networks that
focuses on energy gains. They propose the
separation of signaling and data, and move towards
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four directions, namely, context aware resource
management independence of the architecture from
the wireless technology, sophisticated signaling, and

Network planning.

FAME [57], [58] FAME project focuses on forming federations and
their ~management for creating end-to-end
communication services. It provides the holistic view,
including the properties, and principles that need to
be fulfilled by any system or architecture for

managing and maintaining such federations.

FOCALE [59] FOCALE proposes an incremental approach that
can incorporate both clean-slate and legacy
solutions. FOCALE introduces the architecture for
network entities to self-govern their behavior within
the constraints of business goals that the network as
a whole seeks to achieve. It focuses on various

network environments (wireless, wired).

METIS 2020 [60] Moving towards 5G, METIS 2020 proposes
significant evolution of 4G solutions. The innovative
part is related to the 5G objectives that may be
related to different objectives (e.g., huge number of
devices, high data rate, ultra  reliable
communications, etc.); thus they propose to have a
flexible architecture, enabling the network to meet its

objectives according to the current situation.

NESTOR [61] It is an evolutionary approach that introduces an
architecture for the automation of configuration by
using policy scripts that access and manipulate
respective network elements via a resource directory
server (RDS). It combines several techniques from
object modeling, constraint systems, active
databases, and distributed systems. It focuses on IP

network infrastructures.
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SACRA [62], [63]

It is an evolutionary approach focusing on 3GPP
networks. The project ended up in an architecture
compliant to that of LTE-A, incorporating self-
management functionalities in the 3GPP network
entities. In the project they have split the
functionalities in RAN functionalities (i.e., cognition,
learning,  knowledge), Core network (i.e.,
governance), and user equipment functionalities
(sensing, cognition, etc.). The project mainly focused

on access network functionalities.

SelfNET [64]

It is an evolutionary approach that introduces
Cognitive network element (Network Element
Cognitive Managers - NECMs) and Cognitive
domain managers (Network Domain Cognitive
Managers - NDCMs) for future Internet elements
self- management in a semi-distributed and
cooperative manner. If focuses on various network

environments (wireless, wired).

SerWorks [65]

The proposed clean slate approach consists of three
frameworks: the Service Framework in the upper
layer of the architecture, the Interaction Framework
in the middle layer, and the Networking Framework
in the lowest layer. It initially focused on Wireless
Sensor Network (WSN) solutions but it is extended
for more generic service infrastructure in wireless

and also wired domain.

SOCRATES [66]

It is a 3GPP evolutionary approach, introducing
Self-* functionalities for Self- Organizing networks
(SON). The project addressed RAN issues.

UNIVERSELF [67]

The key outcome is the Unified Management
Framework for providing a functional specification,
the interfaces, and the supporting core mechanisms.
The project has concluded in 3-level UMF nodes
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(i.e., controlling a node, a network domain, an overall

network).

WINNER I/ll/plus [68], | It is a 3GPP evolutionary approach focusing on
[69], [70], [71] flexible protocol architecture. The main point of
interest is the radio access side; M2M, CoMP, D2D
have been considered.

All these architectures in general converge for the need of some key
functionalities. More specifically, context-awareness, knowledge plane, policy-
based decision making, and the network operator governance/coordination are

main (and common) components of the proposed architectures [72], [73].

In the following section, we present a reference architecture scheme, which is
considered the basis for autonomic network management. The scheme that will
be analyzed incorporates all the key functionalities of afore-described

architectures.
2.5 Requirements for Self-Managed Networks

The previous analysis enables the derivation of the key characteristics of a self
managed network, as it is envisaged by both the inventors of the autonomic
systems and networking idea, as well as the researchers that followed their
principles. Even though it is not clearly highlighted, research initiatives tend to
converge to a set of requirements and capabilities [2]. According to Jonhsson et
al., self-managed networks shall be:

e Re-applied to all parts of the system. Such requirement captures the need
for continuous control and supervision of all the system parts from a
network management perspective. This will enable the network to offer
specific QoS to the users, given the fact that the network will be aware of
the offered QoS and will know whether the signed agreements (Service
Level Agreements - SLAs) are covered. Furthermore, the control loops
shall always be correlated for giving to the network administrator a full view
of the network.

e Go across the system boundaries. The (Self-Managed) system’s (or
network’s) shall go across the system’s boundaries for handling inter-
domain operations. Up to now, the self management has been considered
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objective for one single domain and network; however, contemporary
networks assume applying self-management capabilities also for
interconnected domains. This implies a need for interconnecting and
composing the resources of the all the involved domains and networks.
Such interconnecting must be able to support end-to-end service and

resource abstraction for all the involved networks.

Enforced and monitored for operating under constraints. This requirement
correlates the constraints under which a self-managed network shall
operate with the enforced actions and monitoring operations (and
requirements). This also implies that the constraints posed by the network
administrator shall pose meaningful constraints. Additionally, the self-
managed network shall be compliant to the Design by Contract (DbC)

([74]) concept, which enables the posing of pre- and post-conditions.

Self-mutatable. Such aspects are related to the ability of a self-managed
system to tackle new challenges that may arise in its lifecycle. The new
challenges could be linked to new types of applications, new technologies
being deployed such as new hardware for network nodes or new
radio/wireless technologies, etc. Potential lack of this characteristic will
make the self-managed system inefficient and unable to meet its
objectives. Concluding, the self-mutable functionality re-designs the
capabilities of the self-managed system/network in run-time operation (at

least this is how it is observed by an external reference point).
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3. Situation Perception

Section 3 deals with situation perception concept. Starting from the situation
awareness definition and its functional decomposition, this chapter proposes a
novel hierarchical architecture for situation aware networks. Then, the gaps of the
literature analysis and the industry state of the art are being identified, so as to
set the motivation for the forthcoming sections of the dissertation. These gaps
highlight the need for novel situation perception mechanisms that will be able to

meet the requirements from the key players in the area.
3.1 Definitions

The definitions in this section concern the information fusion among the several
functionalities when we are moving towards situation awareness. The definitions
are related to the Data, Information, Knowledge and Wisdom model, as it is
described in the literature [75].

e Data: is the product of observations in a structured way. It should be note
that raw data are in general useless and is no benefit until they are
processed into a usable form to become information [76].

e Information: Is the formulated data in such way so as to answer to
questions [76].

e Knowledge: is the transformation of information into instructions and
appropriate structures so as to make control of a system possible [75]. In
other words, knowledge is the appropriate collection of information, such
that its intent is to be useful. It should be highlighted that it is a
deterministic process [77], [78].

e Wisdom: means an ability to see the long-term consequences of any act
and evaluate them relative to the ideal of total control (even that it is not
used in this chapter — it is included for completeness) [75], [78].

e Data-Information-Knowledge-Wisdom hierarchy (DIKW) (Figure 3-1): is the
hierarchy of the above notions; various different kinds of data, information,
knowledge, and wisdom exist. The DIKW hierarchical and pyramidal model
captures mainly organizational aspects of the inputs representation [75]
[76], [78].
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Figure 3-1: The Data-Information-Knowledge-Wisdom hierarchy as a pyramid [75]

3.2 Towards Situation Awareness

Section 2 has introduced and defined the key requirements of a self-managed
system. When decomposing the previous requirements to technical requirements
the next step is to define the main functionalities of a self-managed system. A

self-manageable system must have [77]:

e An internal representation of its experiences as it perceives entities, events
and situations in the world;

e Aninternal model that captures its knowledge, and;

e A proper mechanism for computing values and priorities that enables it “to

decide what it wishes to do/perform”.

The previous functionalities enable high autonomy of network elements in order
to allow distributed management, fast decisions, and continuous local
optimization. The actual functional decomposition results to the following
phases/processes of a generic (autonomic) cycle for describing the autonomous

network elements (Figure 3-2):

e Monitoring process involves gathering of information about the
environment and the internal state of an autonomous element.

e Decision-making process includes the reconfiguration and adaptation
decisions by exploiting an already available knowledge base; also captures
knowledge building by exploiting the environment stimuli.

e Execution process involves (self-) reconfiguration, software-component

replacement or re-organization and optimization actions.
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As captured by the Figure 3-2 the Monitoring process is directly linked to the
Execution phase. On the other hand, the Execution and the Monitoring are linked
(directly or indirectly) so as to deduce whether the previous decision was effective
or not. Such “loop” enables the update of the knowledge model used for the

Decision making process.

\ | Monitoring, Information gathering

L

Decision making for reconfiguration/

v adaptation, knowledge building

Figure 3-2: The Monitor Decide Execute (MDE) cycle [79]

The autonomous network elements may be (Figure 3-3):

e network elements such as router, base station, mobile device, etc.,
e network managers, or,

e software elements that lie at the service layer.

Autonomous network elements have a process for monitoring and perceiving
internal and environmental conditions, and then planning, deciding and adapting
(self-reconfiguring) on these conditions. Such an element is able to learn from
these adaptations (reconfigurations) and use them for future decision making,

while taking into account end-to-end goals.

In general such network management requires a distributed/decentralized
management approach over a hierarchical distribution of management and

(re)configuration decisions to:

a) (autonomic) network elements,
b) to network domain types, and

c) up to the service provider realm.
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Wireless router

ervice provider 2

Figure 3-3: Autonomous network elements in a Heterogeneous Network

The MDE cycle may have various levels of realization according to the type of the
device and the hierarchical level that it is placed. Each reasoning entity (i.e.,
entity that realizes the MDE cycle) has the ability to expand and consider the
results of other neighboring entities in a collaborative manner, thus leading to an
incremental development of local (element level) and global knowledge (network
wide). Figure 3-4 captures the main elements of the MDE cycle, attempting to
break down the monitoring operation and depict the information/data exchange
among the phases.

Sensing =% Filtering

Raw Data Information Action Execution

Figure 3-4: Elaborated MDE cycle

Moving towards a self-managed network the “simple” functions need to be further
enhanced by the “Situation Awareness” functionality. According to Endslay in
[80], a situation aware network (i.e., a network whose the network elements
understand their environment and make projections for their near future) shall be
able to identify its state, proceed in decisions and perform the corresponding
actions, by exploiting the induced and built knowledge, the induced long term
goals, the available interfaces, and system’s capacities (Figure 3-5). Situation

awareness functionality is “the perception of elements in the environment within a
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volume of time and space, the comprehension of their meaning and the projection

of their status in the near future”. In other words, the relevant model introduces

time factors, “space” (i.e., environment) assessments, and interpretation &

prediction aspects, in the near future; the definition is more generic (initially

related to dynamic systems — air traffic control, power plants, etc.). The key levels

of Situation Awareness are [81]:

Perception of Elements in Current Situation (Level 1) deals with perception
of the status, attributes/characteristics, and dynamics of all related
elements in the surrounding environment. It is the most essential level of
Situation Awareness, since it translates the monitoring, and performs
simple recognition, directing towards awareness of situational elements
(such as events, and environmental factors) and their current states (i.e.,
conditions, modes, etc.).

Comprehension of Current Situation (Level 2) involves a kind of “synthesis”
of disjointed Level 1 situation awareness inputs. It applies sophisticated
methods, such as pattern recognition, interpretation, and evaluation. The
purpose is to identify the impact of the current state with regards to its
impact to predefined goals and objectives.

Projection of Future Status (Level 3) captures the ability to predict the
future environment conditions, status, as well as future actions. It is
realized through knowledge of the status and dynamics of the elements
and comprehension of the situation (i.e., the previous Levels 1 and 2 SA),
and then extrapolating this information “forward in time” to conclude the
manner it will have effect(s) on future states of the operational

environment.
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Figure 3-5: Endslay’s model for Self-Awareness [80]

As mentioned afore, Endslay provided the generic Situation Awareness model. In

[82] Smirnov et al. give a telecommunications oriented definition for situation

awareness; the definition focuses on autonomic networking. According to this

(contextual) approach, Situation Awareness is a prerequisite for making

appropriate decisions in networks. The Situation Awareness scheme is based on

knowledge (described as ontologies, models, etc.), which is constantly enhanced

by exploiting the evolution of the environment stimuli. Smirnov identifies three

‘new” (more targeted) levels of Situation Awareness and describes them as

follows:

Level 1 (Perception): The first level deals with perceiving critical factors in
the “environment” of concern.

Level 2 (Inference): The second level aims in the appropriate
understanding of “what those factors mean” for the specific decision
maker’s goals.

Level 3 (Prediction): The third level aims to “predict” what will happen in
the near future.

The above can be considered as a “start” for interpretation of situation awareness

in autonomic networking, clearly depicting a “three stage” process.
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In [83] Springer et al. propose a different approach for achieving Situation
Awareness; they decompose complex situations into sub-situations, which can be
handled independently with respect to sensing and reasoning. Each sub-situation
represents a certain aspect of the overall situation and has to be combined with
other sub-situations at a certain level of a hierarchical reasoning process. Below
that point, a sub-situation can be handled separately. The afore-described
approach enables a hierarchical situation analysis and awareness. To reflect all
necessary steps for deriving the overall situation from sensed in- formation, three

layers are considered (Figure 3-6):

e Sensing layer, which aims at combining information from devices
measuring/sensing different types of inputs; this layer exploits raw data,
linked to location (topological) information. This implies the division of the
“‘world” to “areas of interest” enabling the situation awareness mechanism
to use data for specific sub-situations. At these areas of interest different
types of sensor devices may be placed and logically grouped.

e [Feature extraction layer, which focuses on the combination of inputs from
several sensing layers either from the same location or different ones. The
outcome of this procedure is logic facts, which are forwarded then to the
reasoning steps.

e Reasoning layer, which hierarchical situation deduction and handles

potentially complex or contradictory inputs from the previous layers.

The whole process of situation decomposition and the identification of the
components of the different layers of the conceptual architecture are determined
based on an iterative process. Starting with a small set of sub-situations, the
developer can test the system and extend it stepwise to create a more-and-more
complex system; the understanding of a complex situation grows during testing

and practical trials.
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Figure 3-6: Abstraction process for situation detection based on sensor data [83].

3.3 Situation Awareness Model

The previously described Situation Awareness schemes have both benefits and
drawbacks. For example, the Endslay’s approach is broad and decomposes
situation awareness in three levels. However, the presented scheme is too
generic and rough and does not fit to specific problems as is; this implies that it
requires extended modifications for being incorporated in telecommunication
environments. On the other hand Smirnov's scheme, is a slightly modified
approach of that of Endslay so as to be suitable for networking problems, though
it does not manage to capture the local view and the problem decomposition
aspects. Such aspects are being captured by the third situation awareness
approach, which clearly defines the notions of problem and sub-problem, area,

location, sensing element type and tries to combine these for context reasoning.

Thus a combination of the previous models is required; Figure 3-7 presents the
considered Situation Awareness scheme. The three levels of the Situation
Awareness models of Endslay and Smirnov, are also used, instantiated of course

for contemporary autonomous networks.

e Monitoring: This includes separate activities like sensing and
correlating/filtering; it refers to data corresponding to the information
process of interpretation.

e Situation Awareness:
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@)

Level 1: Is the proper perception of the operational status of the
system or the network element where information is primarily
interpreted (i.e., to an elementary knowledge interpretation). For
instance, information like “85% of a link is utilized” may lead to the
concluding characterization that “the load level of a WiFi Access
Point is congested above the tolerable threshold” where any such
characterization is predetermined by system designers.

Level 2: This implicates an exhaustive evaluation of the surrounding
environment, including identifying alternatives, potential solutions
etc.

Level 3: This includes “projections”, i.e., prediction on what would
happen in the future and/or what conditions need to be met, to

satisfactorily proceed to the decision-making.

e Decision-making: Is the decision making scheme that considers the

available options, and picks the most suitable one for the network element

or system. A decision making scheme may range from a simple reasoned

using “if... then...

rules to sophisticated reasoning schemes as game

theoretic, genetic algorithms, etc. schemes.

e Knowledge Base:

O

Interpretation Library of operational states: This refers to thresholds
and input levels that enable the Level 1 of situation awareness.
Situation Trigger: This refers to thresholds or states that lead to
Level 2 of SA.

Procedure for Assessment of the Environment: This captures the
history of states and their evaluation.

Deduction Completion: It is an abstraction to indicate finalisation of
all “checks” for the environment's assessment. In case of
predictions (i.e., needed Level 3 SA) this additionally refers to what
needs to further happen, to deduce a situation and proceed to the
decision-making stage.

Intelligence for decision-making: Captures the parameters of the
decision-making schemes (i.e., the parameters are related to the

reasoning scheme).

e Update of operational States: The reasoning scheme may lead to new

states or new relations among the already defined states. Thus the
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knowledge base needs to be updated.

e Self-Awareness: Captures all monitored inputs and deductions, as well as
the continuous activity with the corresponding time and location
information of a network element. The history information is also part of the
situation awareness [79], [84], [85], [86].

Self-Awareness “ <

Characterization of Current Situation
Situation

Decision Making
Projections
Triggers

Deduction I
Interoperability library = T1BEErS Completion

of operational states Procedure for Intelligence for decision-
— Assessment of the o b

Level 2
Level 1 Comprehension of

Sensing Filtering
| S

Monitoring

Environment

Knowledge Base

Figure 3-7: Proposed Situation Awarness Model

For achieving enhanced Situation and Self Awareness, the overall scheme shall
be developed following a both distributed and hierarchical paradigm (Figure 3-8)
[87]. The Network Elements shall have an instantiation of the MDE cycle for
monitoring deciding and executing configuration actions; from this point in this
document we define the Network Element Controller (NEC) as the instantiation of
the MDE cycle and the more sophisticated Situation Awareness functionality in
the Network Elements. Furthermore, the Network Elements in case more complex
problems arise, they shall cooperate and for more focused and enhanced
problem handling. However, the Network Elements may not be able to handle
several problems, either locally or cooperatively; thus the intervention of a
network element that has a greater network view may be required. This network
element is the Network Domain Controller (NDC) identifies optimization
opportunities and solves problems that require a greater view of network status,
the cooperation between neighboring domains, or even the resolution of conflicts
in metrics/parameters. The NDC does not disturb the distributed and hierarchical
nature of the proposed architecture, as it is not a centralized physical entity.
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Various NDCs may exist in a specific network domain, hosted even at the
available network devices that already implement NECs. The criteria for the
selection of the number of NDC may be (though not limited to these criteria):

e The network technology (or technologies),
e The network element capabilities,
e The System requirements,

e Spatial and geographical features.

g o
— =]

Figure 3-8: Hierarchical Model for Situation and Self - Awareness

The decomposition of network management into responsibility areas provides
flexibility to the network for handling problems, faults and optimization
opportunities either locally or globally. Of course, such decomposition is coupled
with the introduction of autonomic functionalities at all layers and enables
decisions and configurations at shorter time-scales, in reflex reaction manner.
Hints and requests/recommendations are exchanged among the layers, in order
to indicate a new situation or an action for execution. The automated and
dynamic incorporation of various layers requirements (e.g., SLAS) into the
management aspects provides also novel features to network management
capabilities. Moreover, the resolution of conflicting requests will be an issue of

situation awareness and elements’ domain policy prioritisation.
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Figure 3-9: Hierarchical network view for situation awareness

3.4 State of the Art analysis on Situation Awareness

There is limited work done in relation to generic situation awareness schemes.
Several solutions available in the literature are problem-dependent focusing on
social networking (some of them are the following [88], [89], [90], [91]). However,
such solutions are too focused and are dealing with the (user) behavior

identification.

Regarding “traditional” situation awareness, as Endslay, Smirnov, etc. define it,
only a few mechanisms are proposed in the literature. In [92], Hossein Parvar et
al. propose a policy and threshold-based scheme for “cooperative” situation
awareness. According to this scheme each problem is decomposed to several
sub-problems and when “linking” all these aspects the decision maker is able to
proceed in identification of the current state; the authors call this process “multi-
resolutional representation”. This implies that the decision takes place in one
point that has greater network view. In [93] the authors also propose a problem
decomposition approach; their proposal is policy and threshold-based similar to
the previous one. The main difference, compared to the first one, is that they
further formulate the problem using ontologies and they end up in the primitive
relations among the observations. According to them, this enables the decision
maker to have principle (global) knowledge, independent from the (network)
context. It should also be highlighted that the decision maker requires global view

SO as to be able to proceed in proper situation awareness decision-making.
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In [94] the authors propose a scheme that uses a mixture of Ontologies and
Bayesian networks, which combine First-Order Logic (ontologies) with Bayesian
Networks for representing and reasoning about uncertainty in complex,
knowledge-rich domains [95]. This scheme does not address levels 1 and 2 of
situation awareness (i.e., perception and comprehension) but captures level 3
(i.e., projections) by predicting the likelihood of an event to happen. The authors
give generic examples (e.g., accidents in streets, etc.) for presentation simplicity
but they mention that this approach is applicable in networking problems as well.
In [96] an ontology-based situation awareness scheme for making predictions is
proposed; the solution requires global view for achieving good predictions. The
scheme considers temporal and spatial relations among the entries of the
ontology and builds adaptive knowledge for several domains. The solution is
rather generic, though it is validated in social networking problems. In [97] they
focus on the problem decomposition, which enables the decision maker to
proceed in projections based on the current inputs. The scheme is a generic, rule-
based (i.e., case based reasoning — CBR [98]) approach which, by using the
current measurement of the overall system’s view, it matches the inputs to a set
of predefined ones states; this enables the decision maker to have, with a certain
probability, a view for the foreseen state(s). Finally, in [99], the authors propose a
model-based solution, which is based on fuzzy knowledge schemes; the scheme
is traditional rule and threshold-based solution. The fuzziness is related to things
that the decision maker may forget on the one hand, and the reflex decisions that
he may make on the other. The decision making scheme identifies the current
situation of the decision maker (level 1 of situation awareness) and does not

perform projections.

In [100] the authors propose a scheme for Situation Awareness using a special
version of Neural Networks, the Self-Organizing Map (SOM). The scheme
provides the tools for visualization and decision-making. Additionally, the
reasoning scheme is adaptive based on the training set it will receive during the
training period. The SOMs are tested/evaluated in security situation awareness
problems in Mobile Ad — Hoc Networks (MANETS) and perform well in identifying
suspicious behaviors. It should be highlighted that the networking problem (i.e.,
MANETS) used for validation underlines the ability of the scheme to operate in
decentralized environments.
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In [101] a cooperative agent based scheme is proposed. The scheme is called
Cooperative Agent-based QoS Framework (CAQF) and incorporates several
functionalities (among them rooting, scheduling, resource management, etc.).
The scheme applies information fusion for proper event identification (situation
awareness); this is performed via data mining (i.e., clustering), which captures

anomalies in the measurements.

In [102], and [103] the authors proceed in Situation Awareness using the
D’'BRAIN (Dynamic Bayesian Reasoning & Advanced Intelligent Network). The
schemes are based on problem decomposition to sub-problems; linked to
probabilities for moving from one state to another. The objective of this situation
awareness approach is to make projections for future conditions. Global view is
assumed, which in conjunction to the fact that the information fusion schemes are
not being described, implies a centralized decision making scheme. The second
scheme is an enhanced version of the D’BRAIN for enhanced situation
awareness by reducing the number of the complete Bayesian Tree; additionally,
the enhanced D’BRAIN is adaptive and builds knowledge according to the

environment stimuli.

Finally, a completely different approach is presented in [104]. The presented
Situation Awareness scheme assumes distributed monitoring and reasoning in a
hierarchical manner. The proposal is based on problem decomposition where the
different layers of reasoning deduce on different problems; the authors call this
approach as “individual situation awareness of team members”. According to this

scheme of critical importance are:

e The confidence for each measurement,
e The time it took place,

e For how long an inference is valid, given that a situation is identified.

For identifying the similarity of the measurements/inputs to previously known
states, Fast Furrier Transform (FFT) is applied; this formulation is generic and

may be applied for several problem types.
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Figure 3-10: Schematic representation of the state of the art analysis

Figure 3-10 and Table 3-1 summarize the findings of the previous analysis which
leads to a set of very useful outcomes. In the literature, the two most popular
schemes for situation awareness are the rule and threshold-based ones and the
probabilistic ones. The former are mainly versions of model and ontology
schemes whereas the latter are Bayesian networks and trees related ones. Both
schemes however have the key deficiency that they require a good description of
the environment’s states which may lead to too many dimensions in the decision
maker (also known as the curse of dimensionality), which hampers the decisions.
Furthermore, the Bayesian networks require the linking of the states with
probabilities. Regarding the ontologies, it is a rather computational and time
demanding scheme that for large ontology models is even harder to build and
exploit. Concerning the other aspects of the afore analysis, in general the
schemes require a global view, which in most of the cases implies a centralized
scheme for reasoning, even though it is not clearly stated. Only a few schemes
are decentralized and only two assume cooperation between the monitoring and
reasoning points. Finally, only one scheme assumes a hierarchical architecture

among the reasoning entities.

Regarding the problem formulation, usually the problem is decomposed in sub-
problems so as to mimic the human reasoning. However, most of the schemes do
not consider unknown states/situations; more specifically, all but one have a
predefined set of situations and two map potentially unidentified inputs to
previously defined ones (via similarity or probabilistic metrics). Considering the
adaptability of each scheme, only a few have learning/knowledge building
capabilities, with one of them requiring training period (neural network). Finally,
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half of the investigated schemes are related to situation perception (state/problem
identification - situation awareness level 1) whereas the rest are related to

projections (situation awareness level 3).

Table 3-1: Comparative table of the literature proposals
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3.5 Situation Percpetion

The previous sub-sections have provided a detailed analysis of the Situation
Awareness Models available in the literature, as well as the enhanced model
proposed in terms of this thesis. Furthermore, a state of the art analysis has been
presented regarding situation awareness schemes literature proposals; this
analysis has highlighted where the researchers have up to now focused their

efforts.

An observation of prime importance is that research has moved towards the
Situation Awareness in two ways, namely, the development of overall situation
awareness (i.e., applying all three steps of the SA module — situation perception,
comprehension, projections), or only of projection schemes. Regarding the first
part of Situation Awareness, the Situation Perception, there are several attempts

to define it in the literature; some of them may be found below:

o “Perception is our sensory experience of the world around us and involves
both the recognition of environmental stimuli and action in response to
these stimuli.” [105]

e Perception is the primary basis of human intelligence and experience
[106]. Forming high-level abstractions from machine and user inputs is a
key enabler for developing situation-aware applications that can

intelligently respond to changes in the real world. [107]
In our model we define as situation perception as:

1...] all correlations that take place in order to analyze data received by
monitoring points and thus identify problems and select appropriate

configuration actions.” [108]
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In the literature solutions, these correlations are performed using rules and

policies, combined with thresholds.

Up to now, industry has handled this problem following a similar approach.
Thresholds are being defined either statically or dynamically, but the crisp nature
of the thresholds remains. Cisco has proposed static and dynamic threshold
definitions for networking solutions regarding load threshold values (dynamic
scheme), call drop rate (for QoS provision) (static values definition), security
events identification (static values definition), etc. [109], [110]. Similarly, Ericsson
in its “Traffic and Market report” of 2012 ([111]) has defined static thresholds for
load events, for QoS levels identification to the users, etc. For these
classifications, Ericsson has used users’ surveys; such approach has the
drawback that the measurements are not objective (the subjective views of the
users are incorporated). Additionally, in recent research solutions, Ericsson
researchers have used static thresholds for modeling the high load levels of
HSDPA eNodeBs [112].

The previous analysis underlines that the Situation Perception in
telecommunications is based on crisp values, which does not follow the
abovementioned definitions that are close to human like knowledge and

perception. Thus, concluding, we observe that:

e A major gap of sophisticated solutions in the available proposals both in
the literature and the industry solutions exists (i.e., mainly threshold
based).

e The available solutions fail to mimic human situation perception and
awareness, thus making the building of systems hard.

e Situation perception schemes that are not based on fixed or predefined
views of the network operator are required; these solutions shall avoid

using the subjective users’ decisions.

The purpose of this thesis is to meet the previous requirements for situation
perception. More specifically, Section 4 provides the background knowledge for
the proposed situation perception schemes; Section 5 presents the Situation
Perception mechanisms based on fuzzy sets and fuzzy logic so as to avoid crisp
values, and Section 6 presents the adaptive Situation Perception algorithms for
capturing the evolution of the networking environment.
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4. Background

Section 4 provides the background of this dissertation. More specifically, the
Fuzzy Logic decision making scheme is being presented as well as its principles
related to fuzzy sets. Additionally, the basic categories (i.e., supervised,
unsupervised, reinforcement learning) of learning schemes are being described
briefly. Then, the most representative schemes of each category are being
analysed so as on the one hand to provide the background for the following
sections, and on the other to justify why the selected approach has been
followed.

4.1 Fuzzy Logic

Fuzzy logic decision-making is scheme based on fuzzy sets, which have been
introduced by Lotfi Zadeh in [113] and are the basis for the paradigm shift from
crisp logic to fuzzy logic. Fuzzy Logic is a multivalued logic that allows
intermediate values to be defined between conventional evaluations like
true/false, yes/no, high/low, etc. making it an ideal tool for situation perception
schemes. Notions like fast, rather fast/slow, problematic, urgent, etc. can be
formulated mathematically and processed by computers, in order to apply a more
human-like way of thinking in the programming of computers [114]. Compared to
other reasoning methods tries to link fuzzy values and enable the decision maker

to proceed in decisions.

The key benefits of fuzzy logic are linked to its simplicity and flexibility as well as
its ability to handle imprecise and incomplete data. This section summarizes the
key aspects of fuzzy sets and fuzzy logic. Furthermore, simple examples are

provided for depicting its applicability.

4.1.1 Fuzzy Sets

Based on its initial proposal in the literature (by Lotfi Zadeh), fuzzy sets are
relying on a paradigm shift from crisp logic and crisp sets to fuzzy sets [115]. A
simple example could be the splitting of days to weekdays and weekend days.
The days could be split in weekdays (i.e., Monday, Tuesday, Wednesday,
Thursday, and Friday) and weekend days (i.e., Saturday, and Sunday). However,
this splitting is not fully correct, because Friday is “when weekend starts”, so
Friday is mainly weekday, though it should be considered as partly a weekend
day as well.
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Another example could be the splitting of the real variable temperature in cold
and warm ones. A simple scheme with crisp values could be the one depicted in
Figure 4-1 (a) where the temperatures are characterized as cold, cool, warm, and
hot ones. Though, as it may be observed:

e The sets are mutually exclusive which means that a value (i.e.,
temperature) may not belong to more than one set

e Moving from one set to another is arbitrarily set, and depends to a increase
(or decrease) of the input value for a degree (or a fraction of a degree).

It is obvious that this approach is not accurate; overlaps among the sets should
exist for describing the phenomenon sufficiently (Figure 4-1 (b)). This modeling
enables the description of cases that you have a specific temperature you may
belong in more than one states. This implies that a temperature is somehow cold
and cool, or cool and warm, or warm and hot. This approach is closer to the
human logic [116].
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Figure 4-1: (a) Crisp classification of the temperatures (b) Classification of the
temperatures using Fuzzy Sets
The previous examples (days of the week and temperature classification) are
closer to the human logic and are not fully mathematically formulated. This is
presented in the forthcoming example [117]. Consider the real interval [1, 10] as
universe of discourse; also consider that the “x is true between 3 and 5”. This

mathematically is represented as:
pus-s:[0,10] > [0,1] (4.1)
Where:

x€(3,5)
0, otherwise

ps—s(x) = {1’ (4.2)

This definition characterizes the linking of a real interval to crisp values.

If we consider a new statement that “x is true near to 4” the formulation is
different. More specifically, assuming an €, a very small positive number, then (4-
€) is “near to 4”. At this point, considering several ¢ with increasing values, we
shall also consider degrees of “nearness to 4”, until reaching a value where the x
value is that far from 4 so as “not being true at all”’; let us assume that the values
for “not being true at all” are the vales below 3 and above 5. In this experiment we
observe that a symmetric behaviour occurs. The mathematical formulation of the
previously described approach is the following one:

Unear to 4+ [0,10] - [0,1] (4.3)
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Where:

1—-14—x|, x€(3,5)

Unear to 4(X) = {O, otherwise (4.4)

Figure 4-2 presents the previously described analysis; near to 4 is a fuzzy set. It
should be highlighted that every element belonging to a fuzzy set has a degree of
membership, which is expressed with a numerical value in [0, 1] (i.e., 0 means
“not true at all”, whereas 1 means “definitely true”). For this reason the function p

is called “membership function” of the corresponding fuzzy set.

membershipﬂ
1
0 3 5 g 10 !
(a)
membership
)
1
0 3 5 8 10 !
(b)

Figure 4-2: (a) Traditional set with bi-valued logic, (b) “near to 4” fuzzy set defintion.

The variables of the fuzzy systems are called linguistic variables. Each linguistic

variable has:

¢ A name, which shall be consistent and representative to the real variable
that it represents,

e A definition domain, which captures the environment and the universe that
the linguistic variable applies to. The definition domain incorporates a set

of linguistic terms that represent the values of a definition domain,
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e A set of values, for describing the intensity of a state, and,

e The corresponding interpretation for each set of values.

A simple example for explaining the previous notions could be ground humidity
levels. The linguistic variable is the “ground humidity” and is defined in the
environment of 0% humidity to 100% humidity. The environment is characterized
by five (considered) linguistic terms labeled as {low, below average, average,
above average, high}. These terms are chosen arbitrarily for characterizing
adequately the environment; if the environment modeler would assume that more,
or less linguistic terms are required he could add or remove terms. It worth
mentioning that for a specific value of the environment (e.g., 35% humidity), the
fuzzy state is a linear combination of the two linguistic values (i.e., x of below
average and y above average).

membership
A

S

0 35 % 100 % Humidity

e

Low
Below Averag
Average
Above Average
High

Figure 4-3: Ground humidity classification using fuzzy sets.

In [113], apart from the fuzzy sets definition, Zadeh has defined the operations

among the sets. The most used operations are:

e the minimum operator for the intersection (Figure 4-4 (a)),

e the maximum operator for the union of two fuzzy sets (Figure 4-4 (b)),

e the complement of a fuzzy set A with pa, which is defined as 1 - pa (Figure
4-4 (c)).
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Figure 4-4: (a) minimum operation application in two fuzzy sets, (b) maximum operation

application in two fuzzy sets, (c) completement operation application in a fuzzy set.

4.1.2 Fuzzy Inference Systems

The Fuzzy Sets theory enables the environment modeling and the simplified
representation of the system. This will facilitate the decision maker to proceed in
the corresponding identification of the most proper actions. By combining the
fuzzy sets with formalisms (such as rules, policies, etc.) we build fuzzy models. A

system incorporating the fuzzy sets for the definition of the environment and the
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corresponding rules for decision-making suggests a fuzzy inference system [118].

Fuzzy Inference Systems (FIS) have been used extensively in the past for

automatic control, data classification, decision analysis, and telecommunication

systems. In terms of this thesis the focus in on telecommunication systems where

fuzzy logic has been used for decision making [119], [120], [121], event

identification, and event classification [122], [123], environment modeling [124],

etc. (the list of the application fields, nor the literature work is exhaustive).

The simplest fuzzy models are using rules with “IF... THEN...” structure:

IF <condition 1> and <condition 2> and ... and <condition n>

THEN <conclusion>

Where,

condition i is a statement of type “x; is L;}”,

Xi is the i-th value of the a linguistic variable,

Li; is a fuzzy set, which captures the j-th linguistic term of the i-th linguistic
variable,

conclusion is also a fuzzy set which characterizes the output behavior (with

a set of linguistic terms).

A Fuzzy Inference System consists of three parts, namely the fuzzyfier, the

inference engine, and the defuzzifier (Figure 4-5).

The fuzzifier transforms the crisp values to fuzzy ones. In other words, the
fuzzifier takes the inputs for every linguistic variable and determines the
degree to which they belong to each of the appropriate fuzzy sets via the
corresponding (input) membership functions. The input is a numerical
value limited to the universe of discourse of the input variable (it could be a
real value, integer, natural, etc.) and the output is a fuzzy degree of
membership (always the interval between 0 and 1).

The inference system undertakes three roles:

o To apply the fuzzy operators: once the inputs have been fuzzified
the fuzzy operators apply to the rules. In case the antecedent of a
given rule has more than one part, the fuzzy operator is applied to
obtain one number that represents the result (single number) of the
antecedent for that rule for applying it to the output function.
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To apply the implication method: when the fuzzy operators are
applied, the inputs shall be linked to the output(s). This means that
the result of the application of a fuzzy operator will be mapped to
the output fuzzy set. This implication takes place for all the available
rules.

To aggregate all inputs: in the aggregation phase all the single
outputs of every rule are being aggregated to a single fuzzy set.
Several aggregation schemes have been proposed and applied,
namely the maximum, the probabilistic or, the sum, etc. with the

latter being the most common one.

The defuzzifier undertakes the defuzzification process, which is the

aggregation of the outcomes of all the rules and the production of a single

number; the single number is a crisp value. The use of fuzziness is

beneficial for matching the human logic and for the rule evaluation but it is

not facilitates the reasoning, thus the transformation from fuzzy notions to

crisp values is required in the final stages of the decision-making. Several

defuzzification methods have been proposed:

o

The centroid, which returns the center of gravity of all the

aggregated inputs using the:

u _ fui.UF(ui)du
O [ up(uy)du

The middle of maximum, which returns the average of the maximum

(4.5)

value of the output sets,

The largest of maximum, which returns the largest value of the
maximum of the output sets,

The smallest of maximum, which returns the smallest value of the

maximum of the output sets.
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Figure 4-5: Schematic representation of the parts of a Fuzzy Inference System

Assume a two input (input 1 and input 2) and one output Fuzzy Inference System,
where the inputs are modeled with three triangular symmetric membership
functions (low, medium, high) and the output is modeled with also three Gaussian
membership functions (low, medium, high). The inputs and the outputs are linked
by a set of three rules as shown in Table 4-1 and the applied aggregation scheme
is the summation of the output of every single rule, whereas the defuzzification
method is the centroid one. Figure 4-6 presents the previously mentioned steps

for making a decision with a Fuzzy Inference System.

Table 4-1: Rules of the Fuzzy Inference Engine

Input 1 Input 2 Output
low high low
medium low medium
high high high
medium high medium
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Figure 4-6: Sequential representation of the three steps process of a Fuzzy Inference

System

The previous analysis concerns the most commonly used Fuzzy Inference
Systems, the Mamdani ones. Ebrahim Mamdani has proposed this approach for
introducing control operations in Fuzzy Sets in [125]. Mamdani has used as
background the Zadeh’s definitions of fuzzy sets for approaching human logic in
complex problems. In 1985 Takagi — Sugeno ([126], [127]) proposed a slightly
different approach that will not been analyzed in terms of this section, because it

is not used in this thesis. The main differences are [128]:

e The outputs are singleton spikes instead of fuzzy sets,
e The implication method is multiplication,

e The aggregation method is addition of all singletons.

The Mamdani’s proposal is more intuitive and close to human logic whereas the
Sugeno fits better in control problems, is more computational efficient, and has

better mathematical formulation [128].

4.1.3 Analysis of Fuzzy Logic

The previous sections present the key aspects of fuzzy logic, as well as its basic
types and simple examples. This paragraph intends to describe the benefits and

the drawbacks of fuzzy logic as a reasoning scheme.

In general fuzzy logic is a conceptual approach; the corresponding modeling
resembles human logic and is easy to understand. Additionally, it provides a

mathematical formulation easy to understand and model, which also resembles
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the human logic. With this simplified mathematical formulation, fuzzy logic may be
used to model nonlinear functions of arbitrary complexity for linking the inputs
with the outputs of a system.

The fuzzy set universe modeling makes the fuzzy inference systems flexible. In
other words, the FIS may be easily modified/adapted according to the
environment observations. Also the system is tolerant to imprecise inputs, which
are likely to appear in control applications (i.e., in general control applications

incorporate cheap and unreliable parts).

The inference engine is based on a set of rules that link the environment model
with decisions and deductions. Suppose that the universe is built adequately,
experts may complement it with the corresponding rules. This implies that the
Fuzzy Inference Systems do not require training periods and may be incorporated
in the systems easily. Also, Fuzzy Logic may be blended with other techniques as
well. Examples exist in the literature for combining fuzzy logic with neural
networks ([129]), learning schemes ([130], [131]), ontologies ([132], [133]), etc.
Finally, Fuzzy logic in general is a simple scheme with small computing
requirements [134]. Additionally, there are several techniques in the literature that
enable the building of even more efficient fuzzy logic schemes by reducing the
number of the rules etc. [135].

On the other hand, it should be highlighted that fuzzy logic is linked to appropriate
system/environment modeling. This implies that the system complexity is
removed from the system inference engine (simple “if... then...” rules that may
easily be built by experts) but is transferred to the system modeling (need for
“correct” fuzzy sets modeling). A second drawback is related to the number of
rules in case of many inputs (linguistic variables) and states (linguistic values) per
input; this will cause a huge increase in the number of the required rules for

covering the problem space (this is similar to the curse of dimensionality).

Concluding, fuzzy logic is an ideal tool when dealing with imprecise or
contradictive data, which may be modeled adequately with fuzzy sets, and
combined with human logic. This implies that this approach give a good view of

the significance of a combination of a set of inputs by sacrificing the precision.
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4.2 Knowledge building schemes

As also discussed in Section 3 there are huge data sets and plenty of information
available, though both they are not exploitable. John Naisbitt described the
problem very well with his quote “we are drowning in information but starved for
knowledge”. Thus knowledge discovery schemes are required for deriving useful
outcomes from all the available sources of inputs. Several schemes have been
proposed in the literature for knowledge building (learning) that could be classified
in three categories, listed below:

e Unsupervised learning: Unsupervised learning schemes attempt to identify
patterns and hidden structure of a set of (unlabeled) data. The learner has
no bias (in terms of rewards, or error functions) against the data. The
validation of the learning procedure is performed in later phases by
(human) experts.

e Supervised learning: Supervised learning schemes attempt to identify
patterns and structures using a training set. The training set is a dataset
with labeled data, from where the learner may extract the patterns and the
trends of the dataset that the decision maker will receive afterwards. The
validity of the pattern in the training set is assumed a-priori.

¢ Reinforcement learning: Reinforcement learning is a learning scheme
where the learner attempts to identify patterns in a set of unlabeled data
using policies and reward functions. This family of mechanisms in general
focuses on online learning and does try to build links between inputs and

outputs.

Somewhere in the middle of supervised and unsupervised learning schemes lie
the semi-supervised learning schemes, which identify patterns in unlabeled
datasets using information provided by human experts. It is usually applied when
the user has a limited set of labeled data, which are augmented with unlabeled
records [136].

The main difference between the unsupervised schemes and the supervised and
reinforcement ones is that in the first category the raw data drive the learner,
whereas in the latter two categories the learner has a view of what to expect
(supervised learning) or what he wants to do in the future (reinforcement
learning).
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4.2.1 Knowledge Discovery Cycle

From methodological point of view all the identified learning schemes share some

basic principles; these principles are summarized in the knowledge discovery

cycle. The knowledge cycle (is a slightly modified version of [137]), depicted in

Figure 4-7 may be summarized in the following five steps:

Feasibility study: suggests the first step of the analysis, which captures the
problem identification (i.e., “what is the problem that we want to solve?”),
and the problem description. In other words, the special characteristics of a
dataset shall be identified. Additionally, the experts for handling the afore-
described dataset shall be identified as well.

Data Sources lIdentification: upon identifying the need for a learning
process, as well the goals of the process, the proper types of inputs shall
be considered. Additionally, the dataset to be used shall be considered
and extracted.

Data Cleaning and Preparation: schemes for cleaning and validating the
inputs are required. This incorporates the cleaning of the inputs from
outliers, and the building of a credible dataset that is suitable to the input
dataset that will be fed to the learner. Finally, the significance of each input
shall be extracted in this step.

Data Enhancement: the data may be in such form that it is not exploitable
from the learner (i.e., the inputs do not help the learner to make deductions
or to learn, the data are too many, etc.). In parallel, new variables are
inserted, calculated as combinations of other variables available in the
data. These variables typically highlight relations among data and can be
derived either heuristically based on statistics or deterministically using
domain experts’ knowledge.

Training, and Testing: is related to the operation of the algorithm and its
training period (in supervised learning schemes). In unsupervised learning
schemes the training period also exists but it is a part of the algorithm
operation and is described as online learning.

Evaluation: is related to the evaluation of the algorithm regarding its
effectiveness and efficiency against a considered dataset. Regarding this

step there is no holistic approach due to several reasons related to the
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special characteristics of each algorithm (supervised learning, availability

of labeled dataset, availability of experts, online/offline operation, etc.).

|

Fea5|b|l|tv | Data Sources | Data Cleanlng | Data | Training and Evaluatlon of

Studv Idennﬁcatlon Preparatlon Enhancement Testlng results

Figure 4-7: The Knowledge Discovery Cycle

The effectiveness of a learning solution is measured regarding the long-term
gains, where the actual results are compared to the predicted results. If gains are
achieved then the model is considered successful and is maintained otherwise it
is recalibrated. Over time, the due to the environment evolution, the model may
require modifications/enhancements. The key assumptions of the described

methodology are:

e that the past is a good predictor of the future, and,

e that adequate data are available in order to build a model.

Both of these assumptions are strong, though numerous examples have proven
that such problems may be overcome provided the sufficiently large dataset and
the support of experts. Additionally, the effectiveness of a learning algorithm is
associated to the need for data.

Similar methodological descriptions have been provided in the literature. In [138]
the authors propose the Knowledge Discovery Life Cycle (Figure 4-8), which
incorporates the following steps: (a) the planning, (b) hypothesis generation and
testing, (c) knowledge discovery, (d) knowledge relevancy determination, (e)
knowledge evolution, (f) evaluation against experts. The main difference of the
two schemes (i.e., [136] with our modifications, and [138]) lies on the fact that
they latter one incorporate in the knowledge discovery step all the data cleaning,
and enhancement, as part of the knowledge extraction/data mining process. Still
the Knowledge Discovery Life Cycle is an iterative process critiqued by experts at

every single stage.

P. Spapis
papi 20



Learning Enhanced Situation Perception for Self-Managed Networks

Goals for
data minin

nformatio Multiple Data External e
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Figure 4-8: The Knowledge Discovery Cycle as proposed in [138]

4.2.2 Data pre-processing

Upon identifying the data to be used for the knowledge extraction, these data
need to be cleaned and enhanced. Cleaning is the identification of bad or not
representative inputs that are related to problematic measurement procedure, or
lost measurements. The data enhancement concerns potential data
transformations that will facilitate the knowledge building in terms of effectiveness

and efficiency. More specifically:

e Data cleaning concerns the handling of incomplete, noisy, and inconsistent
real world data. The purpose of data cleaning is to clean the data by filling
in missing values, smooth noisy data and identify or remove outliers for
avoiding confusing the learning schemes. Several schemes have been
proposed in the literature ([139], [140], [141], [142]); the most important are
shortlisted below:

o Schemes for incomplete data
»= Ignore data: A naive approach that is only applied when a
considerable number of attributes or inputs is missing. It
should be noted that this approach is in general ineffective

and is applied in specific cases.
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Fill in values manually: Although effective, this approach is
time consuming and cannot be applied to large dataset with
many missing values.

Fill in values automatically using predetermined inputs: A
standard constant is used in order to replace all missing
values of a field. Although it seems a valid compromise
between the first and the second approaches, it is a rather
poor choice since it is likely that the learning scheme will be
confused by the repeated appearance of the same, “dummy”
value. Variations of this scheme are:

e Fill in using the mean value: Fill missing values over
an attribute with the mean values of attribute. This
method is widely used in practice but it offers poor
results. Better results may be provided if instead of the
global mean the attribute mean for all samples
belonging to the same class as the missing tuple is
employed (or using specific time windows).

e Predict the missing value: Employ a prediction method
(e.g. decision trees) in order to predict the expected

value.

o Schemes for noise reduction (noise is a random error or variance in

a measured variable) [143]:

Binning: is applied to sorted values for smoothing variations
and outliers. The idea is to replace a number of consecutive
values with their mean.

Outlier detection: is an overall group of algorithms varying
from statistical methods, to data mining ones. The schemes
have been thoroughly described in [144].

Human Experts: human experts may be used for identifying
inconsistencies in a dataset; in large datasets such approach
is hard and may be applied only in specific contexts (e.qg.,
intuitively wrong values for antennas gains, or received

power values, etc.).
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» Regression: This is a typical and formal way of removing
noise from data; data are replaced by a fitting curve which
best describes their distribution. It is important here however
to avoid overfitting, i.e., a curve which precisely captures
data, since it will also contain the outliers we want to remove.

Data transformation concerns transformations on the available dataset for
facilitating the application of learning algorithms. Typically, this task
involves bounding the range of variables, normalizing input values in order
to avoid overflows or over-influence of a variable over the other variables.
Out of the available schemes for data transformations we refer to the two
most common:

o Normalization, which is particularly useful for distance
measurements such as nearest-neighbor classification and
clustering [145]. There are many methods for data normalization;
however the following three are the most widely used in practice.

» Max-Min normalization: Given a variable X and it's minimum
as well as maximum value Xnin, Xmax respectively, all values
of X can be mapped to a new interval [a,b] using the
following transformation

X' =(b-a) X = Xmin) +a (4.6)
(Xmax — Xmin)
= Zero Mean Normalization: Given a variable X, its mean value

Xm and standard deviation std(X), all values of X can be
normalized using the following transformation

r_ (X _Xmin)

std(X) (4.7)

» Decimal Scaling Normalization: Given a variable X and its
maximum value Xmax, all values of X are normalized using

the following transformation:

X
X' = .
10ceil(log10Xmax) (4.8)

o Kernels are transformations that enable the learner to identify in a

more clear way the similarities or the differences among the
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observations. The formal definition of a kernel function is the
following [146]:
= A function k: R x R - R is called a kernel on R¢ if there is
some function ¢:R? - F into some space F with scalar
product (., . )r such that:
k(x,x") = (p(x),0(x))g forall x,x’ € R4
Therefore, the computational cost of a kernel approach is at least
square of the number of training data points and the memory

requirement makes them intractable [147].

4.2.3 Unsupervised Learning

As mentioned in the introduction section, unsupervised learning tries to extract
patterns from a large of unlabeled inputs. This implies that the learner does not
have clues about the dataset that it will use for deriving knowledge. In general, in
unsupervised learning, the learner attempts to find similarities among a set of
observations and group them, a procedure usually referred as clustering. Within a
cluster, objects tend to be similar and dissimilar with objects of other clusters.
Following the taxonomy proposed in [148] the unsupervised learning schemes
could be categorized using the following orthogonal aspects:

e Hierarchical vs. Partitional Methods:
o Hierarchical clustering algorithms induce on the data a clustering
structure parameterized by a similarity parameter.
o Partitional methods essentially produce one partition of the data into
clusters.
e Agglomerative vs. Divisive Methods:
o Agglomerative methods start by assigning each sample to its own
cluster, and proceed by merging clusters.
o Divisive methods start by assigning all the samples to a unique
cluster, and proceed by splitting clusters.
e Monothetic vs. Polythetic Methods:
o Monothetic methods learn clusters using one feature at a time.
o Polythetic methods use collections of features.

e Hard vs. Fuzzy:

P. Spapis
pap 94



Learning Enhanced Situation Perception for Self-Managed Networks

o As also described in fuzzy sets in subsection 4.1, In hard clustering
each sample belong to one and only one cluster
o In fuzzy clustering, samples have different degrees of membership
to different clusters.
e Using Deterministic vs. Probabilistic Clusters.
o If clusters are deterministic, a point either belongs to a cluster or
does not belong to it.
o If clusters are probabilistic, a point belongs to a certain cluster with
a certain probability. Compared to fuzzy clusters, in the probabilistic
ones, an observation belongs to a cluster with a certain probability,
whereas in the former case to a certain degree.
e Using Deterministic vs. Stochastic Algorithms considering the algorithm
used for the clustering.
¢ Incremental vs. Non-Incremental:
o Incremental are the methods where the dataset may be augmented
during the learning process.
o Non-incremental are the methods where the full dataset is required
for the initiation of the learning process.
In the following subsections we present two key algorithms that are the basis of
the learning schemes developed in terms of this thesis and described in Section
6. The algorithms are the k-Means, which is a partitional, agglomerative, hard
algorithm, and the Hierarchical clustering, which is a monothetic, non-incremental
algorithm. It should be noted that, since observations are represented as vectors,
similarity (or dissimilarity) could be measured by means of distance (e.g.
Euclidean, Minkowski, Mahalanobis) or cosine similarity (e.g. the angle formed by
the vectors defined by two objects).
k-Means
k-Means is a well-known data-mining clustering technique. The core idea of data
clustering is to partition a set of N, d-dimensional, observations into such groups
that intra-group observations exhibit minimum distances from each other (Figure
4-9), while inter-group distances are maximized. It should be noted that in its
basic formulation k-Means is NP-Hard even for k = 2 ([149]), and there exist
several heuristic solutions that derive local optima approximations to the objective
function (for a literature survey one can refer to [150]).

k-Means [136] is based on the following objective function:
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Where,
e C: the number of clusters,
e G thei" group,

e X the K™ vector in group J; and represents the Euclidean distance between

Xy and the cluster center c;.

The partitioned groups are defined by using a membership matrix described by the
variable U. Each element Uj of this matrix equals to 1 if the specific i™ data point X

belongs to cluster i, and 0 otherwise. The element Uj; is analyzed as follows:

. 2 .
U, = {1, if llxe = cill® < |l — il for eachk =i (4.10)
/ 0, otherwise

This means that x; belongs to group i, if ¢; is the closest of all centers.

Figure 4-9: Visualization of the k-Means clustering for the three clusters

Hierarchical Clustering
Hierarchical clustering groups objects into a tree of clusters. Hierarchical

clustering may be either built in top-down (divisive) approach or as a bottom-up

(agglomerative) [136].
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Hierarchical divisive clustering has as input n objects and groups them in the
same cluster. In each iteration a cluster is split based on the criteria set (e.g., split
the cluster from which will emerge two clusters with the least similarity between
them). Gradually, smaller clusters are formed and the algorithm finishes either
when all objects belong to single-object clusters or when certain termination
condition is satisfied (e.g., number of clusters, minimum distance threshold
between clusters). At high levels of hierarchy the split decision is difficult due to
the comparison of all the objects. As a result this approach has rarely been

applied.

Hierarchical agglomerative clustering is the complete opposite process. To begin
with, each object forms a single-object cluster. The algorithm continues by
merging two clusters with the highest similarity at each step (e.g., choose two
clusters with the smallest distance between them). This process is repeated until
all objects belong to the same group or until certain criteria are met (e.g., number
of cluster, maximum distance threshold between clusters). Unlike divisive
method, agglomerative clustering is greatly applied and lots of variations have
been developed. Their diversification resides in their definition of between-cluster

similarity.

Ll

Figure 4-10: Visualization of the agglomerative HAC, for nine observations; at the right part

the clusters at different phases of clustering (i.e., different termination conditions)

4.2.4 Supervised Learning

Supervised learning is the application of a learning algorithm to a training dataset
for developing a model. Then, the model is being evaluated with a test dataset,
which evaluates the accuracy and the efficiency of the dataset. Both training data
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and test data are labeled inputs that are being used for identification of the

patterns of that appear in the environment [145].
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Figure 4-11: Supervised learning model [145]

According to [136] and [145], Supervised Learning algorithms may be categorized

into the following categories (the predictive techniques are proposed in the [136]):

P. Spapis

Decision tree learning is one of the most widely used techniques for
classification, because its classification accuracy is competitive with other
methods, and it is very efficient. It may be considered as flowcharts where
each non-leaf node corresponds to an evaluation of an attribute while
every branch starting from that node represents different possibilities for
categorization. It should be added that all current tree-building algorithms
are heuristic algorithms.

Bayesian Classification: Bayesian classifiers are classifiers that are based
on statistics and in particular Bayes’ theorem. Their main advantages are
that they are easy to implement, very efficient, and they manage to
achieve good results obtained in many applications. Their main
disadvantage lies on the class conditional independence advantage, which
leads to loss of accuracy when the assumption is seriously violated (those

highly correlated data sets).

Support Vector Machines: Support Vector Machines (SVMs) are linear
classifiers that find a hyperplane to separate two class of data, positive and
negative with the use of kernel functions for nonlinear separation. SVMs
have a rigorous theoretical foundation, and are very accurate in
classification compared to other methods in applications, especially for
high dimensional data, (it is perhaps the best classifier for text

classification).
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e Learning from Neighborhood or Lazy Learners: This family of classification
techniques gets its name from the way it operates on the training set.
Instead of building a model, as their name also highlights, neighborhood
learners exploit the information from the neighborhood for categorizing a
new observation, by exploiting the training data set.

e Predictive Techniques: Predictive techniques are algorithms that given a
set of time-labelled observations attempt to predict the value of a variable

in the future.

In the following sections the decision trees and the k Nearest Neighbors (KNN)
techniques are being analyzed. The first one because it is a traditional supervised
learning technique that will help capture the key aspects of supervised learning,
and the latter because it will be used in the for the hybrid learning scheme

proposed in Section 6.

Decision trees
Decision Trees (DTs) are a non-parametric supervised learning method used for

classification and regression. The goal is to create a model that predicts the value
of a target variable by learning simple decision rules inferred from the data
features [151].

A model consists of a dendrogram and a set of rules. For building a decision tree,
labeled observations (vectors) are used as inputs; these vectors shall be
categorized in such way so as to return Yes/No results. Decision Trees typically
implement Boolean classification functions (True/False, 0/1, Cold/Cool/Warm/Hot)
on every level of the hierarchy; every level transition corresponds to the
evaluation of a single variable [136]. Given a set of observations, the goal is to
construct a decision tree so as to facilitate future decisions. A simple example
could be the approval or the rejection of loans’ requests, depending on the profile
of the person that makes the request. Table 4-2 presents the training set, used for
identifying the potential links among the observations regarding the ability of the
people to pay their loan, in conjunction with their employment status, their
residence status, and their credit rating. Figure 4-12 is the developed tree for the
Table 4-2 dataset. When asking a simple question, for example, “will a young
person with no job, no house, but with good credit rating get his loan request
approved?”, we observe that the request will not be approved (red arrows in
Figure 4-12) [145].
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Table 4-2: Load Data table

ID Age Has Job | Own House |Credit Rating Class
1 young false false fair No
2 young false false good No
3 young true false good Yes
4 young true true fair Yes
5 young false false fair No
6 middle false false fair No
7 middle false false good No
8 middle true true good Yes
9 middle false true excellent Yes
10 middle false true excellent Yes
11 old false true excellent Yes
12 old false true good Yes
13 old true false good Yes
14 old true false excellent Yes
15 old false false fair No
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’ Has Job Own House ‘ Credit Rating
tr \ € tr e Wnt
A
Yes No Yes No No Yes Yes

Figure 4-12: Decision tree based on the load data. The red dashed line represents the
answer to the query “will a young person with no job, no house, but with good credit rating

get his loan request approved?” [145]

Decision trees have many advantages, which are shortlisted below:

e They may handle large number of variables,

e They may support diverse input types (e.g., nominal, numeric etc.),

e They are well studied in computer science,

e They may be enhanced for enhanced efficiency (e.g., greedy versions of
the decision trees)

e They are humanly understandable.

Their main disadvantages lie on the way missing values may be handled,

overfitting, and how attributes with different weights are being handled [145].

k Nearest Neighbor
k Nearest Neighbor (kNN) classifier is a “learning from your neighborhood”

technique (the family also is called lazy learners). Compared to other learning
methods, kNN does not build model from the training data; instead it evaluates
the dataset every time a new vector/input arrives (i.e., it is considered supervised
learning because it requires a training dataset). The scheme, for a test instance d,
calculates its distance from the neighboring instances and classifies d, to that
class which is more likely to belong, based on its neighbors (the algorithm is
presented in Table 4-3) [145]. As also stated above, it should be highlighted the
fact that no training is required, and that the classification time is linear in training
set size for each new observation. The number k is usually chosen empirically via
a validation set or cross-validation by trying a range of k values. Figure 4-13
presents a simple example with k = 3, and how a new observation (the gray one)
would be classified into red or blue class.
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Table 4-3: The kNN algorithm

Algorithm kNN (D, d, k)

1 | Compute the distance between d and every example in D

Choose the k examples in D that are nearest to d, denote the set by

2
P(c D)
3 Assign d the class that is the most frequent class in P (or the majority
class)
'y

L J

Figure 4-13: Graphical representation for of the kNN algorithm for k = 3.

As a conclusion, it should be mentioned that kNN can deal with complex and
arbitrary decision boundaries, and despite its simplicity, the classification
accuracy of KNN can be quite strong. On the other hand, kNN is slow at the
classification time and it does not produce an understandable model; also the
distance function to be used is crucial, and is application dependent.

4.2.5 Reinforcement Learning

Reinforcement learning is a sub-area of machine learning focusing on how an
agent should take actions in an environment, so as to maximize its long-term
reward. In this scope, the learner is not told which actions to take, but instead
must discover which actions yield the most reward by trying them. Reinforcement
learning algorithms attempt to find a policy that maps states of the world to the

actions the agent ought to take in those states. Therefore, it is different from
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supervised learning, in which knowledge is acquired via examples provided by an
external supervisor [152]. There are three fundamental methods for solving

reinforcement learning problems, listed below:

e Dynamic programming, which is very well-developed mathematically but
requires a complete and accurate model of the environment that
unfortunately does not exist in many application scenarios.

e Monte Carlo methods, which do not require a model and are very simple
conceptually but are not suited for step-by-step incremental computation.

e Temporal difference (TD) schemes, which do not require an exhaustively
structured model of the environment and are naturally implemented in an
online, fully incremental fashion. TD methods learn their estimates in part
on the basis of other estimates

TD, which is a combination of the other two methods is the most attractive,
because it is simpler and may work both in online and offline manner [153]. In the
following subsections, initially the mathematical formulation for the environment
representation is described for setting the basis for the analysis of a well studied
and representative technique, the Q-learning, of the third family (i.e. TD), which is
presented afterwards, for highlighting the key aspects of reinforcement learning
algorithms.

Environment modeling
In general in reinforcement learning, the environment is modeled as a set of state

and action pairs; the actions link the states. Formally, the environment model of

reinforcement learning scheme consists of [154]:

e adiscrete set of environment states, S,
e adiscrete set of agent actions, A, and,

e aset of scalar reinforcement signals; typically (0; 1), or the real numbers.

Problems with delayed reinforcement (feedback) are well modeled as Markov

decision processes (MDPs) [154]. An MDP is represented by:

e asetofstates S,

e asetof actions A,

e areward function R:S x A - R, and

e a state transition function T:S x A - I1(S), where a member of II(S) is a

probability distribution over the set S (i.e., it maps states to probabilities).
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We write T(s,a,s") for the probability of making a transition from state s to

state s’ using action a.

Figure 4-14: Environment modeling (state-action pairs) for 10 states and 11 actions linking
the states.

The state transition function probabilistically specifies the next state of the

environment as a function of its current state and the agent's action. The reward

function specifies expected instantaneous reward as a function of the current

state and action. The model is Markov if the state transitions are independent of

any previous environment states or agent actions.

The large number of states and the corresponding actions leads to a huge
number of state-actions pairs; such huge number makes several problems hard
to be handled (curse of dimensionality). Thus combinations of reinforcement
learning and fuzzy logic have been proposed in the literature for reducing the
number of the states.

Q-Learning

In general, reinforcement learning is a form of learning in which an agent interacts
with its environment. The agent takes an action and this action changes the
environment in some manner, and this change is communicated to the agent

through a scalar reinforcement signal. The environment is typically formulated as
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a finite-state Markov decision process (MDP). Therefore, when using
reinforcement learning, the environment needs to be envisioned as a set of

discrete states.

In Q-Learning the environment is envisioned as a set of States s € S and a set of
Actions a € A. At each given time step, t, the agent performs an action and moves
between states. Each state provides the agent a reward r € R, with the aim of the
agent being to maximize the total received reward. The algorithm therefore has a
function, which calculates the Quality of a state-action combination: Q: S X A = R.

Q-values are updated iteratively ([155]):

Q(spar) <« Q(sp, ap) + ap(se, ap) X [R(se41) + ¥y max, Q(ser1,ar) — Q(sg, ap)] (4.11)

The architecture of a reinforcement learning agent is provided in Figure 4-15. The
state and the reward denote the two signals that the agent received from the
environment stimuli. On the right, the action denotes the only signal the
environment receives from the agent. For each step, the agent receives state and
reward signals and then produces an action signal that changes the environment.

The time shifting is captured by the dashed line in the bottom of the figure [156].

Agent

state reward action

t+1

S
t+1
€

Figure 4-15: Schematic representation of the Q-Learning [156], [157]
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5. Fuzzy Logic based Situation Perception

The previous sections have set the foundations for describing the Autonomous
Systems (Section 2), as well as a key aspect of these systems, the Situation
Awareness procedure (Section 3). Additionally, several approaches, both
architectural and algorithmic ones, have been analyzed thoroughly so as to
highlight the gaps that exist in such systems. A key gap that was identified by this
analysis is the Situation Perception functionality, which is the ability of a system
(or an entity) to effectively observe its environment and identify its current status.
Thus, in Section 4 a set of schemes has been presented that are suitable for
enhancing situation perception. The rest of this section initially presents briefly,
how fuzzy logic could be used for Situation Perception mechanisms; then three
different case studies are being presented exploiting fuzzy logic for proper

situation perception and environment modeling.
5.1 Fuzzy Reasoners’ Situation Perception

The term “Situation Perception” is used to describe all correlations that take place
in order to analyze data received by monitoring points and thus identify problems
and select appropriate configuration actions. This task is considered as a

complex one due to:

e Its multi-variable nature since multiple optimization goals or faults may
arise,
e often contradictive inputs may occur,

e missing data that may arise.

These aspects may be handled using Fuzzy Sets and rule-based schemes.
Additionally, Situation Perception is related to identifying the decision makers’
status, which is at least adequately handled by fuzzy systems. Therefore, Fuzzy
Logic algorithmic tool (i.e., fuzzy sets enhanced with rules and policies) is ideal
for dealing with situation perception problems. The Fuzzy Logic based situation
perception, takes into account a set of metrics/parameters, and after their joint
correlation analysis, maps them to a degree that depicts how the network
elements perceives its environment (e.g., load status). This perception is mapped
to a value for each state that ranges between 0 and 1, and describes the degree

of each state e.g., load, interference, noise, mobility status, uncertainty status,
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etc. This approach provides a human-like perception of the environment, which is

easy to model and to be handled by the system administrators.

As thoroughly described in Section 4, The Fuzzy Logic Controller (FLC) consists
of three parts, namely the fuzzifier, the inference system and the defuzzifier
(Figure 5-1). The fuzzifier undertakes the transformation (fuzzification), of the
input values (crisp values) to the degree that these values belong to a specific
state (e.g., low, high). Then, the inference system correlates the inputs and the
outputs using simple “IF.. THEN...” rules. Table 5-1 presents the rules that
combine the membership functions (i.e., degrees belonging to each state) of N
inputs with the corresponding membership functions of each of the outputs. This
combination may be exhaustive (i.e., including all inputs’ combinations) or
incomplete (i.e., with missing combinations). Each rule results to a certain degree
for belonging to a specific state for every output. Thereinafter, the output degrees
for all the rules of the inference phase are being aggregated. The actual output of
the decision making process, comes from the defuzzification procedure, which
captures the degree of the state of the decision maker (e.g., the network element
is X% loaded; the radio link is y% interference, the user experiences z% QoS
etc.). The degree is obtained using several defuzzification methods; the most
popular is the centroid calculation (Section 4.1.2), which returns the center of

gravity of the degrees of the aggregated outputs.

Table 5-1: Correlation table between inputs and outputs in fuzzy logic

Input 1 Input 2 Input N Output 1 Output M
11 MF1 12_MF1 IN_MF1 01 MF1 OM_MF1
11 MF2 12_MF1 IN_MF1 01 MF1 OM_MF1
11_MFN 12_MFN IN_MFN-1 01 MFN-1 OM_MF1
11_MFN 12_MFN IN_MFN 01 _MFN OM_MF1
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Figure 5-1: High level view of fuzzy reasoner for situation perception
5.2 Fuzzy Logic based Situation Perception case studies

The previously described proposal, for using fuzzy logic for situation perception
problems, is one of the main proposals of this thesis. In section 5.2 specific case
studies are being analyzed. In the following subsections we provide the analysis

of fuzzy logic based Situation Awareness approaches developed for:

e QoS Degradation Events’ Identification,
e Load events’ identification,

¢ Environment modeling for Cooperative Power Control.

5.2.1 QoS Degradation Events’ Identification

The increasing complexity of new networks, combined with the versatility of newly
introduced services, poses the need to incorporate new capabilities and
intelligence into the network elements in order to meet the management needs of
such services and network contexts. The capability of the network to identify its
status enables it to react promptly and autonomously once an event or error has
been identified. The use of service information in this process enables the
network elements to identify even more composite problems or to act more
targeted in order to solve complex errors. Towards this direction, fuzzy logic-
based QoS degradation events’ identification mechanism has been developed.
The QoS degradation events’ identification scheme targets identification of QoS
degradation events in IP networks for the VolP service, though the same
approach could be applied for other services, with limited modifications. In the
following sections we present the details of the algorithm as well as the evaluation

approach used for the benchmarking of our solution.

QoS Degqgradation Events’ Identification high-level description

The key idea in the QoS degradation events’ identification is to differentiate the

different services and apply fuzzy reasoned for each service. This will enable to
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handle the services (e.g., voice services, video streaming, keep alive messages,
etc.) with different characteristics in a different manner for capturing their special
characteristics. Thus, we propose the introduction of a situation perception
mechanism, which will allow the management system, using inputs from network
elements (network and service data) to proceed in identification of QoS
degradation events in IP networks. More specifically, we propose the introduction
of a scheme that will exploit service information and by combining it with network
measurements will identify whether a given service flow experiences a

problematic situation or not.

According to the previous description, each network element shall employ the

following set of functionalities (Figure 5-2):

e The “Application” function represents each separate service that may be
implemented in a mobile device. Examples are the Voice over IP service,

video streaming applications, etc.

e The “Communication” module represents the communication layers 1, 2, 3,
and 4, and may have different implementations depending on the service
(e.g., other applications require TCP connection whereas other require
UDP one, or keep alive messages may be sent only via WiFi interface,

etc.).

e The “Monitoring” functionality is responsible for gathering local information
and feeding the situation perception function. It is lined with the
communication module for gathering network related information. It also
maintains a link with the active applications for having knowledge on the
inputs that it shall forward to the situation perception.

e The “Situation perception” function is employed using fuzzy logic
reasoners. The fuzzy logic reasoners have different inputs and
configuration depending on the application and are linked to the memory

module for storing the outcome of each decision.

The “Learning” part incorporates the learning mechanism for enhancing the
network element’s situation perception that will be analyzed in Section 6. After
each learning action, the situation perception is being updated according to the

outcome of the adaptation process.
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Figure 5-2: Functional description of QoS Degradation Events’ Identification

QoS Degradation Events’ Identification description and performance analysis

For the case study under consideration and for the VolP service, delay, jitter and
packet loss are identified as playing significant role in QoS degradation, thus the
situation awareness engine is based on the aforementioned inputs for every
active session; for other services (e.g., highly reliable communications, IPTV
etc.) other monitoring inputs could be used. The “Delay”, the “Jitter” and the
“Packet Loss” per flow comprise the input vector, whereas the output is the “QoS
degradation” [158], [159], [160]. The membership functions indicate the values of
each parameter, the range of each value and the magnitude of their participation.
The shapes chosen for the representation of the degree of certainty are
trapezoidal in the case of “Packet Loss”, mainly for simplicity reasons and to so
as to exploit the certainty areas for such inputs (Figure 5-3) and triangular for the
jitter and the delay for highlighting the symmetry and the absence of total
certainty areas (Figure 5-4, Figure 5-5). For the QoS level the Gaussian
membership functions are being used. The idea behind such adoption is mainly
based on the smooth (i.e., the QoS should be related to the inputs in a smooth
manner without non-linear alterations - Figure 5-6) and non-zero (the decision
maker needs to conclude to a decision based on all inputs’ range) nature at all
points; for simplicity reason symmetric membership functions are being used. The
rules for the linking of the inputs with the output are presented in Table 5-2.

P. Spapis
111 Pap



ey medium high

Og I I I I Gy I I I I
0 0001 0002 0003 0004 0006 Q005 0007 Q003 0009 00

Figure 5-3: Input membership functions for the Packet Loss
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Figure 5-4: Input membership functions for the Jitter (jitter is in seconds)
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Figure 5-5: Input membership functions for the Delay (delay is in ms)
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Figure 5-6: Output membership functions for the QoS Degradation
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Table 5-2: Correlation table between inputs and outputs for the QoS degradation

identification

Rule Number Delay Jitter PL QoS
1 Low Low Low High
2 Low Low Medium High
3 Low Low High Medium
4 Low Medium Low High
5 Low Medium Medium Medium
6 Low Medium High Medium
7 Low High Low Medium
8 Low High Medium Medium
9 Low High High Low
10 Medium Low Low High
11 Medium Low Medium Medium
12 Medium Low High Medium
13 Medium Medium Low Medium
14 Medium Medium Medium Medium
15 Medium Medium High Low
16 Medium High Low Medium
17 Medium High Medium Low
18 Medium High High Low
19 High Low Low Medium
20 High Low Medium Medium
21 High Low High Low
22 High Medium Low Medium
23 High Medium Medium Low
24 High Medium High Low
25 High High Low Medium
26 High High Medium Low
27 High High High Low
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The evaluation of the fuzzy logic based situation awareness scheme for QoS
degradation events is based on 50000 tuples that have been generated
randomly, using typical values available in the literature [158], [159], [160]. For
the analysis of the dataset, and given the huge number of the considered values,
the dataset is being automatically evaluated against a set of predefined fuzzy
logic rules, which are strict for the identified service. The extracted labels from
now on will be called ground truth and are extracted using rules that perfectly fit to
the considered dataset and are only used for the evaluation of the generic
definition. The used membership functions are captured from the Table 5-3.
Using the afore described initial configuration, the success rate is 64%, which
represents the number that the situation awareness scheme concluded in the
same decision compared to the ground truth.

Table 5-3: Inputs Membership Functions for the evaluation of the dataset

Delay Jitter PL
Low 0-10 0-04 0-0.005
Medium 8-80 0.33-1 00.004 — 0.01
High 30 - 200 0.63 -2 0.005 —0.01

5.2.2 Load Events Identification

In the autonomic network vision, each network device (e.g., router, access point,
etc.) is potentially considered as an autonomic element, which is capable of
monitoring its network-related state and modifying it based on conditions that
administrators have specified. The autonomous element, with embedded
cognition, includes processes for monitoring and perceiving network node’s
internal state and environmental conditions, and then planning, deciding and
finally adapting according to these conditions. Furthermore, such an element is
able to learn from these adaptations (re-configurations) and assess their

effectiveness for improving decision-making mechanisms.

To this end, the autonomous elements shall be able to make the basic reasoning
decisions for identifying their status, for example identifying whether they are
interfered or overloaded. Such decisions are related to access (e.g., WiFi APs,

BSs, etc.) and core network elements (e.g., routers, servers, etc.). Regarding the
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access network elements, and more specifically the WiFi APs, a key decision

regarding their status is the identification of load events.

Up to now such decisions have been based on vendors’ configurations using
static thresholds. The configuration is generic, based on strict thresholds, and
aims at capturing all the potential environments (ultra dense environments and
environments with very demanding users in terms of bandwidth). However, the
use of strict thresholds fails at meeting the requirements for generic configuration
because the load identification is a multi-criteria problem with potentially
contradictive inputs. For example, when in a WiFi AP there are numerous UEs
associated it is considered loaded, even if the users are not consuming the
available BW. Similarly, if a UE consumes all the available bandwidth of an AP, it
is loaded. Simple static thresholds do not enable the distinction of the previously
mentioned cases. Thus, the introduction of fuzzy logic based situation perception
is proposed. This section presents the fuzzy logic based situation perception
mechanism and corresponding evaluation of the proposal. The situation

perception is incorporated in a self-managed network.

Fuzzy Logic Based Load Event’s Identification high-level description

As mentioned in the previous paragraph, the Load events' identification
mechanism is introduced in a self-managed network. The network architecture
follows the principles presented in Section 3. The basic idea of the network can
be summarized by Figure 3-3, which captures a hierarchical distribution of
cognitive cycles, breaking down the respective functional entities and
mechanisms for solving network management problems and other self-

management operations (e.g., learning, monitoring) to:

¢ Network elements (e.g., access points — Network Element Controller level),

e Network compartments (opportunistic/short-term federations of network
elements — Group of Network Element Controllers level),

e Network domains (structured/long-term federations of network elements —
Network Domain Controller level), and,

e Network management system that controls the underlying entities and

provides the human (e.g., administrator) interface.

Figure 5-7 provides a high level description of the functionalities of the NEC and
the NDC. The functional decomposition also describes the learning/adaptation
functionalities of the proposed scheme that are being presented in Section 6.
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The scheme is highly decentralized, in the sense that a part of the algorithm is
executed at the network elements level (NEC) and another part at the controller
(NDC) level. Each NEC periodically monitors its operational environment and
evaluates the identified information in order to deduce (using a fuzzy logic
inference engine) faults or optimization opportunities (e.g., high load, high
interference) and —if necessary— an appropriate configuration action to be
executed (e.g., channel reallocation, assisted handover of associated terminals).
Each NEC evaluates the correctness of each deduction (followed by a
configuration action or not) building the so-called ground truth. Ground truth
characterizes the actual conditions (i.e., load) and is identified by assessing the

network node status after the re-configuration [134].

However, in many cases, according to the network conditions, the range for the
characterization of a situation should be adapted according to the effectiveness of
the selected configuration action and the specific features of the network
environment. Nevertheless, this decision necessitates a holistic view of the
network and consequently implies the dissemination of the aggregated set of
local observations (NEC) to a higher level — in terms of architecture — entity
(NDC). The NDC collects individual NECs observations and by applying data
mining techniques specifies the new bounds for the fuzzy logic inference engine.

- Sy
- < Compartment view

> Lo;:éi VStatﬁrsi énd >
Actions ‘ Status and Actions

1 Collect Datasets

| transmission to

1 Environment NDC ey e e T e
| v Clusterin
. Build High
dimensional
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bounds

Ground Truth Update NECs
Building knowledge base

Figure 5-7: Functional decomposition of the Load events identification scheme
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Fuzzy Logic Based Load Event’s Identification — Fuzzy reasoners’ confiquration
and performance analysis

In the considered case, we focus on the identification of Load events using fuzzy
logic. The problem of load identification is under the coverage and capacity
optimization umbrella. The analysis could be extended for any inference process
that an NEC should execute. In this use case, each AP monitors its operational
environment (Packet Error Rate, Channel Utilization, and Number of Associated
Terminals) and attempts to identify potential (high) load situations. If such a
problem occurs (high load) then they collaborate in order to select the most
appropriate configuration action, which in this case is the optimal reallocation of
the associated terminals among the available homogeneous or heterogeneous
access points in the corresponding network area; the UEs reallocation has been
extensively studied in the literature and is out of the scope of this analysis [134]
[161].

The rules used for the decision-making procedure follow the format of equation

below and are being presented in Table 5-4.

IF PER IS low AND CU IS low AND AT IS High THEN Load IS low.

Table 5-4: Correlation table between inputs and outputs for the Load events identification

Rule Number PER Cu AT Load
1 Low Low Low Low
2 Low Low Medium Medium
3 Low Low High Medium
4 Low Medium Low Low
5 Low Medium Medium Medium
6 Low Medium High High
7 Low High Low Medium
8 Low High Medium Medium
9 Low High High High
10 Medium Low Low Low
11 Medium Low Medium Low
12 Medium Low High Medium
13 Medium Medium Low Low
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14 Medium Medium Medium Medium
15 Medium Medium High High
16 Medium High Low Medium
17 Medium High Medium Medium
18 Medium High High High
19 High Low Low Low
20 High Low Medium Medium
21 High Low High High
22 High Medium Low Medium
23 High Medium Medium Medium
24 High Medium High High
25 High High Low High
26 High High Medium High
27 High High High High

The shape of the membership functions (MF) is related to their special
characteristics. More specifically, for the AT the MFs are trapezoidal. The key
characteristic of this MF is its simplicity and is mainly used to describe inputs that
have a homogeneity degree and linear behavior. Similarly, for the strict nature of
the PER and its relation to the QoS we have decided to use the trapezoidal MFs,
which describe in a satisfactory manner the considered error ranges for ideal
(“low”), acceptable (“medium”) and non acceptable (‘high”) [162]. Finally, the
triangular MFs have been selected for the “Channel Utilization” parameter due to
the linear affect of this input to a WiFi AP [163]. In order to test the effectiveness
of the proposed solution we have used three initial configurations of the fuzzy
logic decision making controller so as to capture more generic and more targeted
configurations of the network equipment (Table 5-4 — FL;, where i captures the
initial configuration, ranging from 1 -very generic- to 3 -more targeted). Figure 5-8,
Figure 5-9, and Figure 5-10 present the first (more generic) initial configuration of
the fuzzy logic controller. Similarly, we have configured the fuzzy logic controller
in the other two configurations.
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Table 5-5: Membership functions bounds for the Load events identification

PER Channel Utilization Update Interval
L FLy,5[0...0.01] Fliz[0.--02] FLy,4:[0...10]
ow V... 0. .
123 FLs: [0...0.5] L2
. B FLis [9...16]
Medium FL1,2,3: [10 005] FL1V2'3: [01 09]
FL,: [5...20]
High FLy o5 [7%10°...1] Fliz: [08...1] FLy 4 [15...25]
i L7 :
9 123 FL5:[0.5...1] hes

input variable "PER"

Figure 5-8: PER initial membership functions shape for the first configuration FL;
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0p =
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input variable "channelUtilization"

Figure 5-9: Channel Utilization initial membership functions shape for the first

configuration FL;
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input variable "MDs"

Figure 5-10: Number of Associated Terminals initial membership functions shape for the

first configuration FL;
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The fuzzy logic based situation perception scheme has been evaluated using an
extended experimentation analysis for measuring the performance of the situation
perception mechanisms. The aim of the experimental assessment process is to
validate the effectiveness and efficiency of the fuzzy logic situation perception on
real life problems and highlight its scalability. The obtained results prove the
suitability and viability of our fuzzy logic based situation perception for network

management problems in the context of future Internet networks.

The experimental analysis was carried out for the problem of load identification,
which is under the coverage and capacity optimization umbrella. If such a
problem appears (high load) then they collaborate in order to select the most
appropriate configuration action, which in this case is the optimal reallocation of
the associated terminals among the available homogeneous or heterogeneous
access points in the corresponding network area. The load in injected by the

video stream that the terminals associated at the WiFi APs consume.

The experimentation is based on a deployment of six IEEE 802.11 Soekris
access points (AP) and an IEEE 802.16 base station (BS) [164], each embedding
an NEC implemented in Java [165]. Soekris devices are low-power, low-cost,
advanced communication computers that act as re-programmable 802.11 access
routers [166]. Moreover, several single-RAT (i.e., WiFi) and multi-RAT (i.e., WiFi,
WIMAX) terminals are located in the corresponding area, consuming a video

service delivered by VLC-based service provider [167].

This testbed was employed in order to extract the dataset used in the
experimental assessment. We collected 50.000 tuples; each tuple was described
by three variables indicating the status of an access point at time tx, namely
Packet Error Rate (PER) ranging in [0...1], Channel Utilization (CU) ranging in
[0...1] and Number of Associated Terminals (AT) in [0...25]. 10% of the dataset
has been sampled from the deployment of the testbed and has been manually
labeled (Y; labeling), while the rest has been artificially generated according to the
distribution derived from the initial set. The resulting dataset consists of 6667
tuples marked as Load (True according to the algorithmic notation), 9956 marked
as No Load (False) while the remaining 33377 correspond to the Medium Load

case (Neutral).
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The basis of the analysis is a pre-evaluation of the dataset, with a very strict set
of rules, directly capturing the environment where the APs are placed. The
evaluated dataset is called ground truth and is used only for evaluation purposes.
Evaluated against this dataset, all the three fuzzy logic controllers’ configurations
performed well, considering ofcourse the fact that they have been generally
configured. Table 5-6 presents the success rate (i.e., the correctly classified
tuples) using the three different configurations. We observe that the more generic
a configuration is, the lower success rate he achieves, which is understandable
due to the fact that the configurations matches several environments.

Table 5-6: Classification success rate results for the three configurations of the fuzzy

reasoners

FL1 FL2 FL3

Classification
65.64% 71.86% 75.40%
Success Rate

5.2.3 Fuzzy Logic based Cooperative Power Control

A popular technique, both in research and industry, for covering the requirement
for increased coverage and capacity is the networks’ densification, by the
introduction of small cells [168]. However, the densification as a technique is
related to interference problems and also energy waste. Thus, power control
mechanisms applied in such networks, aim at optimizing the networks’ capacity
and coverage and at the same time at achieving interference mitigation, reducing
power consumption and extending battery lifetime. The purpose is to have
improved QoS for the users as well as having the optimum overall network’s utility
and reduced cost from the network operator’s perspective. At the same time, the
need for signaling reduction in the ultra dense networks makes imperative the use
of a cooperative and distributed paradigm. This will also enable avoidance of

selfish behaviors that lead to suboptimum solutions.

This section aims at presenting a Situation Perception mechanism for WiFi APs
operating in an Ultra Dense Environment, where uncertainties may occur. The
idea is to extend algorithms for cooperative power control coming from sensor
networks’ application field [169], [170], apply the solution in WiFi APs, and
address the situation perception problem due to uncertainties that may occur in
the network. In the following subsections initially the baseline reference algorithm
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for cooperative power control is briefly described. Then the extended Cooperative
Power Control scheme with the Fuzzy Logic situation perception mechanism is
described in details coupled with the functional decomposition of the considered
scheme. Finally, the experimental results are presented also in details, for proving

the merits of the introduction of such a mechanism.

Cooperative Power Control - Baseline Algorithm

The proposed Fuzzy Logic enhanced CPC algorithm is based on [169], [170];
both approaches propose a scheme for distributed interference compensation in
Cognitive Radio that operates in license exempt spectrum bands, using
transmission power adjustment methodologies. The initial solution concerns ad-
hoc networks and is based on an information exchange scheme for the
identification of the appropriate transmission power levels. Each independent
node of the topology sets its power by considering individual information, as well
as information related to the neighboring nodes. More specifically, a node sets its
power level by considering its Signal to Interference plus Noise Ratio (SINR) and
the interference caused to its neighbors. The main idea of this approach is to

prevent users to operate in the maximum transmission power levels.

The authors assume a set of node pairs L that operate in the same frequency.
The SINR for the ith pair is given below:

k
pj " hii
k J
y (i) = (5.1)
( l) Ny +Zj¢ip;( “ hyj
Where
e pk: transmission power for user i on channel k

e h;;: link gain between ith receiver and ith transmitter

e n,: noise level (equals to 102)

o p}‘: transmission power for all other users on channel k, assuming that | €
{1,2,...,L} and j#i

e hy: link gain between i"" receiver and | transmitter (Figure 5-11)

It is also assumed that the channel is flat-faded without shadowing effects. Since
the channel is static, the only identified attenuation is the path loss h (channel
attenuation or channel gain). Given that indoor urban environments are
considered, the channel gain is h; = d;, where d is the distance between the j"

transmitter and the i receiver.
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Figure 5-11: Representation of link gain among UEs in the network

The decision for the transmission power levels takes into account the negative
impact (i.e., interference) of a node to its neighboring nodes. This is formalized
using Equation 5.2, which captures the notion of interference price; such price
reflects the interference a user causes to other users within its transmission range
and is given by:

ke owri(pf))
L0 sipf

(5.2)

I

Where

o u(v.(pk)) = ilog(y,(pry)): logarithmic utility function,

e 0O user dependent parameter.

Both of the algorithms presented in [169] and [170] are based on a tradeoff
between the capacity of a node and the interference caused to the corresponding
neighborhood. This balance is being captured by the following objective function:

w (ri(pl)) —a-pk- ) wohy (53)

J#i
The first part indicates a relation to the Shannon capacity for the corresponding
user, while the second part captures the negative impact in terms of interference
prices that a user causes to its neighborhood. The a factor is introduced so as to
capture uncertainties in the network; these uncertainties reflect the precision of
the received and compiled information of each network element regarding the

interference price, which should have been available by the node’s neighbors.
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This is related to the fact that once a network element adjusts its transmission
power, it informs its neighbors in an ad-hoc manner. This implies that even
though a network element has collected information from all of its neighbors in
order to adjust its transmission, the gathered data could be obsolete and, as a
consequence, they will not capture neighborhood’s current state. The
obsolescence of the interference prices is related to the update interval (i.e., the
periodic update) of each network element. In [169], a is set in a static manner as
25%. In [170], a fuzzy reasoner is introduced in order to identify, in a more
dynamic way, uncertainties in the network based on the network’s status; the
inputs (number of users, mobility, update interval) of the fuzzy reasoner capture
the volatile nature of the ad-hoc network, whereas the output of the fuzzy
reasoner is the Interference Weight. The a factor is defined as 1/B Interference

Weight + 1 (B has the maximum value of the Interference Weight).

The algorithm consists of three steps, namely, the initialization, the power update
and the interference price update. The former is related to the assignment of
initial valid transmission power and interference price values. The second part
concerns the transmission power update based on the interference prices each
node receives from its neighbors. Finally, the interference price update captures
the communication of its interference prices to the neighborhood, by every
network node. The second and the third steps are asynchronously repeated until
the algorithm reaches a steady state (i.e., a state where every network element

has the same transmission power for two consecutive time iterations).

Fuzzy Logic Enhanced Cooperative Power Control for WiFi APs

The considered solution is related to the incorporation of the previous schemes in
an Ultra Dense Environment. In the case study under investigation, we assume
the presence of several WiFi APs located in the considered area. These APs
communicate via wireless links in order to exchange their interference values.
Based on these values each network element adjusts its transmission power

(Figure 5-12).
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Figure 5-12: Envisaged network topology

Given the assumption that the APs communicate asynchronously and each one
might have its locally-set update period, it is possible that the APs are unaware of
the current network’s status (from the messages exchange). Such problem
becomes even more acute if we consider that the network elements might lose
some messages during the messages exchange procedure due to the nature of
the applied information fusion scheme and the sensitivity of the wireless medium.
This implies that the use of the fuzzy reasoner is imperative for capturing the

uncertainties [171].

The WiFi application area poses the need for modification of the inputs and the
inference engine of the fuzzy logic controller. Thus, the number of the WiFi APs in
the vicinity, the number of users in the vicinity (associated to WiFi APs) and the
update interval are used as inputs of the fuzzy reasoner. In case of completely
new application areas, new/modified fuzzy reasoners could be incorporated so as
to be more suitable to the use case under discussion. The way a network element
perceives its environment is based on the input and output membership functions.
As in [170], the inputs’ membership functions are set to have triangular shape,

mainly in order to capture the strict nature of the inputs.

Table 5-7 provides the rules of the inference engine of the fuzzy reasoner. The most
crucial input for the decision making process is the update interval. This input
depicts the frequency of the information updates about the interference price of a
network element to its neighbors thus capturing how recent is the view of a
network element, based on the inputs from its neighbors. These inputs will be
used for the calculation of the TxPower. Figures 5-13 to 5-15 present the

interference weight (i.e., outcome of the fuzzy reasoner) as a function of:
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e the APs’ and the users’ number, having as parameter the time interval (set
0.5 sec - Medium) — Figure 5-13,

e the update interval and the number of APs, having as parameter the users’
number (set 25 — Low to Medium) — Figure 5-14,

e the update interval and the users’ number, having as parameter the
number of APs (set 15 — Medium to High) — Figure 5-15.

From the figures we may observe that interference weight (capturing the
uncertainties) is related to either larger number of users and APs in the networks
(which may cause uncertainties) because they introduce dynamics in the network,
or slower update interval (which implies that the network elements will not have
the latest network view).

Table 5-7: Correlation table between inputs and outputs for the fuzzy reasoners in the

Cooperative Power Control

Rule Number|Num of WiFi APs|Num of Users | Update Interval | Interference price
1 Low Low Low Low
2 Low Low Medium Low
3 Low Low High Medium
4 Low Medium Low Low
5 Low Medium Medium Medium
6 Low Medium High Medium
7 Low High Low Medium
8 Low High Medium Medium
9 Low High High High
10 Medium Low Low Low
11 Medium Low Medium Medium
12 Medium Low High High
13 Medium Medium Low Medium
14 Medium Medium Medium Medium
15 Medium Medium High High
16 Medium High Low Medium
17 Medium High Medium Medium
18 Medium High High High
19 High Low Low Medium
20 High Low Medium Medium
21 High Low High High
22 High Medium Low Medium
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23 High Medium Medium Medium
24 High Medium High High
25 High High Low Medium
26 High High Medium High
27 High High High High

Interference Weight

Num of
Users

Num of APs

Figure 5-13: The interference weight as a function of the APs’ and the users’ number,

having as parameter the time interval (set 0.5 sec - Medium)

Interference Weight

Update Interval

Num of APs

Figure 5-14: the interference weight as a function of the update interval and the number of

APs, having as parameter the users’ number (set 25 — Low to Medium)
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Interference Weight

Figure 5-15: the interference weight as a function the update interval and the users’
number, having as parameter the number of APs (set 15 — Medium to High)
The CPC consists of two separate iterative procedures, the power update and the
interference price update. In the former, consider a network element i, which
updates its transmission power using a time interval t,; € T,;, where T,; is a set
of positive time instances in which the AP i will update its transmission power
level and t,, # tg, # - # tg;. Similarly, each WiFi AP i has an interference price
update interval t,; € T,;, where T,;, where it updates its interference price and
announces the updated interference price =¥ to the rest of the WiFi APs belonging
in the scheme. Figure 5-16 provides the messages exchange and the operations’
sequence on a scheme with two WiFi APs; this could be generalized for more

APs as well.
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| Periodic interfrence prices calculation

| Periodic interference prices report
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Periodic interference prices report
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D Periodic interfrence prices calculation > TxPower calculation

Periodic interference prices report

Periodic interference prices report

Figure 5-16: Messages exchange on a scheme with two WiFi APs

In order to deploy the CPC in the considered environment, network elements
should be enhanced with a set of software modules namely “Power Control”, the
“Learning” (being analyzed in the following chapter), the “Memory”, the “CPC
communication”, the “Control Engine” and the “Monitoring”. Figure 5-17 presents the

functional decomposition of the CPC.

Each software module provides a set of functionalities in order to enable the

instantiation of the CPC in WiFi APs; more specifically:

e The “Power Control” incorporates the functionalities for the calculation of
the metrics (interference prices) and the objective function that each
network element has to maximize. Furthermore, this part of the mechanism
implements the fuzzy logic reasoner for the calculation of the interference

weight and the a factor,

e The “Learning” part incorporates the learning mechanism for enhancing
the network element’s situation perception that will be analyzed in Section
5.

e The “Memory” contains all the information required for the CPC; this
information may be local and related to the AP under consideration (ex.
TxPower, SINR, local IPs and MACs etc.), or related to neighboring
network APs (physical topology information — distances from neighbors,
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network information — neighbors’ IPs and MACs, algorithm information —

neighbors’ interference prices and TxPowers).

e The “CPC communication” software module consists of two parts, the
client and the server. As mentioned afore, the basis of the CPC scheme is
related to the asynchronous information exchange among the network
elements. This implies that each network element operates as a server,
where the neighboring WiFi APs are being associated and also as a client

in order to associate to the neighboring APs.

e The “Control Engine” is responsible for the enforcement of the re-
configuration action, which in the considered case is the TxPower

adjustment.

e The “Monitoring” software module is responsible for the two types of
monitoring tasks, the local and the neighborhood/cluster. The former is
related to monitoring of local metrics and measurements (e.g.,
identification of local TxPower, associated users, sensed APs etc.)
whereas the latter is related to cluster information (e.g. MACs and IPs of

neighboring APs, physical topology graph, etc.).

Control Engine Power Control Learning
Convergence Fuzzy Logic —
Update <:> Objective Condition— v -oBIC <:> MFs
. Uncertainties| .
TxPower Function Interference . Adaptation
prices handling

1

Memory CPC Communication
Local Information Client

Cluster — Neighborhood
Information

1

Server

Monitoring
Local Information Topology and Cluster
Monitoring nformation Monitorin

Figure 5-17: Functional architecture of the CPC
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Deployment and Environment Description

In order to experiment with the fuzzy logic enhanced cooperative power control a
series of real life experimentations has been performed. The experimentation is

based on a proof of concept which instantiates the architecture described above.

Environment Description

For the experimentation a set of Soekris devices has been used; such devices
are low-power, low-cost, Linux-based communication computers (500MHz AMD
Geode LX, 512MByte DDR-SDRAM) that act as re-programmable WiFi APs by
using IEEE 802.11b/g radio access technology [166]. In all Soekris devices two
wireless interfaces are installed, one is the actual AP interface and the other one
is used for monitoring; the former is the AR5413 mini-PCl [172] Card whereas the
latter is the WUSB54GC USB card [173]. The APs deploy their own network and
route the information to the internet through NAT. APs are connected through the
backbone network and communicate with a standalone machine which
aggregates information and provided triggers for the initiation of algorithms. The
CPC implementation is based on Java programming language using several
external libraries. The most important of them are the jFuzzyLogic [174] for the
“‘Power Control” module and Apache MINA [175] for the “CPC communication”

module. For the “Monitoring” module the Linux kernel utilities are exploited.

- — Doors
— l - Work Stations
p— Access Points
G G .

Figure 5-18: Physical topology of the experimentation environment

Four Soekris devices have been placed in a typical small office environment
consisting of three rooms, with 15 employees (Figure 5-18). The employees used
these APs for two consecutive days for 10 hours each day (from 10:00 CET until
20:00 CET on July 9th 2012, where our algorithms are not installed and the
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measurements are used for extracting the control data, and on July 10th where
the fuzzy logic enhanced Cooperative Power Control algorithm operated for the
transmission power control) in order to access the internet and perform all
normal, working-day, activities. Overall traffic throughout the day ranged from 1 to
10 Mbps while APs were configured to operate at 5.5 Mbps throughput. The

network layout is depicted in Figure 5-19.

Statistics

IZ' Aggregator
— -
Corenetwork
195.134.65.192/26
L © w U
ESSID: soekris1 ESSID: soekris2 ESSID: soekris3 ESSID: soekris4

Net: 192.168.221.0/24 Net: 192.168.226.0/24 Net: 192.168.227.0/24 Net: 192.168.228.0/24

Figure 5-19: Network topology of the experimentation environment.

Of the two days of the experiment, the one has been used for the control data
generation and the second has been sued for the evaluation of the fuzzy logic
enhanced CPC was embedded in the Soekris devices. In both days it has been
attempted to procedure almost identical experimental conditions. The bandwidth
requirements were reproduced — however user’s mobility could not be identically
reproduced. It should be noted that the two days of the experiment could be

characterized as follows:

a) The first day, July 9" 2012, the control data were built, using the Soekris

devices operating with their maximum transmission power.

b) The second day, July 10™ 2012, the Soekris devices operated having
embedded the Fuzzy Logic enhanced Cooperative Power Control

Assumptions

As mentioned afore, the CPC scheme is based on the assumption that it will
operate on an urban area. Thus, the generic assumptions of the algorithm should

be also adapted accordingly.
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The WiFi APs are placed in an indoor environment and communicate via specific
communication interfaces. This implies that the distance among the network
elements needs to be defined. In the proposed approach, the methodology of
[176] and [177] is being followed.

The propagation obeys to certain models, from which the log-distance model is
one of the most simple; the following equation describes the behavior of such

model:

logd :ﬁ(ﬂx — Py +Gyy + G — X, +20l0g 1~ 20l0g(47))  (5.4)

e d(m): the estimated distance between the transmitter and the receiver,
e Ppy(dBm): the transmitted power level,

e Ppx(dBm) is the power level measured by the receiver,

e Grx(dBi): the antenna gain of the transmitter,

e Grx(dBm): the antenna gain of the receiver,

e n: measure of the influence of obstacles like partitions and ranges from 2-5

(2 for free space, 4-5 in case obstacles are considered),

e Xa: normal random variable with standard deviation of a. This variable

captures the variance of the fading phenomena in an indoor environment,
e 1: the wavelength of the signal (for WiFi can be considered 0.12m).

In the proposed experimentation, and for a typical office environment, n has been
set to 5 and Xa to 20. Regarding the transmission power, which is the actual
parameter of our implementation, it is related to the equipment’s capabilities.
Specifically, TxPower is limited by the WiFi card’s capabilities; 10dBm is the

lowest price whereas 27dBm is the highest.

Experimentation Analysis

Figures 5-20 to 5-28 capture the experimentation results for the first day (July 10"
2012). The experiment has started 10:00 CET and has finished 20:00 CET. The
four Soekris APs have been placed in our testbed and we have been measuring
for this period the transmission power of their WiFi cards; the transmission power
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ranges from 10 to 27 dBm. Figures 5-20 to 5-23 present the transmission power
for the 10 hours of the experiment. In order to evaluate the operation of the
network for several topologies, initially we have all four Soekris operating,
whereas as the experiment proceeds we turn them off one by one and we leave
only one operational. For each of the Soekris devices (and considering that the
10dBm is the basis of the TxPower for each AP) we see the actual gain
compared to setting the transmission power to the maximum TxPower (i.e., 27
dBm). The energy gain at each of APs 1 (Figure 5-20), 2 (Figure 5-21), 3 (Figure 5-22),
and 4 (Figure 5-23) is 12.51%, 10.75%, 33.33% and 21.23% respectively. Also, it is
obvious that the more the APs, the more energy gains we have, due to the
collaborative nature of the algorithm. Also, what should be noticed is the fact that
the APs change very often their TxPower levels. This is related to the highly
volatile office environment, with moving users and the many interference sources
(i.e., moving users, cell phones, Bluetooth devices, etc.), in relation to the fact
that the APs identify the network topology considering indoor path loss models.
Such models, if we assume static environments, without moving users operate
with accuracy, however in the case under discussion, the network elements need

to calculate the topology on a constant basis, in every CPC loop.
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Figure 5-20: Transmission power adjustments in the four Soekris APs using the

Cooperative Power Control scheme in Soekris AP1
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Figure 5-21: Transmission power adjustments in the four Soekris APs using the
Cooperative Power Control scheme in Soekris AP2
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Figure 5-22: Transmission power adjustments in the four Soekris APs using the

Cooperative Power Control scheme in Soekris AP3
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Figure 5-23: Transmission power adjustments in the four Soekris APs using the
Cooperative Power Control scheme in Soekris AP4
Figures 5-24 to 5-27 provides the 6th degree polynomial function of the SINR
measurements during the experimentation. At any case, the SINR is better
compared to the case where maximum TxPower has been set to the APs. For the
AP 3 and 4 the experiment stops at the time that these APs are being turned off
(13.20 and 14:20 respectively) and we see that when all four Soekris operate, the
SINR to all of them is low. When we start turning off AP we observe that the SINR

to all the operating ones starts increasing; this is related to the fact that the

P. Spapis
135 pap



interference that

is caused reduces as well. Finally, only one, AP 2, remains

operational and we have a huge increase in the SINR, which has started when

we turned off AP3 and AP4; however we should take under consideration that the

overall capacity reduces.

SINR(dB)

ISR SUINIAARILINTS JIRE CERTRCITRCCES SRSCIREIEN
00 16,00 17.0 18:00 19.00 20.00

QL g
10:00 11:00 12:00 18.00 14.00 5.
Time Period (hrs)

Figure 5-24: SINR evolution during the experimentation period for Soekris AP1
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Figure 5-25: SINR evolution during the experimentation period for Soekris AP2

Figure 5-26:
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Figure 5-27: SINR evolution during the experimentation period for Soekris AP4

Figure 5-28 presents the number of iterations every time the CPC is being triggered.
We consider that the CPC is being triggered periodically, every 5 minutes. The
Soekris APs exchange messages asynchronously; everyone using its own
intervals. We observe that the scheme converges in small number of iterations

most of the times (mean value of iterations 3.876).
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Figure 5-28: Number of iterations every time the CPC is being triggered
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6. Learning Enhanced Situation Perception

The Situation Perception schemes aim to identify problematic situations or
optimization opportunities and in general perform well in the environments where
they are built to operate. On the other hand, if the network conditions
change/evolve, or the network elements get re-located in a totally new
environment, they do not manage perform their situation perception task in a
satisfactory manner, without being manually configured by the network
administrators. This adaptability (described as self-mutation in Section 2.4) is a
key requirement of the self-managed networks for enabling them to autonomously

evolve their reasoning schemes for meeting the new context.

Fuzzy logic enhanced situation perception faces the same problems regarding
their adaptability as the rest of the situation perception schemes in the literature.
Thus, new schemes for enhancing the way the network elements model their
environment have been developed and are being presented in this thesis. More
specifically, two learning approach schemes are being proposed, one based on
supervised learning and one on unsupervised learning. For the unsupervised
learning scheme several variations of the solution have been proposed,
depending on effect they have to the fuzzy logic reasoners.

The rest of this section is structured as follows. Initially, the reference (learning)
problem is being described. Afterwards the learning schemes are being described
in Section 6.2. Finally, in Section 6.3 the learning schemes are being applied in
the situation perception schemes that have been developed and described in

Section 5.

6.1 Reference Problem Description

In order to identify the direction to move towards, we have defined the key points
of the problem to be addressed; such description will enable the formalism of the
solution on the one hand and the generalization of the proposed solution to every

problem that could be formulated the same way on the other hand.

We consider that the decision maker has several states (related to network

measurements); let s € S be the network state and S the network state space.

Suppose that each decision making mechanism i is defined by a set of

parameters @; and U;: S — R its utility.
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We consider a set of decisions that we are definite about its validity; let it be
named ground truth G. At each given time step, t, if |G(s;) — U(sy)| <& Ve >0

then U(s;) is considered a “correct decision”.

Also let N;; be the number of the occasions where the decision of the decision
making mechanism is U;(x;) and the ground truth is G(x;). Table 4-1 summarizes

all the cases for the given states and the identified decisions. Intuitively, what
such table is capturing is that the diagonal contains the numbers of the correct
decisions whereas the rest of the positions of the table host the wrong ones. We
define as adaptation mechanism A, a mechanism that calibrates the parameters

0; so as to maximize the “correct” decisions and “minimize” the wrong ones:

K K K K
max zzNiLi:j or min ZzNij'i;tj (61)

i=1j=1 i=1j=1

It is worth noting that the ground truth in this work is used only for the evaluation
of the overall decision-making and adaptation mechanisms. In other words, what
is meant is that the scheme does not assume knowledge of the ground truth
during the learning and adaptation process. Such an assumption would have
been unrealistic and would contradict the autonomic nature of the scheme, which
is needed for any scheme to be operational during runtime in any real network

environment.

Table 6-1 Decisions versus ground truth

Ui(s1) Ui(si)
G(Sl). N11 le
G(Sk). Nkl Nkk

6.2 Learning Enhanced Fuzzy Logic

As thoroughly described in section 4.2, the learning schemes may be categorized
according to the availability of labels in the dataset. The labels capture the state

of the input vectors. More specifically, supervised learning schemes attempt to
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identify patterns and structures using a dataset with labeled data, whereas
unsupervised learning identify patterns and hidden structure of a set of unlabeled
data. In terms of this thesis, both approaches have been followed and evaluated.

In the following sections, both schemes are being described.

6.2.1 Supervised Learning Algorithm

The high level description of the supervised learning algorithm is a decentralized
one, with parts of the algorithm being implemented in the NEC level and others
being implemented in NDC level. Figure 6-1 provides the high level description of
the learning scheme. Initially, each network element monitors its environment for
identifying problematic situations using the Situation Perception fuzzy reasoners.
In the case that problematic situations are being identified the NEC proceeds in
problem solving decisions and the corresponding execution of such decisions.
Afterwards, the learning procedure takes place, which consists of three distinct

phases, namely:
e the labeling phase,
¢ the classification step, and,
e the fuzzy logic enhancement procedure.

Throughout the presentation we assume that each time a network device (i.e.
NEC) monitors its operational environment it extracts a d-dimensional vector
which can be classified as True, indicating that a particular problem has
appeared, False — no problem- or Medium/Neutral, implying that although there is
currently no problem there is a chance that a problematic situation may appear in
the future. Additionally, given a problem, the device triggers a remedy action,
which is guaranteed to solve the problem; in other words it will enable the device
to transit from a True state to either a False or a Neutral state. Obviously, upon
start-up, the device has no pre-installed knowledge base, apart from the set of

fuzzy logic rules and the set of configuration actions.
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Figure 6-1: High level view of the supervised learning scheme

The labeling algorithm appears in Table 6-2. The device monitors its operational
environment and extracts a d- dimensional tuple (step 4.2), which is evaluated
against the set of pre-installed fuzzy logic rules (step 4.3). At this step, the
inference process of the NEC for the situation perception (fault or optimization
opportunity identification) takes place. If the outcome denotes a problematic
situation (step 4.4, label X;) then the appropriate solution is applied (step 4.4.1).
Each cognitive manager per network has a set of solutions or configuration
actions that could be enforced. Each problem is associated with one or more
solutions. According to the global status of the network device, and possible
interactions among different solutions the most appropriate is selected. Given the
fact that the applied solution will always solve the problem we compare the (i+1)™
tuple with the i™ (step 4.4.3). In case their distance is less than a predefined
bound £ we assume that we performed a classification error (false positive, i.e.,
we classified a Neutral tuple as true) and attribute the correct label Y;. Y;
corresponds to the actual conditions (ground truth), while label X; to the fuzzy
logic perception of the environment. In any other case, we cannot decide about
the label and leave it as it is. As soon as a significant amount of vectors (i.e., N) is

aggregated we halt the procedure and proceed with the application of the k-NN

classifier.
Table 6-2: Labeling algorithm on the network element level
Input: Approximation Parameter €
Output: | Set of labeled observations S, Set of unlabeled observations
T

P. Spapis
Pap! 142



Learning Enhanced Situation Perception for Self-Managed Networks

1. S<O0

2. T<€0

3. i=0

4, while true

4.1 i++

4.2 Retrieve vector Z7;

4.3 X; € fuzzy logic (Z22)

4.4 if (Xi = True)

4.4.1 Select and Apply appropriate Solution
4.4.2 Wait for S;4q

4.4.3 if(||Si+1-Si|<€) = Y;= Neutral
4.4.4 else Y;= True

4.4.5 S=SU{Z”, X, Y}

4.5 else if (X; = Neutral / False)

45.1 Y;=?

452 T=TU{Z>, X, Y}

5 return S, T

The k-NN classifier enables the identification of all missing Y; labels. The set of
labeled instances (S) is used as the training set, while all unlabeled records (T)
are used as testing set. Recall from the last step that although we can accurately
predict the labels of all observations appearing in S, we only have tuples from
Neutral and True. In order to overcome this, we artificially generate a small
number of tuples, which are in advance labeled as False (i.e. all tuples are
located in the beginning of the coordinates systems axes). It should be pointed
out that this step appears only the first time that the algorithm is executed. In
subsequent executions, the training set is populated with previously labeled
records. The algorithm appears in Table 6-3. The successful execution of this
step essentially generates a set of correctly labeled observations, which can be

used in order to quantify the quality of the procedure.

Table 6-3: k-NN classification for the extraction of the missing labels

Input: Set of labeled observations S, Set of unlabeled observations
T

Output: | Final set of labeled observations F

1. F<O

2 kNN.training set € {S}

3. KNN.test set € {T}

4, F €< kKNN(Training, Test)

5 return F

At this point it should be noted that the kNN classification could be replaced with
alternative classification methods, such as the Support Vector Machines.
However, such approach would increase the complexity of the overall scheme,
due to the fact that, in general, the tuples cannot be captured by simple SVM
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classification. This implies that we should proceed in complex transformations
and increase the dimensionality of the input tuples. Even though the previous
scheme can also successfully classify input data, the limited processing power of
the NECs - where classification takes place- prohibits the use of such approach.

Periodically the stored tuples are validated in order to provide an indirect
assessment measure with respect to the quality of the fuzzy logic rules. The

evaluation is done according to the following formula:

SIL]

_ e
A—Z—N 6.2)
=1

A essentially quantifies the percentage of cases that we made an erroneous
decision (i.e., the ground truth label Y; is different than the fuzzy logic label X;) and
is compared with a predefined tolerance bound A,. If the number of mistakes is
not tolerable (A > A,) then the network element sends all data to the domain
controller (NDC).

The domain controller receives data from all network elements for which condition
(A>Ap) holds true. All measurements lay in a d-dimensional space and by
exploiting the ground truth labels (Y;) we can categorize them in three distinct
classes C; € {True, Neutral, False} which correspond to three high dimensional
manifolds (D1, Dn, Dg). For ease of presentation, in the context of this work, we
will assume that data points form hyperspheres, however the work can be

extended to address a multitude of high dimensional manifolds.

Icil Sj

Each sphere is centered at CEl':Zj=1|c~|

,$; €C; and has radius R; =

max;_y |, ||CE; — S;||. We assume that the cluster of tuples labeled as True is

centered at CE; = (x4, x5, ..., x4) and has radius R, while tuples corresponding to
Neutral are centered at CEy = (31,V2, --,Vq) With radius Ry. Similarly, False
points are centered at CEp = (Z1,Z3,...,Z4) With radius Rg. Without loss of
generality we consider only points CEr and CEy. These two points define a line &,

which is described by the following set of equations:
pi=xi+u-(y;—x),i=1..d (6.3)

This line intersects with spheres Dt and Dy in four points, which can be retrieved

by substituting the pi values into the following hypersphere equations:
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d
2 _ p2
Dr - § (pi —x)* =R7 (6.4)
i=1

d
Dy ) (i—y)* =R} (65)
i=1

Consequently, a simple way of identifying the bounds for the fuzzy logic rules

would be to extract the intersection points which

e belong to different hyperspheres and

e exhibit minimum distance from each other.

Simply stated, the two intersection points are provided by:

{B1, B2} = min{||Pir — Pinll, I1Pir — Ponll, IPor — Pin |l 1Py — Ponll} (6.6)
By applying a similar procedure we can also extract points B3 and B, from

spheres Dy and De. Notice at this point that each B; corresponds to a tuple {b4, by,
..., ba}; thus each B can be directly set as a new bound for the fuzzy logic rules.
More precisely:

e Point B; would correspond to the bound for the True-Neutral situation, in
other words, B; is a point labeled as True that exhibits maximum distance
from CEr and is closest to CEy than any other point P labeled as True.

e Point B, would correspond to the upper bound for the Neutral-True
situation. Similarly B; is labeled as Neutral and exhibits maximum distance
from CEyn and is closest to CEt than any other point labeled as Neutral.
Since Dt and Dy are adjacent, B1=B,.

e Point B3 would correspond to the lower bound for the Neutral-False
situation

e Point B4 corresponds to the bound for the False-Neutral situation
(obviously B3=B,)

A graphical representation of this procedure appears in Figure 6-2 where the
application of the proposed scheme is demonstrated the application of our

algorithm in R®.
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Figure 6-2: Graphical representation of data records according to ground truth labels

It should be stressed out that hyperspheres comprise an abstraction of the actual
manifold formed by the data points so the actual manifold is enclosed in the
hyperspheres. However, this abstraction fits our purposes for two reasons. Firstly,
its computation is simple and fast thus it can be implemented on any kind of
device without imposing any memory or CPU overhead. Secondly, the
circumference of the hypersphere will contain at least one point of the class under

process, thus indirectly signifying the range of values of that class.

On the other hand, the adjacency of the spheres may yield poor discrimination
quality, in the sense that a lot of True and Neutral cases as well as Neutral and
False cases may have been placed together. The latter, is due to the fact that the
hyperspheres enclose a larger area than the actual manifold. In order to
overcome this we employ a hierarchical divisive clustering (HDC) approach based
on k-means. An indirect gain however, is that the application of HDC will take
place on the Dt and D spheres and not on the larger, Dy sphere. Essentially, the
fitting of data into three spheres comprises a fast implementation of the first step
of HDC in O(N) time which is significantly smaller than the O(eN) requirement of

k-means.

Afterwards, k-Means is applied on the two spheres, which correspond to False
and True and direct the algorithm to split it into two clusters, False or True and
Neutral. The result will be two adjacent spheres maintaining elements belonging
to both classes. The new sphere corresponding to Neutral is merged with the
initial Neutral class. The division continues on the resulting True and False

clusters until we start experiencing loss in the Recall (Recall = Retrieved Relevant
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Records / Total Relevant Records) or high Precision (Precision = Retrieved
Relevant Records / Total Retrieved Records) in conjunction with high Recall (high
F-measure value, where F-measure = 2*Recall*Precision / Recall + Precision).
The geometric interpretation of our approach is depicted in Figure 6-3. The
algorithm simply augments the sphere corresponding to Neutral cases and
shrinks the other two by extracting falsely classified points. When the procedure
is halted then we have three overlapping hyperspheres. The intersecting points of
the line defined by the spheres’ centers with the spheres correspond to the

desired solution.

-
»

Input value

Figure 6-3: Geometric interpretation of the approach

6.2.2 Unsupervised Learning Algorithm

The unsupervised version of the learning enhanced fuzzy logic situation
perception scheme is based on the modification/adaptation of the previously
described solution, following the same generic principles. The key difference of
the unsupervised scheme lies at the skip of the complicated algorithm for
labeling, following the assumption that the network administrator will have, in
general, configured the network elements to operate adequately; thus enabling
the system to converge. Compared to the previously described scheme, which is
based on a two layer approach where initially the ground truth is being built by
using classification approaches (k-nearest neighbors - kNN), and then, by using
this ground truth, the available measurements are used for the knowledge
extraction. Additionally, the previously described scheme exploits the
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measurements for the extraction of the new membership functions in a rather
simple manner, using a well-known clustering method, the k-Means. This
however leads to loss of information in the overlap areas of the clusters, as
shown in the Figure 6-4, because the density of the measurements is not being

consider, but only the radius of the hyperspheres is being exploited.
Nenﬂrfal
True

K-means F,

Low Medium High

Fuzzy 1
Logic

.

>
Input value

Figure 6-4: Geometric representation of the supervised learning approach and highlight of
the overlap areas
In contrast, in the unsupervised learning scheme, the diversity of the input
measurements via statistical analysis of the monitored instances is being
considered. Furthermore, the labeling part used in the supervised learning
scheme is being omitted. The unsupervised learning approach assumes an
operational phase where data are being gathered on-the-fly and are then used for
the adaptation of the input membership functions of the situation perception fuzzy

reasoner (Figure 6-5).
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Figure 6-5: High level view of the unsupervised learning scheme

The proposed scheme is based on a set of assumptions (the brackets contain the

link to the generic problem formulation described in (Section 6.1)):

Each NEC monitors the network inputs for identifying the network current

state (i.e., network states seS) and proceeds in self-diagnosis (i.e.,

U;: S — R and 0; are the input membership functions).

Each monitored tuple is being evaluated by the fuzzy reasoner and

classified as low, medium and high. The following cases could arise:

o Low: the situation perception mechanism identifies a problematic

situation. In the specific case where the identifier mistakenly
considers a situation as low whereas it is not, the problem solving
mechanism that undertakes to solve the identified problem

intervenes without being needed (true negative),

Medium: the situation perception mechanism concludes to a
medium (network) state, which is not problematic, but it could lead
to either low or high QoS state without major alterations in the

inputs,

High: the situation perception mechanism identifies a normal
situation (i.e., high QoS). In the problematic case, where the fuzzy
reasoner mechanism identifies a high QoS situation instead of a low
one, the problem solving mechanism does not intervene (false
positive).
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Once we have gathered enough (classified) measurements we have three sets of
tuples, labeled as Low, Medium and High; misclassified tuples of the diagnosis
mechanism from the true negatives and false possitives are also included in the
three sets. The classification is based solely on the current understanding of the
decision maker on what constitutes Low, Medium and High respectively. The
approaches that we have followed regarding the statistical processing of the

measurements are:
e the use of the Gaussian distribution and

e the non-parametric one (i.e., which uses the Kernel Density Estimator
(Gaussian Kernel is used) of the measurements histogram) ([178], [179],
[180], [181]).

The former approach is simpler whereas the latter provides a better “fitting” to the
available data. For the Gaussian distribution approach, we obtain the mean value
and the variance of each of the three states of each input i.e., low, medium, high
for Delay, Jitter and Packet Loss respectively). This enables the extraction of a
Gaussian distribution as shown in Figure 6-6. The mapping of the Gaussian
distribution to membership functions is straightforward and suggests the
adaptation mechanism A that calibrates the parameters ©, (membership

functions) so as to maximize the “correct” decisions and “minimize” wrong ones.

For the non-parametric approach we extract the density of the dataset in every
point of the domain of definition (Figure 6-7) and use the Kernel Density Estimator of
the measurements histogram for the building of the non-parametric curves. Then
we normalize and map these curves into membership functions. As in the
Gaussian case, the identification of the new membership functions is the
adaptation mechanism A that calibrates the parameters ©, (membership

functions) so as to maximize the “correct” decisions and “minimize” wrong ones.
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Figure 6-6: Mapping of a cluster to Membership functions using Gaussian statistical

analysis

0.0z . . . -
0015 -
0. -
0.005 -
]
] A0 100 150 200
data

Figure 6-7: Mapping of a cluster to Membership functions Non-parametric statistical

analysis

6.3 Fuzzy Logic based learning enhanced situation perception case

studies

In Section 5 a description of the situation perception scheme based on fuzzy
logic, and its application in several use cases has been provided. For the same
use cases, we have applied and evaluated the learning enhanced situation
perception for measuring the merits of the learning enhanced schemes. The
following section presents the application of the learning schemes and mainly the

outcomes of the evaluation.

6.3.1 QoS Degradation Events’ Identification

In order to quantify the benefits from the introduction of the proposed learning
schemes we have conducted a series of MATLAB simulations for the evaluation
of the learning enhanced situation perception. Both algorithms have been applied

for evaluating them and for identifying the benefits from their introduction.

The dataset that has been developed and used for the evaluation of the situation
perception scheme (Section 5.2.1) has been used also for the evaluation of the
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learning algorithms. Having the initial generic configuration that was described in
details in Section 5.2.1 (Table 5-3), the algorithm performs relatively well and
achieves a success rate of 64%. Given the fact that such self-diagnosis scheme
is built to operate adequately in all environments we consider this success rate as

acceptable.

By applying the supervised learning algorithm (Section 6.2.1) the situation
perception algorithm has a success rate of 70.01% (amelioration of 9.4%). The
output membership functions are trapezoidal ones, and membership functions
have the ranges shown in Table 6-4. By incorporating the unsupervised learning
mechanism with the Gaussian adaptation approach and following the
methodology presented in Section 6.2.2 we modify the input membership
functions as shown in Figures 6-8 — 6-10. As it is obvious, the input states are
now being captured by new membership functions, which are being described by
Gaussian distributions, with higher overlap areas. The success rate of the
adapted scheme reaches 84.07% compared to the ground truth (an amelioration
of 31.36%). The required time for the processing of the dataset and the extraction
of the new membership functions is 13.07 seconds in an average consumer
laptop (i.e., Quad core, 1.6 GHz, 4GB RAM).

Table 6-4: Input membership functions of the self-diagnosis fuzzy reasoners after the

clustering adaptation procedure

Low Medium High
Delay (in ms) 0-20 5-80 30 -200
Jitter (in ms) 0-40 0.35-1 0.55 -2
Packet Loss (%) 0-0.005 0.004 - 0.0057 0.0055 -0.01
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Figure 6-8: Membership functions for the Jitter input after the Gaussian adaptation
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Figure 6-9: Membership functions for the Packet Loss input after the Gaussian adaptation
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Figure 6-10: Membership functions for the Delay input after the Gaussian adaptation

procedure.

Table 6-5: Mean values (4) and standard variations (o) of the input membership functions

of the Gaussian adaptation scheme

Low Medium High
' g 9.8 30.32 64.67
Delay (in ms)
o 10.48 22.2 22.81
Jitter (in ms) 18 48 106
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o 12 34 26.11
Packet Loss 0.0022 0.0047 0.0073
(%) o 0.0017 0.0028 0.0018

For the same dataset, we also apply the unsupervised learning non-parametric
approach. Given the fact that for the adaptation of the membership functions we
must have a finite number of points (MATLAB fuzzy logic toolbox limitation [128])
we choose 16 points of the extracted distribution curves and we define the
membership functions. Apparently the new membership functions are closer to
the actual distribution of the dataset (Figures 6-11 - 6-13), and reach a success
rate of 84.16% compared to the ground truth (an amelioration of 31.51%). In this
case the required time for the adaptation procedure (processing and extraction of
the new membership functions) is 22.38 seconds. The results of the analysis for

the three learning schemes are being summarized in Figure 6-14.
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Figure 6-11: Membership functions for the Jitter input after the non-parametric adaptation

procedure.
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Figure 6-12: Membership functions for the Packet Loss input after the non-parametric

adaptation procedure.
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Figure 6-13: Membership functions for the Packet Loss input after the non-parametric

adaptation procedure.
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Figure 6-14: Comparative analysis of the amelioration for the three learning schemes

6.3.2 Load Events Identification

The supervised learning scheme has been also applied for the identification of
load events. The experimentation analysis is the same as the one described in
Section 5.2.2 for the fuzzy logic situation perception scheme. In the first
experiment the ability of KNN to support the derivation of the ground truth label for
the first step of the algorithm is validated (Table 6-3). In most of the cases in the
literature, the k value is chosen heuristically. For identifying the optimum value of
neighbors, we have performed several experiments with values of k 1, 5, and 10.
The results have been assessed through a 10-fold cross validation procedure,
while all experiments verified our initial intuition regarding the applicability of k-NN
in the context of our problem exhibiting, a classification rate larger than 98%. The
latter lead us to the additional conclusion that any value between 1 and 10 will

provide results of adequate quality. The overall results are presented in Table 6-6.

P. Spapis
155 pap



Table 6-6: kNN classification ability in the context of load identification use case

Number of 1 5 10
kNNs
Correctly
Classified 98.7% | 98.6% 98.5%
Instances

For the experimentation with the learning algorithm, the three configurations
presented in section 5.2.2 have been used. The three configurations (ranging
from 1 to 3 — Table 5-3) are more generic (i.e., the 1st configuration) to more
targeted to the environment (3rd configuration), thus they result to different

success rates (Table 5-6).

An interesting outcome after observing the original dataset is that the results will
be heavily influenced by the values of the AT parameter, while on the other hand
PER seems to provide little information in the clustering process. The latter is due
to the fact that these variables are in different scale. Indeed, AT € N takes values
from the range [0...25] while PER € R and specifically in [0...1] with the
majority of its values concentrated in [0...0.015]. In order to overcome this issue,

the values of PER and AT are normalized using the formulas (8) and (9),

respectively.
PER, = PER;
' max PERJ- (6.7)
j=1.N
AT, = AT;
max AT]- (6.8)
j=1.N

Figure 6-15, Figure 6-16, and Figure 6-17 present the results after executing the
algorithm on the dataset. The algorithm uses the decision obtained from the fuzzy
logic controller and divides the input tuples into three classes according to the
identified state of the network element (i.e., Load, Medium Load, No Load). Then
the tuples identified as Load are used as input to the clustering algorithm that
iteratively divides the set into two clusters, Load and Medium Load, until the
halting condition is satisfied; the same procedure is being held for the tuples

identified as No Load.
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Figure 6-15: Dendogram corresponds to FL1 derived after applying our algorithm on the
original dataset
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Figure 6-16: Dendogram corresponds to FL2 derived after applying our algorithm on the

original dataset.
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Figure 6-17: Dendogram corresponds to FL3 derived after applying our algorithm on the
original dataset
When the halting condition is validated we acquire a good approximation of the
actual sets, while any potential overlapping corresponds to the intersection of the
membership functions. The bounds obtained from these experiments appear in
Table 6-7. By employing the derived points as the new bounds for the
membership functions we apply the algorithm of Section 6.2.1 and obtain the

classification results appearing in Figure 6-18.

Table 6-7: The bounds extracted from k-Means after clustering on the normalized dataset

PER cu AT
FL1 [0 ... 3.2*10-3] [0 ... 0.375] [0...5.23]
E FL, [0 ... 2.83*10-3] [0 ...0.337] [0 ... 4.26]
FLs [0... 3.03*10-3] [0 ... 3.03*10-3] [0... 3.03*10-3]
e FL1 [2.87%10-3 ... 1.17*10-2] [0.357 ... 0.756] [4.29 ... 16.18]
3 FL, [2.43*10-3 ... 1.13*10-2] [0.312 ... 0.741] [3.03 ... 15.74]
= FLs [2.69%10-3 ... 1.10%10-2] [0.33... 0.719] [4.29 ... 16.18]
FL, [1.16*10-2 ... 1] [0.747... 1] [15.89 ... 25]
5| FL, [1.12*10-2 ... 1] [0.728 ... 1] [15.3 ... 25]
FLs [1.08*10-2 ... 1] [0.698 ... 1] [15.89...25]

Based on the experiments we conclude that the algorithm performs significantly
well and tends to provide rules, which converge to decisions closer to the ground
truth, independently of the initial configuration of the network element’s decision

making engine. For the three initial configurations of the fuzzy logic controller the

P. Spapis
Pap! 158



Learning Enhanced Situation Perception for Self-Managed Networks

achieved amelioration is of 14 - 17% (Table 6-8). The presented amelioration
focuses on the situation awareness of a cognitive manager. The characterization
of events, which is a situation awareness phase, is the pilot for the successful
optimization or fix of the network system. If the cognitive manager (i.e., NEC)
cannot assess effectively the local status, then the performance of the network in
many cases will not be improved by applying a reconfiguration action. Thus, the
correct labeling of events is an important task for autonomic network

management systems, where the learning process has merit.

Table 6-8: Classification results after the enhancement of the fuzzy logic rules

FL1 FL, FLs

Initial 65.64% 71.86% 75.40%

Learning 76.73% 84.09% 86.06%

Amelioration 16.8% 17.01% 14.13%
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Figure 6-18: Comparative analysis of the amelioration for the three initial configurations

6.3.3 Fuzzy Logic-based Cooperative Power Control

The supervised learning scheme has been applied for the Fuzzy Logic-enhanced
Cooperative Power Control. The performed analysis is based on two series of
experiments, one based on simulations, and one based on the experimental

platform that was presented in Section 5.2.3.

The scheme without learning (Section 5.2.3) is used as the baseline for the

comparisons. For the realization of the simulations we have artificially created a
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dataset consisting of 1000 pseudo-random tuples. The dataset reflects network
topologies with a relatively small number of APs, as well as the collocated users.
Figure 6-19 provides the Interference weight (i.e., outcome of the fuzzy reasoner)
as a function of the APs’ and the users’ number, having as parameter the time
interval before (Figure 6-19 (a)) and after (Figure 6-19 (b)) the learning
procedure. It is apparent that the weight of the interference part of equation CPC
(Equation 5.3) is significantly affected, based on the feedback from the learning
procedure; this implies that the transmission power extraction procedure is

affected as well.

Huzers

(b)

Figure 6-19: Interference weight before (a) and after (b) the learning procedure

For the whole dataset we capture the values of the a factor; then we perform a
fitting procedure in order to identify the polynomial functions that capture in the
most suitable way the outputs. Figure 6-20 provides the 8th polynomial degree
functions of the a factor before and after the learning procedure. After the learning
procedure, the fuzzy reasoner has become more sensitive to the environment;
this is being captured by the variation of the new a values (0.0458) instead of the
old ones (0.0091).
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Figure 6-20: Interference weight a values before and after the learning procedure

For a given instance of the dataset, we identify the transmission power before
and after the learning procedure. We randomly create a set of experiments (10
random topologies) for the identified instance, and evaluate the algorithm
performance. As depicted in Figure 6-21, certain deviations to the final power
values can be noticed when learning procedure is applied. In specific topologies
(i.e., 2nd, 3rd and 8th) significant energy gains are achieved. In the rest of the
topologies the learning framework achieves less significant gains but in no

occasion energy waste occurs.

n7 T T ¥ #: T d T T
=1 ....... Vs ! ........ ........ ....... i
gL ....... ......... ......... ........ ......... ......... Lofon 4
ossk.onnn R ...... ......... ....... Dt ........ i
E DS_ .............................................................................. -
P _ :
045 F . RS 7 S ......... ........ PR ........ 4
o4kt ......... ......... ........ ......... .......... ........ i
: : : : ; Lltility Learning
035 o .......... ......... . ......... ............. U tlllty ND_Leaming =,
: ; : ; | Utility Max
i 1 1 i 1 T T T
1 2 3 4 5 B 7 8 9 10
Topology Instances

Figure 6-21: Overall utility before and after the learning procedure
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In Figure 6-22 the overall utility of the network for ten same experiments is
presented. The utility with the incorporation of the learning framework is
significantly ameliorated compared to the one with the transmission power set to
the maximum valid level. Moreover, after the deployment of the learning
algorithm, the network elements achieve better results in the overall utility, in
comparison to the ones with the cooperative power control without learning

capabilities.
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Figure 6-22: Transmission Power before and after the learning procedure

A similar analysis has been performed using the experimentation platform
presented in Section 5.2.3. Again, the initial configuration of the network elements
is a generic one and captures a great variety of environments. However, for both
the physical and network topology (Figure 5-18 and Figure 5-19) which has been
used for experimentation, the set configuration is not the most suitable one. Thus,
the supervised learning scheme has been incorporated. During the first
experimentation day of the CPC in the Soekris devices, the inputs of the fuzzy
reasoner are being gathered and characterized as neutral, beneficiaries and non
beneficiaries. Then, the tuples are being clustered and the overlapping areas are
being mapped to the uncertainty bounds in the input membership functions.
Figures 6-23 — 6-26 provides the transmission power throughout the second
experimentation day for all Soekris devices, with the adapted input membership

functions (supervised learning-based CPC scheme).
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Figure 6-23: Transmission power adjustments using the Learning enhanced Cooperative

Power Control scheme in Soekris AP1
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Figure 6-24: Transmission power adjustments using the Learning enhanced Cooperative
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Power Control scheme in Soekris AP2

LI T T T
o ! . : : : : . : : E ]
‘ I SR S B S NS S S S U S B
. . ‘H I”‘ ”\ 1N S S N S SO O S
20 : . i B i H -
151 ‘ ......... 4
10 B
— — -MAX power : FE
—— Leaming enhanced CPC

Time Period (hrs)

T T 1 1 I I i | 1 I I I 1 I
10:00 10:30 11:00 11:30 12:00 12:30 13:00 13:30 14:00 14:3015:00 15:30 16:00 16:30 17:00 17:30 18:00 18:30 19:00 19:30 20:00

Figure 6-25: Transmission power adjustments using the Learning enhanced Cooperative

TxPower (dBm)
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Figure 6-26: Transmission power adjustments using the Learning enhanced Cooperative

Power Control scheme in Soekris AP1
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As it is obvious from the flunctuations, the CPC scheme is more sensitive to the
environment, compared to the second day of experimentations (CPC without
learning). Given the fact that they operate in the same environment, the APs
proceed even more often in transmission power adjustments. Similarly to the
case without the learning enhancements the APs are being turned off so as to
capture the way it operates. When only two APs remain operational, as the
experimentation proceeds, we observe that they proceed in transmission power
adjustments, according to the environment stimuli, contrary to the first day, where
the transmission power adjustment mainly occurred when all the APs were

operational.

Furthermore, we observe significant energy gains, in relation to the case without
learning capabilities. More specifically, AP 1 has a 24.73% less power
consumption compared to the maximum transmission power, whereas AP 2
consumes 18.01% less power, AP 3 14.69% and AP 4 5.65%. The reason that
AP1 and 2 have more energy gains is that they remain operational almost
throughout the experiment. Regarding the SINR, it remains in the same levels as
in the case of the core CPC algorithm (Figures 6-27 — 6-30), due to the fact that
the objective function to be optimized is the same. The APs proceed in power
adjustments in lower transmission power levels resulting in less interference as
well; however the SINR remains at the same levels, due to the decrease in both

metrics (i.e., TxPower and interference).
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Figure 6-27: SINR evolution during the experimentation period for Soekris AP1
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Figure 6-28: SINR evolution during the experimentation period for Soekris AP2
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Figure 6-29: SINR evolution during the experimentation period for Soekris AP3
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Figure 6-30: SINR evolution during the experimentation period for Soekris AP4

Additionally, Figure 6-31 presents the number of iterations every time the CPC is
being triggered after the learning procedure. Similarly to the core CPC we
observe that the scheme converges in small number of iterations most of the
times; furthermore we observe a slight decrease in the overall mean value of
iterations (3.47), which also highlights that the system has become more suitable
to its environment. Finally, considering that the algorithm is being triggered
periodically, every 5 minutes for 10 hours, we observe that the adaptation

algorithm enhances the situation perception scheme and the overall CPC
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performance using relatively small amount of measurements (4 AP * 120

measurements/AP = 480 measurements).
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Figure 6-31: Number of iterations every time the Cooperative Power Control is being

triggered

6.4 Analysis of Learning schemes

Section 6 presented two mechanisms for updating Situation Perception schemes

based

on fuzzy logic. The updating is based on the evolution of the environment

modeling of the Situation Perception functions, which are based on fuzzy logic

controllers. The schemes have been applied in three different fields and have

been evaluated for presenting the applicability of the approaches on the one hand

and measuring the benefits by the introduction of these schemes.

Subsection 6.4 provides a summary of the outcomes of the performed analysis

for highlighting the benefits and the drawbacks of each approach, as well as the

key differences among the adaptation mechanisms. More specifically we observe

that:

1)

2)

3)
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All the learning schemes perform well. More specifically, the amelioration
in the success rate in the event identification, using the enhanced
schemes, ranges from 10-30% depending on the initial configuration, the

number of measurements, and the problems that have to be tackled.

The schemes are becoming more sensitive to their environment. This is
related to the fact that the Situation Perception functions are more suitable
to the environment that they have to operate, because they model the way
they perceive it using the analysis of the measurements.

The cost for the learning in all three approaches is relatively small,

because the adaptation procedure is offline, thus minimizing the
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4)

5)

6)

7

processing requirements. The signalling cost on the other hand shouldn’t
be neglected. This is why, it is attempted to be communicated via the wired
backhaul links (i.e., in the load events’ identification, and the cooperative
power control). In the QoS degradation events’ identification such aspect
has not been considered, though such information could be communicated

in cases where the communication overhead is limited [182].

The supervised learning solution requires the classification phase which is
demanding. On the other hand, the unsupervised learning solutions
operate satisfactory without the classification procedure. However, they
are based on the assumption that the situation perception scheme with the
generic configuration operates at least satisfactory (events’ identification
success rate above 50%) at every environment where it is placed (this
requirement is not very hard to meet, assuming that all network elements
perform relatively well with the generic static configurations the present
day).

The two versions of the unsupervised learning scheme (i.e., Gaussian and
non-parametric one) perform well and succeed almost the same results
(~84% success rate). However, the non-parametric requires approximately
40% more processing time compared to the Gaussian. At this point it
should be noted that the required time is indicative of the processing cost
of the proposed solution and should not be considered as an absolute

value taking into account that the validation is performed using MATLAB.

The experimental analysis showed that the supervised learning scheme is
highly related to the initial success rate. This on the one hand implies that
the algorithm will converge and will achieve high success rates, but on the
other hand means that it may need big dataset, if the initial configuration is
not suitable for the environment (e.g., the initial configuration has success
rate ~55-60%).

The situation awareness scheme for the CPC needs relative small amount
of measurements for achieving power gains. This is related to the fact that
in the CPC the environment modeling directly affects the TxPower setting,
and not a decision about the state. Thus even small changes in the
situation perception lead to changes in the TxPower setting and

consequently to energy savings.
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The previous list summarizes the benefits from the introduction of adaptation
schemes in the situation perception mechanisms based on fuzzy logic. However,
it should be mentioned that the previous analysis is related to the specific
problem of situation awareness with fuzzy logic controllers, with special
characteristics that enable the application of learning algorithms, such as the
offline operation of the adaptation scheme, the gathering of adequately enough

data, and the satisfactory initial configuration of the fuzzy reasoners.
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7. Conclusions

The objective of this thesis is to analyze the concepts of the Situation Awareness
and Situation Perception and present solutions for these research areas.
Situation Awareness is the ability of the network elements to model their
environment, assess it and interpret it so as to predict the near future. The
situation awareness may be decomposed into three steps, namely, the situation
perception, the comprehension of current situations, and the projections. As
situation perception we define the proper perception of the operational status of
the system or the network element and is the primarily interpretation of the
available information (i.e., to an elementary knowledge interpretation). In the
context of this thesis, the focus has been placed on the analysis of the previous
notions, and on the development of an architectural solution that enables network
elements to perceive their environment correctly and efficiently. Additionally, new
schemes for efficient and effective situation perception based on fuzzy logic have
been proposed. These schemes have been enhanced by adaptation-learning
mechanisms, so as to be able to adapt their contextual models, based on the

environment stimuli.

The idea of self-awareness is based on the principle that the network elements
will have the ability to operate in an autonomous manner, which will enable them
to operate without human intervention — in a self managed manner. In Section 2
the principles of autonomous networking have been analyzed thoroughly, as well
as the research activities towards this direction, and we have concluded to the
key requirements of a Self-Managed network. Towards the direction of Self-
Managed networking, the network elements shall be able to monitor their
environment and reason about their status and condition. This functionality is the
self-awareness, which has been analyzed thoroughly in terms of this thesis. More
specifically, in Section 3, we have identified the key aspects of Self-awareness
and we have proposed the functional architecture of a Self-Aware (and Self
Managed) network. This architecture is a two layer hierarchical approach, where
the functions are split between network elements of different hierarchy levels
(lower — network element controllers (NEC) and higher ones — network domain
controllers (NDC)) depending on their capabilities, their restrictions, and their
network view. Afterwards, an extensive state of the art analysis is being

presented, highlighting that the situation perception problem has not been
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satisfactory discussed in the literature up to now, and mainly has been
considered as a policy and threshold based problem. This, in conjunction to the
fact that several manufacturers have shown interest to mechanisms that are able
mimic human behavior leads to the outcome that new mechanisms for situation

awareness are required. Such schemes shall:
e Be easy to introduce, implement, and configure,
e Be easy to implement,
e Mimic human behavior.

In order to meet the aforementioned requirements of new schemes for situation
perception, this disertation presents, an innovative fuzzy logic scheme, to be
generalized and applied in several problems. The rational for the use of fuzzy
logic could be summarized in its key characteristics:

e |tis an multi-variable mechanism,
e Itis a scheme for handling multiple optimization goals or faults may arise,
e It may handle contradictive inputs, or uncertainty cases.

Thus, for three use cases (that of the QoS degradation events’ identification,
Load events’ identification, and that of Cooperative power control) we have
developed the situation perception mechanisms based on fuzzy logic reasoners.
The analysis incorporates the description of the functional architecture of the NEC
and the NDC for implementing the solutions, which is in accordance to the
proposed generic functional architecture for self-managed networks. Finally, we
have developed the proposed schemes and experimented for capturing their
applicability on the one hand, and their efficiency and effectiveness on the other.
All the proposed schemes performed well and with generic configurations
managed to succeed satisfactory event identification (success) rates. With
generic configurations, in the use cases of QoS events identification and Load
events’ identifications, the fuzzy reasoners managed to make correct decisions in
64-66% of the cases. If the fuzzy reasoners were having more targeted
configurations, better success rates could be achieved. Regarding the power
control use case, the developed scheme managed to have significant energy

gains (10 - 30%) compared to static setting of the transmission power (to
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maximum). Additionally, the use of fuzzy logic enhanced cooperative power

control, has ameliorated significantly the SINR levels in developed setup.

The previously described schemes, based on fuzzy logic, even though that they
perform well in the environments where they are configured to operate, they do
not manage to adapt and operate well in totally unknown and new environments
(self-mutable requirement of the self-managed networks). This implies that the
network elements shall be manually configured by the network administrators,
according to the environment changes. For enabling the network elements to self-
configure for operating in new environments, two learning schemes have been
developed, a supervised learning one and an unsupervised learning one. Both
schemes have been mapped to the reference problem of situation perception and
learning, thus providing a generic methodology for the application of such
schemes in similar problems in the future. The learning schemes have been
applied in the use cases that have been used to validate the fuzzy logic based
situation perception. In all three cases we observed that the learning schemes
perform very well. More specifically, the amelioration in the success rate in the
event identification (QoS events’ degradation and Load events’ identification),
using the enhanced schemes, ranges from 10-30% depending on the initial
configuration, the number of measurements, and the problems that have to be
tackled. This is being achieved with relatively small cost, because the learning
process, which is based on the analysis of a rather big dataset, is an offline one,
thus minimizing the processing requirements. Regarding the Cooperative Power
Control use case, the situation awareness scheme needs relative small amount of
measurements for achieving power gains because the modeling directly affects
the TxPower setting, and not a decision about the state. However, the signalling
cost on the other hand shouldn’t be neglected, thus the decision of the learning

points should be carefully decided.

Concluding, a set of outcomes of the performed analysis should be drawn. The

following list summarizes these outcomes:

e The environment modeling (such as that of the situation perception) that
the network elements incorporate shall evolve according to the

environment stimuli.
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The hierarchical approach enables the effiecnt and scalable handling of
several problems, that may require larger network view, or more data to be

analyzed.

The decision regarding the placement of the higher hierarchy network
elements (Network Domain Controllers - NDC) in the network shall be

studied carefully for reducing the significant signalling overhead.

The exact analysis of the dataset may be not required. Rough analyses of
the dataset lead to comparable gains to very detailed analyses, with

significantly lower computational cost.

The information gathering in the NDC from the NEC shall concern similar
environments, thus mechanisms for characterising the environment are

required.

The information that will be used for learning shall be valid. Thus either
resilient mechanisms for monitoring are required, or outlier detection

schemes shall be introduced.

Supervised and unsupervised learning methods may perform equivalently
well, in the situation perception problems, with the requirement of having
satisfactory initial event identification levels. This implies that the initial
configuration shall be generic. This is the cost compared to other methods,
such as the reinforcement learning, which does not require initial
configuration, but requires a very accurate mathematical formulation of the

network/environment model.

Potential next steps are mainly related to the key characteristics described above.

More specifically:
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The fuzzy logic situation perception schemes are based on predefined
rules. These rules are developed by experts. However, due to the
environment changes, the rules may not be valid in the future. Thus
adaptation schemes for the fuzzy logic rules shall be developed. Such

schemes may be based on reinforcement learning [130].

Methods for compression of the information for signaling reduction. This
may be achieved with preprocessing of the information in the NECs.
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Schemes for identifying the proper placement of the NDCs in the network.
This analysis shall be related with the functionalities that shall be
centralized, as well as the degree of the centralization of such

functionalities.

Methods for identifying the area where the NECs have the same
environment shall be identified. This implies either spatial neighborhood, or

logical one.
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Acronyms
2G 2" Generation
3G 3" Generation
3GPP 3" Generation Partnership Project
4G 4™ Generation
5G 5™ Generation
AF] Autonomic network engineering for the self-managing Future
Internet
AP Access Point
AT Associated Terminal
BS Base Station
BML Business Management Layer
CAQF Cooperative Agent-based QoS Framework
CBR Case Based Reasoning
CCoO Coverage and Capacity Optimization
CET Central European Time
CoMP Coordinated Multi Point
CPC Cooperative Power Control
CPU Central Processing Unit
CuU Channel Utilization
D2D Device to Device
DbC Design by Contract
D-BRAIN Dynamic Bayesian Reasoning & Advanced Intelligent Network
DIKW Data-Information-Knowledge-Wisdom
DME Decision Making Element
DT Decision Tree
e-ICIC enhanced Inter-Cell Interference Coordination
EML Element Management Layer
eNB evolved NodeB
ETSI European Telecommunications Standards Institute
FACPS Fault, Configuration, Accounting, Performance and Security
FFT Fast Fourier Transform
FL Fuzzy Logic
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FLC Fuzzy Logic Controller

GANA Generic Autonomic Network Architecture
HAC Hierarchical Agglomerative Clustering
HDC Hierarchical Divisive Clustering

HSDPA High Speed Downlink Packet Access
IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force

I-RAT inter-radio access technology

ITU International Telecommunications Union
KNN K Nearest Neighbor

LTE Long Term Evolution

LTE-A Long Term Evolution Advanced

MAPE-K Model | Monitor Analyze Plan Execute Knowledge Model
MDE Monitor Decide Execute

MDP Markov decision processes

ME Managed Entity

NDC Network Domain Controller

NDCM Network Domain Cognitive Manager
NEC Network Element Controller

NECM Network Element Cognitive Manager
NEL Network Elements Layer

NML Network Management Layer

NMS Network Management System

NRM Network Reconfiguration Manager

PER Packet Error Rate

PL Packet Loss

QoS Quality of Service

RAN Radio Access Network

RDS Resource Directory Server

RME Reconfiguration Management Entity

SA Situation Awareness

Self-CHOP Self Configuration Healing Optimizing Protecting
SCC41 Standards Coordinating Committee 41
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SINR Signal to Interference plus Noise Ratio
SLA Service Level Agreement

SML Service Management Layer

SOM Self Organizing Map

SON Self-Organizing Network

SVM Support Vector Machine

TCP Transmission Control Protocol

TD Temporal Difference

TMN Telecommunications Management Network
TRM Terminal Reconfiguration Manager
TxPower Transmitted Power

UE User Equipment

UDP User Datagram Protocol

UMF Unified Management Framework

WIMAX Worldwide Interoperability for Microwave Access
WLAN Wireless Local Area Network

WSN Wireless Sensors Network
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