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#### Abstract

In the Graph Minors project, N. Robertson and P. Seymour, proved a series of structural and algorithmic results. Some of them, such as the Strong and the Weak Structure Theorem, the Excluded Grid Theorem and the algorithm for Minor Containment, constitute a rich source of many more structural as well as algorithmic results.

Furthermore, the development of Graph Minor Theory coincided with and influenced the development of a new branch of Complexity, namely the Parameterized Complexity Theory, introduced by R. Downey and M. Fellows.

In this doctoral thesis we deal with a series of issues in Graph Minor Theory and Parameterized Complexity as well as the dependence of these two areas.
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## CHAPTER 1

## Introduction

### 1.1 In General ...

Let us imagine a room occupied by $n$ persons where some of them, say $m$, pairwise mutually know each other while the rest are strangers. This everyday situation, as well as numerous others, is modeled by the mathematical notion of a graph.

More specifically, a graph $G$ is an ordered pair of two sets $(V, E)$, where $V$ is called vertex set of the graph and $E$ is called edge set and consists of 2-subsets of $V$.

While the first result in Graph Theory appeared in 1736, with the negative solution of the Bridges of Königsberg problem by L. Eüler, the development of this theory did not start up until later and the notion of a graph was not formally defined until 1878 [218]. Nevertheless, its
development was rapid during the last century，and especially during the last decades．

The participation of Graph Theory in Mathematics is now particularly strong both in Combinatorics and Discrete Mathematics as well as in the Theory of Algorithms．

In this doctoral thesis，we study a series of issues in Graph Theory related to Graph Minors Theory and to Parameterized Complexity Theory， and try to contribute a piece of sand in the enterprises of these Theories． （From now on，we assume that the reader has elementary knowledge of the notions of Graph Theory and of the Theory of Algorithms．）

## 1.2 ．．．and More Specifically

The Graph Minors Theory $\lfloor 185-194,198-202,202-209\rfloor$ was developed by N．Robertson and P．Seymour towards the resolution of a conjecture， known as Wagner＇s Conjecture．The motivation of this conjecture was a classical theorem，Kuratowski＇s Theorem \142〕，which provided a complete characterization of planar graphs in terms of forbidden topological minors， and its subsequent restatement，by Wagner［221〕，in terms of forbidden minors．Wagner＇s Conjecture，now known as the Robertson－Seymour The－ orem［194〕，claimed that in every infinite family of graphs there are two of them such that one contains the other as a minor．

The results of this theory cleared the picture in regard to the classes of graphs that forbid some fixed graph as a minor，and constitute both the source of inspiration of and a powerful instrument for the proofs of many more results in Structural［83，123－125，196〕，as well as in Algorithmic［5， 51，86，90，212］，Graph Theory．One of the most important results，in both of these fields，was the corollary that every graph class that is closed
under taking of minors, that is, if a graph belongs to this graph class, then all of its minors also belong to the graph class, can be characterized by a finite set of forbidden graphs. For example, it is known that, for the graph class of planar graphs, these forbidden graphs are $K_{5}$ and $K_{3,3}$. As we mentioned a while ago, the importance of this result is duple. In the Theory of Algorithms, its importance lies to the fact that in order to decide whether a graph belongs to a graph class that is closed under taking of minors, it is enough to check whether this graph contains one of the forbidden graphs as a minor.

The proof of this corollary further facilitated the classification of many NP-complete problems. The way was the following. In the framework of the development of Graph Minors Theory, there was given a way to construct, for any fixed graph $H$, a cubic time algorithm such that for every graph $G$ decides whether $H$ is a minor of $G$ (where the hidden constants depend only on the forbidden graph $H$ ) [193]. This algorithmic result immediately implies the existence of a cubic time algorithm that decides whether a graph $G$ belongs to a graph class that is closed under taking of minors (where, as above, the hidden constants depend only on the graph class).

However, this is just one, trivial, corollary/application of the Graph Minors Theory to the Theory of Algorithms. But it has a major algorithmic drawback. While only the existence of such an algorithm is known and, since the Graph Minors Theory is non-constructive [95], no way towards its construction is provided, the set of forbidden graphs is, in general, not known. Thus, in order to construct such an algorithm we first need to identify the forbidden graphs of a class that is closed under taking of minors.

Here, we study the parameter of tree-depth of a graph. Is it known
that, the class of graphs that have tree-depth bounded by some constant $k, \mathcal{G}_{k}$, is closed under taking of minors. We show that, the size of the forbidden minors for the graph class $\mathcal{G}_{k}$ is bounded by a function on $k$ of order $2^{2^{k-1}}$. Then, we give a precise structural characterization of all the acyclic forbidden graphs of this graph class and prove that they are exactly $\frac{1}{2} 2^{2^{k-1}-k}\left(1+2^{2^{k-1}-k}\right)$. Moreover, we identify exactly all the forbidden minors for $k \in\{1,2,3\}$. (For the case where $k=4$ it is very easy to see that the number of the graphs is already discouraging.) Finally, we prove a theorem which suggests a procedure such that, starting from a graph $G$ whose tree-depth we are trying to compute, we may obtain a graph of smaller size that has the same tree-depth as $G$. As we will see later on such rules are particuarly important to the Parameterized Complexity Theory.

Before we continue with the analysis of the results and the applications of the Graph Minors Theory with respect to the minor relation, we would like to take a short detour and discuss the immersion relation as it is also going to be a subject of our study.

In the last paper of the Graph Minors series [211], it was proved that, similarly to the minor relation, an infinite family of graphs contains two graphs that are comparable with respect to the immersion relation.

This result was previously known as the Nash-Williams' Conjecture and its implications to the classes of graphs that are closed under taking immersions are an analogue to the aforementioned ones for the graph classes that are closed under taking of minors. The only difference is that, the algorithmic application requires the recent algorithmic results of M . Grohe, K. Kawarabayashi, D. Marx and P. Wollan in [109].

Subsequently, having been disappointed by the possible size of a set of forbidden graphs, we try to devise more efficient mechanisms for their
identification: Algorithms. Our main goal is to answer the following question. Which information of a graph class that is closed under taking of immersions are necessary in order to construct an algorithm that computes its forbidden immersions?

Based on the framework that was devised by I. Adler, M. Grohe, and S. Kreutzer in $\lfloor 4\rfloor$ for the case of minors, we prove that the necessary conditions are an upper bound on the tree-width of the forbidden immersions and a description of the graph class in Monadic Second Order Logic. Moreover, by computing such an upper bound on the tree-width of the obstructions of a graph class that is the union of two graph classes, that are closed under taking of immersions, whose forbidden graphs are known, we (also) propagate the notion of computability in graph classes that are finite unions of classes of graphs that are closed under taking of immersions and whose forbidden graphs are known.

Let us continue, however, with the celebrated results of the Graph Minors Theory with respect to the minor ordering. Choosing the most influential one would be a very challenging task. We would, however, dare to claim that if one of them could assert the first place, then this is the (Strong) Structure Theorem that appeared in GM XVI [207] and reveals the structure of a graph that excludes some other graph as a minor. Its statement requires some quite complicated notions and cannot be given in the context of a more general introduction. Roughly, we could say that, if a graph $G$ does not contain a graph $H$ as a minor, then $G$ has a tree-like, in the topological sense, structure and can be decomposed into smaller graphs which can almost be embedded in a surface in which $H$ cannot be embedded.

This result constitutes both a point of reference for the proof of new structural characterizations of graphs and a useful instrument for design-
ing many algorithms.
Inspired by the Strong Structure Theorem of the Graph Minors Theory, we prove a structural characterization of the graphs that forbid a fixed graph $H$ as an immersion and can be embedded in a surface of Eüler genus $\gamma$. In particular, we prove that a graph $G$ that forbids some graph $H$ as an immersion and is embedded in a surface of Eüler genus $\gamma$ has either "small" tree-width (bounded by a function of $H$ and $\gamma$ ) or "small" edge-connectivity (bounded by the maximum degree of $H$ ).

Evenmore, inspired by Kuratowski's Theorem and Wagner's Theorem we give a precise structural characterization of the graphs that do not contain $K_{5}$ and $K_{3,3}$ as immersions. In particular, we show that if a graph $G$ contains neither $K_{5}$ nor $K_{3,3}$ as an immersion then in can be constructed by repetitive unions of simpler graphs, starting either from graphs of small decomposability (of branch-width at most 10) or from planar graphs of maximum degree at most 3 . To show this, we prove an intermediate result on the confluence of a family of edge-disjoint paths.

Continuing the reference in Graph Minors Theory, we would like to mention another structural result, which we could probably say that it is of greater importance to the Theory of Algorithms than the Strong Structure Theorem. This is the Weak Structure Theorem. The Weak Structure Theorem was proved for the first time in GM XIII $\lfloor 193\rfloor$ and was the key-theorem for the construction of the algorithm that decides the containment of a graph in another graph as a minor.

According to the Weak Structure Theorem, a graph $G$ that does not contain a graph $H$ as a minor and has "sufficiently large" tree-width contains, after the removal of a "small" number of vertices, a flat wall as a subgraph. The notion of flatness cannot be easily defined at this point but we can temporarily think that the wall has been arranged in a planar
manner inside the graph.
A huge amount of algorithmic applications is derived from this theorem $\lfloor 4,42,88,90,106,116-118,120-122,127,130,131,133,134,138\rfloor$. The reason is that a technique, namely the irrelevant vertex technique, that was introduced by N. Robertson and P. Seymour indicates that we can remove a vertex from the graph, and more specifically the "middle" vertex of the wall, and end up to an equivalent instance. For more applications using the broader concept, see $\lfloor 44,85,115,154\rfloor$.

Then, the idea behind the algorithm is the following. If we have a graph $G$ that does not contain a graph $H$ as a minor then we check whether it has "sufficiently large" tree-width. In this case, the graph contains a "big enough" wall from which we may remove a specific vertex and obtain an equivalent instance of smaller size. Otherwise, the graph has small treewidth and we can solve the problem using dynamic programming.

It is easy to see that in order to apply the Weak Structure Theorem on algorithmic problems we wish for the relation between the height of the wall and the lower bound on the tree-width of the graph in order to ensure the existence of the wall to be optimal.

For this reason, we prove an optimized version of the Weak Structure Theorem, in which both the number of vertices that we need to remove in order to find the flat wall and the relation between the tree-width of the graph and the height of the wall are linear, and therefore optimal.

Furthermore, using this theorem and two already known results, we discuss how the duality of some tilings of the plane can be "extended" to the realm of the graphs that forbid some fixed apex graph as a minor.

Returning to Graph Minors Theory, we turn our attention to some of the theories that were encouraged and inspired by its results. The first one of them is the Parameterized Complexity Theory $\lfloor 66,82,172\rfloor$. In Param-
eterized Complexity Theory, the input of every algorithmic problem is a pair whose first component is the input graph while the second component is a function, which is called parameterization of the problem. The aim of the Parameterized Complexity Theory is to examine and classify the time dependence of the solution of the algorithmic problem with respect to each one of their parameterizations. According to M. Langston, one of the first results that led towards this direction, was the result that every graph class that is closed under taking of minors can be decided in cubic time $\lfloor 22\rfloor$. This made clear that some NP-complete problems can be solved in cubic time when the parameter is fixed, while others are not expected to behave in such a "good manner".

Another theory, based on structural theorems of the Graph Minors, is the Bidimensionality Theory $\lfloor 50,83\rfloor$. Bidimensionality Theory is based on theorems according to which a graph $G$, that forbids another graph $H$ and has "sufficiently large" tree-width, also contains a graph on which the parameter is "bidimensional". Many times, this acts as a certificate according to which the dependence of the running time of a parameterized problem is "good".

We analyze these notions and show how we can apply the optimized version of the Weak Structure Theorem in order to design fixed parameter tractable algorithms. We also use it to complement the Bidimensionality "picture" beyond the relations of minors and contractions, on which it has already been established, to graph parameters that are closed under (distance) topological minors.

Let us now notice that, all algorithmic solutions that we have mentioned up to now concern either specific kinds of problems (for example, the decision of graph classes that are closed under taking of minors) or problems whose input is restricted (for example, the input is some graph
$G$ that does not contain some fixed graph as a minor). Many times this restrictions, indeed, allow us to design algorithms with better running times than in the case of general graphs. However, we would also like to obtain solutions on problems whose input is any graph.

In this thesis, we deal with the problem of max cut on hypergraphs, that is, with the problem of set splitting. In this problem, we are given a hypergraph and our goal is to color its vertices using two colors in such a way that the biggest possible number of its hyperedges contains vertices of both colors. The exact problem which we deal with is an "above guarantee" parameterized version of $r$-Set Splitting. We prove a dichotomy on its time complexity. In particular, we show that this problem is fixed parameter tractable when $r<\log n$, but its complexity explodes when $r \geq \log n$. We also show a linear vertex-kernel when $r=O(1)$.

Finally, we return to the graph parameter of tree-depth. We study its extension on directed graphs from the scope of Graph Searching. We show a complete game theoretic characterization and a min-max theorem both for simple and for directed graphs.

### 1.3 The Structure of This Thesis

In Chapter 2, we define the necessary notions from Graph Theory and Logic, which we use throughout the text.

In Chapter 3, we discuss the most important partial orderings on Graphs and extensively mention the basic results of Graph Minors Theory on them. Then, inspired by Kuratowski's Theorem, we show a theorem that decomposes the graphs that do not contain the Kuratowski graphs as immersions. Finally, we discuss the main algorithmic applications of the Graph Minors Theory.

In Chapter 4, we study the parameter of tree-depth, which is closed under taking of minors. We show that the size of the obstructions, that is, the minor-minimal graphs that do not belong in the graph class, of $\mathcal{G}_{k}$ is bounded by a function of $k$ of order $2^{2^{k-1}}$. We also give a precise structural characterization of the acyclic obstructions, which in turn allows us to compute exactly all the acyclic obstructions of $\mathcal{G}_{k}$. These are $\frac{1}{2} 2^{2^{k-1}-k}(1+$ $\left.2^{2^{k-1}-k}\right)$. Then, we identify all the forbidden minors for the cases where $k \in\{1,2,3\}$. Finally, we show a theorem that, given a graph $G$ of treedepth $k$, allows us to find proper subgraphs of $G$ of tree-depth $k$.

In Chapter 5, we study the problem of the computation of obstruction sets for graph classes that are closed under taking of immersions. We show that, in order to effectively compute the obstruction set of a graph class, it is enough to compute an upper bound on the tree-width of the obstructions and a description of the graph class in Monadic Second Order Logic.

In Chapter 6, we show an optimized version of the Weak Structure Theorem of the Graph Minors Theory, in which all the parameter dependencies are optimal. Furthermore, we discuss how a corollary of this theorem and an already known theorem, that may also be obtained as a corollary of our result, "extend" the duality of the regular tiling with triangles and the regular tiling with hexagons to graphs that forbid an apex graph as a minor.

In Chapter 7, we show a structural characterization for the graphs that are embedded in a surface of Eüler genus $\gamma$ and forbid a fixed graph $H$ as an immersion. In particular, we show that in this case, the graph has either bounded tree-width (where the bound is a function of $H$ and $\gamma$ ) or the edge-connectivity of the graph is bounded by the maximum degree of $H$.

In Chapter 8, we define the necessary notions from Parameterized Complexity Theory. We then show how we may apply the optimized version of the Weak Structure Theorem in order to obtain a proof of a result of F. Dragan, F. Fomin and P. Golovach on spanners of graphs $\lfloor 67\rfloor$ in a simpler and shorter way. We continue by discussing the basic elements of Bidimensionality Theory and how we may use them in order to show that two dual graph parameters have the Erdős-Pósa property. Finally, we discuss the Kernelization Theory and its equivalence to fixed parameter tractability.

In Chapter 9, we deal with an "above guarantee" parameterization of Set Splitting. First, we show a generalization of the lower bound on the size of a cut that was given by Edwards, for the case of the partitionconnected hypergraphs. Then, by combining it with two reduction rules we show a linear vertex-kernel when the size of the hyperedges is $O(1)$. Subsequently, we show that the problem is fixed parameter tractable when the size of the hyperedges is less than $\log n$, where $n$ is the number of the vertices. We complement this result by showing that the problem is not expected to belong to $X P$, that is, a solution cannot be computed in $n^{f(k)}$ steps, when the size of the hyperedges is at least $\log n$.

Finally, in Chapter 10, we give an alternative definition of the graph parameter of tree-depth and for the graph parameter of cycle-rank, which is an extension of tree-depth in digraphs, in terms of Graph Searching. We show that the games are monotone both in the simple and in the directed case and the number of necessary searchers does not depend on the visibility of the fugitive. Finally, we show min-max theorems for these parameters which reveal the structure of their obstructions.

Part of the results of this thesis has been presented in the papers $\lfloor 69$, 97-105」.
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[97] Archontia C. Giannopoulou, Paul Hunter, and Dimitrios M. Thilikos. Lifo-search: A min-max theorem and a searching game for cycle-rank and tree-depth. Discrete Applied Mathematics, 160(15):2089-2097, 2012.

This publication is based on parts of Chapter 10 .
[98] Archontia C. Giannopoulou, Marcin Kamiński, and Dimitrios M. Thilikos. Excluding graphs as immersions in surface embedded graphs. unpublished manuscript.

This paper is based on Chapter 7.
[99] Archontia C. Giannopoulou, Marcin Kamiński, and Dimitrios M. Thilikos. Forbidding kuratowski graphs as immersions. CoRR, abs/1207.5329, 2012.

This paper is based on a part of Chapter 3 .
$\lfloor 100\rfloor$ Archontia C. Giannopoulou, Sudeshna Kolay, and Saket Saurabh. New lower bound on max cut of hypergraphs with an application to r -set splitting. In David Fernández-Baca, editor, LATIN, volume 7256 of Lecture Notes in Computer Science, pages 408-419. Springer, 2012.

This publication is based on Chapter 9.
$\lfloor 101\rfloor$ Archontia C. Giannopoulou, Iosif Salem, and Dimitris Zoros. Effective computation of immersion obstructions for unions of graph classes. In Fedor V. Fomin and Petteri Kaski, editors, SWAT, volume 7357 of Lecture Notes in Computer Science, pages 165-176. Springer, 2012.

This publication is based on parts of Chapter 5.
$\lfloor 102\rfloor$ Archontia C. Giannopoulou, Iosif Salem, and Dimitris Zoros. Effective computation of immersion obstructions for unions of graph classes. CoRR, abs/1207.5636, 2012.

This paper is a complete form of $\lfloor 101\rfloor$.
$\lfloor 103\rfloor$ Archontia C. Giannopoulou and Dimitrios M. Thilikos. Obstructions for tree-depth. Electronic Notes in Discrete Mathematics, 34:249-253, 2009.

This publication is a preliminary version of $\lfloor 69\rfloor$.
$\lfloor 104\rfloor$ Archontia C. Giannopoulou and Dimitrios M. Thilikos. A min-max theorem for lifo-search. Electronic Notes in Discrete Mathematics, 38:395-400, 2011.

This publication is a preliminary version of [97].
$\lfloor 105\rfloor$ Archontia C. Giannopoulou and Dimitrios M. Thilikos. Optimizing the graph minors weak structure theorem. CoRR, abs/1102.5762, 2011.

This paper is based on parts of Chapter 6.

## CHAPTER 2

## Basic Notions

Let $n \in \mathbb{N}$. We denote by $[n]$ the set $\{1,2, \ldots, n\}$. Moreover, for every $k \leq n$, if $S$ is a set such that $|S|=n$, we say that a set $S^{\prime} \subseteq S$ is a $k$-subset of $S$ if $\left|S^{\prime}\right|=k$.

Given a set $S$, we denote by $\mathcal{P}(S)$ its power-set.

### 2.1 Graphs

## Graphs, Hypergraphs, Multigraphs and Digraphs

A graph $G$ is an ordered pair $(V, E)$ where $V$ is a finite set, called the vertex set and denoted by $V(G)$, and $E$ is a set of 2-subsets of $V$, called the edge set and denoted by $E(G)$. We denote by $\mathbf{n}(G)$ the number of vertices of $G$, that is, $\mathbf{n}(G)=|V(G)|$, and by $\mathbf{m}(G)$ the number of its edges, that is, $\mathbf{m}(G)=|E(G)|$.

If we allow $E$ to be a subset of $\mathcal{P}(V)$, then we call the pair $H=$ $(V(H), E(H))$ a hypergraph.

Evenmore, if we allow $E(G)$ to be a multiset, that is, a set $S$ may appear more than one times in $E(G)$, then the graph $G$ is called a multigraph.

Finally, if $E(G)$ is a set of ordered 2-subsets of $V$, then $G$ is called a directed graph (or digraph). Unless otherwise stated, we consider finite undirected graphs without loops or multiple edges.

The graph where $V(G)=E(G)=\emptyset$ is called empty graph.
We call two vertices $v$ and $u$ of a graph $G$ adjacent if $\{v, u\} \in E(G)$. Moreover, for every $v \in V(G)$ we say that an edge $e$ of $G$ is incident to $v$ if $v \in e$.

For a vertex $v$, we denote by $N_{G}(v)$ its (open) neighborhood, that is, the set of vertices which are adjacent to $v$. The closed neighborhood $N_{G}[v]$ of $v$ is the set $N_{G}(v) \cup\{v\}$. For $U \subseteq V(G)$, we define $N_{G}(U)=\bigcup_{v \in U} N_{G}(v)$ and $N_{G}[U]=\bigcup_{v \in U} N_{G}[v]$ the open and closed neighborhood of set $U$, respectively. We let $\operatorname{deg}_{G}(v)=\left|N_{G}(v)\right|$ denote the degree of the vertex $v$ in $G$. Moreover, $\delta(G)=\min _{v \in V(G)} \operatorname{deg}_{G}(v)$ and $\Delta(G)=\max _{v \in V(G)} \operatorname{deg}_{G}(v)$. Note that in a multigraph $G$, for every $v \in V(G),\left|N_{G}(v)\right| \leq \operatorname{deg}_{G}(v)$. We may omit the index if the graph under consideration is clear from the context. A graph $G$ is called sub-cubic if $\Delta(G) \leq 3$. Finally, given a vertex $v$ of a graph $G$, we denote by $E_{G}(v)$ the edges of $G$ incident to $v$.

A graph is a path (respectively cycle) if we can arrange its vertices in a linear (respectively cyclic) sequence in such a way that two vertices are adjacent if and only if they are consecutive in the sequence. The endpoints of a path are the first and the last vertex of the sequence. A walk in a graph $G$ is a sequence of elements of $V(G)$ (where a vertex may appear more than once) such that every two consecutive vertices in the sequence
are adjacent. We denote by $C_{n}$ (respectively $P_{n}$ ) the cycle (respectively path) that has $n$ vertices. The length of a path or a cycle is defined as the number of its edges. Given a path $P$ and $v, u \in V(P)$ we denote by $P[v, u]$ its subpath with endpoints $v$ and $u$.

Two graphs are called vertex-disjoint if they do not share common vertices and edge-disjoint if they do not share common edges.

Given two paths $P_{1}$ and $P_{2}$, who share a common endpoint $v$, we say that they are well-arranged if their common vertices appear in the same order in both paths, that is, if $S=V\left(P_{1}\right) \cap V\left(P_{2}\right)=\left\{u, v_{1}, v_{2}, \ldots, v_{|S|-1}\right\}$ and $u v_{1} v_{2} \ldots v_{|S|-1}$ is the sequence according to which the vertices of $S$ appear on $P_{1}$ then $u v_{1} v_{2} \ldots v_{|S|-1}$ is also the sequence according to which they appear in $P_{2}$.

Given two vertices $v, u$ in a graph $G$ their distance in $G$, denoted by $\operatorname{dist}_{G}(v, u)$, is equal to the minimum length of a path in $G$ with endpoints $v$ and $u$. Evenmore, given a vertex $v$ (respectively vertex set $S$ ) in a graph $G$, the neighborhood of $v$ (respectively $S$ ) at distance at most $r$, denoted by $N_{G}^{r}[v]$ (respectively $N_{G}^{r}[S]$ ), is the set consisting of all vertices of $G$ of distance at most $r$ from $v$ (respectively the vertices of $S$ ).

A graph $G$ is chordal (or triangulated) if every cycle $C$, of length $k \geq 4$, contains a chord, where a chord is an edge joining two non-consecutive vertices of $C$. A triangulation of a graph $G$ is a chordal graph $G^{\prime}$ such that $V(G)=V\left(G^{\prime}\right)$ and $E(G) \subseteq E\left(G^{\prime}\right)$.

A graph is called complete if all of its vertices are pairwise adjacent and the complete graph on $n$ vertices is denoted by $K_{n}$. Moreover, if $S$ is a finite set, we denote by $K[S]$ the complete graph with vertex set $S$.

A graph $G$ is called bipartite if we can partition its vertex set into two subsets $X$ and $Y$ such that every edge has an endpoint in $X$ and an endpoint in $Y$. The sets $X$ and $Y$ are called the parts of the partition. A
bipartite graph $G$ is called complete bipartite if for every vertex $x \in X$, $N_{G}(x)=Y$ and every vertex $y \in Y, N_{G}(y)=X$. We denote by $K_{q, r}$ the complete bipartite graph where one part has size $q$ and the other part has size $r$, where $q, r \in \mathbb{N}$. In the case where $q=1$ this graph, that is, the graph $K_{1, r}$, is also called star.

A graph is called connected if, for every partition of its vertex set into two non-empty subsets $X$ and $Y$, there is an edge that has one endpoint in $X$ and one endpoint in $Y$. A graph is called a tree if it is connected and no subset of its vertices and its edges forms a cycle. Given a tree $T$, we call leaves its vertices of degree 1 and say that the tree is ternary if all of its vertices that are not leaves have degree exactly 3 .

Given two graphs $G$ and $G^{\prime}$, their union $G \cup G^{\prime}$ and their intersection $G \cap G^{\prime}$ are the graphs with $V\left(G \cup G^{\prime}\right)=V(G) \cup V\left(G^{\prime}\right)$ and $E\left(G \cup G^{\prime}\right)=$ $E(G) \cup E\left(G^{\prime}\right)$ and, $V\left(G \cap G^{\prime}\right)=V(G) \cap V\left(G^{\prime}\right)$ and $E\left(G \cap G^{\prime}\right)=E(G) \cap$ $E\left(G^{\prime}\right)$, respectively. If $G \cap G^{\prime}=\emptyset$ then the graphs $G$ and $G^{\prime}$ are called disjoint and their union is called disjoint union. Let $\mathcal{C}$ be a class of graphs and $S$ be a set of vertices. We denote by $\cup \mathcal{C}$ the graph $\cup_{G \in \mathcal{C}} G$ and we set $\mathcal{C} \backslash S=\{G \backslash S \mid G \in \mathcal{C}\}$.

It is easy to see that, every graph $G$ can be uniquely expressed as a disjoint union of connected graphs. These graphs are called connected components of $G$. Let $\mathcal{C}(G)$ denote the connected components of a graph $G$. When the connected components of a graph are trees, then the graph is called forest.

The line graph of a graph $G$, denoted by $L(G)$, is the graph $(E(G), X)$, where $X=\left\{\left\{e_{1}, e_{2}\right\} \subseteq E(G) \mid e_{1} \cap e_{2} \neq \emptyset \wedge e_{1} \neq e_{2}\right\}$.

Given two graphs $G$ and $H$, the lexicographic product $G \times H$, is the graph with $V(G \times H)=V(G) \times V(H)$ and $E(G \times H)=\left\{\left\{(x, y),\left(x^{\prime}, y^{\prime}\right)\right\} \mid\right.$ $\left.\left(\left\{x, x^{\prime}\right\} \in E(G)\right) \vee\left(x=x^{\prime} \wedge\left\{y, y^{\prime}\right\} \in E(H)\right)\right\}$.

Evermore, the cartesian product of $G$ and $H$ is the graph $G * H$, with $V(G * H)=V(G) \times V(H)$ and $E(G * H)=\left\{\left\{(x, y),\left(x^{\prime}, y^{\prime}\right)\right\} \mid\left(\left\{x, x^{\prime}\right\} \in\right.\right.$ $\left.\left.E(G) \wedge y=y^{\prime}\right) \vee\left(x=x^{\prime} \wedge\left\{y, y^{\prime}\right\} \in E(H)\right)\right\}$.

A $k$-coloring of a graph $G$ is a function $f: V(G) \rightarrow[k]$ assigning colors to its vertices. A $k$-coloring is proper if no two adjacent vertices are assigned the same color. The chromatic number of a graph $G$ is the minimum integer $k$ for which $G$ admits a proper $k$-coloring.

## Graph Operations

Let $G$ be a graph, $v \in V(G)$ and $e \in E(G)$. The graph $G-v$, obtained from $G$ after the removal of $v$ is the graph where $V(G-u)=V(G) \backslash\{v\}$ and $E(G-v)=\{e \in E(G) \mid e \cap\{v\}=\emptyset\}$. The graph $G-e$, obtained from $G$ after the removal of $e$ is the graph where $V(G-e)=V(G)$ and $E(G-e)=E(G) \backslash\{e\}$. If $U \subseteq V(G)(E \subseteq E(G))$ then $G-U$ (respectively $G-E)$ is the graph obtained from $G$ after the removal of the vertices of $U$ (respectively of the edges of $E$ ).

Given an edge $e=\{x, y\}$ of a graph $G$, the graph $G / e$ is obtained from $G$ by contracting the edge $e$, that is, the endpoints $x$ and $y$ are replaced by a new vertex $v_{x y}$ which is adjacent to the old neighbors of $x$ and $y$ (except $x$ and $y$ ). Furthermore, if one of the endpoints of $e$, say $v$ has degree 2 then the contraction of $e$ is also called dissolution of the vertex $v$.

The lift of two edges $e_{1}=\{x, y\}$ and $e_{2}=\{x, z\}$ to an edge $e$ is the operation of removing $e_{1}$ and $e_{2}$ from $G$ and then adding the edge $e=\{y, z\}$ in the resulting graph.

Let $G$ be a graph such that $K_{3} \subseteq G$ and $x, y, z$ be the vertices of $K_{3}$. The $\Delta Y$-transformation of $K_{3}$ in $G$ is the following: We remove the edges $\{x, y\},\{y, z\},\{x, z\}$, add a new vertex $w$, and then add the edges $\{x, w\},\{y, w\},\{z, w\}$.

## Connectivity

Let $k$ be an integer. A graph $G$ is $k$-connected if, for every $S \subseteq V(G)$ with $|S|<k$, the graph $G \backslash S$ is connected. The connectivity of a graph $G$ is the maximum integer $k$ for which $G$ is $k$-connected. A set $S \subseteq V(G)$ for which $G \backslash S$ is not connected is called a separator of $G$.

Similarly, a graph $G$ is $k$-edge-connected if, for every $F \subseteq V(G)$ with $|F|<k$, the graph $G \backslash F$ is connected. The edge-connectivity of a graph $G$ is the maximum integer $k$ for which $G$ is $k$-edge-connected. An edge-cut in a graph $G$ is a non-empty set $F$ of edges that belong to the same connected component of $G$ and such that $G \backslash F$ has more connected components than $G$. If $G \backslash F$ has one more connected component than $G$ then we say that $F$ is a minimal edge-cut. Let $F$ be an edge cut of a graph $G$ and let $G^{\prime}$ be the connected component of $G$ containing the edges of $F$. We say that $F$ is an internal edge-cut if it is minimal and both connected components of $G^{\prime} \backslash F$ contain at least 2 vertices. Finally, if $|F|=k$, we call $F$ a $k$-edge-cut.

## Partial orderings on graphs

For a graph $H$ we say that it is

- an induced subgraph of a graph $G$, denoted by $H \sqsubseteq G$, if it can be obtained from $G$ by applying vertex deletions.
- an spanning subgraph of a graph $G$, denoted by $H \subseteq_{s} G$, if it can be obtained from $G$ by applying edge deletions.
- a subgraph of a graph $G$, denoted by $H \subseteq G$, if it can be obtained from $G$ by applying edge and vertex deletions.
- a contraction of a graph $G$, denoted by $H \leq_{c} G$, if it can be obtained from $G$ be applying edge contractions. An alternative, and
sometimes more useful for our purposes, definition of a contraction is the following.

Let $G$ and $H$ be graphs and let $\phi: V(G) \rightarrow V(H)$ be a surjective mapping such that

1. for every vertex $v \in V(H)$, its codomain $\phi^{-1}(v)$ induces connected graph $G\left[\phi^{-1}(v)\right]$;
2. for every edge $\{v, u\} \in E(H)$, the graph $G\left[\phi^{-1}(v) \cup \phi^{-1}(u)\right]$ is connected;
3. for every $\{v, u\} \in E(G)$, either $\phi(v)=\phi(u)$, or $\{\phi(v), \phi(u)\} \in$ $E(H)$.

We then say that $H$ is a contraction of $G$ via $\phi$ and denote it by $H \leq_{c}^{\phi} G$. If $H \leq_{c}^{\phi} G$ and $v \in V(H)$, then we call the codomain $\phi^{-1}(v)$ the model of $v$ in $G$.

- a minor of a graph $G$, denoted by $H \leq_{m} G$, if it can be obtained from $G$ by applying edge and vertex deletions and edge contractions.

Alternatively, a graph $H$ is a minor of $G$, if there is a function that maps every vertex $v$ of $H$ to a connected set $B_{v} \subseteq V(G)$, such that for every two distinct vertices $v, w$ of $H, B_{v}$ and $B_{w}$ share no common vertex, and for every edge $\{u, v\}$ of $H$, there is an edge in $G$ with one endpoint in $B_{v}$ and one in $B_{u}$.

The graph that is obtained by the union of all $B_{v}$ such that $v \in V(H)$ and by the edges between $B_{v}$ and $B_{u}$ in G , if there exists an edge $\{v, u\}$ in $H$, is called a model of $H$ in $G$. A model with minimal number of vertices and edges is called minimal model.

We say that a graph $G$ is $H$-minor-free if it does not contain $H$
as a minor. We also say that a graph class $\mathcal{G}$ is $H$-minor-free (or, excludes $H$ as a minor) if all its members are $H$-minor-free.

- a topological minor of a graph $G$, denoted by $H \leq_{t m} G$, if it can be obtained from $G$ by applying vertex deletions, edge deletions, and vertex dissolutions. Moreover, we say that a graph $G$ is a subdivision of a graph $H$, if $H$ can be obtained from $G$ by dissolving vertices.
- an immersion of a graph $G$, denoted by $H \leq{ }_{i m} G$, if it can be obtained from $G$ by applying vertex deletions, edge deletions, and edge lifts.

Equivalently, we say that $H$ is an immersion of $G$ if there is an injective mapping $f: V(H) \rightarrow V(G)$ such that, for every edge $\{u, v\}$ of $H$, there is a path from $f(u)$ to $f(v)$ in $G$ and for any two distinct edges of $H$ the corresponding paths in $G$ are edge-disjoint.

Additionally, if these paths are internally disjoint from $f(V) H)$, then we say that $H$ is strongly immersed in $G$.

As above, the function $f$ is called a model of $H$ in $G$ and a model with minimal number of vertices and edges is called minimal model.

## Tree-width and Linkages

A tree decomposition of a graph $G$ is a pair $(\mathcal{X}, T)$, where $T$ is a tree and $\mathcal{X}=\left\{X_{i} \mid i \in V(T)\right\}$ is a collection of subsets of $V(G)$, called bags such that:

1. $\bigcup_{i \in V(T)} X_{i}=V(G)$;
2. for each edge $\{x, y\} \in E(G),\{x, y\} \subseteq X_{i}$ for some $i \in V(T)$, and
3. for each $x \in V(G)$ the set $\left\{i \mid x \in X_{i}\right\}$ induces a connected subtree of $T$.

The width of a tree decomposition $\left(\left\{X_{i} \mid i \in V(T)\right\}, T\right)$ is

$$
\max _{i \in V(T)}\left\{\left|X_{i}\right|-1\right\}
$$

The tree-width of a graph $G$ is the minimum width over all tree decompositions of $G$. (In the case where $T$ is a path, then the decomposition above is called path decomposition and its width as well as the path-width of a graph are defined similarly.)

Let $r$ be a positive integer. An $r$-approximate linkage in a graph $G$ is a family $L$ of paths with distinct endpoints in $G$ such that for every $r+1$ distinct paths $P_{1}, P_{2}, \ldots, P_{r+1}$ in $L$, it holds that $\bigcap_{i \in[r+1]} V\left(P_{i}\right)=\emptyset$. We call these paths the components of the linkage. Let $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}\right)$ and $\left(\beta_{1}, \beta_{2}, \ldots, \beta_{k}\right)$ be elements of $V(G)^{k}$. We say that an $r$-approximate linkage $L$, consisting of the paths $P_{1}, P_{2}, \ldots, P_{k}$, links $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}\right)$ and $\left(\beta_{1}, \beta_{2}, \ldots, \beta_{k}\right)$ if $P_{i}$ is a path with endpoints $\alpha_{i}$ and $\beta_{i}$, for every $i \in[k]$. The order of such linkage is $k$. We call an $r$-approximate linkage of order $k$, r-approximate $k$-linkage.


Figure 2.1: A unique linkage in a graph.

Two $r$-approximate $k$-linkages $L$ and $L^{\prime}$ are equivalent if they have the same order and for every component $P$ of $L$ there exists a component $P^{\prime}$ of $L^{\prime}$ with the same endpoints. An $r$-approximate linkage $L$ of a graph $G$ is called unique if for every equivalent linkage $L^{\prime}$ of $L, V(L)=V\left(L^{\prime}\right)$. When $r=1$, such a family of paths is called linkage. Finally, a linkage $L$ in a graph $G$ is called vital if $V(L)=V(G)$ and there is no other linkage in $G$ linking the same pairs of vertices. (For an example of a unique linkage, see Figure 2.1.)

### 2.2 Graphs on Surfaces

A graph which can be drawn in the plane in such a way that the edges meet only at points corresponding to their common ends is called a planar graph. Such a drawing of a planar graph is called a planar embedding of the graph and a planar graph together with its embedding is called a plane graph. Notice that if $G$ is a plane graph then $\mathbb{R}^{2} \backslash G$ is open. The connected components of $\mathbb{R}^{2} \backslash G$ are called the faces of $G$ and the closed walks, also called tours, that bound the faces are called facial cycles.

Let $G$ be a graph. We say that $G$ is an apex graph if there exists a vertex $v \in V(G)$ such that $G \backslash v$ is planar. Moreover, we say that $G$ is an $\alpha$-apex graph if there exists a set $S \subseteq V(G)$ such that $|S| \leq \alpha$ and $G \backslash S$ is planar. We denote by $\operatorname{an}(G)$, the minimum $k \in \mathbb{N}$ such that $G$ is a $k$-apex graph, that is,

$$
\operatorname{an}(G)=\min \{k \in \mathbb{N} \mid \exists S \subseteq V(G):(|S| \leq k \wedge G \backslash S \text { is planar. })\}
$$

Clearly, $\mathcal{G}=\{G \mid \boldsymbol{a n}(G)=1\}$ is the class consisting of all apex graphs.
We say that a hypergraph $H$ is planar if its incidence graph is planar, where the incidence graph of a hypergraph $H$ is the bipartite graph $I(H)$
on the vertex set $V(H) \cup E(H)$ where $v \in V(H)$ is adjacent to $e \in E(H)$ if and only if $v \in e$, that is, $v$ is incident to $e$ in $H$.

A surface $\Sigma$ is a compact 2-manifold without boundary (we always consider connected surfaces). If, instead of the plane, we consider a surface $\Sigma$, we say that a graph $G$ is $\Sigma$-embeddable, if it can be drawn in $\Sigma$ in such a way that its edges meet only at their common endpoints. Whenever we refer to a $\Sigma$-embedded graph $G$ we consider a 2 -cell embedding of $G$ in $\Sigma$, where a 2-cell embedding of a graph $G$ is an embedding in which every face is homeomorphic to an open disk. To simplify notations we do not distinguish between a vertex of $G$ and the point of $\Sigma$ used in the drawing to represent the vertex or between an edge and the arc representing it. We also consider a graph $G$ embedded in $\Sigma$ as the union of the points corresponding to its vertices and edges. That way, a subgraph $H$ of $G$ can be seen as a graph $H$, where $H \subseteq G$ in $\Sigma$. Recall that $\Delta \subseteq \Sigma$ is an open (respectively closed) disc if it is homeomorphic to $\{(x, y)$ : $\left.x^{2}+y^{2}<1\right\}$ (respectively $\left\{(x, y): x^{2}+y^{2} \leq 1\right\}$ ). The Eüler genus of a non-orientable surface $\Sigma$ is equal to the non-orientable genus $\tilde{\mathbf{g}}(\Sigma)$ (or the crosscap number). The Eüler genus of an orientable surface $\Sigma$ is $2 \mathbf{g}(\Sigma)$, where $\mathbf{g}(\Sigma)$ is the orientable genus of $\Sigma$. We refer to the book of Mohar and Thomassen $\lfloor 157\rfloor$ for more details on graphs embeddings. The Eüler genus of a graph $G$ (denoted by $\operatorname{eg}(G))$ is the minimum integer $\gamma$ such that $G$ can be embedded on a surface of the Euler genus $\gamma$.

Notice that the graphs that are embedded in the sphere $\mathbb{S}_{0}$ are the planar graphs. Evenmore, we call such a graph, along with its embedding, $\Sigma_{0}$-embedded graph. Let $C_{1}, C_{2}$ be two disjoint cycles in a $\Sigma_{0}$-embedded graph $G$. Let also $\Delta_{i}$ be the open disk of $\mathbb{S}_{0} \backslash C_{i}$ that does not contain points of $C_{3-i}, i \in[2]$. The annulus between $C_{1}$ and $C_{2}$ is the set $\mathbb{S}_{0} \backslash\left(\Delta_{1} \cup \Delta_{2}\right)$ and we denote it by $A\left[C_{1}, C_{2}\right]$. Notice that $A\left[C_{1}, C_{2}\right]$ is a closed set. If
$\mathcal{A}=\left\{C_{1}, \ldots, C_{r}\right\}$ is a collection of cycles of a $\mathbb{S}_{0}$-embedded graph $G$. We say that $\mathcal{A}$ is nested if, for every $i \in[r-2], A\left[C_{i}, C_{i+1}\right] \cup A\left[C_{i+1}, C_{i+2}\right]=$ $A\left[C_{i}, C_{i+2}\right]$. (See, for example, Figure 2.2)


Figure 2.2: A family of four nested cycles.

Let $G$ be a graph embedded in some surface $\Sigma$ and let $x \in V(G)$. We define a disk around $x$ as any open disk $\Delta_{x}$ with the property that each point in $\Delta_{x} \cap G$ is either $x$ or belongs to the edges incident to $x$. Let $P_{1}$ and $P_{2}$ be two edge-disjoint paths in $G$. We say that $P_{1}$ and $P_{2}$ are confluent if, for every $x \in V\left(P_{1}\right) \cap V\left(P_{2}\right)$, that is not an endpoint of $P_{1}$ or $P_{2}$, and for every disk $\Delta_{x}$ around $x$, one of the connected components of the set $\Delta_{x} \backslash P_{1}$ does not contain any point of $P_{2}$. We also say that a collection of paths is confluent if the paths in it are pairwise confluent.

Moreover, given two edge-disjoint paths $P_{1}$ and $P_{2}$ in $G$, we say that a vertex $x \in V\left(P_{1}\right) \cap V\left(P_{2}\right)$ that is not an endpoint of $P_{1}$ or $P_{2}$ is an overlapping vertex of $P_{1}$ and $P_{2}$ if there exists a $\Delta_{x}$ around $x$ such that both connected components of $\Delta_{x} \backslash P_{1}$ contain points of $P_{2}$. (See, for example, Figure 2.3) For a family of paths $\mathcal{P}$, a vertex $v$ of a path $P \in \mathcal{P}$ is called an overlapping vertex of $P$ if there exists a path $P^{\prime} \in \mathcal{P}$, with


Figure 2.3: Vertex $x$ is an overlapping vertex of the paths on the left, but it is not an overlapping vertex of the paths on the right.
$P^{\prime} \neq P$, such that $v$ is an overlapping vertex of $P$ and $P^{\prime}$.

### 2.3 Grids and Walls

Let $k$ and $r$ be positive integers where $k, r \geq 2$. The $(k \times r)$-grid is the Cartesian product of two paths of lengths $k-1$ and $r-1$ respectively. A vertex of a $(k \times r)$-grid is a corner if it has degree 2 . Thus each $(k \times r)$-grid has 4 corners. A vertex of a $(k \times r)$-grid is called internal if it has degree 4 , otherwise it is called external. (For an example of a grid, see Figure 2.4.)


Figure 2.4: The $(6 \times 6)$-grid.

A wall of height $k, k \geq 1$, is the graph obtained from a $((k+1) \times(2$. $k+2)$ )-grid with vertices $(x, y), x \in\{1, \ldots, 2 \cdot k+4\}, y \in\{1, \ldots, k+1\}$, after the removal of the "vertical" edges $\{(x, y),(x, y+1)\}$ for odd $x+y$,
and then the removal of all vertices of degree 1 . We denote such a wall by $W_{k}$.

The corners of the wall $W_{k}$ are the vertices $c_{1}=(1,1), c_{2}=(2 \cdot k+1,0)$, $c_{3}=(2 \cdot k+1+(k+1 \bmod 2), k+1)$ and $c_{4}=(1+(k+1 \bmod 2), k+1)$. (The square vertices in Figure 2.5.) We let $C=\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$ and we call the pairs $\left\{c_{1}, c_{3}\right\}$ and $\left\{c_{2}, c_{4}\right\}$ anti-diametrical.

A subdivided wall $W$ of height $k$ is a wall obtained from $W_{k}$ after replacing some of its edges by paths without common internal vertices. We call the resulting graph $W$ a subdivision of $W_{k}$ and the vertices that appear in the wall after the replacement subdivision vertices.

The non-subdivision vertices of $W$ are called original vertices. The perimeter $P$ of a subdivided wall is the cycle defined by its boundary.

The layers of a subdivided wall $W$ of height $k$ are recursively defined as follows. The first layer of $W$ is its perimeter. For $i=2, \cdots,\left\lceil\frac{k}{2}\right\rceil$, the $i$-th layer of $W$ is the $(i-1)$-th layer of the subwall $W^{\prime}$ obtained from $W$ after removing from $W$ its perimeter and all occurring vertices of degree 1 (see Figure 2.5).

If $W$ is a subdivided wall of height $k$, we call brick of $W$ any facial cycle whose non-subdivided counterpart in $W_{h}$ has length 6 . We say that two bricks are neighbors if their intersection contains an edge.

Let $W_{k}$ be a wall. We denote by $P_{j}^{(h)}$ the shortest path connecting the vertices $(1, j)$ and $(2 \cdot k+2, j)$ and call these paths the horizontal paths of $W_{k}$. Note that these paths are vertex-disjoint. We call the paths $P_{k+1}^{(h)}$ and $P_{1}^{(h)}$ the southern path of $W_{k}$ and northern path of $W_{k}$ respectively. Similarly, we denote by $P_{i}^{(v)}$ the shortest path connecting vertices $(i, 1)$ and $(i, k+1)$ with the assumption that for, $i<2 \cdot k+2, P_{i}^{(v)}$ contains only vertices $(x, y)$ with $x=i, i+1$. Notice that there exists a unique subfamily $\mathcal{P}_{v}$ of $\left\{P_{i}^{(v)} \mid i<2 \cdot k+2\right\}$ of $k+1$ vertical paths with one


Figure 2.5: The first (magenta) and second (red) layers of a wall of height 5.
endpoint in the southern path of $W_{k}$ and one in the northern path of $W_{k}$. We call these paths vertical paths of $W_{k}$ and denote them by $P_{i}^{[v]}, i \in[k]$, where $P_{1}^{(v)}=P_{1}^{[v]}$ and $P_{2 \cdot k+1}^{(v)}=P_{k+1}^{[v]}$. (See Figure 2.6.)

The paths $P_{1}^{[v]}$ and $P_{k+1}^{[v]}$ are called the western path of $W_{k}$ and the eastern path of $W_{k}$ respectively. Notice that each vertex $u \in V\left(W_{k}\right) \backslash V(P)$, is contained in exactly one vertical path, denoted by $P_{u}^{(v)}$, and in exactly one horizontal path, denoted by $P_{u}^{(h)}$, of $W_{k}$. If $W$ is a subdivision of $W_{k}$, we will use the same notation for the paths obtained by the subdivisions of the corresponding paths of $W_{k}$, where we assume that $u$ is an original vertex of $W$.

Let $W$ be a wall and $K^{\prime}$ be the connected component of $G \backslash P$ that contains $W \backslash P$, where $P$ is the perimeter of $W$. The compass $K$ of $W$ in


Figure 2.6: The vertical paths of a wall of height 5 .
$G$ is the graph $G\left[V\left(K^{\prime}\right) \cup V(P)\right]$. Observe that $W$ is a subgraph of $K$ and $K$ is connected.

### 2.4 Logic

A very important area of both Mathematics and Computer Science is Logic. It has been widely explored, since Aristotle was the first to suggest a formal system that was then used by Euclid. Although Logic and its history are a very interesting subject, its exploration and presentation is out of the purpose of this brief introduction. We will, however, mention R. Dedekind (1831-1916), G. Peano (1858-1932), D. Hilbert (1862 1943) and K. Gödel whose contribution was determining and their results and suggestions were ahead of their time.

Here, we consider logics over graphs. (For more on Logic see $\lfloor 73\rfloor$ and $\lfloor 156\rfloor$.)

## First Order Logic over graphs

Definition 2.1. The syntax of the first-order logic is the following:

- Infinite supply of individual variables, usually denoted by lowercase letters $x, y, z$.
- First-order formulas in the language of graphs are built up from atomic formulas $E(x, y)$ and $x=y$ by using the usual Boolean connectives $\neg$ (negation), $\wedge$ (conjuction), $\vee$ (disjunction), $\rightarrow$ (implication), $\leftrightarrow$ (bi-implication), existential quantification $\exists x$ and universal quantification $\forall x$ over individual variables.

Individual variables range over vertices of a graph. The atomic formula $E(x, y)$ express adjacency, and the formula $x=y$ expresses equality. From this, the free variables, the sentences and the semantics of first-order logic are defined in the obvious way.

For example, a dominating set in a graph $G=(V, E)$ is a set $S \subseteq V$ such that for every $v \in V$, either $v$ belongs to $S$ or $v$ is adjacent to a vertex $u$ that belongs to $S$. (see Figure 2.7) The following first-order sentence (parameterized by $k$ ) $\operatorname{dom}_{k}$ says that a graph has a dominating set of size $k$ :

$$
\exists x_{1} \exists x_{2} \ldots \exists x_{k}\left(\bigwedge_{1 \leq i<j \leq k} \neg\left(x_{i}=x_{j}\right) \wedge \forall y\left(\bigvee_{i=1}^{k}\left(\left(y=x_{i}\right) \vee E\left(y, x_{i}\right)\right)\right)\right)
$$

## Monadic Second Order Logic over Graphs

We call signature $\tau=\left\{R_{1}, \ldots, R_{n}\right\}$ any finite set of relation symbols $R_{i}$ of any (finite) arity denoted by $\operatorname{ar}\left(R_{i}\right)$. For the language of graphs $\mathcal{G}$ we


Figure 2.7: The dominating set of a graph (red vertices).
consider the signature $\tau_{\mathcal{G}}=\{V, E, I\}$ where $V$ represents the set of vertices of a graph $G, E$ the set of edges, and $I=\{(v, e) \mid v \in e$ and $e \in E(G)\}$ the incidence relation.

A $\tau$-structure $\mathfrak{A}=\left(A, R_{1}^{\mathfrak{A}}, \ldots, R_{n}^{\mathfrak{A}}\right)$ consists of a finite universe $A$, and the interpretation of the relation symbols $R_{i}$ of $\tau$ in $A$, that is, for every $i, R_{i}^{\mathfrak{A}}$ is a subset of $A^{\operatorname{ar}\left(R_{i}\right)}$.

In MSO formulas are defined recursively from atomic formulas, that is, from expressions of the form $R_{i}\left(x_{1}, x_{2}, \ldots, x_{\mathbf{a r}\left(R_{i}\right)}\right)$ or of the form $x=y$ where $x_{j}, j \leq \operatorname{ar}\left(R_{i}\right), x$ and $y$ are variables, by using the Boolean connectives $\neg, \wedge, \vee, \rightarrow$, and existential or universal quantification over individual variables and sets of variables.

Notice that, in the language of graphs, the atomic formulas are of the form $V(u), E(e)$ and $I(u, e)$, where $u$ and $e$ are vertex and edge variables respectively. Furthermore, quantification takes place over vertex or edge variables or vertex-set or edge-set variables.

A graph structure $\mathfrak{G}=\left(V(G) \cup E(G), V^{\mathfrak{G}}, E^{\mathfrak{G}}, I^{\mathfrak{G}}\right)$ is a $\tau_{\mathcal{G}}$-structure, which represents the graph $G=(V, E)$. From now on, we abuse notation by treating $G$ and $\mathfrak{G}$ equally.

A graph class $\mathcal{C}$ is MSO-definable if there exists an MSO formula $\phi_{\mathcal{C}}$ in the language of graphs such that $G \in \mathcal{C}$ if and only if $G \models \phi_{\mathcal{C}}$, that is,
$\phi_{\mathcal{C}}$ is true in the graph $G\left(G\right.$ is a model of $\left.\phi_{\mathcal{C}}\right)$.

## CHAPTER 3

## Partial (Well-Quasi-)Orderings and Algorithms

### 3.1 Partial (Well-Quasi-)Orderings

One of the most famous graph-theoretic results is the characterization of planar graphs in terms of forbidden topological minors, proven by K. Kuratowski in 1930.

Theorem 3.1 (Kuratowski's Theorem $\lfloor 142$ ). A graph $G$ is planar if and only if it does not contain $K_{5}$ and $K_{3,3}$ as topological minors. ${ }^{1}$

After the first appearance of Kuratowski's proof in $\lfloor 142\rfloor$ numerous alternative proofs were also proposed for this theorem (see, for example, $\lfloor 62,63,153\rfloor)$.

[^2]

Figure 3.1: The Kuratowski graphs.

However, it was K. Wagner's restatement and proof in terms of minors in 1937 [221], and a consequent conjecture, known as Wagner's Conjectur $\epsilon^{2}$, that paved the way towards studying the minor ordering on graphs and what ended up to be the enterprise now known as the Graph Minors Theory.

Theorem 3.2 ( $\lfloor 221\rfloor)$. A graph $G$ is planar if and only if it does not contain $K_{5}$ and $K_{3,3}$ as minors.

Let us now move into the necessary details. Notice that the two aforementioned orderings on graphs, namely the minor and the topological minor ordering, along with all other orderings that we have encountered up to now, that is, the (induced/spanning) subgraph, the contraction, and the immersion ordering, are partial orderings on graphs.

We call a family of graphs $\mathcal{F}$ an anti-chain for the partial ordering $\leq$ if for every two graphs $G, H \in \mathcal{F}$ neither $H \leq G$ nor $G \leq H$, that is, if the elements of $\mathcal{F}$ are mutually non-comparable with respect to the partial ordering $\leq$. Formally,

Definition 3.1. A reflexive and transitive relation is called a partial ordering. A partial ordering $\leq$ on $X$ is a well-quasi-ordering, and the elements

[^3]of $X$ are well-quasi-ordered by $\leq$, if

- there is no strictly infinitely decreasing sequence comprising of elements of $X$, and
- X does not contain an infinite anti-chain.

Observe that, in the case of finite graphs there are no strictly infinitely decreasing sequences. Thus, a partial ordering on graphs is a well-quasiordering if there are no infinite anti-chains of graphs with respect to it. One can easily see that the (induced/spanning) subgraph ordering is not a well-quasi-ordering simply by considering the family of all cycles $\left\{C_{i} \mid i \geq\right.$ $3\}$. Moreover, the class of graphs is not well-quasi-ordered with respect to the contraction relation as the class of graphs $\left\{K_{2, r} \mid r \in \mathbb{N}\right\}$ (Figure 3.2) is an infinite anti-chain for the contraction ordering.


Figure 3.2: Infinite anti-chain for the contraction ordering.

Finally, in Figure 3.3 we may see some of the elements of an anti-chain for the topological minor ordering. However, as we will see later on, both the minor and the immersion ordering are well-quasi-orderings on graphs.


Figure 3.3: Infinite anti-chain for the topological minor ordering.

Conjecture 1 （Wagner＇s Conjecture）．The class of graphs is well－quasi－ ordered with respect to the minor ordering．

The first successful step towards resolving Wagner＇s conjecture was taken by J．Kruskal 〔141〕，who proved in 1960 that the class of trees is well－quasi－ordered with respect to the minor ordering（also known as Vázsonyi Conjecture）．In 1963 a shorter proof（again for trees）was given by Crispin St．John Alvah Nash－Williams［158］．The general case for the class of all graphs required 44 more years and a series of 23 papers，known as the Graph Minors series，until it was finally proven by N．Robertson and P．Seymour $\lfloor 194\rfloor$ and its proof classifies it as one of the deepest results of modern Combinatorics．

Theorem 3.3 （Graph Minors Theorem［194〕）．The finite graphs are well－ quasi－ordered with respect to the minor ordering．

Evenmore，in the same series of papers，the well－quasi－ordering of the graphs with respect to immersions was proved，which was known as the Nash－Williams＇Conjecture．

Theorem 3.4 （ $[211\rfloor)$ ．The finite graphs are well－quasi－ordered with re－ spect the immersion ordering．

Given a partial ordering $\leq$ ，we say that a graph class $\mathcal{C}$ is closed under taking of this ordering if for any graph $G$ that belongs to $\mathcal{C}$ every graph $H$ such that $H \leq G$ also belongs to $\mathcal{C}$ ．For example，the class of planar graphs is closed under taking minors but it is not closed under taking immersions as $K_{5}$ is an immersion of the $(7 \times 7)$－grid（Figure 3．4）．

Assume now that $\mathcal{F}$ is a graph class closed under taking of minors （respectively immersions）and consider the graph class $\overline{\mathcal{F}}=\{G \mid G \notin \mathcal{F}\}$ ．


Figure 3.4: $K_{5}$ as an immersion of the $(7 \times 7)$-grid.

Let $\mathcal{O} \frac{m}{\bar{F}}$ (respectively $\mathcal{O}_{\bar{F}}^{i m}$ ) be the set of minimal mutually non-comparable graphs in $\overline{\mathcal{F}}$ according to the minor (respectively immersion) ordering. As the minor (respectively immersion) ordering is a well-quasi-ordering $\mathcal{O} \frac{m}{\bar{F}}$ (respectively $\mathcal{O}_{\overline{\mathcal{F}}}^{i m}$ ) is finite. Evenmore, a graph $G$ belongs to $\mathcal{F}$ if and only if it does not contain any of the graphs $H \in \mathcal{O} \frac{m}{\bar{F}}$ (respectively $H \in \mathcal{O} \frac{i m}{\bar{F}}$ ) as a minor (respectively immersion).

Indeed, assume that for some graph $G \in \mathcal{F}$ there exists a graph $H \in$ $\mathcal{O} \frac{m}{\overline{\mathcal{F}}}$ (respectively $H \in \mathcal{O} \frac{i m}{\overline{\mathcal{F}}}$ ) such that $H \leq_{\mathrm{m}} G$ (respectively $H \leq_{\text {im }} G$ ). As $\mathcal{F}$ is closed under taking of minors (respectively immersions) and $G \in \mathcal{F}$ then $H \in \mathcal{F}$, a contradiction to the fact that $H \in \overline{\mathcal{F}}$.

For the converse, assume that there exists a graph $G$ that does not contain any of the graphs in $\mathcal{O} \frac{m}{\bar{F}}$ (respectively $\mathcal{O}_{\bar{F}}^{i m}$ ) as a minor (respectively immersion) and $G \in \overline{\mathcal{F}}$. This is a contradiction to the fact that $\mathcal{O} \frac{m}{\overline{\mathcal{F}}}$ (respectively $\left(\mathcal{O}_{\overline{\mathcal{F}}}^{i m}\right)$ contains all the minor-minimal (respectively immersionminimal) elements of $\overline{\mathcal{F}}$.

Given a graph class $\mathcal{F}$ that is closed under taking of minors (respec-
tively immersions) we denote by $\mathbf{o b s}_{\leq_{\mathrm{m}}}(\mathcal{F})$ (respectively $\mathbf{o b s} \leq_{\leq_{\text {im }}}(\mathcal{F})$ ) the set $\mathcal{O} \frac{m}{\mathcal{F}}$ (respectively $\mathcal{O} \frac{i m}{\mathcal{F}}$ ) and call it the minor (respectively immersion) obstruction set of $F$. Finally, its elements are called minor (respectively immersion) obstructions. For example, in the case of planar graphs, from Wagner's theorem, we know that the minor obstruction set is $\left\{K_{5}, K_{3,3}\right\}$, also called, the set of Kuratowski graphs.

Thus, from the above discussion one may obtain that.
Theorem 3.5. For every graph class $\mathcal{F}$ closed under taking of minors (respectively immersions) there exists a finite set of graphs $\mathbf{o b s}_{\leq_{m}}(\mathcal{F})$ (respectively $\mathbf{o b s}_{\leq_{i m}}(\mathcal{F})$ ) such that a graph $G$ belongs to $\mathcal{F}$ if and only if it does not contain any of the graphs in $\mathbf{o b s}_{\leq_{m}}(\mathcal{F})\left(\right.$ respectively $\left.\mathbf{o b s}_{\leq_{i m}}(\mathcal{F})\right)$ as a minor (respectively immersion).

### 3.2 Forbidding Kuratowski Graphs as Immersions

In the previous section, we saw that the Kuratowski graphs ( $K_{5}$ and $K_{3,3}$ ) are the minor obstructions for the class of planar graphs. Evenmore, we saw that although the topological minor ordering is not a well-quasiordering (and thus, a graph class closed under taking topological minors is not expected to admit a characterization in terms of a finite set of forbidden topological minors), the class of planar graphs is one of the rare exceptions.

In this section, we prove a structural characterization of the graphs that exclude $K_{5}$ and $K_{3,3}$ as immersions. First of all, notice that if a graph $G$ contains a graph $H$ as a topological minor then it also contains it as an immersion. This directly implies that if we exclude the Kuratowski graphs as immersions we also exclude them as topological minors. Thus,
a graph $G$ that does not contain $K_{5}$ and $K_{3,3}$ as immersions is also a planar graph. In what follows, we will prove that these graphs have a special structure; they can be constructed by repetitively, joining together simpler graphs, starting from either graphs of small decomposability or from planar graphs with maximum degree 3. In particular, we prove that a graph $G$ that does not contain neither $K_{5}$ nor $K_{3,3}$ as immersions can be constructed by applying consecutive $i$-edge-sums, for $i \leq 3$, to graphs that are planar sub-cubic or of branch-width at most 10.

Let us first start with some necessary definitions and preliminary results.

Edge sums. Let $G_{1}$ and $G_{2}$ be graphs, and $v_{1}, v_{2}$ be vertices of $G_{1}$ and $G_{2}$ respectively, such that $\left|E_{G_{1}}\left(v_{1}\right)\right|=\left|E_{G_{2}}\left(v_{2}\right)\right|$. Consider a bijection $\sigma: E_{G_{1}}\left(v_{1}\right) \rightarrow E_{G_{2}}\left(v_{2}\right)$, where $E_{G_{1}}\left(v_{1}\right)=\left\{e_{1}^{i} \mid i \in[k]\right\}$. We define the $k$-edge sum of $G_{1}$ and $G_{2}$ on $v_{1}$ and $v_{2}$ as the graph $G$ obtained if we take the disjoint union of $G_{1}$ and $G_{2}$, identify $v_{1}$ with $v_{2}$, and then, for each $i \in\{1, \ldots, k\}$, lift $e_{1}^{i}$ and $\sigma\left(e_{1}^{i}\right)$ to a new edge $e^{i}$ and finally remove the vertex $v_{1}$. (See Figures 3.5 and 3.6)


Figure 3.5: The graphs $G_{1}$ and $G_{2}$ before an edge-sum.

Let $G$ be a graph, let $F$ be a minimal $i$-edge cut in $G$, and let $G^{\prime}$ be the connected component of $G$ that contains $F$. Let also $C_{1}$ and $C_{2}$ be the two connected components of $G^{\prime} \backslash F$. We denote by $C_{i}^{\prime}$ the graph obtained from $G^{\prime}$ after contracting all edges of $C_{3-i}^{\prime}$ to a single vertex $v_{i}, i \in[2]$.


Figure 3.6: The graph obtained after an edge-sum.

We say that the graph consisting of the disjoint union of the graphs in $\mathcal{C}(G) \backslash\left\{C_{1}, C_{2}\right\} \cup\left\{C_{1}^{\prime}, C_{2}^{\prime}\right\}$ is the $F$-split of $G$ and we denote it by $\left.G\right|_{F}$. Notice that if $G$ is connected and $F$ is a minimal $i$-edge cut in $G$, then $G$ is the result of an $i$-edge sum of the two connected components $G_{1}$ and $G_{2}$ of $\mathcal{C}\left(\left.G\right|_{F}\right)$ on the vertices $v_{1}$ and $v_{2}$. From Menger's Theorem we obtain the following.

Observation 3.1. Let $k$ be a positive integer. If $G$ is a connected graph that does not contain an internal i-edge cut, for some $i \in[k-1]$, and $v, v_{1}, \ldots, v_{i} \in V(G)$ are distinct vertices such that $\operatorname{deg}_{G}(v) \geq i$ then there exist $i$ edge-disjoint paths from $v$ to $v_{1}, v_{2}, \ldots, v_{i}$.

Lemma 3.1. If $G$ is a $\left\{K_{5}, K_{3,3}\right\}$-immersion free connected graph and $F$ is a minimal internal $i$-edge cut in $G$, for $i \in[3]$, then both connected components of $\left.G\right|_{F}$ are $\left\{K_{5}, K_{3,3}\right\}$-immersion free.

Proof. For contradiction assume that $G$ is a $\left\{K_{5}, K_{3,3}\right\}$-immersion free connected graph and one of the connected components of $\left.G\right|_{F}$, say $C_{1}^{\prime}$, contains $K_{5}$ or $K_{3,3}$ as an immersion, where $F$ is a minimal internal $i$ edge cut in $G, i \in[3]$. Assume that $H \in\left\{K_{5}, K_{3,3}\right\}$ is immersed in $C_{1}^{\prime}$ and let $f: V(H) \rightarrow V\left(C_{1}^{\prime}\right)$ be a model of $H$ in $C_{1}^{\prime}$. Let also $v_{1}$ be the newly introduced vertex of $C_{1}^{\prime}$. Notice that if $v_{1} \notin f(V(H))$ and $v_{1}$ is not an internal vertex of any of the edge-disjoint paths between the vertices in $f(V(H))$, then $f$ is a model of $H$ in $C_{1}$. As $C_{1} \subseteq G, f$ is a model of $H$
in $G$, a contradiction to the hypothesis. Thus, we may assume that either $v_{1} \in f(V(H))$ or $v_{1}$ is an internal vertex in at least one of the edge-disjoint paths between the vertices in $V(H)$. Note that, as neither $K_{5}$ nor $K_{3,3}$ contain vertices of degree $1, \operatorname{deg}_{C_{1}^{\prime}}\left(v_{1}\right)=2$ or $\operatorname{deg}_{C_{1}^{\prime}}\left(v_{1}\right)=3$.

We first exclude the case where $v_{1} \notin f(V(H))$, that is, $v_{1}$ only appears as an internal vertex on the edge-disjoint paths. Observe that, as $\operatorname{deg}_{C_{1}^{\prime}}\left(v_{1}\right) \leq 3, v_{1}$ belongs to exactly one path $P$ in the model defined by $f$. Let $v_{1}^{1}$ and $v_{1}^{2}$ be the neighbors of $v_{1}$ in $P$. Recall that, by the definition of an internal $F$-split, there are vertices $v_{2}^{1}$ and $v_{2}^{2}$ in $C_{2}$ such that $\left\{v_{1}^{1}, v_{2}^{1}\right\},\left\{v_{2}^{1}, v_{2}^{2}\right\} \in E(G)$. Furthermore, as $C_{2}$ is connected, there exists a $\left(v_{2}^{1}, v_{2}^{2}\right)$-path $P^{\prime}$ in $C_{2}$. Therefore, by substituting the subpath $P\left[v_{1}^{1}, v_{1}^{2}\right]$ with the path defined by the union of the edges $\left\{v_{1}^{1}, v_{2}^{1}\right\},\left\{v_{2}^{1}, v_{2}^{2}\right\} \in E(G)$ and the path $P^{\prime}$ in $C_{2}$ we obtain a model of $H$ in $G$ defined by $f$, a contradiction to the hypothesis.

Thus, the only possible case is that $v_{1} \in f(V(H))$. As $\delta\left(K_{5}\right)=4$ and $\operatorname{deg}_{C_{1}^{\prime}}\left(v_{1}\right) \leq 3, f$ defines a model of $K_{3,3}$ in $C_{1}^{\prime}$. Let $v_{1}^{1}, v_{1}^{2}$ and $v_{1}^{3}$ be the neighbors of $v_{1}$ in $C_{1}^{\prime}$. We claim that there is a vertex $v$ in $C_{2}$ and edge-disjoint paths from $v$ to $v_{1}^{1}, v_{1}^{2}, v_{1}^{3}$ in $G$, thus proving that there exists a model of $K_{3,3}$ in $G$ as well, a contradiction to the hypothesis. By the definition of an internal $F$-split, there are vertices $v_{2}^{1}, v_{2}^{2}$ and $v_{2}^{3}$ in $C_{2}$ such that $\left\{v_{1}^{i}, v_{2}^{i}\right\} \in E(G), i \in[3]$. Recall that $C_{2}$ is connected. Therefore, if for every vertex $v \in C_{2}, \operatorname{deg}_{C_{2}}(v) \leq 2, C_{2}$ contains a path whose endpoints, say $u$ and $u^{\prime}$ belong to $\left\{v_{2}^{1}, v_{2}^{2}, v_{2}^{3}\right\}$ and internally contains the vertex in $\left\{v_{2}^{1}, v_{2}^{2}, v_{2}^{3}\right\} \backslash\left\{u, u^{\prime}\right\}$, say $u^{\prime \prime}$. It is easy to verify that $u^{\prime \prime}$ satisfies the conditions of the claim. Assume then that there is a vertex $v \in C_{2}$ of degree at least 3 . Let $G^{\prime}$ be the graph obtained from $G$ after removing all vertices in $V\left(C_{1}\right) \backslash\left\{v_{1}^{1}, v_{1}^{2}, v_{1}^{3}\right\}$ and adding a new vertex that we make it adjacent to the vertices in $\left\{v_{1}^{1}, v_{1}^{2}, v_{1}^{3}\right\}$. As $G$ does not contain


Figure 3.7: A (4,4)-railed annulus and a (4,4)-cylinder.
an internal $i$-edge cut, $i \in[2], G^{\prime}$ does not contain an internal $i$-edge cut, $i \in[2]$. Therefore, from Observation 3.1 and the fact that $v \notin\left\{v_{1}^{1}, v_{1}^{2}, v_{1}^{3}\right\}$, we obtain that there exist three edge-disjoint paths from $v$ to $v_{1}^{1}, v_{1}^{2}, v_{1}^{3}$ in $G^{\prime}$ and thus in $G$. This completes the proof of the claim and the lemma follows.

Let $r \geq 3$ and $q \geq 1$. A $(r, q)$-cylinder, denoted by $C_{r, q}$, is the Cartesian product of a cycle on $r$ vertices and a path on $q$ vertices. (See, for example, Figure 3.7.) $\mathrm{A}(r, q)$-railed annulus in a graph $G$ is a $\operatorname{pair}(\mathcal{A}, \mathcal{W})$ such that $\mathcal{A}$ is a collection of $r$ nested cycles $C_{1}, C_{2}, \ldots, C_{r}$ that are all met by a collection $\mathcal{W}$ of $q$ paths $P_{1}, P_{2}, \ldots, P_{q}$ (called rails) in a way that the intersection of a rail and a path is always a (possibly trivial, that is, consisting of only one vertex) path. (See, for example, Figure 3.7.) Notice that given a graph $G$ embedded in the sphere and a $(k, h)$-cylinder $((r, q)$ railed annulus, respectively) of $G$, then any two cycles of the $(k, h)$-cylinder ( $(r, q)$-railed annulus, respectively) define an annulus between them.

Branch decompositions. A branch decomposition of a graph $G$ is a pair $\mathcal{B}=(T, \tau)$, where $T$ is a ternary tree and $\tau: E(G) \rightarrow \mathcal{L}(T)$ is a
bijection of the edges of $G$ to the leaves of $T$, denoted by $\mathcal{L}(T)$. Given a branch decomposition $\mathcal{B}$, we define $\sigma_{\mathcal{B}}: E(T) \rightarrow \mathbb{N}$ as follows.

Given an edge $e \in E(T)$, let $T_{1}$ and $T_{2}$ be the trees in $T \backslash\{e\}$. Then $\sigma_{\mathcal{B}}(e)=\mid\left\{v \mid\right.$ there exist $e_{i} \in \tau^{-1}\left(\mathcal{L}\left(T_{i}\right)\right), i \in[2]$, such that $\left.e_{1} \cap e_{2}=\{v\}\right\} \mid$. The width of a branch decomposition $\mathcal{B}$ is $\max _{e \in E(T)} \sigma_{\mathcal{B}}(e)$ and the branchwidth of a graph $G$, denoted by $\mathbf{b w}(G)$, is the minimum width over all branch decompositions of $G$. When $|V(T)| \leq 1$ the width of the branch decomposition is defined to be 0 . The following has been proven in $\lfloor 111\rfloor$.

Theorem 3.6 ( $\lfloor 111\rfloor)$. If $G$ is a planar graph and $k, h$ are integers with $k \geq 3$ and $h \geq 1$ then $G$ either contains the $(k, h)$-cylinder as a minor or has branch-width at most $k+2 h-2$.

We now prove the following.

Lemma 3.2. If $G$ is a planar graph of branch-width at least 11, then $G$ contains a (4,4)-railed annulus.

Proof. Let $G$ be a planar graph of branch-width at least 11. Then by Theorem 3.6, $G$ contains (4,4)-cylinder as a minor. By the definition of the minor relation, $G$ contains a $(4,4)$-railed annulus.

### 3.2.1 (Confluent) Families of Paths

Lemma 3.3. Let $G$ be a graph and $v, v_{1}, v_{2} \in V(G)$ such that there exist edge-disjoint paths $P_{1}$ and $P_{2}$ from $v$ to $v_{1}$ and $v_{2}$ respectively. If the paths $P_{1}$ and $P_{2}$ are not well-arranged then there exist edge-disjoint paths $P_{1}^{\prime}$ and $P_{2}^{\prime}$ from $v$ to $v_{1}$ and $v_{2}$ respectively such that $E\left(P_{1}^{\prime}\right) \cup E\left(P_{2}^{\prime}\right) \subsetneq$ $E\left(P_{1}\right) \cup E\left(P_{2}\right)$.


Figure 3.8: An example of the procedure in Lemma 3.3.

Proof. Let $Z=V\left(P_{1}\right) \cap V\left(P_{2}\right)=\left\{v, u_{1}, u_{2}, \ldots, u_{k}\right\}$, where $\left(v, u_{1}\right.$, $\left.u_{2}, \ldots, u_{k}\right)$ is the order that the vertices in $Z$ appear in $P_{1}$, and $\left(v, u_{i_{1}}\right.$, $\left.u_{i_{2}}, \ldots, u_{i_{k}}\right)$ is the order that they appear in $P_{2}$. As the paths are not well-arranged there exists $\lambda \in[k]$ such that $u_{\lambda} \neq u_{i_{\lambda}}$. Without loss of generality assume that $\lambda$ is the smallest such integer. Also, without loss of generality, assume that $u_{\lambda}<u_{i_{\lambda}}$. We define

$$
\begin{aligned}
P_{1}^{\prime} & =P_{1}\left[v, u_{\lambda-1}\right] \cup P_{2}\left[u_{\lambda-1}, u_{i_{\lambda}}\right] \cup P_{1}\left[u_{i_{\lambda}}, v_{1}\right] \\
P_{2}^{\prime} & =P_{2}\left[v, u_{\lambda-1}\right] \cup P_{1}\left[u_{\lambda-1}, u_{\lambda}\right] \cup P_{2}\left[u_{\lambda}, v_{2}\right]
\end{aligned}
$$

and observe that $P_{1}^{\prime}$ and $P_{2}^{\prime}$ satisfy the desired properties. (For an example, see Figure 3.8).

Before proceeding to the statement and proof of the next proposition we need the following definition. Given a collection of paths $\mathcal{P}$ in a graph
$G$, we define the function $f_{\mathcal{P}}: \bigcup_{P \in \mathcal{P}} V(P) \rightarrow \mathbb{N}$ such that $f(x)$ is the number of pairs of paths $P, P^{\prime} \in \mathcal{P}$ for which $x$ is an overlapping vertex. Let

$$
g(\mathcal{P})=\sum_{x \in \bigcup_{P \in \mathcal{P}} V(P)} f_{\mathcal{P}}(x) .
$$

Notice that $f(x) \geq 0$ for every $x \in \bigcup_{P \in \mathcal{P}} V(P)$ and thus $g(\mathcal{P}) \geq 0$. Observe also that $g(\mathcal{P})=0$ if and only if $\mathcal{P}$ is a confluent collection of paths.

Lemma 3.3 allows us to prove the main result of this section. We state the result for general surfaces as the proof for this more general setting does not have any essential difference than the case where $\Sigma$ is the sphere $S_{0}$.

Proposition 3.1. Let $r$ be a positive integer. If $G$ is a graph embedded in a surface $\Sigma, v, v_{1}, v_{2}, \ldots, v_{r} \in V(G)$ and $\mathcal{P}$ is a collection of $r$ edgedisjoint paths from $v$ to $v_{1}, v_{2}, \ldots, v_{r}$ in $G$, then $G$ contains a confluent collection $\mathcal{P}^{\prime}$ of $r$ well-arranged edge-disjoint paths from $v$ to $v_{1}, v_{2}, \ldots, v_{r}$ where $\left|\mathcal{P}^{\prime}\right|=|\mathcal{P}|$ and such that $E\left(\bigcup_{P \in \mathcal{P}^{\prime}} P\right) \subseteq E\left(\bigcup_{P \in \mathcal{P}} P\right)$.

Proof. Let $\hat{G}$ be the spanning subgraph of $G$ induced by the edges of the paths in $\mathcal{P}$ and let $G^{\prime}$ be a minimal spanning subgraph of $\hat{G}$ that contains a collection of $r$ edge-disjoint paths from $v$ to $v_{1}, v_{2}, \ldots, v_{r}$. Let also $\mathcal{P}^{\prime}$ be the collection of $r$ edge-disjoint paths from $v$ to $v_{1}, v_{2}, \ldots, v_{r}$ in $G^{\prime}$ for which $g\left(\mathcal{P}^{\prime}\right)$ is minimum. It is enough to prove that $g\left(\mathcal{P}^{\prime}\right)=0$.

For a contradiction, we assume that $g\left(\mathcal{P}^{\prime}\right)>0$ and we prove that there exists a collection $\tilde{\mathcal{P}}$ of $r$ edge-disjoint paths from $v$ to $v_{1}, v_{2}, \ldots, v_{r}$ in $G^{\prime}$ such that $g(\tilde{P})<g\left(\mathcal{P}^{\prime}\right)$. As $g\left(\mathcal{P}^{\prime}\right)>0$, then there exists a path, say $P_{1} \in \mathcal{P}^{\prime}$, that contains an overlapping vertex $u$. Let $z_{1}$ be the endpoint of $P_{1}$ which is different from $v$. Without loss of generality we may assume that $u$ is the overlapping vertex of $P_{1}$ that is closer to $z_{1}$ in $P_{1}$. Then
there is a $\left(v, z_{2}\right)$-path $P_{2} \in \mathcal{P}^{\prime}$ such that $u$ is an overlapping vertex of $P_{1}$ and $P_{2}$. Let $\tilde{P}_{i}=P_{3-i}[v, u] \cup P_{i}\left[u, z_{i}\right], i \in[2]$, and $\tilde{P}=P$ for every $P \in \mathcal{P}^{\prime} \backslash\left\{P_{1}, P_{2}\right\}$. As Lemma 3.3 and the edge-minimality of $G^{\prime}$ imply that the paths $P_{1}$ and $P_{2}$ are well-arranged, we obtain that $\tilde{P}_{i}$ is a path from $v$ to $z_{i}, i \in[2]$. Let $\tilde{\mathcal{P}}$ be $\left\{\tilde{P} \mid P \in \mathcal{P}^{\prime}\right\}$. It is easy to verify that $\tilde{\mathcal{P}}$ is a collection of $r$ edge-disjoint paths from $v$ to $v_{1}, v_{2}, \ldots, v_{r}$. We will now prove that $g(\tilde{\mathcal{P}})<g\left(\mathcal{P}^{\prime}\right)$.

First notice that if $x \neq u$, then $f_{\tilde{\mathcal{P}}}(x)=f_{\mathcal{P}^{\prime}}(x)$. Thus, it is enough to prove that $f_{\tilde{\mathcal{P}}}(u)<f_{\mathcal{P}^{\prime}}(u)$. Observe that if $\left\{P, P^{\prime}\right\} \subseteq \mathcal{P}^{\prime} \backslash\left\{P_{1}, P_{2}\right\}$ and $u$ is an overlapping vertex of $P$ and $P^{\prime}$ in $\mathcal{P}^{\prime}$ then $u$ is also an overlapping vertex of $\tilde{P}$ and $\tilde{P}^{\prime}$ in $\tilde{\mathcal{P}}$. Furthermore, while $u$ is an overlapping vertex in the case where $\left\{P, P^{\prime}\right\}=\left\{P_{1}, P_{2}\right\}$, it is not an overlapping vertex of $\tilde{P}_{1}$ and $\tilde{P}_{2}$. It remains to examine the case where $\left|\left\{P, P^{\prime}\right\} \cap\left\{P_{1}, P_{2}\right\}\right|=1$. In other words, we examine the case where one of the paths $P$ and $P^{\prime}$, say $P^{\prime}$, is $P_{1}$ or $P_{2}$, and $P \in \mathcal{P}^{\prime} \backslash\left\{P_{1}, P_{2}\right\}$. Let $\Delta_{u}$ be a disk around $u$ and $\Delta_{1}, \Delta_{2}$ be the two distinct disks contained in the interior of $\Delta_{u}$ after removing $P$. We distinguish the following cases.


Figure 3.9: The paths $P$ (black), $P_{1}$ (red) and $P_{2}$ (blue) and the paths $\tilde{P}_{1}$ (blue) and $\tilde{P}_{2}$ (red).

Case 1. $u$ is neither an overlapping vertex of $P_{1}$ and $P$, nor of $P_{2}$ and $P$ (see Figure 3.9). Then it is easy to see that the same holds for the pairs of paths $\tilde{P}_{1}$ and $P$, and $\tilde{P}_{2}$ and $P$. Indeed, notice that for every $i \in[2], P_{i}$
intersects exactly one of $\Delta_{1}$ and $\Delta_{2}$. Furthermore, as $u$ is an overlapping vertex of $P_{1}$ and $P_{2}$, both paths intersect the same disk. From the observation that $P_{1} \cup P_{2}=\tilde{P}_{1} \cup \tilde{P}_{2}$, we obtain that $u$ is neither an overlapping vertex of $\tilde{P}_{1}$ and $P$ nor of $\tilde{P}_{2}$ and $P$.

Case 2. $u$ is an overlapping vertex of $P_{i}$ and $P$ but not of $P_{3-i}$ and $P$, $i \in[2]$ (see Figure 3.10). Notice that exactly one of the following holds.

- $P_{i}[v, u] \cup P_{3-i}[v, u]$ intersects exactly one of the disks $\Delta_{1}$ or $\Delta_{2}$, say $\Delta_{1}$. Then $P_{i}\left[u, z_{i}\right]$ intersects $\Delta_{2}$ and $P_{3-i}\left[u, z_{3-i}\right]$ intersects $\Delta_{1}$. Therefore, it is easy to see that, $u$ is not an overlapping vertex of $\tilde{P}_{i}$ and $P$ but it is an overlapping vertex of $\tilde{P}_{3-i}$ and $P$.
- $P_{i}\left[u, z_{i}\right] \cup P_{3-i}\left[u, z_{3-i}\right]$ intersects exactly one of the disks $\Delta_{1}$ or $\Delta_{2}$, say $\Delta_{1}$. Then $P_{i}[v, u]$ intersects $\Delta_{2}$ and $P_{3-i}[v, u]$ intersects $\Delta_{1}$. Therefore, it is easy to see that, $u$ is an overlapping vertex of $\tilde{P}_{i}$ and $P$ and is not an overlapping vertex of $\tilde{P}_{3-i}$ and $P$.

( $\alpha$ )

( $\beta$ )

Figure 3.10: The paths $P$ (black), $P_{1}$ (red) and $P_{2}$ (blue) and the paths $\tilde{P}_{1}$ (blue) and $\tilde{P}_{2}$ (red).

Case 3. $u$ is an overlapping vertex of both $P_{1}$ and $P$, and $P_{2}$ and $P$ (see Figure 3.11). As above, exactly one of the following holds.


Figure 3.11: The paths $P$ (black), $P_{1}$ (red) and $P_{2}$ (blue) and the paths $\tilde{P}_{1}$ (blue) and $\tilde{P}_{2}$ (red).

- $P_{1}[v, u] \cup P_{2}[v, u]$ intersects exactly one of the disks $\Delta_{1}$ or $\Delta_{2}$, say $\Delta_{1}$. Then $P_{1}\left[u, z_{1}\right] \cup P_{2}\left[u, z_{2}\right]$ intersects $\Delta_{2}$. It follows that $u$ is an overlapping vertex of both $\tilde{P}_{1}$ and $P$, and $\tilde{P}_{2}$ and $P$.
- $P_{1}[v, u] \cup P_{2}\left[u, z_{2}\right]$ intersects exactly one of the disks $\Delta_{1}$ or $\Delta_{2}$, say $\Delta_{1}$. Then $P_{1}\left[u, z_{1}\right] \cup P_{2}[v, u]$ intersects $\Delta_{2}$. It follows that $u$ is neither an overlapping vertex of $\tilde{P}_{1}$ and $P$ nor of $\tilde{P}_{2}$ and $P$.

From the above cases we obtain that $f_{\tilde{\mathcal{P}}}(u)<f_{\mathcal{P}^{\prime}}(u)$ and therefore $g(\tilde{\mathcal{P}})<g\left(\mathcal{P}^{\prime}\right)$, contradicting the choice of $\mathcal{P}^{\prime}$. This completes the proof of the proposition.

### 3.2.2 A Decomposition Theorem

We prove now the following decomposition theorem for $\left(K_{5}, K_{3,3}\right)$ immersion free graphs.

Theorem 3.7. If $G$ is a graph not containing $K_{5}$ or $K_{3,3}$ as an immersion, then $G$ can be constructed by applying consecutive $i$-edge sums, for $i \in[3]$, to graphs that either are sub-cubic or have branch-width at most 10.

Proof. Observe first that a $\left(K_{5}, K_{3,3}\right)$-immersion-free graph $G$ is also ( $K_{5}, K_{3,3}$ )-topological-minor-free, therefore, from Kuratowski's theorem, $G$ is planar. Applying Lemma 3.1, we may assume that $G$ is a $\left(K_{5}, K_{3,3}\right)$ -immersion-free graph without any internal $i$-edge cut, $i \in[3]$. It is now enough to prove that $G$ is either planar sub-cubic or has branch-width at most 10. For a contradiction, we assume that $\mathbf{b w}(G) \geq 11$ and that $G$ contains some vertex $v$ of degree at least 4 . Our aim is to prove that $G$ contains $K_{3,3}$ as an immersion. First, let $G^{s}$ be the graph obtained from $G$ after subdividing all of its edges once. Notice that $G^{s}$ contains $K_{3,3}$ as an immersion if and only if $G$ contains $K_{3,3}$ as an immersion. Hence, from now on, we want to find $K_{3,3}$ in $G^{s}$ as an immersion.

From Lemma 3.2, $G$ and thus $G^{s}$, contains a (4,4)-railed annulus as a subgraph. Observe then that $G^{s}$ also contains as a subgraph a $(2,4)$ railed annulus such that the vertex $v$ of degree at least 4 does not belong to the annulus between its cycles. (Figure 3.12 depicts the case where $v$ is inside the annulus between the second and the third cycle.) We denote by $C_{1}$ and $C_{2}$ the nested cycles and by $R_{1}, R_{2}, R_{3}$ and $R_{4}$ the rails of the above (2,4)-railed annulus. Let $A$ be the annulus between $C_{1}$ and $C_{2}$. Without loss of generality we may assume that $C_{1}$ separates $v$ from $C_{2}$ and that $A$ is edge-minimal, that is, there is no other annulus $A^{\prime}$ such that $\left|E\left(A^{\prime}\right)\right|<|E(A)|$ and $A^{\prime} \subseteq A$.

Let now $G_{1}, G_{2}, \ldots, G_{p}$ be the connected components of $A \backslash\left(C_{1} \cup C_{2}\right)$.
Claim 1. For every $i \in[p]$ and every $j \in[2]$,

$$
\left|N_{G^{s}}\left(V\left(G_{i}\right)\right) \cap V\left(C_{j}\right)\right| \leq 1
$$

Proof of Claim 1. Assume the contrary. Then there is a cycle $C_{j}^{\prime}$ such that $C_{j}^{\prime}$ and $C_{j \bmod 2+1}$ define an annulus $A^{\prime}$ with $A^{\prime} \subseteq A$ and $\left|E\left(A^{\prime}\right)\right|<|E(A)| ;$ a contradiction to the edge-minimality of the annulus $A$.


Figure 3.12: The (4,4)-railed annulus and the vertex $v$.

For every $l \in[p]$, we denote by $u_{1}^{l}$ and $u_{2}^{l}$ the unique neighbor of $G_{k}$ in $C_{1}$ and $C_{2}$ respectively (whenever they exist). We call the connected components that have both a neighbor in $C_{1}$ and a neighbor in $C_{2}$ substantial. Let
$\mathcal{C}=\left\{\widehat{G}_{i}=G\left[V\left(G_{i}\right) \cup\left\{u_{1}^{i}, u_{2}^{i}\right\}\right] \mid G_{i}\right.$ is a substantial connected component $\}$.

That is, $\mathcal{C}$ is the set of graphs induced by the substantial connected components and their neighbors in the cycles $C_{1}$ and $C_{2}$. Note that every edge of $G$ has been subdivided in $G^{s}$ and thus every edge $e \in G$ for which $e \cap C_{1} \neq \emptyset$ and $e \cap C_{2} \neq \emptyset$ corresponds to a substantial connected component in $\mathcal{C}$.

We now claim that there exist four confluent edge-disjoint paths $P_{1}, P_{2}, P_{3}$ and $P_{4}$ from $v$ to $C_{2}$ in $G^{s}$. This follows from the facts that $G^{s}$ does not contain an internal $i$-edge cut, $C_{2}$ contains at least 4 vertices, and $\operatorname{deg}_{G^{s}}(v) \geq 4$, combined with Observation 3.1. Moreover, from

Proposition 3.1, we may assume that $P_{1}, P_{2}, P_{3}$ and $P_{4}$ are confluent.
Let $P_{i}^{\prime}$ be the subpath $P_{i}\left[v, v_{i}\right]$ of $P_{i}$, where $v_{i}$ is the vertex in $V\left(P_{i}\right) \cap V\left(C_{2}\right)$ whose distance from $v$ in $P_{i}$ is minimum, $i \in$ [4]. Recall that all edges of $G$ have been subdivided in $G^{s}$. This implies that there exist four (possibly not disjoint) graphs in $\mathcal{C}$, say $\widehat{G}_{1}, \widehat{G}_{2}, \widehat{G}_{3}$ and $\widehat{G}_{4}$ such that $v_{i}=u_{2}^{i}, i \in[4]$. We distinguish two cases.

Case 1. The graphs $\widehat{G}_{1}, \widehat{G}_{2}, \widehat{G}_{3}$ and $\widehat{G}_{4}$ are vertex-disjoint.
This implies that the endpoints of $P_{1}^{\prime}, P_{2}^{\prime}, P_{3}^{\prime}$ and $P_{4}^{\prime}$ are disjoint. Let $G^{\prime}$ be the graph induced by the cycles $C_{1}, C_{2}$ and the paths $P_{1}^{\prime}, P_{2}^{\prime}, P_{3}^{\prime}, P_{4}^{\prime}$ and let $\widehat{P}_{1}, \widehat{P}_{2}, \widehat{P}_{3}$ and $\widehat{P}_{4}$ be confluent edge-disjoint paths from $v$ to $u_{2}^{1}, u_{2}^{2}, u_{2}^{3}$, and $u_{2}^{4}$ in $G^{\prime}$ such that
(i) $\sum\left\{e \mid e \in \bigcup_{i \in[4]} E\left(\widehat{P}_{i}\right) \backslash E(A)\right\}$ is minimum, that is, the number of the edges of the paths that is outside of $A$ is minimum, and
(ii) subject to (i), $\sum\left\{e \mid e \in \bigcup_{i \in[4]} E\left(\widehat{P}_{i}\right)\right\}$ is minimum.

Let also $\widehat{G}$ be the graph induced by $C_{1}, C_{2}, \widehat{P}_{1}, \widehat{P}_{2}, \widehat{P}_{3}$, and $\widehat{P}_{4}$. From now on we work towards showing that $\widehat{G}$ contains $K_{3,3}$ as an immersion. For every $i \in[4]$ we call a connected component of $\widehat{P}_{i} \cap C_{1}$ non-trivial if it contains at least an edge.

Claim 2. For every $i \in$ [4], $\widehat{P}_{i} \cap C_{1}$ contains at most one non-trivial connected component $Q_{i}$ and $u_{1}^{i}$ is an endpoint of $Q_{i}$.

Proof of Claim 2. First, notice that any path from $v$ to $v_{i}$ in $\widehat{G}$ contains $u_{1}^{i}$, and thus $u_{1}^{i} \in V\left(\widehat{P}_{i}\right)$. Observe now that $\widehat{P}_{i}\left[u_{1}^{i}, u_{2}^{i}\right]$ is a subpath of $\widehat{P}_{i}$ whose internal vertices do not belong to $C_{1}$. Thus if $u_{1}^{i}$ belongs to a non-trivial connected component $Q_{i}$ of $\widehat{P}_{i} \cap C_{1}$, then $u_{1}^{i}$ is an endpoint of $Q_{i}$. We will now prove that any non-trivial connected component of
$\widehat{P}_{i} \cap C_{1}$ contains $u_{1}^{i}$. Assume in contrary that there exists a non-trivial connected component $P$ of $\widehat{P}_{i} \cap C_{1}$ that does not contain $u_{1}^{i}$. Let $u$ be the endpoint of $P$ for which $\operatorname{dist}_{\widehat{P}_{i}}\left(u, u_{1}^{i}\right)$ is minimum. Let also $u^{\prime}$ be the vertex in $\widehat{P}_{i}\left[u, u_{1}^{i}\right] \cap C_{1}$ such that $\operatorname{dist}_{\widehat{P}_{i}}\left(u, u^{\prime}\right)$ is minimum. Let $P^{\prime}$ be the subpath of $C_{1}$ with endpoints $u, u^{\prime}$ such that $\widehat{P}_{i}\left[u, u^{\prime}\right] \cup P^{\prime}$ is a cycle $C$ with $C \cap P=\{u\}$. We further assume that the interior of $\widehat{P}_{i}\left[u, u^{\prime}\right] \cup P^{\prime}$ is the open disk that does not contain any vertices of $\widehat{P}_{i}$.

We will prove that for every path $\widehat{P}_{j}, j \in[4], \widehat{P}_{j} \cap P^{\prime} \subseteq\left\{u, u^{\prime}\right\}$. As this trivially holds for $j=i$ we will assume that $j \neq i$. Observe that, for every $j \in[4], \widehat{P}_{j}\left[v, u_{1}^{j}\right] \cap A \subseteq C_{1}$ as for every connected component $H$ of $A \backslash\left(C_{1} \cup C_{2}\right)$ it holds that $\left|N_{G^{s}}(V(H)) \cap V\left(C_{j}\right)\right| \leq 1$. Furthermore, observe that $\widehat{P}_{i}\left[u, u^{\prime}\right] \cup P^{\prime}$ is a separator in $\widehat{G}$. This implies that $v$ does not belong to the interior of $\widehat{P}_{i}\left[u, u^{\prime}\right] \cup P^{\prime}$. Thus, if there is a vertex $z$ such that $z \in \widehat{P}_{j} \cap\left(P^{\prime} \backslash\left\{u, u^{\prime}\right\}\right), j \neq i$, then there is a vertex $z^{\prime} \in \widehat{P}_{j} \cap \widehat{P}_{i}\left[u, u^{\prime}\right]$, a contradiction to the confluence of the paths. We may then replace $\widehat{P}_{i}\left[u, u^{\prime}\right]$ by $P^{\prime}$, a contradiction to (i).

We denote by $v_{i}$ the endpoint of $Q_{i}$ that is different from $u_{1}^{i}$ if $Q_{i}$ is a non-trivial connected component of $\widehat{P}_{i} \cap C_{1}, i \in[4]$. Observe that $\widehat{P}_{i}=\widehat{P}_{i}\left[v, v_{i}\right] \cup Q_{i} \cup \widehat{P}_{i}\left[u_{1}^{i}, u_{2}^{i}\right]$, where we let $Q_{i}=\emptyset$ in the case where $\widehat{P}_{i} \cap C_{1}$ is edgeless, $i \in[4]$. We denote by $T_{i}$ the subpath of $C_{1}$ with endpoints $u_{1}^{i}$ and $u_{1}^{i} \bmod 4+1$ such that $T_{i} \cap\left\{\left\{u_{1}^{1}, u_{1}^{2}, u_{1}^{3}, u_{1}^{4}\right\} \backslash\left\{u_{1}^{i}, u_{1}^{i} \bmod 4+1\right\}\right\}=\emptyset$, $i \in[4]$. From the confluence of the paths $\widehat{P}_{i}$ and the fact that $u_{1}^{i}$ is an endpoint of $Q_{i}$ it follows that either $Q_{i} \subseteq T_{i}$ or $Q_{i} \subseteq T_{i-1}, i \in$ [4], where $T_{i-1}=T_{3+i \bmod 4}$ if $i-1 \notin[4]$.

Claim 3. There exists an $i_{0} \in[4]$ such that $T_{i_{0}} \cap\left(Q_{i_{0}}, Q_{i_{0} \bmod 4+1}\right) \neq T_{i_{0}}$. Proof of Claim 3. Towards a contradiction assume that for every $i \in[4]$, it holds that $T_{i} \cap\left(Q_{i}, Q_{i} \bmod 4+1\right)=T_{i}$. It follows that either $Q_{i}=$
$T_{i}=\widehat{P}_{i}\left[v_{i}, v_{1}^{i}\right], i \in[4]$ or $Q_{i \bmod 4+1}=T_{i}, i \in[4]$. Notice then that either $v_{i}=u_{1}^{i} \bmod 4+1, i \in[4]$, or $v_{i} \bmod 4+1=u_{1}^{i}, i \in[4]$, respectively. Then, we let $\tilde{P}_{i} \bmod 4+1=\widehat{P}_{i}\left[v, v_{i}\right] \cup \widehat{P}_{i \bmod 4+1}\left[u_{1}^{i} \bmod 4+1, u_{2}^{i} \bmod 4+1\right]$ or $\tilde{P}_{i}=\widehat{P}_{i} \bmod 4+1\left[v, v_{i} \bmod 4+1\right] \cup \widehat{P}_{i}\left[u_{1}^{i}, u_{2}^{i}\right], i \in[4]$, respectively. Notice that the paths $\tilde{P}_{1}, \tilde{P}_{2}, \tilde{P}_{3}$, and $\tilde{P}_{4}$ are confluent edge-disjoint paths from $v$ to $u_{2}^{1}, u_{2}^{2}, u_{2}^{3}$, and $u_{2}^{4}$ such that $\cup_{i \in[4]} \tilde{P}_{i}$ is a proper subgraph of $\cup_{i \in[4]} \widehat{P_{i}}$. Therefore, we have that

$$
\sum\left\{e \mid e \in \bigcup_{i \in[4]} E\left(\tilde{P}_{i}\right)\right\}<\sum\left\{e \mid e \in \bigcup_{i \in[4]} E\left(\widehat{P}_{i}\right)\right\},
$$

a contradiction to (ii).
It is now easy to see that $\widehat{G}$, and thus $G$, contains $K_{3,3}$ as an immersion. Indeed, first remove all edges of $C_{1} \backslash T_{i_{0}}$ that do not belong to any path $\widehat{P}_{i}, i \in[4]$. Then lift the paths $\widehat{P}_{i}$ to a single edge where $i \neq i_{0}, i_{0}$ $\bmod 4+1$. Now let $u_{i_{0}}\left(u_{i_{0}} \bmod 4+1\right.$ respectively) be the vertex of $T_{i_{0}}$ that belongs to $\widehat{P}_{i_{0}}\left(\widehat{P}_{i_{0}} \bmod 4+1\right.$ respectively) whose distance from $v$ in $\widehat{P}_{i_{0}}$ ( $\widehat{P}_{i_{0}} \bmod { }_{4+1}$ respectively) is minimum and lift the paths $\widehat{P}_{i_{0}}\left[v, u_{i_{0}}\right]$ and $\widehat{P}_{i_{0} \bmod 4+1}\left[v, u_{i_{0}} \bmod 4+1\right]$ to single edges. Notice now that $\widehat{G}$ contains the graph $H_{2}$ depicted in Figure 3.13 as an immersion. Thus, we get that $\widehat{G}$ contains $K_{3,3}$ as an immersion.

Case 2. There exist $i_{1}, i_{2} \in[4]$ such that $\widehat{G}_{i_{1}}$ and $\widehat{G}_{i_{2}}$ are not vertexdisjoint.
Let $G^{\mu}$ be the graph induced by the cycles $C_{1}$ and $C_{2}$ and the graphs in $\mathcal{C}^{\prime}$. We will show that $G^{\mu}$ contains $K_{3,3}$ as an immersion. First recall that the common vertices of $\widehat{G}_{i_{1}}$ and $\widehat{G}_{i_{2}}$ lie in at least one of the cycles $C_{1}$ and $C_{2}$. Without loss of generality assume that they have a common vertex in $C_{1}$. Recall that, as every edge of $G$ has been subdivided in $G^{s}$, there does not


Figure 3.13: The graphs $H_{1}$ and $H_{2}$.
exist an edge $e \in G^{s}$ such that $e \cap C_{j} \neq \emptyset, j \in[2]$. This observation and the fact that there exist four rails between $C_{1}$ and $C_{2}$ imply that there exist at least four graphs in $\mathcal{C}^{\prime}$ that are vertex-disjoint. It follows that there exist three vertex-disjoint graphs, say $\widehat{G}_{i_{3}}, \widehat{G}_{i_{4}}, \widehat{G}_{i_{5}}$, in $\mathcal{C}^{\prime}$ with the additional properties that $\widehat{G}_{i_{2+r}} \cap \widehat{G}_{i_{1}} \cap C_{1}=\emptyset, r \in[3]$, and that at most one of the $\widehat{G}_{i_{3}}, \widehat{G}_{i_{4}}, \widehat{G}_{i_{5}}$ has a common vertex with one of the $\widehat{G}_{i_{1}}, \widehat{G}_{i_{2}}$. Note here that none of the $\widehat{G}_{i_{3}}, \widehat{G}_{i_{4}}, \widehat{G}_{i_{5}}$ can have a common vertex with one of the $\widehat{G}_{i_{1}}, \widehat{G}_{i_{2}}$ in $C_{2}$, in the case where $\widehat{G}_{i_{1}} \cap \widehat{G}_{i_{2}} \cap C_{2} \neq \emptyset$. It is now easy to see that $G^{\mu}$ contains $H_{1}$ or ( $H_{2}$ respectively) depicted in Figure 3.13 as a topological minor when $\widehat{G}_{i_{1}} \cap \widehat{G}_{i_{2}} \cap C_{2} \neq \emptyset\left(\widehat{G}_{i_{1}} \cap \widehat{G}_{i_{2}} \cap C_{2}=\emptyset\right.$ respectively $)$. Observe now that $H_{1}$ contains $H_{2}$ as an immersion. Moreover, notice that $H_{2}$ contains $K_{3,3}$ as an immersion. Thus $G^{\mu}$, and therefore $G^{s}$ and $G$, contain $K_{3,3}$ as an immersion, a contradiction.

Remark 1. It is easy to verify that our results hold for both the weak and strong immersion relations.

We believe that the upper bound on the branch-width of the building blocks of Theorem 3.7 can be further reduced, especially if we restrict ourselves to simple graphs. There is an infinite family of graphs that are not sub-cubic and have branch-width 3 ; two of them are depicted in


Figure 3.14: Simple non-sub-cubic graphs of branch-width 3 without $K_{5}$ or $K_{3,3}$ as immersions.

Figure 3.14. However, we have not been able to find any simple non-subcubic graph of branch-width greater than 3 that does not contain $K_{5}$ or $K_{3,3}$ as an immersion.

### 3.3 Algorithms

As we have already mentioned the proof of the Graph Minors theorem is one of the deepest in Modern Combinatorics. However, Graph minors also play an important role in the theory of Algorithms as many algorithmic techniques can be derived from the structural theorems that were proved in its context.

In this section we would like to mention, up to some extent, some of the most important (meta-)algorithms which motivated the results presented in the next chapter.

Theorem 3.8 ( 193$\rfloor)$. Given a fixed graph H, one can construct an algorithm that decides, for any input graph $G$, whether $H \leq_{m} G$ in time $O\left(\mathbf{n}(G)^{3}\right)$, where the hidden constants in the $O$-notation depend only on $H$.

By combining Theorem 3.8 with Theorem 3.5, the following is derived.

Theorem 3.9. Given graph class $\mathcal{F}$ that is closed under taking of minors there exists an algorithm that decides, for any input graph $G$, whether $G \in \mathcal{F}$ in time $O\left(\mathbf{n}(G)^{3}\right)$, where the hidden constants in the $O$-notation depend only on $\mathcal{F}$.

It is very easy to verify the correctness of the above theorem. As it is known, from Theorem 3.5, there exists a finite set of obstructions for the minor-closed graph class $\mathcal{F}$. Moreover, from Theorem 3.8, we can construct, for each one of them, an algorithm that decides whether they are contained in a graph as minors. Then, for any given graph $G$, we decide whether it contains any of the obstructions. If yes, then $G \notin \mathcal{F}$. Otherwise, $G \in \mathcal{F}$.

While this result on minors has been widely known since 1995, it was not until last year that the analog result was proven for the immersion ordering. In particular, in [109」, M. Grohe, K. Kawarabayashi, D. Marx and P. Wollan proved the following.

Theorem 3.10. Given a fixed graph $H$, one can construct an algorithm that decides, for any input graph $G$, whether $H \leq_{i m} G$ in time $O\left(\mathbf{n}(G)^{3}\right)$, where the hidden constants in the $O$-notation depend only on $H$.

As before, Theorem 3.10 combined with Theorem 3.5 yield the following.

Theorem 3.11. Given graph class $\mathcal{F}$ that is closed under taking of immersions, there exists an algorithm that decides. for any input graph $G$, whether $G \in \mathcal{F}$ in time $O\left(\mathbf{n}(G)^{3}\right)$, where the hidden constants in the $O$ notation depend only on $\mathcal{F}$.

Thus, from Theorem 3.9 (respectively Theorem 3.11) one can immediately prove that a graph class can be recognized in cubic time just by
proving that it is closed under taking of minors (respectively immersions).
More generally, theorems that are providing algorithmic solution to a wide class of problems are called meta-algorithmic theorems. Through the past decade many such theorems have appeared $[24,36,43,94,165,168]$ and usually provide a generic way to identify an upper bound on the complexity of a computational problem. The most famous one is the celebrated theorem of Courcelle $\lfloor 36\rfloor$, stating that given an MSO-formula there is a linear time algorithm deciding whether an input graph $G$, whose treewidth is bounded, satisfies this formula.

We would like to stress here that while Theorems 3.9 and 3.11 are of great importance they crucially differ from Theorems 3.8 and 3.10. Notice that the Theorems 3.8 and 3.10 explicitly state the construction of an algorithm deciding whether an input graph $G$ contains a fixed graph $H$ as a minor or as an immersion, whereas Theorems 3.9 and 3.11 only state the existence of an algorithm that decides the membership of a graph into a graph class closed under taking minors or immersions.

This happens because the construction of the algorithms mentioned in the Theorems 3.9 and 3.11 assumes that the minor or immersion obstructions are known for the given graph class $\mathcal{F}$. However, the proofs in the context of the Graph Minors Theory do not provide any direction towards the identification of the obstruction sets $\lfloor 95\rfloor$. Furthermore, this appears that it can actually be an extremely challenging task. The identification of the minor obstruction sets for the parameter of tree-depth and the computation of the immersion obstruction sets for graph classes closed under taking of immersions are the subjects that we deal with in the next two chapters.

For more on algorithmic techniques derived from the Graph Minor

Theory see Chapter 8.

## CHAPTER 4

## Identifying the Obstructions for Tree-depth

As we saw in the previous chapter, for every graph class $\mathcal{C}$ that is closed under taking of minors or immersions there exists a cubic time algorithm deciding the membership of a graph $G$ in the graph class $\mathcal{C}$. However, recall that the construction of such an algorithm requires an explicit description of the set $\mathbf{o b s} \leq_{\leq_{m}}(\mathcal{C})$ or $\mathbf{o b s}_{\leq_{i m}}(\mathcal{C})$ respectively.

Our goal in this chapter is to study ways of identifying minor obstruction sets. In particular, in this chapter, we would like to show how challenging the identification of an obstruction set can be by trying to identify the minor obstructions for the parameter of tree-depth.

The graph parameter of tree-depth (also known as the vertex ranking problem $\lfloor 21\rfloor$, or the ordered coloring problem $\lfloor 132\rfloor$ ) has received much attention, mostly because of the theory of graph classes of bounded expansion, developed by Nešetřil and Ossona de Mendez. See, for exam-
ple, $\lfloor 160-169\rfloor$. (For extensive details on the graph classes of bounded expansion, see $\lfloor 170\rfloor$.) Furthermore, the tree-depth of a graph is equivalent to the minimum-height of an elimination tree of a graph $44,57,166\rfloor$ (this measure is of importance for the parallel Cholesky factorization of matrices $\lfloor 147\rfloor$ ). Let $\mathcal{G}_{k}$ be the class of all graphs with tree-depth at most $k$.

In the first part of this section, we examine the sets $\mathbf{o b s}_{\leq_{\mathrm{m}}}\left(\mathcal{G}_{k}\right)$, $\mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{k}\right)$, and $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$, where by $\mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{k}\right)$ and $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$ we denote the minimal graphs according to the subgraph and induced subgraph ordering respectively that do not belong to $\mathcal{G}_{k}$. From Theorem 3.5, it follows that $\mathbf{o b s}_{\leq_{\mathrm{m}}}\left(\mathcal{G}_{k}\right)$ is finite for each $k \geq 0$. The finiteness of $\mathbf{o b s} \subseteq\left(\mathcal{G}_{k}\right)$ follows from results in $\lfloor 166\rfloor$. Also it is easy to verify that $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$ is finite (see Observation 4.3).

Our first result is an upper bound of $2^{2^{k-1}}$ to the order of the graphs in $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$ for $k \geq 0$. This bound also holds for $\mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{k}\right)$ and $\mathbf{o b s}_{\leq_{m}}\left(\mathcal{G}_{k}\right)$ as $\mathbf{o b s}_{\leq_{m}}\left(\mathcal{G}_{k}\right) \subseteq \mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{k}\right) \subseteq \mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$ (Observation 4.2). Our next result is a structural lemma that constructs new obstructions from simpler ones. This permits us to identify, for each $k \geq 0$, all acyclic obstructions of the graph class $\mathcal{G}_{k}$. Evenmore, by using this characterization we prove that the acyclic obstructions are exactly $\frac{1}{2} 2^{2^{k-1}-k}\left(1+2^{2^{k-1}-k}\right)$ for all relations. So far, such a parameterized set of acyclic obstructions is known only for classes of bounded pathwidth [219] and variations of it such as search number $\lfloor 179\rfloor$, proper-pathwidth $\lfloor 219\rfloor$, linear-width $\lfloor 220\rfloor$ (see $\lfloor 213\rfloor$ for similar results on graphs with bounded feedback vertex set number). For general results on obstruction sets see also $\lfloor 3,35,61,143,181\rfloor$. However, this is the first time that an exact enumeration of parameterized obstructions has been derived. Our next result is the identification of the sets $\mathbf{o b s}_{\leq_{m}}\left(\mathcal{G}_{k}\right)$, obs $\subseteq\left(\mathcal{G}_{k}\right)$, and $\mathbf{o b s}_{\sqsubseteq}\left(G_{k}\right)$, for $k \leq 3$. For $k=3$, these
sets have 12, 14, and 29 graphs, respectively. Finally, we show a theorem which allows us to identify proper subgraphs of a graph $G$, which have the same tree-depth as $G$.

For a study of the parameter of tree-depth from the scope of Graph Searching, see Chapter 10.

### 4.1 An Introduction to Tree-depth

The tree-depth of a connected graph $G$, denoted by $\boldsymbol{\operatorname { t d }}(G)$, is defined as follows.

Definition 4.1 (Tree-depth).

$$
\boldsymbol{t d}(G)= \begin{cases}1 & \text { if }|V(G)|=1 \\ 1+\min _{v \in V(G)} \mathbf{t d}(G \backslash v) & \text { if }|V(G)|>1\end{cases}
$$

In the case where $G$ is not connected, then $\boldsymbol{t d}(G)=\max \{\boldsymbol{t d}(H) \mid$ $H \in \mathcal{C}(G)\}$. (Recall that by $\mathcal{C}(G)$ we denote the set of the connected components of $G$.)

We also say that a graph $G$ admits a $k$-vertex ranking if there exists a proper coloring $\rho: V(G) \rightarrow\{1, \ldots, k\}$ such that every $(x, y)$-path between two vertices where $\rho(x)=\rho(y)$ contains a vertex $z$ with $\rho(z)>\rho(x)$.

It was proven by J. Nešetřil and P. Ossona de Mendez that.

Lemma 4.1 ([166). The tree-depth of a graph $G$ is equal to the minimum integer $k$ such that $G$ admits a $k$-vertex ranking.

Using induction, one can prove that.

Lemma 4.2 ( $\lfloor 166\rfloor)$. For any non-negative integer $n$,

$$
\boldsymbol{\operatorname { t d }}\left(P_{n}\right)=\left\lceil\log _{2}(n+1)\right\rceil
$$

For every non-negative integer $k$, we denote by $\mathcal{G}_{k}$ the class of graphs with tree-depth at most $k$, that is, $\mathcal{G}_{k}=\{G \mid \boldsymbol{\operatorname { t d }}(G) \leq k\}$.

It is known that.

Lemma $4.3([21,166\rfloor)$. If $H$ is a minor of $G$, then $\boldsymbol{\operatorname { t d }}(H) \leq \boldsymbol{\operatorname { t d }}(G)$.

Thus, Lemma 4.3 has as a direct consequence that for any nonnegative integer $k, \mathcal{G}_{k}$ is minor-closed. Therefore, by Theorem 3.5, the set $\mathbf{o b s} \leq_{\leq_{m}}\left(\mathcal{G}_{k}\right)$ is finite.

For every $\mathrm{R} \in\{\sqsubseteq, \subseteq\}$, we denote by $\operatorname{obs}_{\mathrm{R}}\left(\mathcal{G}_{k}\right)$ the set of the graphs with tree-depth strictly bigger than $k$ that are minimal with respect to the relation $R$.

Before stating the next lemma we need to give the following definitions. Given two graphs $G$ and $H$, we say that $H$ is homomorphic to $G$ if there is a mapping $f: V(H) \rightarrow V(G)$ (called homomorphism) such that for every $v, u \in V(H)$, if $\{u, v\} \in E(H)$ then $\{f(u), f(v)\} \in E(G)$. Moreover, we say that $G$ and $H$ are isomorphic if there is a bijection $g: V(H) \rightarrow V(G)$ (called isomorphism) such that for every $v, u \in V(H),\{u, v\} \in E(H)$ if and only if $\{f(u), f(v)\} \in E(G)$. In the special case where $G$ and $H$ are the same graph the isomorphism is also called automorphism. We say that two graphs $G_{1}, G_{2}$ are hom-equivalent if $G_{1}$ is homomorphic to $G_{2}$ and $G_{2}$ is homomorphic to $G_{1}$. Even, an automorphism $f$ of a graph is said to be involutive if and only if $f \circ f=$ id. Finally, given a graph $G$ and a function $\lambda: V(G) \rightarrow \mathbb{N}$ we say that an automorphism $f: V(G) \rightarrow V(G)$ is $\lambda$-preserving if $f \circ \lambda=\lambda$ and we say that $f: V(G) \rightarrow V(G)$ has the fixed point property if, for any connected subgraph $H$ of $G, f(H) \cap H=\emptyset$ or contains a fixed point of $f$.

Lemma 4.4 ( $\lfloor 166\rfloor)$. There exists a function $F: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ with the following property: For any integer $N$, any graph $G$ of order $n>$
$F(N, \mathbf{t d}(G))$, and any mapping $g: V(G) \rightarrow[N]$, there exists a non-trivial involutive g-preserving automorphism $\mu: G \rightarrow G$ with the fixed point property.

An immediate corollary of the above lemma is the following.

Lemma 4.5 ( 166$\rfloor$ ). Let $k \geq 1$ be an integer. Then, the graph class $\mathcal{G}_{k}$ includes a finite subset $\hat{\mathcal{G}}_{k}$ such that, for every graph $G \in \mathcal{G}_{k}$, there exists $\hat{G} \in \hat{\mathcal{G}}_{k}$ which is hom-equivalent to $G$ and isomorphic to an induced subgraph of $G$.

Furthermore, from Lemma 4.4, a tower function bound can be derived for the order of the forbidden subgraphs.

As the purpose of this chapter is to study ways of computing obstruction sets we would like to mention here that when we are given an upper bound on the order of the obstructions of a graph class $\mathcal{F}$ and an algorithm deciding whether an input graph belongs to $\mathcal{F}$ then we may compute the obstruction set of $\mathcal{F}$. Indeed, notice that this can be done by enumerating all the graphs up to this bound and deciding whether they belong to $\mathcal{F}$ or not. Then, the minimal graphs not belonging to $\mathcal{F}$ are the obstructions of $\mathcal{F}$. Thus, for the computation of the minor obstruction set of $\mathcal{G}_{k}$, all we need is an algorithm deciding whether a graph $G$ has tree-depth $k$.

Theorem $4.1(\lfloor 21)$ ). For any fixed integer $k$, there is a polynomial time algorithm deciding whether a graph $G$ has tree-depth $k$.

However, as stated before, the bound obtained from Lemma 4.4 is a tower function of $k$. We prove, in the next section, that a direct argument shows a much better bound. Moreover, in the next sections, by combinatorial arguments we identify the acyclic graphs in $\operatorname{obs}_{\mathrm{R}}\left(\mathcal{G}_{k}\right), k \geq 1$ and $\mathrm{R} \in\left\{\leq_{m}, \subseteq, \sqsubseteq\right\}$, and the sets $\boldsymbol{o b s}_{\mathrm{R}}\left(\mathcal{G}_{k}\right)$ for $k \in[3]$ and $\mathrm{R} \in\left\{\leq_{m}, \subseteq, \sqsubseteq\right\}$.

### 4.2 Upper Bound on the Order of the Obstructions for $\mathcal{G}_{k}$

Observation 4.1. For every $k \geq 0$, all graphs in $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$, obs $\subseteq\left(\mathcal{G}_{k}\right)$, and $\mathbf{o b s}_{\leq_{m}}\left(\mathcal{G}_{k}\right)$ are connected.

Proof. Follows directly from the fact that for any graph $G, \boldsymbol{\operatorname { t d }}(G)=$ $\max \{\boldsymbol{\operatorname { t d }}(C) \mid C \in \mathcal{C}(G)\}$.

Observation 4.2. For every non-negative integer $k$,

$$
\mathbf{o b s}_{\leq_{m}}\left(\mathcal{G}_{k}\right) \subseteq \mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{k}\right) \subseteq \mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)
$$

Observation 4.3. Let $G$ be a graph such that $G \in \mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$, for some integer $k$. Then there exists $G^{\prime} \in \mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{k}\right)$ such that $V(G)=V\left(G^{\prime}\right)$ and $E\left(G^{\prime}\right) \subseteq E(G)$.

Proof. Let $G$ be a counterexample of minimal size. Then there exists an edge $e$ such that $G^{\prime}=G \backslash e$ also belongs to obs $_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$ and $V(G)=V\left(G^{\prime}\right)$ and $E\left(G^{\prime}\right) \subseteq E(G)$.

By Lemma 4.5 and Observation 4.3 it is easy to see that, for every positive integer $k$, the sets $\mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{k}\right)$ and $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$ are also finite.

Theorem 4.2. For any integer $k>0$, if $G$ is a graph with $\boldsymbol{\operatorname { t d }}(G)>k$, then $G$ contains a connected subgraph $H$ with $\boldsymbol{\operatorname { t d }}(H)>k$ and $|V(H)| \leq 2^{2^{k-1}}$.

Proof. We may assume that $G$ is connected, otherwise from the definition we focus on the component of $G$ that determines its tree-depth. Also, without loss of generality, let $\boldsymbol{\operatorname { t d }}(G)=k+1$. We prove the statement by induction:

If $\boldsymbol{\operatorname { t d }}(G)=2$, then $G$ contains at least one edge, and we may set $H=K_{2}$. If $\operatorname{td}(G)=3$, then $G$ is not a star forest, that is, it contains either $P_{4}$ or $K_{3}$ as a subgraph.

Suppose now that $\operatorname{td}(G)=k+1$, for $k \geq 3$, and assume that the statement holds for all smaller values of tree-depth. If $G$ contains $P_{2^{k}}$ as a subgraph, then we may set $H=P_{2^{k}}$. Otherwise, each two vertices in $G$ are connected by a path of length at most $2^{k}-2$.

Since $\boldsymbol{\operatorname { t d }}(G)>k-1$, by induction hypothesis, $G$ contains a subgraph $H_{0}$ with $\boldsymbol{\operatorname { t d }}\left(H_{0}\right) \geq k$ and $m \leq 2^{2^{k-2}}$ vertices $v_{1}, \ldots, v_{m}$. For each $i=$ $1, \ldots, m$, the graph $G \backslash v_{i}$ has tree-depth greater than $k-1$. Hence $G \backslash v_{i}$ contains a subgraph $H_{i}$ with at most $2^{2^{k-2}}$ vertices and tree-depth at least $k$.

If there exists $i$ such that $V\left(H_{0}\right) \cap V\left(H_{i}\right)=\emptyset$, then we let $H$ consist of $H_{0}, H_{i}$ and the shortest path that connects them. For every vertex $v$ of $H$, the graph $H \backslash v$ contains $H_{0}$ or $H_{i}$ as a subgraph, hence the tree-depth of $H \backslash v$ is at least $k$ and $\boldsymbol{t d}(H)>k$. Also, $|V(H)| \leq 2^{2^{k-2}+1}+2^{k}-3 \leq 2^{2^{k-1}}$ (for $k \geq 3$ ).

On the other hand, if all the graphs $H_{i}$ intersect $H_{0}$, then we set $H=H_{0} \cup H_{1} \cup \ldots \cup H_{m}$. Since all the graphs $H_{i}$ are connected, the graph $H$ is connected as well, and it has at most $m+m\left(2^{2^{k-2}}-1\right) \leq 2^{2^{k-1}}$ vertices. Similarly to the previous case, the graphs $H \backslash v_{i}$ contain $H_{i}$ as a subgraph (for $i=1, \ldots, m$ ), and the graph $H \backslash v$ for $v$ different from $v_{1}$, $\ldots, v_{m}$ contains $H_{0}$ as a subgraph, hence $\boldsymbol{t d}(H)>k$.

From Theorem 4.2 and Observations 4.2 and 4.3 we obtain the following corollary,

Corollary 4.1. All graphs in $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$ (and therefore, also in $\mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{k}\right)$ and $\left.\mathbf{o b s} \leq_{m}\left(\mathcal{G}_{k}\right)\right)$ have at most $2^{2^{k-1}}$ vertices.

### 4.3 A Structural Lemma for the Obstructions of Tree-depth

In this section, we prove a lemma for tree-depth that permits us to build obstructions from simpler ones. We, first, consider the following observations.

Observation 4.4. Let $G$ be a connected graph such that $\mathbf{t d}(G)=k$ and $\rho: V(G) \rightarrow[k]$ a $k$-vertex ranking of $G$. Then $\left|\rho^{-1}(k)\right|=1$.

Proof. If $v_{1}$ and $v_{2}$ are two (non-adjacent) vertices in $\rho^{-1}(k)$, then there exists a path with endpoints $v_{1}, v_{2}$. Observe that all internal vertices of this path have color smaller than $k$, a contradiction.

Observation 4.5. If $G \in$ obs $_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$ (or $\mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{k}\right)$ or $\left.\mathbf{o b s}_{\leq_{m}}\left(\mathcal{G}_{k}\right)\right)$ then, for every $v \in V(G)$, there exists $a(k+1)$-vertex ranking $\rho$ such that $\rho(v)=k+1$.

Proof. As $G \in \mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$ (or $\mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{k}\right)$ or $\left.\mathbf{o b s} \leq_{m}\left(\mathcal{G}_{k}\right)\right), G \backslash v$ admits a $k$ vertex ranking $\rho$. Then $\rho \cup(v, k+1)$ is the required $(k+1)$-vertex ranking of $G$.

Let $G_{1}$ and $G_{2}$ be two disjoint graphs and let $v_{i} \in V\left(G_{i}\right)$, for $i \in[2]$. We define

$$
\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right)=\left(V\left(G_{1}\right) \cup V\left(G_{2}\right), E\left(G_{1}\right) \cup E\left(G_{2}\right) \cup\left\{\left\{v_{1}, v_{2}\right\}\right\}\right)
$$

Observation 4.6. Let $G_{1}$ and $G_{2}$ be disjoint graphs where $\boldsymbol{\operatorname { t d }}\left(G_{1}\right) \leq k$ and $\boldsymbol{\operatorname { t d }}\left(G_{2}\right) \leq k$. Let $v_{i} \in V\left(G_{i}\right), i \in[2]$. Then the graph $G=$ $\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right)$ has tree-depth at most $k+1$.

Proof. Let $\rho_{i}$ be a k-vertex ranking of $G_{i}, i \in[2]$. Then $\rho=\rho_{1} \cup \rho_{2} \backslash$ $\left\{\left(v_{1}, \rho_{1}\left(v_{1}\right)\right)\right\} \cup\left\{\left(v_{1}, k+1\right)\right\}$ is a $(k+1)$-vertex ranking of $G$.

Observation 4.7. Let $G_{1}$ and $G_{2}$ be disjoint connected graphs such that $\boldsymbol{t d}\left(G_{1}\right) \geq k$ and $\boldsymbol{\operatorname { t d }}\left(G_{2}\right) \geq k$. Let $v_{i} \in V\left(G_{i}\right), i \in[2]$. Then, the graph $G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right)$ has tree-depth at least $k+1$.

Proof. Assume, in contrary, that there exists a $k$-vertex ranking $\rho$ : $V(G) \rightarrow[k]$. Notice that $\rho^{-1}(k) \neq \emptyset$, otherwise $\boldsymbol{t d}(G)<k$ contradicting the fact that $\boldsymbol{\operatorname { t d }}\left(G_{1}\right) \geq k$. Combining this fact with Observation 4.4, $G$ has a unique vertex $v$ where $\rho(v)=k$. Without loss of generality, we assume that $v \in V\left(G_{1}\right)$. Then, the restriction of $\rho$ to $G_{2}$ gives a $(k-1)$ vertex ranking of it, a contradiction.

Lemma 4.6. Let $k$ be a positive integer and let $\mathrm{R} \in\left\{\sqsubseteq, \subseteq, \leq_{m}\right\}$. Let $G_{1}$ and $G_{2}$ be disjoint graphs such that $G_{1}, G_{2} \in \operatorname{obs}_{\mathrm{R}}\left(\mathcal{G}_{k-1}\right)$ and let $v_{1} \in$ $V\left(G_{1}\right), v_{2} \in V\left(G_{2}\right)$. Then $\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right) \in \mathbf{o b s}_{\mathrm{R}}\left(\mathcal{G}_{k}\right)$.

Proof. Let $G_{1}$ and $G_{2}$ such that $G_{1}, G_{2} \in \operatorname{obs}_{\mathrm{R}}\left(\mathcal{G}_{k-1}\right)$ and let $v_{i} \in V\left(G_{i}\right)$, $i \in[2]$. We set $G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right)$. We first prove that $\mathbf{t d}(G)=k+1$. Indeed, Observation 4.6 yields $\boldsymbol{t d}(G) \leq k+1$ and Observation 4.7 yields $\boldsymbol{\operatorname { t d }}(G) \geq k+1$.

We now have to prove that if $G^{\prime}$ is the result of the removal or the contraction of some edge $e$ in $G$, then $\boldsymbol{\operatorname { t d }}\left(G^{\prime}\right) \leq k$ (this also covers the case of a vertex removal as, from the way $G$ was defined, $G$ is connected and thus the removal of a vertex implies the removal of at least one edge).

We examine first the case where $e=\left\{v_{1}, v_{2}\right\}$. If $G^{\prime}=G \backslash e$, then from the definition, $\boldsymbol{\operatorname { t d }}(G)=\max \left\{\boldsymbol{\operatorname { t d }}\left(G_{1}\right), \boldsymbol{\operatorname { t d }}\left(G_{2}\right)\right\} \leq k$. If $G^{\prime}=G / e$, then from Observation 4.5, there exists a $k$-vertex ranking $\rho_{i}$ of $G_{i}$ such that $\rho_{i}\left(v_{i}\right)=k, i \in[2]$. Then if $v_{\text {new }}$ is the result of the contraction of $e$ we
have that $\rho: V\left(G^{\prime}\right) \rightarrow[k]$ where

$$
\rho(x)= \begin{cases}\rho_{1}(x) & \text { if } x \in V\left(G_{1}\right) \backslash\left\{v_{1}\right\} \\ \rho_{2}(x) & \text { if } x \in V\left(G_{2}\right) \backslash\left\{v_{2}\right\} \\ k & \text { if } x=v_{\text {new }}\end{cases}
$$

is a $k$-vertex ranking of $G^{\prime}$, therefore $\operatorname{td}\left(G^{\prime}\right) \leq k$.
Finally, we examine the case where $e$ is an edge of $G_{1}$ or $G_{2}$. Without loss of generality we assume that $e_{1} \in E\left(G_{1}\right)$. Because $G_{1} \in \mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{k-1}\right)$, there exists a $(k-1)$-vertex ranking $\rho_{1}^{\prime}$ of $G_{1} \backslash e\left(\right.$ and $\left.G_{1} / e\right)$. From Observation 4.5, since $G_{2} \in \boldsymbol{o b s}_{\subseteq}\left(\mathcal{G}_{k-1}\right)$, there exists a $k$-vertex ranking $\rho_{2}$ of $G_{2}$ such that $\rho_{2}\left(v_{2}\right)=k$. It is easy to see that $\rho_{1}^{\prime} \cup \rho_{2}$ is a $k$ vertex ranking of $G^{\prime}$, thus $\operatorname{td}\left(G^{\prime}\right) \leq k$ and this completes the proof of the lemma.

### 4.4 Acyclic obstructions for tree-depth

For every integer $k \geq 0$, we recursively define the graph class $\mathcal{T}_{k}$ as follows. Let $\mathcal{T}_{0}=\left\{K_{1}\right\}$ and, for every $k \geq 1$, we set

$$
\mathcal{T}_{k}=\left\{\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right) \mid G_{1}, G_{2} \in \mathcal{T}_{k-1}, v_{i} \in V\left(G_{i}\right), i \in[2]\right\}
$$

The above definition permits us to state Lemma 4.6 as follows.
Observation 4.8. For every positive integer $k$ and every $\mathrm{R} \in\left\{\sqsubseteq, \subseteq, \leq_{m}\right\}$, $\mathcal{T}_{k} \subseteq \mathbf{o b s}_{\mathrm{R}}\left(\mathcal{G}_{k}\right)$.

Lemma 4.7. For any positive integer $k$, if $G \in \mathcal{T}_{k}$, then for any vertex $v \in V(G)$ there exists a leaf $u \neq v$ of $G$ such that the tree created from $G \backslash u$ by adding a leaf adjacent to $v$ also belongs to $\mathcal{T}_{k}$.

Proof. Assume, that this holds for any tree in $\mathcal{T}_{k-1}, k \geq 2$. Let $G_{1}, G_{2} \in$ $\mathcal{T}_{k-1}$ and $v_{i} \in V\left(G_{i}\right), i \in[2]$, such that $G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right)$. Consider an arbitrary vertex $v \in V(G)$, and let us show that there exists a leaf $u$ of $G$ that we can move to $v$ while preserving membership in $\mathcal{T}_{k}$. Without loss of generality, we may assume that $v \in V\left(G_{1}\right)$. By the induction hypothesis, there exists a vertex $u^{\prime} \in V\left(G_{1}\right)$ such that the tree created from $G_{1} \backslash u^{\prime}$ by adding a leaf adjacent to $v$ is also in $\mathcal{T}_{k-1}$. If $u^{\prime} \neq v_{1}$ we may set $u=u^{\prime}$. Otherwise, let $u^{\prime \prime}$ be the leaf of $G_{2}$ that can be moved to $v_{2}$. In this case, we can set $u=u^{\prime \prime}$ : Moving the leaf $u^{\prime \prime}$ to $v$ has the same result as moving it to $v_{2}$, moving the leaf $u^{\prime}$ to $v$, and replacing the edge $e$ by an edge between $u^{\prime \prime}$ and the vertex of $G_{1}$ that used to be adjacent to $u^{\prime}$.

In Lemma 4.6 we described a procedure that for any non-negative integer $k$ constructs graphs $G \in$ obs $_{\sqsubseteq}\left(\mathcal{G}_{k+1}\right)$ from disjoint graphs $G_{1}, G_{2} \in$ $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$ (by adding an edge that connects a vertex $v_{1}$ of $G_{1}$ and a vertex $v_{2}$ of $G_{2}$ ). With the following lemma we fully characterize and construct all the acyclic graphs in $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k+1}\right)$ for every non-negative integer $k$.

Lemma 4.8. Let $G$ be a tree in $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$ for $k \geq 1$. Then there exists an edge $e \in E(G)$ such that if $\left\{G_{1}, G_{2}\right\}=\mathcal{C}(G \backslash\{e\})$ then $G_{1}, G_{2} \in$ $\operatorname{obs}_{\sqsubseteq}\left(\mathcal{G}_{k-1}\right)$.

Proof. We examine the non-trivial case where $k \geq 2$ assuming that the statement holds for all acyclic obstructions of smaller tree-depth. From Observation 4.6, we obtain that for each edge $e=\left\{v_{1}, v_{2}\right\} \in E(G)$, at least one of the connected components $G_{1}, G_{2}$ of $G \backslash e$ has tree-depth at least $k$. We claim that $G$ contains at least one edge $e=\left\{v_{1}, v_{2}\right\}$ such that both connected components of $G \backslash e$ have tree-depth $k$. Suppose that this is not correct. Then we can direct each edge $e=\left\{v_{1}, v_{2}\right\}$ of $E(G)$ such that its tail belongs to the connected component of $G \backslash e$ that has tree-
depth strictly less than $k$. We denote this directed tree by $\tilde{T}$. As $k \geq 2, \tilde{T}$ contains internal vertices. Moreover, all edges of $\tilde{T}$ that are incident to a leaf are directed away from it. It follows that $\tilde{T}$ contains an internal vertex $v$ of out-degree 0 . This means that each, say $G_{i}$, connected component of $G \backslash v$ has a $(k-1)$-vertex ranking $\rho_{i}$. Then $\rho=\{(v, k)\} \cup \bigcup_{i=1, \ldots, m} \rho_{i}$ is a $k$-vertex ranking of $G$, a contradiction and this completes the proof of the claim.

Let now $G_{i}$ be the connected component of $G \backslash e$ that contains $v_{i}$, $i \in[2]$. If one, say $G_{1}$, is not in $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k-1}\right)$ then it contains an induced subgraph $G_{1}^{\prime}$ such that $G_{1}^{\prime} \in \operatorname{obs}_{\sqsubseteq}\left(\mathcal{G}_{k-1}\right)$. Additionally, there is a unique path $P$ in $G$ that connects $G_{1}^{\prime}$ with $G_{2}$. Observe that since $G \in \mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k-1}\right), G$ is exactly the union of $G_{1}^{\prime}, G_{2}$ and $P$. We need to show that $P$ has no inner vertices. Suppose that this is not the case, and let $w$ be the inner vertex of $P$ adjacent to a vertex $v \in V\left(G_{1}\right)$. By the induction hypothesis, $G_{1}^{\prime}$ and $G_{2}$ satisfy the conditions of Lemma 4.7, thus $G_{1}$ contains a leaf $u$ such that the graph obtained from $G_{1}$ by moving t he leaf $u$ to $v$ belongs to $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k-1}\right)$. This implies that we may remove the vertex $u$ from $G$ and consider $w$ to be its replacement. The created graph is a proper induced subgraph of $G$ and has tree-depth $k+1$, a contradiction. This completes the proof of the lemma.

Observe now that the following is a direct consequence of Lemmata 4.6 and 4.8.

Theorem 4.3. Let $k$ be a non-negative integer. Then $\mathcal{T}_{k}$ is the set of all acyclic graphs in $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$.

Corollary 4.2. For every non-negative integer $k, \mathcal{T}_{k}$ is the set of all acyclic graphs in $\mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{k}\right)$ (or in $\mathbf{o b s}_{\leq_{m}}\left(\mathcal{G}_{k}\right)$ ). (See Figure 4.1)

Proof. Follows directly from Observations 4.2 and 4.8.


Figure 4.1: Examples of acyclic obstructions.

### 4.5 Lower Bound on the Number of the Obstructions for $\mathcal{G}_{k}$

In this section, we prove that $\left|\mathcal{T}_{k}\right|=\frac{1}{2} 2^{2^{k-1}-k}\left(1+2^{2^{k-1}-k}\right), k \geq 1$. This gives a lower bound on $\left|\mathbf{o b s} \leq_{m}\left(\mathcal{G}_{k}\right)\right|, k \geq 2$. As we shall see later we can identify the elements of the sets $\mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{i}\right)$, obs $\leq_{m}\left(\mathcal{G}_{i}\right)$, and $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{i}\right)$, for $i=0,1,2,3$.

For a tree $G \in \mathcal{T}_{k}$ such that $G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right)$, we call $v_{1} v_{2}$ the middle edge of $G$.

Observation 4.9. If $k$ is a non-negative integer then every graph in $\mathcal{T}_{k}$ has exactly $2^{k}$ vertices. This implies that the middle edge of a graph $G \in \mathcal{T}_{k}$ is unique.

Consider also the following.
Observation 4.10. Let $T^{1}, T^{2}$ be two trees and $e^{i}=\left\{v_{1}^{i}, v_{2}^{i}\right\} \in E\left(T^{i}\right)$, $i \in[2]$. If $\phi$ is an isomorphism from $T^{1}$ to $T^{2}$ such that $\phi\left(v_{i}^{1}\right)=v_{i}^{2}$, $i \in[2]$, and $T_{i}^{j}$ is the connected component of $T^{j} \backslash e^{j}$ that contains $v_{i}^{j}$, $i \in[2], j \in[2]$, then $\phi_{i}=\left\{(x, y) \in \phi \mid x \in V\left(T_{i}^{1}\right)\right\}$ is an isomorphism from $T_{i}^{1}$ to $T_{i}^{2}, i \in[2]$.

It is easy to see that the automorphisms of a graph form a group. We use notation $\operatorname{Aut}(G)$ for the automorphism group of a graph $G$. Observation 4.10 easily implies the following.

Observation 4.11. Let $T$ be a tree and $e=\left\{v_{1}, v_{2}\right\} \in E(T)$. If $\phi \in$ $\boldsymbol{\operatorname { A u t }}(T)$ satisfies $\phi\left(v_{i}\right)=v_{3-i}, i \in[2]$, and $T_{i}$ is the connected component of $T \backslash e$ that contains $v_{i}, i \in[2]$, then $\phi^{\prime}=\left\{(x, y) \in \phi \mid x \in V\left(T_{1}\right)\right\}$ is an isomorphism from $T_{1}$ to $T_{2}$.

Observation 4.12. Let $G_{1}, G_{2}$ be disjoint graphs such that $G_{1}, G_{2} \in \mathcal{T}_{k}$, $k \geq 1$, and $v_{i} \in V\left(G_{i}\right), i \in[2]$. If $\phi \in \operatorname{Aut}(G)$, where $G=$ $\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right)$, then $\phi(e)=e$.

Proof. Follows directly from Observation 4.9.

Lemma 4.9. Let $G \in \mathcal{T}_{k}$ for $k \geq 1$, $e=\left\{v_{1}, v_{2}\right\} \in E(G)$ the middle edge and $\phi \in \boldsymbol{\operatorname { A u t }}(G)$. If there exists $v \in V(G)$ such that $\phi(v)=v$, then $\phi\left(v_{i}\right)=v_{i}, i \in[2]$.

Proof. We examine the non-trivial case where $k \geq 2$. Suppose, in contrary, that $\phi\left(v_{i}\right)=v_{3-i}, i \in[2]$. We denote by $G_{1}, G_{2}$ the connected components of $G \backslash e$ where, without loss of generality, $v, v_{1} \in V\left(G_{1}\right)$. From Observation 4.11, $\phi^{\prime}=\left\{\left(v_{1}, v_{2}\right) \in \phi \mid v_{1} \in V\left(G_{1}\right)\right\}$ is an isomorphism of $G_{1}$ to $G_{2}$, a contradiction since $\phi^{\prime}(v)=\phi(v)=v$.

We now proceed to the proof of the following.
Lemma 4.10. Let $k$ be a non-negative integer. For any $G \in \mathcal{T}_{k}$ and $\phi \in \operatorname{Aut}(G)$, if there exists $v \in V(G)$ such that $\phi(v)=v$ then $\phi=\mathbf{i d}$.

Proof. We use induction on $k$. For $k=0$ the claim is trivial. Assume now that the claim holds for $k=n \geq 0$. Let $k=n+1$. We denote by $e=$
$\left\{v_{1}, v_{2}\right\} \in E(G)$ the middle edge and by $G_{1}, G_{2}$ the connected components of $G \backslash e$, where $v_{i} \in V\left(G_{i}\right), i \in[2]$. Since $\phi \in \boldsymbol{\operatorname { A u t }}(G)$, from Lemma 4.9, it follows that $\phi\left(v_{i}\right)=v_{i}, i \in[2]$. Hence $\phi$ is an isomorphism from $G \backslash e$ to $G \backslash e$. From Observation 4.10, $\phi_{i}=\left\{(v, u) \in \phi \mid v \in V\left(G_{i}\right)\right\} \in \operatorname{Aut}\left(G_{i}\right)$, $i \in[2]$. Observe that $\phi_{i}\left(v_{i}\right)=\phi\left(v_{i}\right)=v_{i}, i \in[2]$. Since $G_{i} \in \mathcal{T}_{n}, i \in[2]$, by the induction hypothesis, $\phi_{i}, i \in[2]$, is the trivial automorphism of $G_{i}$. Therefore, $\phi=\mathbf{i d}$.

Let $G$ be a graph and $v \in V(G)$. We denote by $\boldsymbol{\operatorname { t r }}_{G}(v)$ the orbit of the automorphism group of $G$ that contains $v$, that is,

$$
\operatorname{tr}_{G}(v)=\{u \in V(G) \mid \exists \phi \in \boldsymbol{\operatorname { A u t }}(G) \text { such that } \phi(u)=v\}
$$

Lemma 4.11. Let $G_{1}, G_{2}$ be disjoint graphs such that $G_{1}, G_{2} \in \mathcal{T}_{k}$, $v_{2}, v_{2}^{\prime} \in V\left(G_{2}\right)$ such that $v_{2} \in \operatorname{tr}_{G_{2}}\left(v_{2}^{\prime}\right)$ and $v_{1} \in V\left(G_{1}\right)$. Then $G=$ $\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right)$ and $G^{\prime}=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}^{\prime}\right)$ are isomorphic.

Proof. Let id $\in \boldsymbol{\operatorname { A u t }}\left(G_{1}\right)$ and $\phi \in \boldsymbol{\operatorname { A u t }}\left(G_{2}\right)$, such that $\phi\left(v_{2}\right)=v_{2}^{\prime}$. Then $\mathbf{i d} \cup \phi$ is an isomorphism from $G$ to $G^{\prime}$.

Lemma 4.12. Let $G_{1}, G_{2}$ be disjoint graphs such that $G_{1}, G_{2} \in \mathcal{T}_{k}$, $v_{2}, v_{2}^{\prime} \in V\left(G_{2}\right)$ such that $v_{2} \notin \operatorname{tr}_{G_{2}}\left(v_{2}^{\prime}\right)$ and $v_{1} \in V\left(G_{1}\right)$. Then $G=$ $\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right)$ and $G^{\prime}=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}^{\prime}\right)$ are not isomorphic.

Proof. Assume, in contrary, that $\phi$ is an isomorphism from $G$ to $G^{\prime}$. Observation 4.12 implies that either $\phi\left(v_{1}\right)=v_{1}$ and $\phi\left(v_{2}\right)=v_{2}^{\prime}$ or $\phi\left(v_{1}\right)=v_{2}^{\prime}$ and $\phi\left(v_{2}\right)=v_{1}$. We first exclude the case where $\phi\left(v_{1}\right)=v_{1}$ and $\phi\left(v_{2}\right)=v_{2}^{\prime}$. Indeed, from Observation 4.10, $\phi^{\prime}=\left\{(x, y) \in \phi \mid x \in V\left(G_{2}\right)\right\} \in \operatorname{Aut}\left(G_{2}\right)$ and moreover $\phi^{\prime}\left(v_{2}\right)=\phi\left(v_{2}\right)=v_{2}^{\prime}$, a contradiction since $v_{2} \notin \operatorname{tr}_{G_{2}}\left(v_{2}^{\prime}\right)$. Thererefore, $\phi\left(v_{1}\right)=v_{2}^{\prime}$ and $\phi\left(v_{2}\right)=v_{1}$. From Observation 4.10,
$\phi_{i}=\left\{(x, y) \in \phi \mid x \in V\left(G_{i}\right)\right\}$ is an isomorphism from $G_{i}$ to $G_{3-i}, i \in[2]$. Then $\psi=\phi_{1} \circ \phi_{2} \in \boldsymbol{\operatorname { A u t }}\left(G_{2}\right)$ and $\psi\left(v_{2}\right)=\phi_{1}\left(\phi_{2}\left(v_{2}\right)\right)=\phi_{1}\left(\phi\left(v_{2}\right)\right)=$ $\phi_{1}\left(v_{1}\right)=v_{2}^{\prime}$. It follows that $v_{2} \in \operatorname{tr}_{G_{2}}\left(v_{2}^{\prime}\right)$, a contradiction.

Given a graph $G$, we say that $G$ is asymmetric if it has a trivial automorphism group. Moreover, we say that a graph $G$ is 2 -asymmetric if its only non-trivial automorphism is an involution without fixed points.

Lemma 4.13. Let $k$ be a non-negative integer and let $G_{1}, G_{2}$ be two disjoint non-isomorphic graphs such that $G_{1}, G_{2} \in \mathcal{T}_{k}$. Then the graph $G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right)$ is asymmetric.

Proof. Suppose that $\phi \in \operatorname{Aut}(G)$ and $\phi \neq \mathbf{i d}$. From Lemma 4.10, $\phi(v) \neq v$ for all $v \in V(G)$ and from Observation 4.12, $\phi\left(v_{i}\right)=v_{3-i}, i \in[2]$. From Observation 4.11, $G_{1}$ is isomorphic to $G_{2}$, a contradiction.

Lemma 4.14. Let $k$ be a non-negative integer and let $G_{1}, G_{2}$ be two disjoint graphs such that $G_{1}, G_{2} \in \mathcal{T}_{k}$. If $\phi$ is an isomorphism from $G_{1}$ to $G_{2}$ and $v_{i} \in V\left(G_{i}\right), i \in[2]$, such that $\phi\left(v_{1}\right) \notin \operatorname{tr}_{G_{2}}\left(v_{2}\right)$, then $G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right)$ is asymmetric.

Proof. Suppose that $\psi \in \operatorname{Aut}(G)$ and $\psi \neq \mathbf{i d}$. From Lemma 4.10, $\psi(v) \neq$ $v$ for all $v \in V(G)$ and from Observation 4.12, $\psi\left(v_{1}\right)=v_{2}$ and $\psi\left(v_{2}\right)=v_{1}$. From Observation 4.11, $\chi=\left\{(x, y) \in \psi \mid x \in V\left(G_{1}\right)\right\}$ is an isomorphism from $G_{1}$ to $G_{2}$. Moreover, $\phi \circ \chi^{-1}$ is an automorphism of $G_{2}$ mapping $v_{2}$ to $\phi\left(v_{1}\right)$, contradicting the assumption that $\phi\left(v_{1}\right) \notin \mathbf{t r}_{G_{2}}\left(v_{2}\right)$.

Lemma 4.15. Let $k$ be a non-negative integer and let $G_{1}, G_{2}$ be two disjoint graphs such that $G_{1}, G_{2} \in \mathcal{T}_{k}$. If $\phi: V\left(G_{1}\right) \rightarrow V\left(G_{2}\right)$ is an isomorphism from $G_{1}$ to $G_{2}$ and $v_{i} \in V\left(G_{i}\right), i \in[2]$, are two vertices such that $\phi\left(v_{1}\right) \in \operatorname{tr}_{G_{2}}\left(v_{2}\right)$, then $G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right)$ is 2-asymmetric.

Proof. Since $\phi\left(v_{1}\right) \in \operatorname{tr}_{G_{2}}\left(v_{2}\right)$, there exists an isomorphism $\psi: V\left(G_{1}\right) \rightarrow$ $V\left(G_{2}\right)$ such that $\psi\left(v_{1}\right)=v_{2}$. Observe that $\chi=\psi \cup \psi^{-1}$ is an automorphism of $G$, and that $\chi$ is an involution without fixed points. Consider an automorphism $\chi^{\prime} \neq \mathbf{i d}$ of $G$. From Lemma 4.10 and Observation 4.12, $\chi^{\prime}\left(v_{1}\right)=v_{2}$ and from Observation 4.11, $\chi_{1}^{\prime}=\left\{(x, y) \in \chi^{\prime} \mid x \in V\left(G_{1}\right)\right\}$ is an isomorphism of $G_{1}$ and $G_{2}$. Then $\chi_{1}^{\prime} \circ \psi^{-1}$ is an automorphism of $G_{2}$ that fixes $v_{2}$, and from Lemma 4.10, $\chi_{1}^{\prime}=\psi$. We conclude that $\chi^{\prime}=\chi$, and thus $\boldsymbol{\operatorname { A u t }}(G)=\{\mathbf{i d}, \chi\}$ and $G$ is 2 -asymmetric.

From Theorem 4.3 and Lemmata 4.13, 4.14, and 4.15 follows directly that.

Observation 4.13. If $G$ is a graph such that $G \in \mathcal{T}_{k}$ then $G$ is either asymmetric or 2-asymmetric.

For every integer $k \geq 0$, we define the following partition of $\mathcal{T}_{k}$ :

$$
\mathcal{A}_{k}=\left\{G \in \mathcal{T}_{k} \mid \boldsymbol{\operatorname { A u t }}(G)=\{\mathbf{i d}\}\right\} \text { and } \mathcal{B}_{k}=\left\{G \in \mathcal{T}_{k} \mid \boldsymbol{A u t}(G) \neq\{\mathbf{i d}\}\right\}
$$

We denote $\alpha_{k}=\left|\mathcal{A}_{k}\right|, \beta_{k}=\left|\mathcal{B}_{k}\right|$, and $\tau_{k}=\left|\mathcal{T}_{k}\right|=\alpha_{k}+\beta_{k}$. We also set $\gamma_{k}=2^{k-2}$. A direct consequence of Observations 4.9 and 4.13 is the following.

Observation 4.14. Let $k \geq 2$ be an integer. Then the automorphism group of each graph $G \in \mathcal{A}_{k}$ (respectively $G \in \mathcal{B}_{k}$ ) has exactly $\gamma_{k+2}$ (respectively $\gamma_{k+1}$ ) orbits.

Observation 4.15. $\beta_{0}=\alpha_{1}=\alpha_{2}=0$ and $\alpha_{0}=\beta_{1}=\beta_{2}=1$.
Theorem 4.4. For every integer $k \geq 1, \tau_{k}=2^{2^{k}-(2 k+1)}+2^{2^{k-1}-(k+1)}$.
Proof. First observe that for $k \in[2]$ the claim holds. Let $G$ be a graph. Recall that $G \in \mathcal{T}_{k}$ if and only if $G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right)$ for some $G_{i} \in \mathcal{T}_{k-1}$,
and $v_{i} \in V\left(G_{i}\right), i \in[2]$. Therefore, in order to count $\tau_{k}$ it is sufficient to count the ways to choose $G_{1}, G_{2} \in \mathcal{T}_{k-1}$ and $v_{i} \in V\left(G_{i}\right), i \in[2]$, and not end up with isomorphic graphs. Let $G_{1}, G_{2}$ be graphs such that $G_{i} \in \mathcal{T}_{k-1}$ and $v_{i} \in V\left(G_{i}\right), i \in[2]$. We define

$$
\begin{align*}
\mathcal{A}_{k}^{1}= & \left\{G \mid G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right), G_{1} \nsim G_{2}, G_{i} \in \mathcal{A}_{k-1}\right. \\
& \text { and } \left.v_{i} \in V\left(G_{i}\right), i \in[2]\right\}  \tag{4.1}\\
\mathcal{A}_{k}^{2}= & \left\{G \mid G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right), G_{1} \nsim G_{2}, G_{i} \in \mathcal{B}_{k-1}\right. \\
& \text { and } \left.v_{i} \in V\left(G_{i}\right), i \in[2]\right\}  \tag{4.2}\\
\mathcal{A}_{k}^{3}= & \left\{G \mid G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right), G_{1} \nsim G_{2}, G_{1} \in \mathcal{A}_{k-1}, G_{2} \in \mathcal{B}_{k-1},\right. \\
& \text { and } \left.v_{i} \in V\left(G_{i}\right), i \in[2]\right\}  \tag{4.3}\\
\mathcal{A}_{k}^{4}= & \left\{G \mid G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right), G_{1} \simeq_{\phi} G_{2}, G_{i} \in \mathcal{A}_{k-1},\right. \\
& \text { and } \left.v_{i} \in V\left(G_{i}\right), i \in[2], \text { such that } \phi\left(v_{1}\right) \notin \operatorname{tr}_{G_{2}}\left(v_{2}\right)\right\}  \tag{4.4}\\
\mathcal{A}_{k}^{5}= & \left\{G \mid G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right), G_{1} \simeq_{\phi} G_{2}, G_{i} \in \mathcal{B}_{k-1},\right. \\
& \text { and } \left.v_{i} \in V\left(G_{i}\right), i \in[2], \text { such that } \phi\left(v_{1}\right) \notin \operatorname{tr}_{G_{2}}\left(v_{2}\right)\right\}  \tag{4.5}\\
\mathcal{B}_{k}^{1}= & \left\{G \mid G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right), G_{1} \simeq_{\phi} G_{2}, G_{i} \in \mathcal{A}_{k-1},\right. \\
& \text { and } \left.v_{i} \in V\left(G_{i}\right), i \in[2], \text { such that } \phi\left(v_{1}\right) \in \operatorname{tr}_{G_{2}}\left(v_{2}\right)\right\}  \tag{4.6}\\
\mathcal{B}_{k}^{2}= & \left\{G \mid G=\mathbf{j}\left(G_{1}, G_{2}, v_{1}, v_{2}\right), G_{1} \simeq_{\phi} G_{2}, G_{i} \in \mathcal{B}_{k-1},\right. \\
& \text { and } \left.v_{i} \in V\left(G_{i}\right), i \in[2], \text { such that } \phi\left(v_{1}\right) \in \operatorname{tr}_{G_{2}}\left(v_{2}\right)\right\} . \tag{4.7}
\end{align*}
$$

By their definitions, the above sets are a partition of $\mathcal{T}_{k}$. From Lemma 4.13 (for Relations (4.1)-(4.3)) and from Lemma 4.14 (for Relations (4.4) and (4.5)), the union of the first five is a subset of $\mathcal{A}_{k}$. Moreover, from Lemma 4.15 (applied to Relations (4.6) and (4.7)) the union of the last two is a subset of $\mathcal{B}_{k}$. We conclude that $\mathcal{A}_{k}=\bigcup_{i=1, \ldots, 5} \mathcal{A}_{k}^{i}$ and $\mathcal{B}_{k}=\mathcal{B}_{k}^{1} \cup \mathcal{B}_{k}^{2}$.

From Observation 4.14, Lemmata 4.11 and 4.12, and Relations (4.1)(4.7) we derive that

$$
\begin{aligned}
&\left|\mathcal{A}_{k}^{1}\right|=\binom{\alpha_{k-1}}{2} \cdot \gamma_{k+1}^{2}, \\
&\left|\mathcal{A}_{k}^{2}\right|=\binom{\beta_{k-1}}{2} \cdot \gamma_{k}^{2}, \\
&\left|\mathcal{A}_{k}^{3}\right|=\alpha_{k-1} \cdot \gamma_{k+1} \cdot \beta_{k-1} \cdot \gamma_{k} \\
&\left|\mathcal{A}_{k}^{4}\right|=\alpha_{k-1} \cdot\binom{\gamma_{k+1}}{2} \\
&\left|\mathcal{A}_{k}^{5}\right|=\beta_{k-1} \cdot\binom{\gamma_{k}}{2} \\
&\left|\mathcal{B}_{k}^{1}\right|=\alpha_{k-1} \cdot \gamma_{k+1} \\
&\left|\mathcal{B}_{k}^{2}\right|=\beta_{k-1} \cdot \gamma_{k}
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\alpha_{k}= & \binom{\alpha_{k-1}}{2} \gamma_{k+1}^{2}+\binom{\beta_{k-1}}{2} \gamma_{k}^{2}+\alpha_{k-1}\binom{\gamma_{k+1}}{2}+ \\
& \beta_{k-1}\binom{\gamma_{k}}{2}+\alpha_{k-1} \beta_{k-1} \gamma_{k} \gamma_{k+1}  \tag{4.8}\\
\beta_{k}= & \alpha_{k-1} \gamma_{k+1}+\beta_{k-1} \gamma_{k} \tag{4.9}
\end{align*}
$$

By simplifying (4.8),

$$
\begin{aligned}
\alpha_{k}= & \frac{1}{2}\left[\left(\gamma_{k+1}^{2} \alpha_{k-1}^{2}+\gamma_{k}^{2} \beta_{k-1}^{2}+2 \alpha_{k-1} \beta_{k-1} \gamma_{k} \gamma_{k+1}\right)-\right. \\
& \left.\left(\alpha_{k-1} \gamma_{k+1}+\beta_{k-1} \gamma_{k}\right)\right] \\
= & \frac{1}{2}\left(\beta_{k}^{2}-\beta_{k}\right) .
\end{aligned}
$$

It follows (using Relation (4.9)) that,

$$
\tau_{k}=\frac{1}{2}\left(\beta_{k}^{2}+\beta_{k}\right) \text { and } \beta_{k}=\gamma_{k} \beta_{k-1}^{2}
$$

Let $\delta_{k}=2^{k-1}-k$ and observe that $\beta_{k}=2^{\delta_{k}}=2^{2^{k-1}-k}$, for every integer $k \geq 2$. Then $\tau_{k}=2^{2^{k}-(2 k+1)}+2^{2^{k-1}-(k+1)}, k \geq 3$, and the theorem follows.

### 4.6 Obstructions for $\mathcal{G}_{k}, k \leq 3$

It is easy to prove that

- $\mathbf{o b s}_{\leq_{m}}\left(\mathcal{G}_{0}\right)=\mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{0}\right)=\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{0}\right)=\left\{K_{1}\right\}$,
- $\mathbf{o b s}_{\leq_{m}}\left(\mathcal{G}_{1}\right)=\mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{1}\right)=\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{1}\right)=\left\{K_{2}\right\}$,
- $\mathbf{o b s}_{\leq_{m}}\left(\mathcal{G}_{2}\right)=\mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{1}\right)=\left\{K_{3}, P_{4}\right\}$ and $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{2}\right)=\left\{K_{3}, P_{4}, C_{4}\right\}$.

Let $\mathcal{D}$ be the set of the graphs that appear inside the outer polygon in Figure 4.2. In this section we prove that $\mathbf{o b s}_{\subseteq}\left(\mathcal{G}_{3}\right)=\mathcal{D}$.

Theorem 4.5. For any graph $G, \boldsymbol{\operatorname { t d }}(G)>3$ if and only if $G$ contains one of the graphs in $\mathcal{D}$ as a subgraph.

Proof. Since each of the graphs in $\mathcal{D}$ is connected and has tree-depth four, it suffices to show that any connected graph with tree-depth four contains one of them as a subgraph. Suppose for contradiction that this is not the case, and let $G$ be a connected graph with tree-depth four that contains none of the graphs in $\mathcal{D}$ as a subgraph. We may assume that $G$ is minimal, that is, that $\operatorname{td}(G \backslash e)=3$ and $\mathbf{t d}(G \backslash v)=3$ for any edge $e \in E(G)$ and any vertex $v \in V(G)$. The graph $G$ cannot contain any cycles of length greater than four, otherwise, it would contain $C_{5}, C_{6}, C_{7}$, or $P_{8}$ as a subgraph.

Let $G^{\prime}$ be a 2 -connected subgraph of $G$, and suppose that $\left|V\left(G^{\prime}\right)\right| \geq 5$. Observe that $G^{\prime}$ contains a 4 -cycle $C=v_{1} v_{2} v_{3} v_{4}$. Consider a vertex $v_{5} \in V\left(G^{\prime}\right) \backslash V(C)$. Since $G^{\prime}$ is 2-connected, there exists a path $P$ with distinct endpoints in $C$ such that $v_{5} \in V(P)$ and $|V(P) \cap V(C)|=2$.

Since $G$ does not contain cycles of length at least $5, P$ has length two and joins two opposite vertices of $C$, say $v_{1}$ and $v_{3}$. If the subgraph induced by $V(C) \cup\left\{v_{5}\right\}$ contains any of the edges $\left\{v_{2}, v_{4}\right\},\left\{v_{2}, v_{5}\right\}$ or $\left\{v_{4}, v_{5}\right\}$, then $G$ contains $C_{5}$ as a subgraph, hence we may assume that this is not the case. Also, none of $v_{2}, v_{4}$ and $v_{5}$ may be incident with any other vertex of $G$, otherwise $G$ would contain $K_{4}^{2}$. Consider the graph $H$ obtained from $G$ by removing the edge $\left\{v_{1}, v_{5}\right\}$. By the minimality of $G, \boldsymbol{\operatorname { t d }}(H)=3$. The graph $H$ is connected, hence $H$ contains a vertex $v$ such that $H \backslash v$ is a star forest. If $v=v_{1}$ or $v=v_{3}$, then $G \backslash v$ is a star forest, which is contradiction with $\operatorname{td}(G)=4$. However, $H \backslash v$ for any other vertex $v$ contains $P_{4}$ as a subgraph. This is a contradiction, hence we may assume that any 2-connected subgraph of $G$ has at most four vertices.

Let us now consider the case where $G$ contains a 4 -cycle $C=v_{1} v_{2} v_{3} v_{4}$. If both edges $\left\{v_{1}, v_{3}\right\}$ and $\left\{v_{2}, v_{4}\right\}$ are in $G$, then $G$ contains $K_{4}$ as a subgraph, thus we may assume this is not the case. Suppose first that $\left\{v_{1}, v_{3}\right\}$ is an edge (thus $\left\{v_{2}, v_{4}\right\}$ is not an edge). If $v_{2}$ or $v_{4}$ is adjacent to a vertex outside of $C$, then $G$ contains $K_{4}^{1}$ as a subgraph. Otherwise, consider the graph $H$ obtained from $G$ by removing the edge $\left\{v_{1}, v_{3}\right\}$. By the minimality of $G$, there exists a vertex $v$ such that $H \backslash v$ is a star forest. The vertex $v$ must belong to $C$. Since $G \backslash v$ is not a star forest, $v \neq v_{1}$ and $v \neq v_{3}$, hence we may assume that $v=v_{2}$. Since $H \backslash v_{2}$ is a star forest, $v_{4}$ is the only neighbor of $v_{1}$ and $v_{3}$ in $H \backslash v_{2}$. But then $H=C$, and tree-depth of $G$ would be only three, which is a contradiction; therefore, any 4-cycle in $G$ is induced.

Let $C=v_{1} v_{2} v_{3} v_{4}$ be an induced 4-cycle in $G$. Since $G$ does not contain $K_{4}^{2}$ as a subgraph, the vertices of $V(G) \backslash V(C)$ can only be adjacent to two non-adjacent vertices of $C$, say $v_{1}$ and $v_{3}$. Since $\boldsymbol{\operatorname { t d }}(G)=4$, we have $G \neq C$ and we may assume that there exists a vertex $v_{5} \in V(G) \backslash V(C)$


Figure 4.2: The forbidden graphs for $\mathcal{G}_{3}$.
adjacent to $v_{1}$. Let us consider the graph $H$ obtained from $G$ by removing the edge $v_{1} v_{4}$. By the minimality of $G$, there exists a vertex $v$ such that $H \backslash v$ is a star forest. Since $v_{5} v_{1} v_{2} v_{3} v_{4}$ is a path, $v$ must be $v_{1}, v_{2}$, or $v_{3}$. If $v=v_{1}$ or $v=v_{3}$, then $G \backslash v$ is a star forest, hence $v=v_{2}$. However, this
means that $G \backslash v_{1}$ is a star forest, which is a contradiction, thus $G$ does not contain any 4 -cycle.

Consider now the case where $G$ contains a triangle $C=v_{1} v_{2} v_{3}$. The graph $G$ cannot contain another triangle disjoint from $C$, since otherwise it would contain $K_{3} P_{4}^{1}$ or $K_{3} K_{3}$ as a subgraph. Together with the fact that each nontrivial 2-connected subgraph of $G$ is a triangle, this implies that all the triangles in $G$ intersect in one vertex. We may assume that there is at least one vertex $v_{4}$ not belonging to $C$ adjacent to $v_{1}$, and that all triangles in $G$ contain the vertex $v_{1}$.

The vertex $v_{1}$ is a cut-vertex in $G$. The graph $G \backslash v_{1}$ is not a star forest, hence one of its components contains a triangle or $P_{4}$. All triangles in $G$ contain the vertex $v_{1}$, hence one of the components of $G \backslash v_{1}$ contains a path $P$ of length three.

If $P$ is disjoint with $C$, then $G$ contains a subgraph $K_{3} P_{4}^{1}$ or $K_{3} P_{4}^{2}$. It follows that $C$ is the only triangle in $G$ and that the path $P$ intersects $C \backslash v_{1}$. If the degree of both $v_{2}$ and $v_{3}$ is greater than two, then $G$ contains the subgraph $K_{4}^{3}$, thus we may assume that degree of $v_{2}$ is two and that $P=v_{2} v_{3} v_{5} v_{6}$ for some vertices $v_{5}$ and $v_{6}$. Similarly, $G \backslash v_{3}$ contains $P_{4}$ as a subgraph, hence we may assume that there is a vertex $v_{7}$ adjacent to $v_{4}$. However, the graph $G$ then would contain $K_{2} K_{3} K_{2}$ as a subgraph. Therefore, $G$ does not contain a triangle, and it must be a tree.

It is however easy to verify using Theorem 4.3 that the only tree-depth critical trees with tree-depth four are $P_{8}, P_{4}^{1} P_{4}^{2}$ and $P_{4}^{2} P_{4}^{2}$. It follows that any graph with $\operatorname{td}(G)>3$ contains one of the graphs in $\mathcal{D}$ as a subgraph.

Corollary 4.3. The set $\mathbf{o b s} \leq_{m}\left(\mathcal{G}_{3}\right)$ contains exactly all the graphs depicted in the inner polygon in Figure 4.2.

Proof. Follows directly from Observation 4.2 and the fact that $C_{5} \leq_{m} C_{6}$ and $C_{5} \leq_{m} C_{7}$.

Corollary 4.4. The set $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{3}\right)$ contains exactly all the graphs in Figure 4.2.

Proof. Follows by inspection, using Observation 4.3
Notice that the obstructions for $\mathcal{G}_{k}$ have at most $2^{k}$ vertices for $k \in[3]$. Hence Theorem 4.2 is not sharp even in this case (it only claims that the obstructions have at most 16 vertices). We conclude this section with the following conjecture.

Conjecture 2. For every $k \geq 1$, the order of the graphs in $\mathbf{o b s}_{\sqsubseteq}\left(\mathcal{G}_{k}\right)$ is bounded by $2^{k}$.

### 4.7 A Reduction for Tree-depth

In this section, towards the effort of trying to identify minimal graphs that do not belong to the graph class $\mathcal{G}_{k}$, we prove a reduction which facilitates the identification of these graphs with respect to relations that allow vertex removals.

In particular, we suggest a procedure which permits us to remove a vertex set from a graph $G$ while preserving its tree-depth.

Given a graph $G$ we say that a set $S \subseteq V(G)$ is a set of siblings if for every $x, y \in S, N_{G}(x)=N_{G}(y)$. Consider the following.

Observation 4.16. Let $G$ be a graph and $\rho$ be a $k$-vertex ranking of $G$. Let also $v_{1}, v_{2} \in V(G)$ such that $\left\{v_{1}, v_{2}\right\} \in E(G)$ and $\rho\left(v_{1}\right)<\rho\left(v_{2}\right)$. Then $\rho\left(v_{2}\right) \notin \rho\left(N_{G \backslash\left\{v_{2}\right\}}\left(v_{1}\right)\right)$.

We now prove the following general reduction-lemma.

Lemma 4.16. Let $k$ be a positive integer, $G$ be a graph and $S \subseteq V(G)$ be a set of siblings of $G$ each of degree $k$. Let also $G^{\prime}=G \backslash S^{\prime}$ where $S^{\prime}$ is any subset of $S$ such that $\left|S^{\prime}\right| \leq|S|-k$. Then $\boldsymbol{\operatorname { t d }}(G)=\boldsymbol{\operatorname { t d }}\left(G^{\prime}\right)$.

Proof. We examine the non-trivial case where $|S| \geq k+1$. We denote $S^{\prime \prime}=S \backslash S^{\prime}=\left\{u_{i}|i \in| S^{\prime \prime} \mid\right\}$. As $G^{\prime}$ is a subgraph of $G$, it is enough to prove that $\boldsymbol{\operatorname { t d }}(G) \leq \boldsymbol{\operatorname { t d }}\left(G^{\prime}\right)$. Let $\rho^{\prime}: V\left(G^{\prime}\right) \rightarrow\{1, \ldots, t\}$ be a vertex ranking of $G^{\prime}$. Let $N=\left\{v_{i} \mid i \in[k]\right\}$ be the common neighbourhood of the vertices in $S^{\prime \prime}$ and without loss of generality assume that $\rho^{\prime}\left(v_{i}\right) \leq$ $\rho^{\prime}\left(v_{i+1}\right), i \in[k-1]$. Notice that $\left|S^{\prime \prime}\right| \geq k$ and without loss of generality assume that $\rho^{\prime}\left(u_{i}\right) \leq \rho^{\prime}\left(u_{i+1}\right), i \in\left[\left|S^{\prime \prime}\right|-1\right]$. We need the following claim.

Claim 4. Let $P$ be a $\left(z^{\prime}, z\right)$-path in $G$ where $z \in S^{\prime \prime}, z^{\prime} \in\left(G \backslash S^{\prime \prime}\right) \backslash N$, and $\rho^{\prime}(z)=\rho^{\prime}\left(z^{\prime}\right)$. Let $P^{\prime}$ be the portion of $P$ between $z^{\prime}$ and the first vertex, say $x$, in $N$ (recall that $N$ is a separator of $G$ ). Then there exists a vertex $y \in V\left(P^{\prime}\right) \backslash\left\{z^{\prime}\right\}$ such that $\rho^{\prime}(y)>\rho^{\prime}\left(z^{\prime}\right)$.

Proof of Claim 4. It is enough to observe that the path $P^{\prime \prime}=\left(V\left(P^{\prime}\right) \cup\right.$ $\left.\{z\}, E\left(P^{\prime}\right) \cup\{\{x, z\}\}\right)$ should contain an internal vertex $y$ where $\rho^{\prime}(y)>$ $\rho^{\prime}\left(z^{\prime}\right)$.

In what follows we construct a vertex ranking $\rho: V(G) \rightarrow\{1, \ldots, t\}$. Let

$$
m= \begin{cases}\max \left\{i \mid \rho^{\prime}\left(u_{1}\right)>\rho^{\prime}\left(v_{i}\right)\right\}+1 & \text { if } A=\left\{i \mid \rho^{\prime}\left(u_{1}\right)>\rho^{\prime}\left(v_{i}\right)\right\} \neq \emptyset \\ 1 & \text { otherwise }\end{cases}
$$

and observe that $m \leq k+1$. We claim that

$$
\rho=\left\{\left(x, \rho^{\prime}(x)\right) \mid x \in V\left(G^{\prime}\right) \backslash\left(S^{\prime \prime} \cup \bigcup_{i \in[m-1]}\left\{v_{i}\right\}\right)\right\} \cup \sigma
$$

where

$$
\sigma= \begin{cases}\left\{\left(v_{i}, \rho^{\prime}\left(u_{i+1}\right)\right) \mid i \in[m-1]\right\} \cup\left\{\left(x, \rho^{\prime}\left(u_{1}\right)\right) \mid x \in S\right\} & m \neq k+1 \\ \left\{\left(v_{i}, \rho^{\prime}\left(u_{i}\right)\right) \mid i \in[m-1]\right\} \cup\left\{\left(x, \rho^{\prime}\left(v_{1}\right)\right) \mid x \in S\right\} & m=k+1\end{cases}
$$

is a $t$-vertex ranking of $G$.
First we examine the case where $m=1$. Then observe that

$$
\rho^{\prime \prime}=\left\{\left(x, \rho^{\prime}(x)\right) \mid x \in V\left(G^{\prime}\right) \backslash S^{\prime \prime}\right\} \cup\left\{\left(x, \rho^{\prime}\left(u_{1}\right)\right) \mid x \in S^{\prime \prime}\right\}
$$

is a $t$-vertex ranking of $G^{\prime}$. It is easy to observe that $\rho^{\prime \prime} \cup\left\{\left(x, \rho^{\prime}\left(u_{1}\right)\right) \mid x \in\right.$ $\left.S^{\prime}\right\}$ is a $t$-vertex ranking of $G$ that is equal to $\rho$.

We examine now the case where $1<m \leq k+1$. As $A \neq \emptyset$, Observation 4.16 implies that

$$
\begin{array}{cl}
\rho^{\prime}\left(u_{i}\right)<\rho^{\prime}\left(u_{i+1}\right), & i \in\left[\left|S^{\prime \prime}\right|-1\right] \\
\rho^{\prime}\left(v_{i}\right)<\rho^{\prime}\left(v_{i+1}\right), & m \leq i \leq k-1 \\
\rho^{\prime}\left(N_{G^{\prime} \backslash S^{\prime \prime}}\left(\bigcup_{i \in[m-1]}\left\{v_{i}\right\}\right)\right) \cap \rho^{\prime}\left(S^{\prime \prime}\right)=\emptyset & \tag{4.12}
\end{array}
$$

thus, from (4.10), $\left|\rho^{\prime}\left(S^{\prime \prime}\right)\right|=\left|S^{\prime \prime}\right| \geq k$. We distinguish the following cases:

Case 1. $1<m<k+1$. We claim that

$$
\begin{aligned}
\rho^{\prime \prime}= & \left\{\left(x, \rho^{\prime}(x)\right) \mid x \in V\left(G^{\prime}\right) \backslash\left(S^{\prime \prime} \cup \bigcup_{i \in[m-1]}\left\{v_{i}\right\}\right)\right\} \cup \\
& \left\{\left(v_{i}, \rho^{\prime}\left(u_{i+1}\right)\right) \mid i \in[m-1]\right\} \cup\left\{\left(x, \rho^{\prime}\left(u_{1}\right)\right) \mid x \in S^{\prime \prime}\right\}
\end{aligned}
$$

is a $t$-vertex ranking of $G^{\prime}$. Indeed, $\rho^{\prime \prime}$ is a proper coloring of $G^{\prime}$ because of (4.10), (4.11), and (4.12). To prove that $\rho^{\prime \prime}$ is a $t$-vertex ranking, we consider a $\left(z^{\prime}, z\right)$-path $P$ between two vertices $z, z^{\prime} \in V\left(G^{\prime}\right)$ where $\rho^{\prime \prime}(z)=$ $\rho^{\prime \prime}\left(z^{\prime}\right)$. We observe the following.

Claim 5. $\left|\rho^{\prime \prime}(N)\right|=k$.

Proof of Claim 5. It follows directly from (4.10) and (4.11).

We distinguish the following subcases.
Subcase 1.1. If one, say $z$, of the endpoints of $P$ belongs to $S^{\prime \prime}$, then $P$ contains at least one vertex $v_{i}, i \in N$. If $i \in A$ then $\rho^{\prime \prime}\left(v_{i}\right) \geq \rho^{\prime}\left(u_{2}\right)>$ $\rho^{\prime}\left(u_{1}\right)=\rho^{\prime \prime}(z)$. If $i \in[k] \backslash A$, then $\rho^{\prime \prime}\left(v_{i}\right)=\rho^{\prime}\left(v_{i}\right)>\rho^{\prime}\left(u_{1}\right)=\rho^{\prime \prime}(z)$.

Subcase 1.2. If one, say $z$, of the endpoints of $P$ belongs to $N^{\prime}=\left\{v_{i} \mid i \in\right.$ $A\}$, then we assume that $z=v_{i}$ and, from Claim $5, z^{\prime} \in\left(V\left(G^{\prime}\right) \backslash S^{\prime \prime}\right) \backslash N$. Let $P^{\prime}$ be the portion of $P$ between $z^{\prime}$ and the first vertex $x$ in $N$. Then from Claim 4, there exists a vertex $y \in V\left(P^{\prime}\right) \backslash\left\{z^{\prime}\right\}$ where $\rho^{\prime}(y)>\rho^{\prime}\left(z^{\prime}\right)$. Observe that $\rho^{\prime}\left(z^{\prime}\right)=\rho^{\prime \prime}\left(z^{\prime}\right)$ and $\rho^{\prime \prime}(y) \geq \rho^{\prime}(y)$. Therefore, $\rho^{\prime \prime}(y)>\rho^{\prime \prime}\left(z^{\prime}\right)$ and we are done as $y \in V\left(P^{\prime}\right) \subseteq V(P)$.

Subcase 1.3. If one, say $z$, of the endpoints of $P$ belongs to $N \backslash N^{\prime}$, then again from Claim $5, z^{\prime} \in\left(V\left(G^{\prime}\right) \backslash S^{\prime \prime}\right) \backslash N$. Let $P^{\prime}$ be the portion of $P$ between $z^{\prime}$ and the first vertex $x$ in $N$. If $w=z$ then $P^{\prime}=P$ and we are done. If $x \neq z$, we define $P^{\prime \prime}=\left(V\left(P^{\prime}\right) \cup\left\{u_{1}, z\right\}, E(P) \cup\left\{\left\{x, u_{1}\right\},\left\{u_{1}, z\right\}\right\}\right)$ and observe that $\rho^{\prime}(z)=\rho^{\prime \prime}\left(z^{\prime}\right)$ and $\rho^{\prime}\left(z^{\prime}\right)=\rho^{\prime \prime}\left(z^{\prime}\right)$. Therefore, $P^{\prime \prime}$ contains some internal vertex $y$ where $\rho^{\prime}(y)>\rho^{\prime}(z)=\rho^{\prime \prime}(z)$. Notice also that $\rho^{\prime}\left(u_{1}\right)<\rho^{\prime}(z)$, thus $y \in V\left(P^{\prime}\right)$. It also holds that $\rho^{\prime \prime}(y) \geq \rho^{\prime}(y)$, therefore $\rho^{\prime \prime}(y)>\rho^{\prime \prime}(z)$ and we are done as $y \in V\left(P^{\prime}\right) \subseteq V(P)$.

Subcase 1.4. If both $z, z^{\prime}$ belong in $\left(V\left(G^{\prime}\right) \backslash S^{\prime \prime}\right) \backslash N$, then we examine the non-trivial case where $V(P) \cap S^{\prime \prime} \neq \emptyset$ (recall that the new coloring, only increases the colors not in $S^{\prime \prime}$ ). Let $P^{\prime}$ (respectively $P^{\prime \prime}$ ) be the portion of $P$ between $z\left(\right.$ respectively $\left.z^{\prime}\right)$ and the first vertex $x$ (respectively $x^{\prime}$ ) in
$N$. We define the path $P^{\prime \prime \prime}=P^{\prime} \cup P^{\prime \prime} \cup\left(\left\{u_{1}, x, x^{\prime}\right\},\left\{\left\{x, u_{1}\right\},\left\{x^{\prime}, u_{1}\right\}\right\}\right)$. Again $\rho^{\prime}(z)=\rho^{\prime \prime}\left(z^{\prime}\right)$ and $\rho^{\prime}\left(z^{\prime}\right)=\rho^{\prime \prime}\left(z^{\prime}\right)$ and let $y$ be a vertex in $P^{\prime \prime \prime}$ where $\rho^{\prime}(y)>\rho^{\prime}(z)=\rho^{\prime \prime}(z)$. If $y \in V\left(P^{\prime}\right) \cup V\left(P^{\prime \prime}\right)$ then we are done as $\rho^{\prime \prime}(y) \geq \rho^{\prime}(y)$ and $V\left(P^{\prime}\right) \cup V\left(P^{\prime \prime}\right) \subseteq V(P)$. If $y=u_{1}$, then we are also done as $S^{\prime \prime} \cap V(P) \neq \emptyset$ and the color assigned by $\rho^{\prime \prime}$ to every vertex in $S^{\prime \prime} \cap V(P) \neq \emptyset$ is equal to $\rho^{\prime}\left(u_{1}\right)$.

We just proved that $\rho^{\prime \prime}$ is a $t$-vertex ranking of $G^{\prime}$. It remains now to observe that $\rho^{\prime \prime} \cup\left\{\left(x, \rho^{\prime}\left(u_{1}\right)\right) \mid x \in S^{\prime}\right\}$ is a $t$-vertex ranking of $G$ that is equal to $\rho$.

Case 2. $m=k+1$. We claim that

$$
\begin{aligned}
\rho^{\prime \prime}= & \left\{\left(x, \rho^{\prime}(x)\right) \mid x \in V\left(G^{\prime}\right) \backslash\left(\bigcup_{i \in[m-1]}\left\{v_{i}\right\} \cup S^{\prime \prime}\right)\right\} \cup \\
& \left\{\left(v_{i}, \rho^{\prime}\left(u_{i}\right)\right) \mid i \in[m-1]\right\} \cup\left\{\left(x, \rho^{\prime}\left(v_{1}\right)\right) \mid x \in S^{\prime \prime}\right\}
\end{aligned}
$$

is a $t$-vertex ranking of $G^{\prime}$.
Observe first that Claim 5 is again true from (4.10).
We distinguish the following subcases.

Subcase 2.1. If one, say $z$, of the endpoints of $P$ belongs to $S^{\prime \prime}$, then $P$ contains at least one vertex $v_{i}, i \in N$. Then $\rho^{\prime \prime}\left(v_{i}\right) \geq \rho^{\prime}\left(u_{1}\right)>\rho^{\prime}\left(v_{1}\right)=\rho^{\prime \prime}(z)$.

Subcase 2.2. If one, say $z$, of the endpoints of $P$ belongs to $N$, then we assume that $z=v_{i}$ and, from Claim 5, $z^{\prime} \in\left(V\left(G^{\prime}\right) \backslash S^{\prime \prime}\right) \backslash N$. Let $P^{\prime}$ be the portion of $P$ between $z^{\prime}$ and the first vertex $x$ in $N$. Then from the Claim 4, there exists a vertex $y \in V\left(P^{\prime}\right) \backslash\left\{z^{\prime}\right\}$ where $\rho^{\prime}(y)>\rho^{\prime}\left(z^{\prime}\right)$. Observe that $\rho^{\prime}\left(z^{\prime}\right)=\rho^{\prime \prime}\left(z^{\prime}\right)$ and $\rho^{\prime \prime}(y) \geq \rho^{\prime}(y)$. Therefore, $\rho^{\prime \prime}(y)>\rho^{\prime \prime}\left(z^{\prime}\right)$
and we are done as $y \in V\left(P^{\prime}\right) \subseteq V(P)$.

Subcase 2.3. If both $z, z^{\prime}$ belong to $\left(V\left(G^{\prime}\right) \backslash S^{\prime \prime}\right) \backslash N$, then we examine the non-trivial case where $V(P) \cap S^{\prime \prime} \neq \emptyset$ (recall that the new coloring, only increases the colors not in $S^{\prime \prime}$ ). Let $P^{\prime}$ (respectively $P^{\prime \prime}$ ) be the portion of $P$ between $z$ (respectively $z^{\prime}$ ) and the first vertex $x$ (respectively $x^{\prime}$ ) in $N$. We define the path $P^{\prime \prime \prime}=P^{\prime} \cup P^{\prime \prime} \cup\left(\left\{u_{1}, x, x^{\prime}\right\},\left\{\left\{x, u_{1}\right\},\left\{x^{\prime}, u_{1}\right\}\right\}\right)$. Again $\rho^{\prime}(z)=\rho^{\prime \prime}\left(z^{\prime}\right)$ and $\rho^{\prime}\left(z^{\prime}\right)=\rho^{\prime \prime}\left(z^{\prime}\right)$ and let $y$ be a vertex in $P^{\prime \prime \prime}$ where $\rho^{\prime}(y)>\rho^{\prime}(z)=\rho^{\prime \prime}(z)$. If $y \in V\left(P^{\prime}\right) \cup V\left(P^{\prime \prime}\right)$ then we are done as $\rho^{\prime \prime}(y) \geq \rho^{\prime}(y)$ and $V\left(P^{\prime}\right) \cup V\left(P^{\prime \prime}\right) \subseteq V(P)$. If $y=u_{1}$, then we are done as $\rho^{\prime \prime}(x) \geq \rho^{\prime}\left(u_{1}\right)$ and $x \in V\left(P^{\prime}\right) \cup V\left(P^{\prime \prime}\right) \subseteq V(P)$.

We just proved that $\rho^{\prime \prime}$ is a $t$-vertex ranking of $G^{\prime}$. It remains to observe that $\rho^{\prime \prime} \cup\left\{\left(x, \rho^{\prime}\left(v_{1}\right)\right) \mid x \in S^{\prime}\right\}$ is a $t$-vertex ranking of $G$ that is equal to $\rho$.

## CHAPTER 5

## Computing Immersion Obstructions

The development of the Graph Minor Theory constitutes a vital part of modern Combinatorics. A lot of theorems that were proved and techniques that were introduced in its context appear to be of crucial importance in Algorithmics and Parameterized Complexity Theory as well as in Structural Graph Theory. Such examples are the Excluded Grid Theorem [197, the Structural Theorems in $\lfloor 193,207\rfloor$ and the Irrelevant Vertex Technique in [185]. (For examples of algorithmic applications, see [50, 109] and Chapter 8).

However, while the minor ordering has been extensively studied throughout the last decades $\lfloor 4,29,185,193,197,207,210,211\rfloor$, the immersion ordering has only recently gained more attention $\lfloor 58,109,216$. Recall that one of the fundamental results that appeared in the last paper of the Graph Minors series was the proof of Nash-Williams' Conjecture (see

Section 3.1), that is, the class of all graphs is well-quasi-ordered by the immersion ordering $\lfloor 211\rfloor$.

As we have already seen, a direct corollary of these results is that a graph class $\mathcal{C}$, which is closed under taking immersions, can be characterized by a finite family $\mathbf{o b s} \leq_{\leq_{i m}}(\mathcal{C})$ of minimal, according to the immersion ordering, graphs that are not contained in $\mathcal{C}$. Furthermore, in [109], it was proven that there is an $O\left(|V(G)|^{3}\right)$ algorithm that decides whether a graph $H$ is an immersion of a graph $G$ (where the hidden constants depend only on $H)$. Thus, an immediate algorithmic implication of the finiteness of $\mathbf{o b s} \leq_{{ }_{i m}}(\mathcal{C})$ and the algorithm in $\lfloor 109\rfloor$, is that it can be decided in cubic time whether a graph belongs to $\mathcal{C}$ or not (by testing if the graph $G$ contains any of the graphs in $\mathbf{o b s} \leq_{{ }_{i m}}(\mathcal{C})$ as an immersion). In other words, these two results imply that membership in an immersion-closed graph class can be decided in cubic time. (See also Section 3.3)

Recall here that the same meta-algorithmic conclusion holds for the minor ordering from the proofs in $\lfloor 193\rfloor$ and $\lfloor 194\rfloor$. Evenmore, this result, that is, the existence of a cubic time algorithm deciding the membership of a graph in a graph class that is closed under minors, broadened the perspectives towards the understanding of the NP-hard problems. It was actually at that point, according to M. Langston, that it became clear what seemed to be as "different levels of hardness" between these problems 22 . Notice for example, for the well-known $k$-VERTEX Cover problem, that the class of graphs admitting a vertex cover of size at most $k$ is closed under taking of minors. Therefore, for every fixed $k$ there is a cubic time algorithm deciding whether a graph has a vertex cover of size $k$. However, no similar result can be expected for the $k$-Coloring problem, as it is known to be NP-hard for every fixed $k \geq 3$. The observation of this gap in the time complexity of the NP-hard problems encouraged the
development of the Parameterized Complexity Theory $\lfloor 66,82,172\rfloor$ by M. Fellows and R. Downey (see also Chapter 8). This theory has proven to be very powerful and has majorly advanced during the past decades (for example, see $\lfloor 10,23,24,41,50\rfloor)$.

Nevertheless, recall that, the aforementioned meta-algorithmic result for an immersion-closed graph class $\mathcal{C}$ assumes that the family $\mathbf{o b s}_{\leq_{i m}}(\mathcal{C})$ is known. Evenmore, as the proofs in $\lfloor 194\rfloor$ and $\lfloor 211\rfloor$ are non-constructive (see $\lfloor 95\rfloor$ ), no generic algorithm is provided that allows us to identify these obstruction sets for every immersion-closed graph class. Moreover, even for fixed graph classes, this task can be extremely challenging as such a set could contain many graphs and no general upper bound on its cardinality is known other than its finiteness [69] (see, also, the previous chapter).

The issue of the computability of obstruction sets for minors and immersions was raised by M. Fellows and M. Langston $\lfloor 78,79\rfloor$ and the challenges towards computing obstruction sets soon became clear. In particular, in [79〕, M. Fellows and M. Langston showed that the problem of determining obstruction sets from machine descriptions of minor-closed graph classes is recursively unsolvable (which directly holds for the immersion ordering as well). Evenmore, in $\lfloor 37\rfloor$, B. Courcelle, R. Downey and M. Fellows proved that the obstruction set of a minor-closed graph class cannot be computed from a description of the minor-closed graph class in Monadic Second Order Logic (MSO). Thus, a consequent open problem is to identify the information that is needed for an immersion-closed graph class $\mathcal{C}$ in order to make it possible to effectively compute the obstruction set $\mathbf{o b s} \leq_{\leq_{i m}}(\mathcal{C})$.

Several methods have been proposed towards tackling the non constructiveness of these sets (see, for example, $\lfloor 29,78\rfloor$ ) and the problem of algorithmically identifying minor obstruction sets has been extensively
studied $\lfloor 4,29,37,78,79,144\rfloor$. In $\lfloor 29\rfloor$, it was proven that the obstruction set of a minor-closed graph class $\mathcal{F}$ which is the union of two minor-closed graph classes $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ whose obstruction sets are given can be computed under the assumption that there is at least one tree that does not belong to $\mathcal{F}_{1} \cap \mathcal{F}_{2}$. Evenmore, in $\lfloor 4\rfloor$, it was shown that the aforementioned assumption is not necessary.

In this section, we initiate the study for computing immersion obstruction sets. In particular, we deal with the problem of computing the set $\mathbf{o b s} \leq_{{ }_{i m}}(\mathcal{C})$ for families of graph classes $\mathcal{C}$ that are constructed by finite unions of immersion-closed graph classes. Notice that the union and the intersection of two immersion-closed graph classes are also immersionclosed, hence their obstruction sets are of finite size. It is also easy to see that, given the obstruction sets of two immersion-closed graph classes, the obstruction set of their intersection can be computed in a trivial way. We prove that there is an algorithm that, given the obstruction sets of two immersion-closed graph classes, outputs the obstruction set of their union.

Our approach is based on the derivation of an upper bound on the treewidth of the obstructions of an immersion-closed graph class. Notice that the combination of a machine description of an immersion-closed graph class $\mathcal{F}$ with an upper bound on the size of the forbidden graphs makes this computation possible, but neither the machine description of the graph class nor the upper bound alone are sufficient information. Moreover, as mentioned before, no generic procedure is known for computing such an upper bound. We build on the machinery introduced by I. Adler, M. Grohe and S. Kreutzer in $\lfloor 4\rfloor$ for computing minor obstruction sets. In particular, we will ask for an MSO-description of an immersion-closed graph class instead of a machine description, and a bound on the treewidth instead of an upper bound on the size of the obstructions of the
immersion-closed graph class.
For this, we adapt the results on $\lfloor 4\rfloor$ so to permit the computation of the obstruction set of any immersion-closed graph class, under the conditions that an explicit upper bound on the tree-width of its obstructions can also be computed and the class can be defined in MSO. We present this algorithm at Lemma 5.4, and with that we conclude the computability part of the chapter. Our next step is a combinatorial result proving an upper bound on the tree-width of the obstructions of the union of two immersion-closed graph classes, whose obstruction sets are known. We then show that the obstruction set of their union can be effectively computed. Our combinatorial proofs significantly differ from the ones in $\lfloor 4\rfloor$ and make use of a suitable extension of the Unique Linkage Theorem of K. Kawarabayashi and P. Wollan 〔124〕.

The remainder of this chapter is structured as follows. In Section 5.1 we state the basic notions that we use throughout the section as well as few well-known results. In Section 5.2 we present our computability result, that is, we prove that the obstruction set of an immersion-closed graph class can be computed when an upper bound on the tree-width of its obstructions and an MSO-description of the graph class are known. We do so by proving a version of Lemma 3.1 of $\lfloor 4\rfloor$, adapted to the immersion ordering. In Section 5.3 we provide the bounds on the tree-width of the graphs that belong to the set $\mathbf{o b s}_{\leq_{i m}}\left(\mathcal{C}_{1} \cup \mathcal{C}_{2}\right)$ by assuming that the sets $\mathbf{o b s}_{\leq_{i m}}\left(\mathcal{C}_{1}\right)$ and $\mathbf{o b s} \leq_{\text {im }}\left(\mathcal{C}_{2}\right)$ are known, where $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are immersionclosed graph classes. By doing this we propagate the computability of immersion obstruction sets to finite unions of immersion-closed graph classes.

### 5.1 Preliminaries

We define an ordering $\leq$ between finite sets of graphs as follows: $\mathcal{F}_{1} \leq \mathcal{F}_{2}$ if and only if

1. $\sum_{G \in \mathcal{F}_{1}}|V(G)|<\sum_{H \in \mathcal{F}_{2}}|V(H)|$ or
2. $\sum_{G \in \mathcal{F}_{1}}|V(G)|=\sum_{H \in \mathcal{F}_{2}}|V(H)|$ and $\sum_{G \in \mathcal{F}_{1}}|E(G)|<\sum_{H \in \mathcal{F}_{2}}|E(H)|$.

Definition 5.1 (An equivalent definition of obstruction sets.). Let $\mathcal{C}$ be an immersion-closed graph class. A set of graphs $F=\left\{H_{1}, \ldots, H_{n}\right\}$ is called (immersion) obstruction set of $\mathcal{C}$, and is denoted by obs $\leq_{\text {im }}(\mathcal{C})$, if and only if $F$ is a $\leq$-minimal set of graphs for which the following holds: For every graph $G, G$ does not belong to $\mathcal{C}$ if and only if there exists a graph $H \in F$ such that $H \leq_{i m} G$.

Remark 2. While we have already defined obstructions sets we also wish to include Definition 5.1 as it may facilitate the understanding of the proof of Lemma 5.4.

Recall that, because of the seminal result of N. Robertson and P. Seymour $\lfloor 211\rfloor$, for every immersion-closed graph class $\mathcal{C}$, the set $\mathbf{o b s}_{\leq_{\text {im }}}(\mathcal{C})$ is finite.

In [210], N. Robertson and P. Seymour proved a theorem which is known as The Vital Linkage Theorem. This theorem provides an upper bound for the tree-width of a graph $G$ that contains a vital $k$-linkage $L$ such that $V(L)=V(G)$, where the bound depends only on $k$. A stronger statement of the Vital Linkage Theorem was recently proved by K. Kawarabayashi and P. Wollan \124〕, where instead of asking for the linkage to be vital, it asks for it to be unique. Notice here that a vital
linkage is also unique. As in some of our proofs (for example, the proof of Lemma 5.5) we deal with unique but not necessarily vital linkages we make use of the Vital Linkage Theorem in its latter form which is stated below.

Theorem 5.1 (The Unique Linkage Theorem [124, 210]). There exists a computable function $w: \mathbb{N} \rightarrow \mathbb{N}$ such that the following holds. Let $L$ be $a$ (1-approximate) $k$-linkage in $G$ with $V(L)=V(G)$. If $L$ is unique then $\mathbf{t w}(G) \leq w(k)$.

## Monadic Second Order Logic

Lemma 5.1. The class of graphs that contain a fixed graph $H$ as an immersion is MSO-definable by an MSO-formula $\phi_{H}$.

Proof. Let $V(H)=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ and $E(H)=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$. Let also $\phi_{H}$ be the following formula.

$$
\begin{aligned}
\phi_{H}:= & \exists E_{1}, E_{2}, \ldots, E_{m} \exists x_{1}, x_{2}, \ldots, x_{n}\left[\left(\bigwedge_{i \in[n]} V\left(x_{i}\right)\right) \wedge\left(\bigwedge_{j \in[m]} E_{i} \subseteq E\right) \wedge\right. \\
& \left.\left(\bigwedge_{i \neq j} x_{i} \neq x_{j}\right) \wedge\left(\bigwedge_{p \neq q} E_{p} \cap E_{q}=\emptyset\right) \wedge\left(\bigwedge_{e_{r}=\left\{v_{k}, v_{l}\right\} \in E(H)} \operatorname{path}\left(x_{k}, x_{l}, E_{r}\right)\right)\right],
\end{aligned}
$$

where $\operatorname{path}(x, y, Z)$ is the MSO formula stating that the edges in $Z$ form a path from $x$ to $y$. This can be done by saying that the set $Z$ of edges is connected and every vertex $v$ incident to an edge in $Z$ is either incident to exactly two edges of $Z$ or to exactly one edge with further condition that $v=x$ or $v=z$. Thus, $\operatorname{path}(x, y, Z)$ can be expressed in MSO by the
following formula.

$$
\begin{aligned}
& {[(x \neq y) \wedge \exists p, q(Z(p) \wedge Z(q) \wedge I(x, p) \wedge I(y, q) \wedge} \\
& \left.\forall p^{\prime} \in Z\left(I\left(x, p^{\prime}\right) \rightarrow p=p^{\prime}\right) \wedge \forall q^{\prime} \in Z\left(I\left(y, q^{\prime}\right) \rightarrow q=q^{\prime}\right)\right) \wedge \\
& \forall w\left(V(w) \wedge w \neq x \wedge w \neq y \wedge \exists q_{1}\left(Z\left(q_{1}\right) \wedge I\left(w, q_{1}\right)\right) \rightarrow\right. \\
& \left.\exists q_{2}, q_{3}\left(Z\left(q_{2}\right) \wedge Z\left(q_{3}\right) \wedge q_{2} \neq q_{3} \wedge I\left(w, q_{2}\right) \wedge I\left(w, q_{3}\right)\right)\right) \wedge \\
& \forall p_{1}, p_{2}, p_{3}\left(Z\left(p_{1}\right) \wedge Z\left(p_{2}\right) \wedge Z\left(p_{3}\right) \wedge\right. \\
& \left.\left.\exists m\left(V(m) \wedge I\left(u, p_{1}\right) \wedge I\left(u, p_{2}\right) \wedge I\left(u, p_{3}\right)\right) \rightarrow \bigvee_{i \neq j}\left(p_{i}=p_{j}\right)\right)\right]
\end{aligned}
$$

It is easy to verify that $\phi_{H}$ is the desired formula.
We now state a theorem which plays a crucial role in the proof of our algorithm for the computation of immersion obstructions for general immersion-closed graph classes.

Theorem 5.2 ( $\lfloor 13,36\rfloor)$. Let $\phi$ be a fixed MSO-formula. There is an algorithm such that, for every positive integer $k$ and every graph $G$, whose tree-width is upper bounded by $k$ and is given together with a treedecomposition, decides where $\phi$ is satisfied by the graph $G$.

In 44 , I. Adler, M. Grohe and S. Kreutzer provide tools that allow us to use Theorem 5.2, when an upper bound on the tree-width of the obstructions is known and an MSO-description of the graph class can be computed, in order to compute the obstruction sets of minor-closed graph classes. We adapt their machinery to the immersion ordering and prove that the tree-width of the obstructions of immersion-closed graph classes is upper bounded by some function that only depends on the graph class. This provides a generic technique to construct immersion obstruction sets when the explicit value of the function is known. Then, by obtaining such a computable upper bound on the tree-width of the graphs in $\mathbf{o b s} \leq_{\text {in }}(\mathcal{C})$,
where $\mathcal{C}=\mathcal{C}_{1} \cup \mathcal{C}_{2}$ and $\mathcal{C}_{1}, \mathcal{C}_{2}$ are immersion-closed graph classes whose obstruction sets are given, we show that the set $\mathbf{o b s} \leq_{\leq_{i m}}(\mathcal{C})$ can be effectively computed.

### 5.2 Computing Immersion Obstruction Sets

In this section we prove the analogue of Lemma 2.2 in $\lfloor 4\rfloor$ (Lemma 5.2) and the analogue of Lemma 3.1 in $\lfloor 4\rfloor$ (Lemma 5.4) for the immersion ordering.

We first state the combinatorial lemma of this section.
Lemma 5.2. There exists a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that the following holds. Let $H$ and $G$ be graphs such that $H \leq{ }_{i m} G$. If $G^{\prime}$ is a minimal subgraph of $G$ with $H \leq{ }_{i m} G^{\prime}$ then $\mathbf{t w}\left(G^{\prime}\right) \leq f(|E(H)|)$.

The proof of Lemma 5.2 is omitted as a stronger statement will be proved later on (Lemma 5.7). We continue by giving the necessary definitions in order to prove the analogue of Lemma 3.1 in $\lfloor 4\rfloor$ for the immersion ordering.

Extension of MSO For convenience, we consider the extension of the signature $\tau_{\mathcal{G}}$ to a signature $\tau_{e x}$ that pairs the representation of a graph $G$ with the representation of one of its tree-decompositions.

Definition 5.2. If $G$ is a graph and $\mathcal{T}=(\mathcal{X}, T)$ is a tree-decomposition of $G, \tau_{e x}$ is the signature that consists of the relation symbols $V, E, I$ of $\tau_{\mathcal{G}}$, and four more relation symbols $V_{T}, E_{T}, I_{T}$ and $X$.
A tree-dec expansion of $G$ and $\mathcal{T}$, is a $\tau_{e x}$-structure

$$
\begin{aligned}
\mathfrak{G}_{e x}= & (V(G) \cup E(G) \cup V(T) \cup E(T), \\
& \left.V^{\mathfrak{G}_{e x}}, E^{\mathfrak{G}_{e x}}, I^{\mathfrak{G}_{e x}}, V_{T}^{\mathfrak{G}_{e x}}, E_{T}^{\mathfrak{G}_{e x}}, I_{T}^{\mathfrak{G}_{e x}}, X^{\mathfrak{G}_{e x}}\right)
\end{aligned}
$$

where $V_{T}^{\mathfrak{G}_{e x}}=V(T)$ represents the node set of $T, E_{T}^{\mathfrak{G}_{e x}}=E(T)$ the edge set of $T, I_{T}^{\mathfrak{G}_{e x}}=\{(v, e) \mid v \in e \cap V(T) \wedge e \in E(T)\}$ the incidence relation in $T$ and $X^{\mathfrak{G}_{e x}}=\left\{(t, v) \mid t \in V(T) \wedge v \in X_{t} \cap V(G)\right\}$.

We denote by $\mathcal{C}_{\mathcal{T}_{k}}$ the class of tree-dec expansions consisting of a graph $G$ with $\mathbf{t w}(G) \leq k$, and a tree decomposition $(\mathcal{X}, T)$ of $G$ of width $(\mathcal{X}, T) \leq k$.

Lemma 5.3 ( $\lfloor 4\rfloor)$. It holds that:

1. If $G$ is a graph and $(\mathcal{X}, T)$ is a tree decomposition of it whose width is at most $k$ then the tree-width of the tree-dec expansion of $G$ is at most $k+2$.
2. There is an MSO-sentence $\phi_{\mathcal{C}_{\mathcal{T}_{k}}}$ such that for every $\tau_{\text {ex }}$-structure $\mathfrak{G}$, $\mathfrak{G} \mid=\phi_{\mathcal{C}_{\mathcal{T}_{k}}}$ if and only if $\mathfrak{G} \in \mathcal{C}_{\mathcal{T}_{k}}$.

A classic result $\lfloor 13\rfloor$ (see Theorem 5.2) states that we can decide, for every $k \geq 0$, if an MSO-formula is satisfied in a graph $G$ of $\operatorname{tw}(G) \leq k$. An immediate corollary of this result and Lemma 5.3 is the following.

Corollary 5.1. We can decide, for every $k$, if an MSO-formula $\phi$ is satisfied in some $\mathfrak{G} \in \mathcal{C}_{\mathcal{T}_{k}}$.

Theorem $5.3(\lfloor 4\rfloor)$. For every $k \geq 0$, there is an MSO-sentence $\phi_{\mathcal{T}_{k}}$ such that for every tree-dec expansion $\mathfrak{G} \in \mathcal{C}_{\mathcal{T}_{l}}$ of $G$, for some $l \geq k$, it holds that $\mathfrak{G} \models \phi_{\mathcal{T}_{k}}$ if and only if $\operatorname{tw}(G)=k$.

Definition 5.3. A graph class $\mathcal{C}$ is layer-wise $M S O$-definable, if for every $k \in \mathbb{N}$ we can compute an MSO-formula $\phi_{k}$ such that $G \in \mathcal{C} \wedge \mathbf{t w}(G) \leq k$ if and only if $\mathfrak{G} \models \phi_{k}$, where $\mathfrak{G} \in \mathcal{C}_{\mathcal{T}_{k}}$ is the tree-dec expansion of $G$.

Definition 5.4. Let $\mathcal{C}$ be an immersion-closed graph class. The width of $\mathcal{C}$, $\boldsymbol{\operatorname { w i d t h }}(\mathcal{C})$ is the minimum positive integer $k$ such that for every graph $G \notin \mathcal{C}$ there is a graph $G^{\prime} \subseteq G$ with $G^{\prime} \notin \mathcal{C}$ and $\mathbf{t w}\left(G^{\prime}\right) \leq k$.

Note that Lemma 5.2 ensures that the width of an immersion-closed graph class is well-defined.

Observation 5.1. If $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are immersion-closed graph classes then the following hold.

1. For every graph $G \notin \mathcal{C}_{1} \cup \mathcal{C}_{2}$, there exists a graph $G^{\prime} \subseteq G$ such that $G^{\prime} \notin \mathcal{C}_{1} \cup \mathcal{C}_{2}$ and $\mathbf{t w}\left(G^{\prime}\right) \leq \max \{r(|E(H)|,|E(J)|) \mid H \in$ $\left.\mathbf{o b s}_{\leq_{\text {im }}}\left(\mathcal{C}_{1}\right), J \in \mathbf{o b s}_{\leq_{\text {im }}}\left(\mathcal{C}_{2}\right)\right\}$, where $r$ is the function of Lemma 5.7 and thus,
2. For every graph $G \notin \mathcal{C}_{1}$, there exists a graph $G^{\prime} \subseteq G$ such that $G^{\prime} \notin \mathcal{C}_{1}$ and $\mathbf{t w}\left(G^{\prime}\right) \leq \max \left\{f(|E(H)|) \mid H \in \mathbf{o b s}_{\leq_{\text {im }}}\left(\mathcal{C}_{1}\right)\right\}$, where $f$ is the function of Lemma 5.2.

Finally, we state the analogue of Lemma 3.1 in $\lfloor 4\rfloor$ for the immersion ordering.

Lemma 5.4. There exists an algorithm that, given an upper bound $l \geq 0$ on the width of a layer-wise MSO-definable class $\mathcal{C}$, and a computable function $f: \mathbb{N} \rightarrow M S O$ such that for every positive integer $k, f(k)=\phi_{k}$, where $\phi_{k}$ is the MSO-formula defining $\mathcal{C} \cap \mathcal{T}_{k}$, it computes $\mathbf{o b s}_{\leq_{i m}}(\mathcal{C})$.

Proof. In order to prove the Lemma it is enough to prove the following.
Claim 6. For any finite family of graphs $\mathcal{F}=\left\{F_{1}, \ldots, F_{n}\right\}$, it is decidable whether the following two following conditions are unsatisfiable for a given graph $G$.

1. $G \in C$ and there exists an $F \in \mathcal{F}$ such that $F \leq{ }_{i m} G$.
2. $G \notin \mathcal{C}$ and for every $F \in \mathcal{F}, F \not \mathbb{Z}_{i m} G$.

To see that the above Claim is enough, first notice that if $\mathcal{F}$ is a finite family of graphs for which the formulas $\chi$ and $\psi$ are unsatisfiable then $\mathcal{F}$ is a forbidden immersion characterization of $\mathcal{C}$, that is, a graph $G$ belongs to $\mathcal{C}$ if and only if it does not contain any of the graphs in $\mathcal{F}$ as an immersion. By definition, obs $\leq_{\leq_{i m}}(\mathcal{C})$ is the minimum such family according to the relation $\leq$ defined in Section 5.1. Thus, if Claim 6 holds, we can find the set $\mathbf{o b s} \leq_{{ }_{i m}}(\mathcal{C})$ by enumerating, according to $\leq$, all the finite families of graphs $\mathcal{F}$ and deciding, for each one of them, if the formulas $\chi$ and $\psi$ are unsatisfiable.

Proof of Claim 6. Let $G$ be a graph in $\mathcal{C}$ such that $F \leq_{i m} G$, for some $F \in \mathcal{F}$. Lemma 5.2 implies that there exists a graph $G^{\prime} \subseteq G$ such that $\mathbf{t w}\left(G^{\prime}\right) \leq f(|E(F)|)$ and $F \leq_{i m} G^{\prime}$, where $f$ is the function of Lemma 5.2. Observe that $G^{\prime} \in \mathcal{C}$. Thus, $\chi$ is satisfiable if and only if there exists a graph in $\mathcal{C}$, whose tree-width is bounded from $\max \{f(|E(F)|): F \in \mathcal{F}\}$, that satisfies it, where $f$ is the computable function of Lemma 5.2. Let $\phi_{\mathcal{C}}$ be the formula defining $\mathcal{C} \cap \mathcal{T}_{k}$ in $\mathcal{C}_{\mathcal{T}_{k}}$, and $\phi_{\mathcal{F}} \equiv \bigvee_{F \in \mathcal{F}} \phi_{F}$, where $\phi_{F}$ is the formula from Lemma 5.1 and $k=\max \{f(|E(F)|): F \in \mathcal{F}\}$. Notice that there exists some graph $G \in \mathcal{C}$ that models $\phi_{\mathcal{F}}$ if and only if $\phi_{\mathcal{C}} \wedge \phi_{\mathcal{F}}$ is satisfiable for some $G^{\prime} \in \mathcal{C}_{\mathcal{T}_{k}}$. From Corollary 5.1, this is decidable.

Let $G \notin \mathcal{C}$ be a graph such that $F \not \mathbb{Z}_{i m} G$, for every $F \in \mathcal{F}$. Recall that the width of a graph class $\mathcal{C}$ is the minimum positive integer $k$ such that for every graph $G \notin \mathcal{C}$ there is a $G^{\prime} \subseteq G$ with $G^{\prime} \notin \mathcal{C}$ and $\mathbf{t w}\left(G^{\prime}\right) \leq k$. Thus, $G$ contains a subgraph $G^{\prime}$ with tree-width at most $w$ such that $G^{\prime} \notin \mathcal{C}$, where $w$ is computable by Lemma 5.2. Observe that $F \not \mathbb{Z}_{i m} G^{\prime}$, for every $F \in \mathcal{F}$. If $\phi_{\mathcal{C}}^{\prime}$ is the MSO-sentence defining $\mathcal{C} \cap \mathcal{T}_{w}$ (given by the hypothesis), then there exists a graph $G \notin \mathcal{C}$ such that $F \not \mathbb{Z}_{i m} G$, for every $F \in \mathcal{F}$ if and only if $\neg \phi_{\mathcal{C}}^{\prime} \wedge \neg \phi_{\mathcal{F}}$ is satisfiable in $\mathcal{C}_{\mathcal{T}_{w}}$. The decidability of whether $\neg \phi_{\mathcal{C}}^{\prime} \wedge \neg \phi_{\mathcal{F}}$ is satisfiable in $\mathcal{C}_{\mathcal{T}_{w}}$ follows, again, from Corollary 5.1.

As Claim 6 holds, the lemma follows.
Corollary 5.2. There is an algorithm that given an MSO formula $\phi$ and $k \in \mathbb{N}$, so that $\phi$ defines an immersion closed-graph class $\mathcal{C}$ of width at most $k$, computes the obstruction set of $\mathcal{C}$.

We would like to remark here that while Lemma 5.4 states the necessary conditions for the computation of the immersion instruction set for any immersion-closed graph class, this result is generic and there is no uniform way for computing either an upper bound on the width of $\mathcal{C}$ or an MSO-description of $\mathcal{C}$.

In what follows, by proving some combinatorial lemmata, we are able to conclude that if $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are two immersion-closed graph classes, whose obstruction sets are known, then the set $\mathbf{o b s}_{\leq_{\text {im }}}\left(\mathcal{C}_{1} \cup \mathcal{C}_{2}\right)$ is computable.

### 5.3 Tree-width Bounds for the Obstructions

In this section, we give an upper bound on the tree-width of the immersion obstructions of the graph class $\mathcal{C}_{1} \cup \mathcal{C}_{2}$ where $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are immersionclosed graph classes, given that their obstruction sets are known. In order to do this, we first prove a generalization of the Unique Linkage Theorem. Then we introduce the notion of an $r$-approximate edge-linkage and work on the minimal graphs not belonging to $\mathcal{C}_{1} \cup \mathcal{C}_{2}$.

Finally, as it is trivial to compute an MSO-description of $\mathcal{C}_{1} \cup \mathcal{C}_{2}$ when we are given the sets $\mathbf{o b s} \leq_{\text {im }}\left(\mathcal{C}_{1}\right)$ and $\mathbf{o b s} \leq_{\leq_{i m}}\left(\mathcal{C}_{2}\right)$, we show that the obstruction set of $\mathcal{C}_{1} \cup \mathcal{C}_{2}$ is computable.

Lemma 5.5. There exists a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that the following holds. Let $G$ be a graph that contains a 2-approximate $k$-linkage $\tilde{L}$ such that $V(\tilde{L})=V(G)$. If $\tilde{L}$ is unique, then $\mathbf{t w}(G) \leq f(k)$.

Proof. Let $G$ be a graph that contains a unique 2-approximate $k$-linkage $\tilde{L}$ with $V(\tilde{L})=V(G)$ that links the sets $A=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}\right)$ and $B=$ $\left(\beta_{1}, \beta_{2}, \ldots, \beta_{k}\right)$ in $G$. Denote by $T$ the set $A \cup B$ and consider the graph $G^{b}$ with

$$
\begin{aligned}
V\left(G^{b}\right) & =V\left((G \backslash T) \times K_{2}\right) \cup T \\
E\left(G^{b}\right) & =E\left((G \backslash T) \times K_{2}\right) \cup\left\{\left\{t, t^{\prime}\right\} \mid t, t^{\prime} \in T \wedge\left\{t, t^{\prime}\right\} \in E(G)\right\} \\
& \cup\left\{\{t,(v, x)\} \mid t \in T \wedge x \in V\left(K_{2}\right) \wedge v \in V(G) \wedge\{t, v\} \in E(G)\right\}
\end{aligned}
$$

where $V\left(K_{2}\right)=\{1,2\}$. It is easy to see that $G^{b}$ contains a $k$-linkage that links $A$ and $B$. Let $G^{\prime}$ be a minimal induced subgraph of $G^{b}$ that contains a $k$-linkage $L^{\prime}$ that links $A$ and $B$. From Theorem 5.1, it follows that

$$
\begin{equation*}
\mathbf{t w}\left(G^{\prime}\right) \leq w(k) \tag{5.1}
\end{equation*}
$$

From now on we work towards proving that $G \leq_{m} G^{\prime}$. In order to achieve this, we prove the following two claims for $G^{\prime}$.

Claim 7. If $L^{\prime}$ is a $k$-linkage in $G^{\prime}$ that links $A$ and $B$ then for every vertex $v \in V(G) \backslash T$ no path of $L^{\prime}$ contains both $(v, 1)$ and $(v, 2)$.

Proof. Towards a contradiction, assume that for some vertex $v \in V(G) \backslash T$, there exists a $\left(t, t^{\prime}\right)$-path $P$ of $L^{\prime}$ that contains both $(v, 1)$ and $(v, 2)$. Without loss of generality, assume also that $(v, 1)$ appears before $(v, 2)$ in $P$. Let $y$ be the successor of $(v, 2)$ in $P$ and notice that $y \neq(v, 1)$. From the definition of $G^{b}$ and the fact that $G^{\prime}$ is an induced subgraph of $G^{b}$, $\{y,(v, 1)\} \in E\left(G^{\prime}\right) \backslash E\left(L^{\prime}\right)$. By replacing the subpath of $P$ from $(v, 1)$ to $y$ with the edge $\{(v, 1), y\}$, we obtain a linkage in $G^{\prime} \backslash(v, 2)$ that links $A$ and $B$. This contradicts to the minimality of $G^{\prime}$.

Claim 8. If $L^{\prime}$ is a k-linkage in $G^{\prime}$ that links $A$ and $B$ then for every vertex $v \in V(G) \backslash T, V\left(L^{\prime}\right) \cap\{(v, 1),(v, 2)\} \neq \emptyset$.

Proof. Assume, in contrary, that there exists a linkage $L^{\prime}$ in $G^{\prime}$ and a vertex $x \in V(G) \backslash T$ such that $L^{\prime}$ links $A$ and $B$ and $V\left(L^{\prime}\right) \cap\{(x, 1),(x, 2)\}=\emptyset$. Claim 7 ensures that, after contracting the edges $\{(v, 1),(v, 2)\}, v \in$ $V(G) \backslash T$ (whenever they exist), the corresponding paths compose a 2 approximate $k$-linkage $\tilde{L}^{\prime}$ of $G \backslash\{x\}$ that links $A$ and $B$. This is a contradiction to the assumption that $\tilde{L}$ is unique. Thus, the claim holds.

Recall that $T \subseteq V\left(G^{\prime}\right)$ and that $G^{\prime}$ is an induced subgraph of $G^{b}$. Claim 8 implies that we may obtain $G$ from $G^{\prime}$ by contracting the edges $\{(v, 1),(v, 2)\}$ for every $v \in V(G) \backslash T$ (whenever they exist). As $G \leq_{m} G^{\prime}$, from (5.1), it follows that, $\mathbf{t w}(G) \leq w(k)$.

We remark that, the previous lemma holds for any graph $G$ that contains an $r$-approximate $k$-linkage. This can be seen by substituting $(G \backslash T) \times K_{2}$ with $(G \backslash T) \times K_{r}$ in the proof.

We now state a lemma that provides an upper bound on the tree-width of a graph $G$, given an upper bound on the tree-width of its line graph $L(G)$.

Lemma 5.6. Let $k$ be a positive integer. If $G$ is a graph with $\mathbf{t w}(L(G)) \leq$ $k$ then $\boldsymbol{\operatorname { t w }}(G) \leq 2 k+1$.

Proof. Suppose that $G$ is graph such that $L(G)$ admits a tree decomposition of width at most $k$ and recall that every vertex of $L(G)$ corresponds to an edge of $G$. We construct a tree decomposition $\mathcal{T}$ of $G$ from a tree decomposition $\mathcal{T}_{L}$ of $L(G)$ by replacing in each bag of $\mathcal{T}_{L}$ every vertex of $L(G)$ by the endpoints of the corresponding edge in $G$. It is easy to verify that this is a tree decomposition of $G$. Therefore, $\mathbf{t w}(G) \leq 2 k+1$.

Before we proceed to the next lemma, we need to introduce the notion of an $r$-approximate $k$-edge-linkage in a graph. Similarly to the notion of an $r$-approximate linkage, an $r$-approximate edge-linkage in a graph $G$ is a family of paths $E$ in $G$ such that for every $r+1$ distinct paths $P_{1}, P_{2}, \ldots, P_{r+1}$ in $E$, it holds that $\cap_{i \in[r+1]} E\left(P_{i}\right)=\emptyset$. We call these paths the components of the edge-linkage. Let $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}\right)$ and $\left(\beta_{1}, \beta_{2}, \ldots, \beta_{k}\right)$ be elements of $V(G)^{k}$. We say that an $r$-approximate edgelinkage $E$, consisting of the paths $P_{1}, P_{2}, \ldots, P_{k}$, links $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}\right)$ and $\left(\beta_{1}, \beta_{2}, \ldots, \beta_{k}\right)$ if $P_{i}$ is a path with endpoints $\alpha_{i}$ and $\beta_{i}$, for every $i \in[k]$. The order of $E$ is $k$. We call an $r$-approximate edge-linkage of order $k$, $r$-approximate $k$-edge-linkage. When $r=1$, we call such a family of paths, an edge-linkage.

Lemma 5.7. There exists a computable function $r$ such that the following holds. Let $G_{1}, G_{2}$ and $G$ be graphs such that $G_{i} \leq_{i m} G, i \in$ [2]. If $G^{\prime}$ is a minimal subgraph of $G$ where $G_{i} \leq{ }_{i m} G^{\prime}, i \in[2]$, then $\mathbf{t w}\left(G^{\prime}\right) \leq$ $r\left(\left|E\left(G_{1}\right)\right|,\left|E\left(G_{2}\right)\right|\right)$.

Proof. Let $G^{\prime}$ be a minimal subgraph of $G$ such that $G_{i} \leq{ }_{i m} G^{\prime}, i \in[2]$. Notice that the edges of $G_{i}$ compose a $k_{i}$-edge-linkage $E_{i}$ in $G$, where $k_{i}=\left|E\left(G_{i}\right)\right|, i \in[2]$. Furthermore, observe that the paths of $E_{1}$ and $E_{2}$ constitute a 2 -approximate $k$-edge-linkage $E$ of $G$, where $k=k_{1}+k_{2}$. Indeed, notice that in contrary to linkages, we do not require the paths that are forming edge-linkages to have different endpoints. The minimality of $G^{\prime}$ implies that $\bigcup\{P \mid P \in E\}=G^{\prime}$. Denote by $A=\left(v_{i_{1}}, v_{i_{2}}, \ldots, v_{i_{k}}\right)$ and $B=\left(v_{j_{1}}, v_{j_{2}}, \ldots, v_{j_{k}}\right)$ the vertex sets that are edge-linked by $E$ in $G^{\prime}$ and let $\widehat{G}$ be the graph with

$$
\begin{aligned}
& V(\widehat{G})=V\left(G^{\prime}\right) \cup\left\{u_{i_{q}} \mid q \in[k]\right\} \cup\left\{u_{j_{q}} \mid q \in[k]\right\}, \\
& E(\widehat{G})=E\left(G^{\prime}\right) \cup\left\{t_{i_{q}} \mid q \in[k]\right\} \cup\left\{t_{j_{q}} \mid q \in[k]\right\},
\end{aligned}
$$

where the vertices $u_{i_{q}}$ and $u_{j_{q}}, q \in[k]$, are new, $t_{i_{q}}=\left\{u_{i_{q}}, v_{i_{q}}\right\}, q \in[k]$, and $t_{j_{q}}=\left\{u_{j_{q}}, v_{j_{q}}\right\}, q \in[k]$.

Consider the line graph of $\widehat{G}, L(\widehat{G})$, and notice that $E$ corresponds to a 2-approximate $k$-linkage $L$ from $A_{L}$ to $B_{L}$ in $L(\widehat{G})$, where $A_{L}=$ $\left(t_{i_{1}}, t_{i_{2}}, \ldots, t_{i_{k}}\right)$ and $B_{L}=\left(t_{j_{1}}, t_{j_{2}}, \ldots, t_{j_{k}}\right)$. This is true as, from the construction of $\widehat{G}$, all the vertices in $A_{L}$ and $B_{L}$ are distinct. The minimality of $G^{\prime}$ yields that $V(L)=V(L(\widehat{G}))$ and implies that $L$ is unique. From Lemma 5.5, we obtain that $\operatorname{tw}(L(\widehat{G})) \leq f(k)$. Therefore, from Lemma 5.6, we get that $\operatorname{tw}(\widehat{G}) \leq p(f(k))$, where $p$ is the function of Lemma 5.6. Finally, as $G^{\prime} \subseteq \widehat{G}, \mathbf{t w}\left(G^{\prime}\right) \leq r\left(k_{1}, k_{2}\right)$, where $r\left(k_{1}, k_{2}\right)=p\left(f\left(k_{1}+k_{2}\right)\right)$.

Notice that Lemma 5.2 follows from Lemma 5.7 when we set $G_{2}$ to be the empty graph. Finally, we show that given two immersion-closed graph classes $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$, the immersion-closed graph class $\mathcal{C}_{1} \cup \mathcal{C}_{2}$ is layer-wise MSO-definable.

Observation 5.2. If $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are immersion-closed graph classes then $\mathcal{C}=\mathcal{C}_{1} \cup \mathcal{C}_{2}$ is a layer-wise MSO-definable graph class defined, for every $k \geq 0$, by the formula

$$
\phi_{k} \equiv\left(\left(\bigwedge_{G \in \mathbf{o b s} \leq_{i m}\left(\mathcal{C}_{1}\right)} \neg \phi_{G}\right) \vee\left(\bigwedge_{H \in \mathbf{o b s} \leq_{i m}\left(\mathcal{C}_{2}\right)} \neg \phi_{H}\right)\right) \wedge \phi \mathcal{T}_{k}
$$

where $\phi_{G}$ and $\phi_{H}$ are the formulas described in Lemma 5.1, and $\phi_{\mathcal{T}_{k}}$ the formula of Theorem 5.3.

We are now able to prove our main result.
Theorem 5.4. Let $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ be two immersion-closed graph classes. If the sets $\mathbf{o b s} \leq_{{ }_{\text {im }}}\left(\mathcal{C}_{1}\right)$ and $\mathbf{o b s} \leq_{\leq_{i m}}\left(\mathcal{C}_{2}\right)$ are given then the set $\mathbf{o b s} \leq_{\leq_{i m}}\left(\mathcal{C}_{1} \cup \mathcal{C}_{2}\right)$ is computable.

Proof. Observation 5.2 provides us with an MSO-description of the immersion-closed graph class $\mathcal{C}_{1} \cup \mathcal{C}_{2}$, and Lemma 5.7 gives us an upper bound on the width of $\mathcal{C}_{1} \cup \mathcal{C}_{2}$. Therefore, Lemma 5.4 is applicable.

### 5.4 Conclusions

In this chapter, we further the study on the constructibility of obstruction sets for immersion-closed graph classes. In particular, we provide an upper bound on the tree-width of the obstructions of a graph class $\mathcal{C}$, which is the union of two immersion-closed graph classes $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ with $\mathbf{o b s}_{\leq_{\text {im }}}\left(\mathcal{C}_{1}\right)$ and $\mathbf{o b s}_{\leq_{i m}}\left(\mathcal{C}_{2}\right)$ given. Then, using that result, we prove that $\mathbf{o b s}_{\leq_{\text {im }}}(\mathcal{C})$ is computable.

In $\lfloor 211\rfloor$, N. Robertson and P. Seymour claimed that the class of graphs is also well-quasi-ordered under the strong immersion ordering. However, a full proof of this result has not appeared so far. We remark that the combinatorial results of this chapter, that is, the upper bounds on the tree-width of the obstructions, also hold for the strong immersion ordering. Thus, if the claim of N. Robertson and P. Seymour holds, the obstruction set of the union of two strongly immersion-closed graph classes, whose obstruction sets are given, can be effectively computed.

Finally, it was proven by B. Courcelle, R. Downey and M. Fellows [37] that the obstruction set of a minor-closed graph class $\mathcal{C}$ cannot be computed by an algorithm whose input is a description of $\mathcal{C}$ as an MSOsentence. The computability of the obstruction set of an immersion-closed graph class $\mathcal{C}$, given solely an MSO description of $\mathcal{C}$, remains an open problem.

## CHAPTER 6

## The Graph Minors Weak Structure Theorem

The Graph Minors series of Robertson and Seymour appeared to be a rich source of structural results in Graph Theory with multiple applications in Algorithms. One of the most celebrated outcomes of this project was the existence of an $O\left(n^{3}\right)$ step algorithm for solving problems such as the Disjoint Path and the Minor Containment. A basic ingredient of these algorithms is a theorem, proved in paper XIII of the series 193 , revealing the local structure of graphs excluding some graph as a minor. This result, now called the weak structure theorem, asserts that there is a function $f: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ such that for every integer $k$, every $h$-vertex graph $H$, and every graph $G$, one of the following holds:

1. $G$ contains $H$ as a minor,
2. $G$ has treewidth at most $f(k, h)$, or
3. $G$ contains a set $X$ of at most $\binom{h}{2}$ vertices (called apices) such that $G \backslash X$ contains as a subgraph the subdivision $W$ of a wall of height $k$ that is arranged inside $G$ in a "flat" manner (flatness condition).

To make the above statement precise we need to clarify the flatness condition in the third statement above. We postpone this complicated task until Section 6.2 and instead, we roughly visualize $W$ in a way that the part of $G \backslash X$ that is located inside the perimeter $P$ of $W$ can be seen as a set of graphs attached on a plane region where each of these graphs has bounded treewidth and its boundary with the other graphs is bounded by 3.

The algorithmic applications of the weak structure theorem reside in the fact that the graph inside $P$ can be seen as a bidimensional structure where, for several combinatorial problems, a solution certificate can be revised so that it avoids the middle vertex of the subdivided wall $W$. This is known as the irrelevant vertex technique and can be seen as a reduction of an instance of a problem to an equivalent one where this "irrelevant vertex" has been deleted. The application of this technique has now gone much further than its original use in the Graph Minors series and has evolved to a standard tool in Algorithmic Graph Minors Theory (see $\lfloor 42,44,106,133,134,138\rfloor$ for applications of this technique).

In this chapter we prove an optimized version of the weak structure theorem. Our improvement is twofold: first, the function $f$ is now linear on $k$ and second, the number of the apices is bounded by $h-5$. Both our optimizations are optimal as indicated by the graph $J$ obtained by taking a $(k \times k)$-grid (for $k \geq 3)$ and making all its vertices adjacent with a copy of $K_{h-5}$. Indeed, it is easy to verify that $J$ excludes $H=K_{h}$ as a minor, its treewidth is $k+h-5$ and becomes planar (here, this is equivalent to the "flatness" condition) after the removal of exactly $h-5$ vertices.

Our proof deviates significantly from the one in $\lfloor 193$. It builds on the (strong) structure theorem of the Graph Minors that was proven in paper XVI of the series $\lfloor 207$. This theorem reveals the global structure of a graph without a $K_{h}$ as a minor and asserts that each such graph can be obtained by gluing together graphs that can "almost be embedded" in a surface where $K_{h}$ cannot be embedded (see Section 6.1 for the exact statement). The proof exploits this structural result and combines it with the fact, proved in $\lfloor 83\rfloor$, that apex-free "almost embedded graphs" without a $(k \times k)$-grid have treewidth $O(k)$.

The organization of this chapter is the following. In Section 6.1 we give the definitions of all the tools that we are going to use in our proof, including the Graph Minors structure theorem. The definition of the flatness condition is given in Section 6.2, together with the statement of our main result. Some lemmata concerning the invariance of the flatness property under certain local transformations are given in Subsection 6.3.1 and further definitions and results concerning apex vertices are given in Subsection 6.3.2. The proof of our main result is presented in Section 6.4. Finally, in Section 6.5 we see how two already known results and a new one can be obtained from our main result and how the duality and selfduality of some regular tilings can be "expanded" to the realm of the graphs that exclude a fixed apex graph as a minor.

### 6.1 Preliminaries

Graph Minors structure theorem. The proof of our result is using the Excluded Minor Theorem from the Graph Minors. Before we state it, we need some definitions.

Definition 6.1 (h-nearly embeddable graphs). Let $\Sigma$ be a surface and
$h>0$ be an integer. A graph $G$ is $h$-nearly embeddable in $\Sigma$ if there is a set of vertices $X \subseteq V(G)$ (called apices) of size at most $h$ such that graph $G-X$ is the union of (possibly empty) subgraphs $G_{0}, \ldots, G_{h}$ with the following properties:
i) There is a set of cycles $C_{1}, \ldots, C_{h}$ in $\Sigma$ such that the cycles $C_{i}$ are the borders of open pairwise disjoint discs $\Delta_{i}$ in $\Sigma$;
ii) $G_{0}$ has an embedding in $\Sigma$ in such a way that $G_{0} \cap \bigcup_{i=1, \ldots, h} \Delta_{i}=\emptyset$;
iii) graphs $G_{1}, \ldots, G_{h}$ (called vortices) are pairwise disjoint and for $1 \leq$ $i \leq h, V\left(G_{0}\right) \cap V\left(G_{i}\right) \subset C_{i} ;$
iv) for $1 \leq i \leq h$, let $U_{i}:=\left\{u_{1}^{i}, \ldots, u_{m_{i}}^{i}\right\}$ be the vertices of $V\left(G_{0}\right) \cap$ $V\left(G_{i}\right) \subset C_{i}$ appearing in an order obtained by clockwise traversing of $C_{i}$. We call vertices of $U_{i}$ bases of $G_{i}$. Then $G_{i}$ has a path decomposition $\mathcal{B}_{i}=\left(B_{j}^{i}\right)_{1 \leq j \leq m_{i}}$, of width at most $h$ such that for $1 \leq j \leq m_{i}$, we have $u_{j}^{i} \in B_{j}^{i}$.

Given a tree decomposition $(\mathcal{X}, T)$ of a graph $G$, where $\mathcal{X}$ is the set of the bags of the decomposition, for every $i \in V(T)$ we denote by $\bar{X}_{i}$ the closure of the bag $X_{i} \in \mathcal{X}$, that is, $\bar{X}_{i}$ is the graph $G\left[X_{i}\right] \cup\left(\cup_{j \in N_{T}(i)} K\left[X_{i} \cap X_{j}\right]\right)$. (We would like to mention here that the graph $\bar{X}_{i}$ is also referred as torso at node $i$.)

Observation 6.1. If $G$ is a graph and $(\mathcal{X}, T)$ is a tree decomposition of $G$ then there exists an $X \in \mathcal{X}$ such that $\mathbf{t w}(\bar{X}) \geq \mathbf{t w}(G)$.

We also need the simple following result.

Lemma 6.1. If $G$ is a graph and $X \subseteq V(G)$, then $\mathbf{t w}(G-X) \geq \mathbf{t w}(G)-$ $|X|$.


Figure 6.1: An $h$-nearly embeddable graph.

We say that a tree decomposition $(\mathcal{X}, T)$ of a graph $G$ is small if for every $i, j \in V(T)$, with $i \neq j, X_{i} \nsubseteq X_{j}$.

A simple proof of the following lemma can be found in [82」.

Lemma 6.2. The following hold.

1. If $G$ is a graph and $(\mathcal{X}, T)$ is a small tree decomposition of $G$ then $|V(T)| \leq|V(G)|$.
2. Every graph $G$ has a small tree decomposition of width $\mathbf{t w}(G)$.

The following proposition is known as the Graph Minors structure theorem $\lfloor 207\rfloor$. (For an example ${ }^{1}$ of an $H$-minor-free graph, see Figure 6.2)

[^4]Proposition 6.1. There exists a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that, for every non-planar graph $H$ with $h$ vertices and every graph $G$ excluding $H$ as a minor there exists a tree decomposition $\left(\mathcal{G}=\left\{G_{i} \mid i \in\right.\right.$ $V(T)\}, T)$ where for every $i \in V(T), \bar{G}_{i}$ is an $f(h)$-nearly embeddable graph in a surface $\Sigma$ on which $H$ cannot be embedded.


Figure 6.2: An example of an $H$-minor-free graph.

### 6.2 Statement of the Main Result

We define $\Gamma_{k}$ as the following (unique, up to isomorphism) triangulation of the $(k \times k)$-grid. Let $\Gamma$ be a plane embedding of the $(k \times k)$-grid such that all external vertices are on the boundary of the external face. We triangulate internal faces of the $(k \times k)$-grid such that, in the obtained graph, all the internal vertices have degree 6 and all non-corner external
vertices have degree 4 . The construction of $\Gamma_{k}$ is completed if we connect one corner of degree two with all vertices of the external face (we call this corner loaded). For an example, see $\Gamma_{6}$ in Figure 6.3. We also use notation $\Gamma_{k}^{*}$ for the graph obtained from $\Gamma_{k}$ if we remove all edges incident to its loaded vertex that do not exist in its underlying grid.


Figure 6.3: The graph $\Gamma_{6}$.

We define the $(k, l)$-pyramid to be the graph obtained if we take the disjoint union of a $(k \times k)$-grid and a clique $K_{l}$ and then add all edges between the vertices of the clique and the vertices of the grid. We denote the $(k, l)$-pyramid by $\Pi_{k, l}$.

Compasses and rural devisions. Let $W$ be a subdivided wall in a graph $G$. We say that $W$ is flat in $G$ if its compass $K$ in $G$ has no $\left(c_{1}, c_{3}\right)$ path and $\left(c_{2}, c_{4}\right)$-path that are vertex-disjoint.

Observation 6.2. If $G$ is a graph containing a flat wall $W$ as a subgraph then any subdivision of $W$ is also flat in the graph $G^{\prime}$ obtained from $G$ by the subdivisions of the wall.

If $J$ is a subgraph of $K$, we denote by $\partial_{K} J$ the set of all vertices $v$ such that either $v \in C$ or $v$ is incident with an edge of $K$ that is not in $J$, that is,

$$
\partial_{K} J=\{v \in V(J) \mid v \in C \text { or } \exists e \in E(K) \backslash E(J): v \in e\} .
$$

A rural division $\mathcal{D}$ of the compass $K$ is a collection

$$
\left(D_{1}, D_{2}, \ldots, D_{m}\right)
$$

of subgraphs of $K$ with the following properties:

1. $\left\{E\left(D_{1}\right), E\left(D_{2}\right), \ldots, E\left(D_{m}\right)\right\}$ is a partition of $E(K)$ into non-empty subsets,
2. For $i, j \in[m]$, if $i \neq j$ then $\partial_{K} D_{i} \neq \partial_{K} D_{j}$ and $V\left(D_{i}\right) \cap V\left(D_{j}\right)=$ $\partial_{K} D_{i} \cap \partial_{K} D_{j}$,
3. For each $i \in[m]$ and all $x, y \in \partial_{K} D_{i}$ there exists a $(x, y)$-path in $D_{i}$ with no internal vertex in $\partial_{K} D_{i}$,
4. For each $i \in[m],\left|\partial_{K} D_{i}\right| \leq 3$, and
5. The hypergraph $H_{K}=\left(\bigcup_{i \in[m]} \partial_{K} D_{i},\left\{\partial_{K} D_{i} \mid i \in[m]\right\}\right)$ is planar, its incidence graph can be embedded in a closed disk $\Delta$ such that $c_{1}, c_{2}, c_{3}$, and $c_{4}$ appear in this order on the boundary of $\Delta$ and for each hyperedge $e$ of $H$ there exist $|e|$ mutually vertex-disjoint paths between $e$ and $C$ in $K$.

We call the elements of $\mathcal{D}$ flaps. A flap $D \in \mathcal{D}$ is internal if $V(D) \cap V(P)=\emptyset$.

We can now state the main result of this chapter.

Theorem 6.1. There exists a computable function $f$ such that, for every two graphs $H$ and $G$ and every $k \in \mathbb{N}$, one of the following holds:

1. $H$ is a minor of $G$.
2. $\mathbf{t w}(G) \leq f(h) \cdot k$, where $h=\mathbf{n}(H)$.
3. $\exists A \subseteq V(G)$ with $|A| \leq \mathbf{a n}(H)-1$ such that $G \backslash A$ contains as a subgraph a flat subdivided wall $W$ where

- W has height $k$ and
- the compass of $W$ has a rural division $\mathcal{D}$ such that each internal flap of $\mathcal{D}$ has treewidth at most $f(h) \cdot k$.

We postpone the proof of Theorem 6.1 until Section 6.4 and we conclude this section with a brief description of the proof. A main ingredient is the Strong Structural Theorem, that is, Proposition 6.1, asserting that every $H$-minor free graph $G$ can be seen as a tree decomposition such that, for every node $G_{i}$, the graph $\bar{G}_{i}$ is a $f(h)$-nearly embeddable graph. Given that the graph $G$ has treewidth at least $f(h) \cdot k$ where $f(h)$ is "big enough" (depending on the excluded graph $H$ ), there should exist a node $G_{i}$ of the tree decomposition such that the treewidth of $\bar{G}_{i}$ is still big enough while all other nodes have smaller treewidth. This, according to the result of 183 , implies that the $f(h)$-nearly embeddable graph $\bar{G}_{i}$ contains as a subgraph the subdivision $W$ of a "big enough" (but still depending linearly on $k$ ) wall that is flatly embedded in a surface, in the sense that its perimeter is the boundary of a disk whose interior, the compass of $W$, contains, among other parts of $\bar{G}_{i}$, the rest of $W$.

Our next, and more technical, step is to extract from this "local" structure, concerning $\bar{G}_{i}$, a wall and a rural division of its compass in the
general graph $G$. For this, we treat all other parts of the tree decomposition as flaps of bounded treewidth that contain at most three non-apex vertices of $\bar{G}_{i}$.

At this point, it follows that the third assertion of Theorem 6.1 holds for the augmented graph $G^{\prime}$ that is obtained from $G$ if we add all "virtual" edges that are edges of $\bar{G}_{i}$ but not of $G_{i}$. The proof concludes by showing that, even if the removal of these virtual edges my harm parts of the subdivided wall $W$ and the corresponding rural division, these parts can be reconstructed by collections of paths inside the flaps that are now attached on the compass of $\bar{G}_{i}$.

### 6.3 Some Auxiliary Lemmata

The main results in this section are Lemmata 6.6 and 6.10 that are used for the proof of our main result in Section 6.4.

### 6.3.1 An Invariance Lemma for Flatness

Before proving the main results of this section we need to state the following folklore result. (See, for example, Proposition 1.7.2 in 〈60〕.)

Proposition 6.2. Let $G$ and $H$ be graphs such that $H \leq{ }_{m} G$. If $\Delta(H) \leq$ 3, then $H \leq_{t m} G$.

We also need the following definition. Let $G=G_{0} \cup G^{+}$, where $G_{0}$ is a graph embedded in a surface $\Sigma$ of Euler genus $\gamma$ and let $G^{+}$is another graph that might share common vertices with $G_{0}$. Let also $H$ be a graph and $v \in V(H)$. We say that $G$ contains $H$ as a v-smooth contraction if $H \leq_{c}^{\phi} G$ for some $\phi: V(G) \rightarrow V(H)$ and there exists a closed disk $D$ in $\Sigma$ such that the vertices of $G^{+}$are outside of $D$ and all the vertices
of $G$ that are outside $D$ are exactly the model of $v$, that is, $\phi^{-1}(v)=$ $V(G) \backslash(V(G) \cap D)$.

Lemma 6.3. Let $k$ be a positive integer and $G$ be a graph that is h-nearly embedded in a surface of Euler genus $\gamma$ without apices and contains $\Gamma_{2 \cdot k+8}$ as a v-smooth contraction, where $v$ is the loaded corner of $\Gamma_{2 \cdot k+8}$. Then $G$ contains as a subgraph a subdivided wall of height $k$ whose compass can be embedded in a closed disk $\Delta$ such that the perimeter of $W$ is identical to the boundary of $\Delta$.

Proof. Assume that $\Gamma_{2 \cdot k+8}$ is a $v$-smooth contraction of $G$ via $\phi$, where $v$ is the loaded corner of $\Gamma_{2 \cdot k+8}$. Without loss of generality, let

$$
V\left(\Gamma_{2 \cdot k+8}\right)=\{1, \ldots, 2 \cdot k+8\}^{2}
$$

where $v=(2 \cdot k+8,2 \cdot k+8)$. Let $R$ be the set of external vertices of $\Gamma_{2 \cdot k+8}$ and let $G^{\prime}=G \backslash \bigcup_{x \in R} \phi^{-1}(x)$. As $G$ contains $\Gamma_{2 \cdot k+8}$ as a $v$-smooth contraction and $v \in R$, it follows that $G^{\prime}$ is embedded inside an open disk $\Delta^{\prime}$. Moreover $G^{\prime}$ can be contracted to $\Gamma_{2 \cdot k+6}^{*}$ via the restriction of $\phi$ to $V\left(G^{\prime}\right)$. From the definition of a wall, it follows that $\Gamma_{2 \cdot k+6}^{*}$ contains $W_{k+2}$ as a subgraph. As $G^{\prime}$ contains $\Gamma_{2 \cdot k+6}^{*}$ as a minor, it follows that $G^{\prime}$ contains $W_{k+2}$ as a minor. Evenmore, as $W_{k+2}$ has maximum degree 3, from Proposition 6.2, it is also a topological minor of $G^{\prime}$. Therefore $G^{\prime}$ contains as a subgraph (embedded in $\Delta^{\prime}$ ) a subdivided wall of height $k+2$. Among all such subdivided walls, let $W_{\text {ex }}$ be the one whose compass has the minimum number of faces inside the annulus $\Phi=\Delta_{\text {ex }} \backslash \Delta \subseteq \Delta^{\prime}$ where $\Delta_{\text {ex }}$ and $\Delta$ are defined as the closed disks defined so that the boundary of $\Delta_{\text {ex }}$ is the first layer of $W_{\text {ex }}$ and the boundary of $\Delta$ is the second one.

Let $W$ be the subdivided wall of $G^{\prime}$ whose perimeter is the boundary of $\Delta$. By definition, all vertices of the compass $K$ of $W$ are inside $\Delta$. It
now remains to prove that the same holds also for the edges of $K$. Suppose in contrary that $\{x, y\}$ is an edge outside $\Delta$. Clearly, both $x$ and $y$ lie on the boundary of $\Delta$ and $\{x, y\}$ is inside the disk $\Delta^{*}$ defined by some brick of $W_{\text {ex }}$ that is inside $\Phi$. We distinguish two cases:

Case 1: $\{x, y\}$ are in the same brick, say $A$ of $W$. Then, there is a path of this brick that can be replaced in $W$ by $\{x, y\}$ and substitute $W$ by a new subdivided wall corresponding to an annulus with less faces, a contradiction. (See, Figure 6.4.)


Figure 6.4: Example of Case 1 in Lemma 6.3.

Case 2: $\{x, y\}$ are not in the same brick of $W$. Then $x$ and $y$ should belong in neighboring bricks, say $B$ and $C$ respectively. Let $A$ be the unique brick of $W_{\text {ex }}$ that contains $x$ and $y$ and $w$ be the unique common vertex in $A, B$ and $C$. Observe that there a path $P_{B}$ of $B$ connecting $x$ and $w$ and a path $P_{C}$ of $C$ connecting $y$ and $w$. Then we substitute $W$ by a new wall as follows: we replace $w$ by $x, P_{C}$ by $\{x, y\}$, and see $P_{B}$ as a subpath of the common path between $B$ and $C$. (See, Figure 6.5.)

Again, the new wall corresponds to an annulus with less faces, a contradiction.

Lemma $6.4(\lfloor 83\rfloor)$. There is a function $f: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ such that if $G$ is a graph h-nearly embedded in a surface of Euler genus $\gamma$ without apices,


Figure 6.5: Example of Case 2 in Lemma 6.3.
where $\operatorname{tw}(G) \geq f(\gamma, h) \cdot k$, then $G$ contains as a $v$-smooth contraction the graph $\Gamma_{k}$ with the loaded corner $v$.

Lemma 6.5. Let $h$ be a positive integer and $G$ be a graph that contains a flat subdivided wall $W$ of height $h$. If $K_{3}$ is a subgraph of the compass of $W$ then after applying a $\Delta Y$-transformation in $K_{3}$ the resulting graph also contains a flat subdivided wall $W^{\prime}$ of height $h$ as a subgraph. Moreover, $W^{\prime}$ is isomorphic to a subdivision of $W$.

Proof. We examine the non-trivial case where $E\left(K_{3}\right) \cap E(W) \neq \emptyset$. Observe that, as $W$ does not contain triangles, $\left|E\left(K_{3}\right) \cap E(W)\right|<3$. In what follows we denote by $x, y, z$ the vertices of $K_{3}, w$ the vertex that appears after the transformation, and distinguish the following cases.

Case 1. $K_{3}$ and $W$ have exactly one common edge, say $\{x, y\}$. As $w$ is a new vertex, the path $(x, w, y)$ that appears after the $\Delta Y$-transformation has no common internal vertices with $W$. In this case, we replace the edge $\{x, y\}$ in $W$ by the edges $\{x, w\},\{w, y\}$.

Case 2. $K_{3}$ and $W$ have exactly two common edges, say $\{x, y\}$ and $\{x, z\}$. We distinguish the following two subcases.

Subcase 2.1. $x$ is an original vertex and $x$ is not a corner of $W$. Let $q$ be the third vertex in the neighborhood of $x$. Observe that the $\Delta Y$ transformation is equivalent to removing the edge $\{y, z\}$, which is not an
edge of the wall, and subdividing the edge $\{x, q\}$. Then the lemma follows from Observation 6.2. (See, Figure 6.6)


Figure 6.6: Example of Subase 2.1 in Lemma 6.5.

Subcase 2.2. $x$ is not an original vertex or $x$ is a corner. Then the $\Delta Y$-transformation is equivalent to removing the edge $\{y, z\}$, which is not an edge of $W$, and then substituting $\{y, x\}$ by $\{y, w\}$ and $\{x, z\}$ by $\{w, z\}$. (See, Figure 6.7)


Figure 6.7: Example of Subcase 2.2 in Lemma 6.5.

Observe that in all the above cases the resulting wall $W^{\prime}$ remains flat and is isomorphic to a subdivision of $W$ and the lemma follows.

By applying inductively Observation 6.2 and Lemma 6.5 we derive the following.

Lemma 6.6. Let $h$ be a positive integer and $G$ be a graph that contains a flat subdivided wall $W$ of height $h$ as a subgraph. If we apply a sequence of subdivisions or $\Delta Y$-transformations in $G$, then the resulting graph will contain a flat subdivided wall $W^{\prime}$ of height $h$ as a subgraph. Moreover, $W^{\prime}$ is isomorphic to a subdivision of $W$.

### 6.3.2 Pyramids and Tree-width

Let us first state the next.

Proposition 6.3 ( $\lfloor 197\rfloor)$. Let $n$ be a positive integer. If $H$ is a planar graph with $|V(H)|+2|E(H)| \leq n$, then $H$ is isomorphic to a minor of the $2 n \times 2 n$-grid.

Combining Proposition 6.3 with Eúler's formula for planar graphs we obtain the following.

Lemma 6.7. If $G$ is a planar graph then $G$ is isomorphic to a minor of the $(14 \cdot \mathbf{n}(G)-24) \times(14 \cdot \mathbf{n}(G)-24)$-grid.

From the above lemma we obtain the following.

Lemma 6.8. Let $h$ be an integer. If $G$ is an $h$-apex graph then $G$ is isomorphic to a minor of $\Pi_{14 \cdot(\mathbf{n}(G)-h)-24, h}$.

Lemma 6.9. Let $G$ be the graph obtained by a $((k+\lceil\sqrt{h}\rceil) \times(k+\lceil\sqrt{h}\rceil))-$ grid if we make its vertices adjacent to a set $A$ of $h$ new vertices. Then $G$ contains $\Pi_{k, h}$ as a minor.

Proof. We denote by $G^{\prime}$ the grid used for constructing $G$ and let $G_{1}$ and $G_{2}$ two disjoint subgraphs of $G^{\prime}$ where $G_{1}$ is isomorphic to a $(k \times k)$-grid and $G_{2}$ is isomorphic to a $(\alpha \times \alpha)$-grid where $\alpha=\lceil\sqrt{h}\rceil$. Remove from $G$ all vertices not in $A \cup V\left(G_{1}\right) \cup V\left(G_{2}\right)$. Then remove all edges of $G^{\prime}$ incident to $V\left(G_{2}\right)$ and notice that in the remaining graph $F$, the vertices in $A \cup V\left(G_{2}\right)$ induce a graph isomorphic to $K_{h, \alpha^{2}}$ which, in turn, can be contracted to a clique on the vertices of $A$. Applying the same contractions in $F$ one may obtain $\Pi_{k, h}$ as a minor of $G$.

Lemma 6.10. Let $G, H$ be graphs such that $H$ is not a minor of $G$ and there exists a set $A \subseteq V(G)$ such that $G \backslash A$ contains a wall $W$ of height $g(h) \cdot(k+1)-1$ as a subgraph, where $g(h)=14 \cdot(h-\mathbf{a n}(H))+\lceil\sqrt{\mathbf{a n}(H)}\rceil-$ 24 and $h=\mathbf{n}(H)$. If $|A| \geq \mathbf{a n}(H)$ then there exists an $A^{\prime} \subseteq A$ such that $G \backslash A^{\prime}$ contains a wall $W^{\prime} \subseteq W$ of height $k$ as a subgraph with the property that if $K^{\prime}$ is the compass of $W^{\prime}$ in $G \backslash A^{\prime}$ then $V\left(K^{\prime}\right) \cap\left(A \backslash A^{\prime}\right)=\emptyset$. Evenmore, $\left|A^{\prime}\right|<|A|$.

Proof. Let $A=\left\{\alpha_{i} \mid i \in[|A|]\right\}$ and $P_{g(h)}=\left\{W_{(m, l)} \mid(m, l) \in[g(h)]^{2}\right\}$ be a collection of $(g(h))^{2}$ disjoint subwalls $W_{(m, l)},(m, l) \in[g(h)]^{2}$ of $W$ with height $k$. For every $(m, l) \in[g(h)]^{2}$, we denote by $K_{(m, l)}$ the compass of $W_{(m, l)}$ in $G \backslash A$ and let $q_{(m, l)}=\left(q_{(m, l)}^{1}, q_{(m, l)}^{2}, \ldots, q_{(m, l)}^{|A|}\right)$ be the binary vector where for every $j \in|A|$,

$$
q_{(m, l)}^{j}= \begin{cases}1 & \text { if } \exists v \in V\left(K_{(m, l)}\right):\left\{v, \alpha_{j}\right\} \in E(G) \\ 0 & \text { if } \forall v \in V\left(K_{(m, l)}\right):\left\{v, \alpha_{j}\right\} \notin E(G)\end{cases}
$$

We claim that there exists an $\left(m^{\prime}, l^{\prime}\right) \in[g(h)]^{2}$ such that $q_{\left(m^{\prime}, l^{\prime}\right)} \neq$ $(1,1, \ldots, 1)$. Indeed, assume in contrary, that for every $(m, l) \in[g(h)]^{2}$, $q_{(m, l)}=(1,1, \ldots, 1)$. We will arrive to a contradiction by showing that $H$ is a minor of $G$. For this, consider the graph

$$
G^{\prime}=G\left[V(W) \cup \bigcup_{(m, l) \in[g(h)]^{2}} V\left(K_{(m, l)}\right)\right] \subseteq G
$$

For every $(m, l) \in[g(h)]^{2}$, contract each $K_{(m, l)}$ to a single vertex and this implies the existence of a $(g(h) \times g(h))$-grid as a minor of $G^{\prime}$ and therefore of $G \backslash A$ as well. Moreover, for each vertex $v$ of this grid it holds that each vertex in $A$ is adjacent to some vertex of the model of $v$, therefore $G$ contains the graph $J$ obtained after we take a $(g(h) \times g(h))$-grid and connect all its vertices with $\mathbf{a n}(H)$ new vertices. From Lemma 6.9, $G$
contains $\Pi_{14 \cdot(n(h)-\mathbf{a n}(H))-24, \mathbf{a n}(H)}$ as minor. Applying now Lemma 6.8, we obtain that $G$ contains $H$ as a minor, a contradiction. Therefore, there exist $\left(m^{\prime}, l^{\prime}\right) \in[g(h)]^{2}$ and $j_{0} \in[|A|]$ such that $q_{\left(m^{\prime}, l^{\prime}\right)}^{j_{0}}=0$. The lemma follows for $A^{\prime}=A \backslash\left\{\alpha_{j_{0}}\right\}$ and $W^{\prime}=W_{\left(m^{\prime}, l^{\prime}\right)}$.

### 6.4 The Main Proof

### 6.4.1 Notation

Below, we define the notation which is useful to the proof of the main result.

Given a tree decomposition $\mathcal{T}=\left(\mathcal{X}=\left\{X_{i} \mid i \in V(T)\right\}, T\right)$ of a graph $G$ a vertex $i_{0} \in V(T)$ and a set of vertices $I \subseteq N_{T}\left(i_{0}\right)$, we define $\mathcal{T}_{i_{0}, I}$ as the collection of connected components of $T \backslash i_{0}$ that contain vertices of $I$. Given a subtree $Y$ of $T$, we define $G_{Y}=G\left[\cup_{i \in V(Y)} X_{i}\right]$ and $\bar{G}_{Y}=\cup_{i \in V(Y)} \bar{X}_{i}$.

Observation 6.3. Given a tree decomposition $\mathcal{T}=\left(\mathcal{X}=\left\{X_{i} \mid\right.\right.$ $i \in V(T)\}, T)$ of a graph $G$, a vertex $i_{0} \in V(T)$, and a set of vertices $I \subseteq N_{T}\left(i_{0}\right)$, it holds that for every $T_{1}, T_{2} \in \mathcal{T}_{i_{0}, I}, \bar{G}_{T_{1}} \cap \bar{G}_{T_{2}}$ is a complete graph.

Given a family of graphs $\mathcal{F}$, a graph $G$ and a set of vertices $S \subseteq V(G)$, we define the class $\mathcal{F}_{S, G}^{*}$ as the collection of the connected components in the graphs of $\mathcal{F} \backslash S$ and the class $\mathcal{F}_{S, G}$ as the set of graphs in $\mathcal{F}_{S, G}^{*}$ that have some common vertex with $G \backslash S$. We say that two graphs $G_{1}, G_{2} \in \mathcal{F}_{S, G}$ are $G$-equivalent if $V\left(G_{1}\right) \cap V(G \backslash S)=V\left(G_{2}\right) \cap V(G \backslash S)$ and let $\mathcal{F}_{S, G}^{1}, \ldots, \mathcal{F}_{S, G}^{\rho}$ be the equivalence classes defined that way. We denote by $\mathcal{P}_{\mathcal{F}, S, G}=\left\{\mathbf{\cup} \mathcal{F}_{S, G}^{1}, \ldots, \mathbf{\cup} \mathcal{F}_{S, G}^{\rho}\right\}$, that is, for each equivalence
class $\mathcal{F}_{S, G}^{i}$ we construct a graph in $\mathcal{P}_{\mathcal{F}, S, G}$, by taking the union of the graphs in $\mathcal{F}_{S, G}^{i}$.

### 6.4.2 Proof of the Main Result

Before proving the main result let us prove the following.
Observation 6.4. Let $T$ be a tree, $k \in \mathbb{N}$ and $w: V(T) \rightarrow \mathbb{N}$ such that there exists at least one vertex $v \in V(T)$ with $w(v) \geq k$. There exists a vertex $u \in V(T)$ with $w(u) \geq k$ such that at most one of the connected components of $T \backslash u$ contains a vertex $u^{\prime}$ with $w\left(u^{\prime}\right)>k$.

Proof. Let $Y=\{v \in V(T) \mid w(v) \geq k\}$. Pick a vertex $r$ of $T$ and let $v$ be a vertex of $Y$ with maximum distance away from $r$. It is easy to verify that the lemma holds for $v$.

We may now proceed with the main proof of this section.

Proof of Theorem 6.1. Let $G$ be a graph that excludes $H$ as a minor. By Proposition 6.1, there is a computable function $f_{1}$ such that there exists a tree decomposition

$$
\mathcal{T}=\left(\mathcal{X}=\left\{X_{i} \mid i \in V(T)\right\}, T\right)
$$

of $G$, where for every $i \in V(T)$, the graphs $\bar{X}_{i}$ are $f_{1}(h)$-nearly-embeddable in a surface $\Sigma$ of genus $f_{1}(h)$. Among all such tree-decompositions we choose $\mathcal{T}=(\mathcal{X}, T)$ such that:
(i) $\mathcal{T}$ is small.
(ii) Subject to (i), $\mathcal{T}$ has maximum number of nodes.
(iii) Subject to (ii), the quantity $\sum_{\substack{i, j \in V(T) \\ i \neq j}}\left|X_{i} \cap X_{j}\right|$ is minimized.

Notice that, from Lemma 6.2, Condition (i) guaranties the possibility of the choice of Condition (ii). We use the notation $\bar{G}$ to denote the graph $\bar{G}_{T}$ and we call the edges of $E(\bar{G}) \backslash E(G)$ virtual.

Let $w: V(T) \rightarrow \mathbb{N}$ such that $w(i)=\mathbf{t w}\left(\bar{X}_{i}\right)$. Observation 6.4 and Observation 6.1 imply that there exists a vertex $i_{0} \in V(T)$ such that $\mathbf{t w}\left(\bar{X}_{i_{0}}\right) \geq \mathbf{t w}(G)$ and at most one of the connected components of $T \backslash i_{0}$ contains a vertex $j$ such that $w(j)>w\left(i_{0}\right)$. We denote by $A_{i_{0}}$ the set of apices of the graph $\bar{X}_{i_{0}}$ and by $F$ the graph $\bar{X}_{i_{0}} \backslash A_{i_{0}}$ (notice that $F \subseteq \bar{G}$ but $F$ is not necessarily a subgraph of $G$ as $F$ may contain virtual edges).

From Lemma 6.1 and the choice of $i_{0}$ it holds that

$$
\begin{equation*}
\mathbf{t w}(F)=\mathbf{t w}\left(\bar{X}_{i_{0}} \backslash A_{i_{0}}\right) \geq \mathbf{t w}\left(\bar{X}_{i_{0}}\right)-\left|A_{i_{0}}\right| \geq \mathbf{t w}(G)-\left|A_{i_{0}}\right| . \tag{6.1}
\end{equation*}
$$

Recall that $\left|A_{i_{0}}\right| \leq f_{1}(h)$. Let $f_{2}$ be the two-variable function of Lemma 6.4. We define the two-variable function $f_{3}$ and the one-variable functions $f_{4}$ and $f_{5}$ such that

$$
\begin{aligned}
f_{5}(h) & =14 \cdot(h-\mathbf{a n}(H))+\lceil\sqrt{\mathbf{a n}(H)}\rceil-24 \\
f_{4}(h) & =f_{5}(h)^{\left|A_{i_{0}}\right|-\mathbf{a n}(H)+1} \\
f_{3}(h, k) & =f_{2}\left(f_{1}(h), f_{1}(h)\right) \cdot\left(4 k \cdot f_{4}(h)+12\right)+f_{1}(h)
\end{aligned}
$$

As $F$ is $f_{1}(h)$-nearly embeddable in $\Sigma$ and does not contain any apices, from (6.1) and Lemma 6.4, we obtain that if $\mathbf{t w}(G) \geq f_{3}(h, k)$ then $F$ contains the graph $Q=\Gamma_{4 k \cdot f_{4}(h)+12}$ as a $v$-smooth contraction, where $v$ is the loaded corner of $Q$. (See Figure 6.8.)

From Lemma 6.3, it follows that $F$ contains as a subgraph a flat subdivided wall $W^{\prime}$ of height $2 k \cdot f_{4}(h)+2$ whose compass $K^{\prime}$ in $F$ can be embedded in a closed disk $\Delta$ such that the perimeter of $W^{\prime}$ is identical to the boundary of $\Delta$. Furthermore, notice here, that $W^{\prime}$ is inside the same


Figure 6.8: On the left: The graph $F$ nearly embedded on $\Sigma$ (without apices), where the dashed parallelogram represents the disk of the $v$-smooth contraction. On the right: The content of the disk.
disk where the preimage of the vertices of the $v$-smooth contraction where embedded. (See Figure 6.9.)

Let

$$
I^{\prime}=\left\{i \in N_{T}\left(i_{0}\right) \mid X_{i} \cap V\left(K^{\prime}\right) \neq \emptyset\right\}
$$

In other words, $I^{\prime}$ corresponds to all nodes of the tree decomposition $\mathcal{T}$, adjacent to $i_{0}$, that have vertices "inside" the compass of the subdivided wall $W^{\prime}$ in $F$ (dashed parallelogram in Figure 6.9).

Claim 9. For every $i \in I^{\prime},\left|V\left(K^{\prime}\right) \cap X_{i}\right| \leq 3$.
Proof of Claim 9. As $K^{\prime}$ is clearly planar, every clique in $K^{\prime}$ has size at most 4. Furthermore, $K^{\prime}$ does not contain $K_{4}$ as a subgraph.

Indeed, if so, one of the triangles of the clique would be a separator of $G$. We denote the vertices of this triangle by $z_{1}, z_{2}$, and $z_{3}$. Let then $z$ be the vertex of the clique that is different from $z_{1}, z_{2}$, and $z_{3}$, and $S$ be


Figure 6.9: On the left: The graph $F$ nearly embedded on $\Sigma$ (without apices), where the dashed parallelogram represents the perimeter of the wall. On the right: Part the content of the disk.
the vertices contained in the interior of the disk defined by the separating triangle, where $z \in S$.

We may assume that there exists a vertex $j \in I^{\prime}$ that contains all the vertices of the clique, that is, $\left\{z, z_{1}, z_{2}, z_{3}\right\} \subseteq X_{j}$. Indeed, towards a contradiction assume that there is no such vertex. Then, we may modify $\mathcal{T}$ in order to construct a small tree decomposition $\mathcal{T}^{\prime}$ with more bags than $\mathcal{T}$ in the following way.

We add a new vertex $j_{0}$ in $T$, and a new bag $X_{j_{0}}$ containing all vertices of the clique, the vertices belonging to the interior of the separating triangle of the clique, and all apices of $X_{i_{0}}$, that is $X_{j_{0}}=\left\{z_{1}, z_{2}, z_{3}\right\} \cup S \cup A_{i_{0}}$. We then remove $S$ from $X_{i_{0}}$. Finally we add the edge $\left\{i_{0}, j_{0}\right\}$, remove all the edges between the neighbors $i \in I^{\prime}$ of $i_{0}$ in $T$, whose common vertices with $X_{i_{0}}$ are either apices or vertices of $S$ and the clique, and make them
adjacent to $j_{0}$ instead. Formally, let $\mathcal{T}^{\prime}=\left(\mathcal{Y}, T^{\prime}\right)$, with

$$
\begin{aligned}
V\left(T^{\prime}\right)= & V(T) \cup\left\{j_{0}\right\}, \text { where } j_{0} \notin V(T), \\
E\left(T^{\prime}\right)= & \left(E ( T ) \backslash \left\{\left\{i, i_{0}\right\} \mid i \in N_{T}\left(i_{0}\right)\right.\right. \\
& \left.\left.\wedge\left(X_{i} \cap X_{i_{0}}\right) \subseteq S \cup\left\{z_{1}, z_{2}, z_{3}\right\} \cup A_{i_{0}}\right\}\right) \cup \\
& \left\{\left\{, j_{0}\right\} \mid i \in N_{T}\left(i_{0}\right)\right. \\
& \left.\left\{i_{0}, j_{0}\right\}, \text { and } \quad \wedge\left(X_{i} \cap X_{i_{0}}\right) \subseteq S \cup\left\{z_{1}, z_{2}, z_{3}\right\} \cup A_{i_{0}}\right\} \cup \\
\mathcal{Y}= & \left\{X_{i} \mid i \in V(T) \backslash\left\{i_{0}\right\}\right\} \cup\left\{Y_{i_{0}}, Y_{j_{0}}\right\},
\end{aligned}
$$

where $Y_{i_{0}}=X_{i_{0}} \backslash S$ and $Y_{j_{0}}=\left\{z_{1}, z_{2}, z_{3}\right\} \cup S \cup A_{i_{0}}$. Notice that, as $z_{1}, z_{2}$, and $z_{3}$ induce a separating triangle in $K^{\prime}$ there is no $i \in V(T)$ such that $X_{i} \cap\left\{z_{1}, z_{2}, z_{3}\right\} \neq \emptyset$ and $X_{i} \cap\left[V\left(K^{\prime}\right) \backslash\left(S \cup\left\{z_{1}, z_{2}, z_{3}\right\}\right)\right] \neq \emptyset$. This implies that $\mathcal{T}^{\prime}$ is indeed a tree decomposition. It is also easy to verify that $\mathcal{T}^{\prime}$ is small. Indeed, notice that neither $Y_{i_{0}} \subseteq Y_{j_{0}}$ nor $Y_{j_{0}} \subseteq Y_{i_{0}}$. Evenmore, for every $i \in V(T) \backslash\left\{i_{0}\right\}$, neither $X_{i} \subseteq Y_{j_{0}}$ nor $X_{i} \subseteq Y_{i_{0}}$, as this would imply $X_{i} \subseteq X_{i_{0}}$ which is a contradiction to the fact that $\mathcal{T}$ is small. Finally notice that if there exists an $i \in V(T) \backslash\left\{i_{0}\right\}$ such that $Y_{j_{0}} \subseteq X_{i}$, then $\left\{z, z_{1}, z_{2}, z_{3}\right\} \subseteq Y_{j_{0}} \subseteq X_{i}$, a contradiction to the hypothesis as then by the definition of a tree decomposition there exists a vertex $j \in I^{\prime}$ such that $X_{j}$ contains all the vertices of the clique.

It is also easy to see that for every $i \in V(T) \backslash\left\{i_{0}\right\}, Y_{i_{0}} \nsubseteq X_{i}$. Thus, $\mathcal{T}^{\prime}$ contradicts to the choice of $\mathcal{T}$ (Condition (ii)). Therefore, there exists a vertex $j \in I^{\prime}$, say $j_{0}$, such that $\left\{z, z_{1}, z_{2}, z_{3}\right\} \subseteq X_{j_{0}}$.

We will now prove that $\mathcal{T}$ does not satisfy Condition (iii). Similarly, as above, we modify $\mathcal{T}$ into a tree decomposition $\mathcal{T}^{\prime \prime}$ in the following way. We remove $S$ from $X_{i_{0}}$ and add it to $X_{j_{0}}$. Then, we remove all the edges between the neighbors $i \in I^{\prime} \backslash j_{0}$ of $i_{0}$ in $T$, whose common vertices
with $X_{i_{0}}$ are either apices or vertices of $S$ and the clique, and make them adjacent to $j_{0}$ instead.

Formally, let $\mathcal{T}^{\prime \prime}=\left(\mathcal{Z}, T^{\prime \prime}\right)$ be the tree decomposition of $G$ with

$$
\begin{aligned}
V\left(T^{\prime \prime}\right)= & V(T), \\
E\left(T^{\prime \prime}\right)= & \left(E ( T ) \backslash \left\{\left\{i, i_{0}\right\} \mid i \in\left(N_{T}\left(i_{0}\right) \backslash\left\{j_{0}\right\}\right)\right.\right. \\
& \left.\left.\wedge\left(X_{i} \cap X_{i_{0}}\right) \subseteq S \cup\left\{z_{1}, z_{2}, z_{3}\right\} \cup A_{i_{0}}\right\}\right) \cup \\
& \left\{\left\{i, j_{0}\right\} \mid i \in N_{T}\left(i_{0}\right)\right. \\
& \left.\wedge\left(X_{i} \cap X_{i_{0}}\right) \subseteq S \cup\left\{z_{1}, z_{2}, z_{3}\right\} \cup A_{i_{0}}\right\}, \text { and } \\
\mathcal{Z}= & \left\{X_{i} \mid i \in V(T) \backslash\left\{i_{0}, j_{0}\right\}\right\} \cup\left\{Z_{i_{0}}, Z_{j_{0}}\right\},
\end{aligned}
$$

where $Z_{i_{0}}=X_{i_{0}} \backslash S$ and $Z_{j_{0}}=X_{j_{0}} \cup S$. It is again easy to see that $\mathcal{T}^{\prime \prime}$ is a small tree decomposition of $G$. Notice also that $\mathcal{T}$ and $\mathcal{T}^{\prime \prime}$ contain the same amount of bags. Furthermore, it is easy to see that

$$
\sum_{\substack{D, D^{\prime} \in \mathcal{Z} \\ D \neq D^{\prime}}}\left|D \cap D^{\prime}\right|<\sum_{\substack{L, L^{\prime} \in \mathcal{X} \\ L \neq L^{\prime}}}\left|L \cap L^{\prime}\right|
$$

a contradiction to the choice of $\mathcal{T}$ (Condition (iii)). Therefore, $K^{\prime}$ does not contain any clique of size 4 .

Recall now that for every $i \in \mathcal{I}^{\prime}, F\left[V\left(K^{\prime}\right) \cap X_{i}\right] \subseteq K^{\prime}$ is a clique. Thus, for every $i \in I^{\prime},\left|V\left(K^{\prime}\right) \cap X_{i}\right| \leq 3$.

Recall now that $\mathcal{T}_{i_{0}, I^{\prime}}$ is the collection of connected components of $T \backslash i_{0}$ that contain vertices of $I^{\prime}$ and recall also that there exists at most one tree in $\mathcal{T}_{i_{0}, I^{\prime}}$, say $T^{\prime}$, that contains a vertex $i_{1}$ with $w\left(i_{1}\right)>w\left(i_{0}\right)$. Let $\mathcal{W}^{\prime}=\left\{W_{1}^{\prime}, W_{2}^{\prime}, W_{3}^{\prime}, W_{4}^{\prime}\right\}$ be the collection of vertex-disjoint subwalls of $W^{\prime}$ of height $f_{4}(h) \cdot k$ not meeting the vertices of $P_{k \cdot f_{4}(h)+2}^{(h)}$ and $P_{k \cdot f_{4}(h)+2}^{[v]}$ (see Figure 6.10).


Figure 6.10: The paths $P_{k \cdot f_{4}(h)+2}^{(h)}$ (cyan - dashed) and $P_{k \cdot f_{4}(h)+2}^{[v]}$ (magenta - dotted) and the corresponding walls for $k=1$ and $f_{4}(h)=3$.

From Claim 9, $X_{i_{1}}$ has at most 3 vertices in common with $K^{\prime}$, therefore there exists a subwall $\tilde{W} \in \mathcal{W}^{\prime}$ of height $f_{4}(h) \cdot k$, with compass $\tilde{K}$ in $F$ such that $V(\tilde{K}) \cap V\left(G_{T^{\prime}}\right)=\emptyset$. (For the "big picture", see Figure 6.11.)

Consequently, if we set

$$
\tilde{I}=\left\{i \in N_{T}\left(i_{0}\right) \mid X_{i} \cap V(\tilde{K}) \neq \emptyset\right\}
$$

we have that $\tilde{I} \subseteq I^{\prime} \backslash\left\{i_{1}\right\}$ and for every tree $\tilde{T} \in \mathcal{T}_{i_{0}, \tilde{I}} \subseteq \mathcal{T}_{i_{0}, I^{\prime}} \backslash\left\{T^{\prime}\right\}$ it holds that $\max \{w(i) \mid i \in V(\tilde{T})\} \leq f_{3}(h, k)$. Therefore, for every $\tilde{T} \in \mathcal{T}_{i_{0}, \tilde{I}}, \mathbf{t w}\left(\bar{G}_{\tilde{T}}\right) \leq f_{3}(h, k)$. As $G_{\tilde{T}}$ is a subgraph of $\bar{G}_{\tilde{T}}$, it follows that

$$
\begin{equation*}
\text { for every } \tilde{T} \in \mathcal{T}_{i_{0}, \tilde{I}}, \quad \operatorname{tw}\left(G_{\tilde{T}}\right) \leq f_{3}(h, k) \tag{6.2}
\end{equation*}
$$

From Claim 9, it follows that for every $\tilde{T} \in \mathcal{T}_{i_{0}, \tilde{I}}$, the vertices in $V\left(G_{\tilde{T}}\right) \cap V(\tilde{K})$ induce a clique in $\tilde{K}$ with at most 3 vertices, where some of its edges may be virtual.


Figure 6.11: The compass $\tilde{K}$ of the wall $\tilde{W}$ is inside one of the four parallelograms belonging to the interior of the dashed parallelogram.

Let $\tilde{V}=V(F) \backslash V(\tilde{K})$ and $\mathcal{F}^{\prime}=\left\{G_{\tilde{T}} \mid \tilde{T} \in \mathcal{T}_{i_{0}, \tilde{I}}\right\}$. Notice that $\tilde{K}=F \backslash \tilde{V}$. We denote by $\mathcal{F}$ the class $\mathcal{P}_{\mathcal{F}^{\prime}, \tilde{V}, F}$. Our aim now is to use the graphs in $\mathcal{F}$ in order to define the compass of $\tilde{W}$ in the graph $\bar{G} \backslash A_{i_{0}}$ and construct the rural division of that compass.

Claim 10. For every connected component $Y$ of $T \backslash\left\{i_{0}\right\}$ that contains $a$ vertex $i_{Y}$ of $\tilde{I}$, there is a vertex in $G_{Y} \backslash X_{i_{0}}$ connected with $V(\tilde{K}) \cap V\left(G_{Y}\right)$ with $\left|V(\tilde{K}) \cap V\left(G_{Y}\right)\right|$ vertex-disjoint paths whose internal vertices belong to $G_{Y} \backslash X_{i_{0}}$.

Proof of Claim 10. First, observe that, $G_{Y}$ has at least one connected component $G_{Y}^{\prime}$ that contains the vertices in $V(\tilde{K}) \cap V\left(G_{Y}\right)$ and such that $V\left(G_{Y}^{\prime}\right) \backslash X_{i_{0}} \neq \emptyset$. Otherwise, observe that we may safely remove the vertices in $V(\tilde{K}) \cap V\left(G_{Y}\right)$ from the bags $X_{i}, i \in V(Y)$ and end up to a contradiction in the choice of $\mathcal{T}$ (Condition (iii)). Evenmore, Condition (ii)
implies that $X_{i_{0}}$ is not a separator of $G_{Y}^{\prime}$. Notice then that every vertex in $V(\tilde{K}) \cap V\left(G_{Y}\right)$ has a neighbor in $G_{Y}^{\prime} \backslash X_{i_{0}}$, as if not, we would again end up to a contradiction in the choice of $\mathcal{T}$ (Condition (iii)). As $G_{Y}^{\prime}$ is connected there exists a vertex $v \in V\left(G_{Y}^{\prime}\right) \backslash X_{i_{0}}$ and vertex-disjoint paths from $v$ to the vertices of $V(\tilde{K}) \cap V\left(G_{Y}\right)$.

We call the edges in $\tilde{E}=E(\tilde{K}) \backslash E(G)$ useless. We also call all vertices in $V(\mathbf{\cup} \mathcal{F}) \backslash V(\tilde{K})$ flying vertices. The non-flying vertices of a graph $R$ in $\mathcal{F}$ are the base of $R$. Notice that, from the definition of $\mathcal{F}$, each graph $R$ in $\mathcal{F}$ is a subgraph of the union of some graphs of $\mathcal{F}^{\prime}$. From Observation 6.3 and (6.2), It follows that
(a) all graphs in $\mathcal{F}$ have treewidth at most $f_{3}(h, k)$

Observation 6.3 and Claim 9 yields that
(b) the base vertices of each $R$ induce a clique of size 1,2 , or 3 in $\tilde{K}$.

Also, from Claim 10 and the fact that $\tilde{V} \cup A_{i_{0}} \subseteq X_{i_{0}}$, we have that
(c) each pair of vertices of some graph in $\mathcal{F}$ are connected in $G$ by a path whose internal vertices are flying.

Note that each clique mentioned in (b) may contain useless edges. Moreover, from (c), all virtual edges of $\tilde{K}$ are edges of such a clique. Let $\tilde{G}=(V(G), \tilde{E} \cup E(G))$, that is, we add in $G$ all useless edges.

It now follows that $\tilde{G} \backslash A_{i_{0}}$ contains the wall $\tilde{W}$ as a subgraph and the compass of $\tilde{W}$ in $\tilde{G} \backslash A_{i_{0}}$ is

$$
\tilde{K}^{+}=\tilde{K} \cup \bigcup_{R \in \mathcal{F}} R
$$

Notice that the wall $\tilde{W}$ remains flat in $\tilde{G}$. Indeed, suppose that $Q_{1}$ and $Q_{2}$ are two vertex-disjoint paths between the two anti-diametrical corners
of $\tilde{W}$ such that the sum of their lengths is minimal. As not both of $Q_{1}$ and $Q_{2}$ may exist in $\tilde{K}$, some of them, say $Q_{1}$ contains some flying vertex. Let $R$ be the graph in $\mathcal{F}$ containing that vertex. Then there are two vertices $x$ and $y$ of the base of $R$ met by $Q_{1}$. From (b), $\{x, y\}$ is an edge of $\tilde{K}^{+}$ and we can substitute the portion of $Q_{1}$ that contains flying vertices by $\{x, y\}$, a contradiction to the minimality of the choice of $Q_{1}$ and $Q_{2}$.

Let $\tilde{E}^{+}=E\left(\tilde{K}^{+}\right) \backslash E(\cup \mathcal{F})$, that is, $\tilde{E}^{+}$is the set of edges of $\tilde{K}$ not contained in any graph $R$ of $\mathcal{F}$. It follows that all useless edges are contained in $\tilde{E}^{+}$, that is,

$$
\begin{equation*}
\tilde{E} \subseteq \tilde{E}^{+} \tag{6.3}
\end{equation*}
$$

For every $e \in \tilde{E}^{+}$, we denote by $\tilde{G}_{e}$ the graph formed by the edge $e$ (that is, the graph $\tilde{G}[e])$ and let $\mathcal{E}=\left\{\tilde{G}_{e} \mid e \in \tilde{E}^{+}\right\}$. We set $\tilde{\mathcal{D}}^{+}=\mathcal{F} \cup \mathcal{E}$. Notice that,

$$
\begin{array}{ll}
\text { For every graph } R \in \mathcal{F}, & \partial_{\tilde{K}^{+}} R \text { is the base of } R \\
\text { For every graph } \tilde{G}_{e} \in \mathcal{E}, & \partial_{\tilde{K}^{+}} \tilde{G}_{e}=V\left(\tilde{G}_{e}\right) \tag{6.5}
\end{array}
$$

Claim 11. $\tilde{\mathcal{D}}^{+}=\mathcal{F} \cup \mathcal{E}$ is a rural division of $\tilde{K}^{+}$.

Proof of Claim 11. Properties 1 and 2, follow from the construction of the graphs in $\mathcal{F}$ and $\mathcal{E}$. Moreover, Properties 3 and 4 follow from (c) and (b) respectively. For Property 5 , recall that $\tilde{W}$ is a subwall of $W^{\prime}$ whose compass $K^{\prime}$ in $F$ can be embedded in a closed disk $\Delta$ such that the perimeter of $W^{\prime}$ is identical to its boundary. This implies that $\tilde{K}$ can be embedded in a closed disk $\tilde{\Delta} \subseteq \Delta$ such that the corners $c_{1}, c_{2}, c_{3}$, and $c_{4}$ of $\tilde{W}$ appear in this order on its boundary. We now consider the following
hypergraph:

$$
\tilde{H}^{+}=\left(\mathbf{U}\left\{\partial_{\tilde{K}^{+}} D \mid D \in \tilde{\mathcal{D}}^{+}\right\},\left\{\partial_{\tilde{K}^{+}} D \mid D \in \tilde{\mathcal{D}}^{+}\right\}\right)
$$

Notice that $V\left(\tilde{H}^{+}\right)=V(\tilde{K})$. We can now construct $I\left(\tilde{H}^{+}\right)$by applying, for each $D \in \tilde{\mathcal{D}}^{+}$, the following transformations on the planar graph $\tilde{K}$.

- If $\left|\partial_{\tilde{K}^{+}} D\right|=1$, we add a new vertex and an edge that connects it with the unique vertex of $\partial_{\tilde{K}^{+}} D$.
- If $\left|\partial_{\tilde{K}^{+}} D\right|=2$, we subdivide the edge of $\tilde{K}\left[\partial_{\tilde{K}^{+}} D\right]$ (recall that $\tilde{K}\left[\partial_{\tilde{K}^{+}} D\right]$ is isomorphic to $K_{2}$ ).
- If $\left|\partial_{\tilde{K}^{+}} D\right|=3$, we apply a $\Delta Y$-transformation in $\tilde{K}\left[\partial_{\tilde{K}^{+}} D\right]$ (recall that $\tilde{K}\left[\partial_{\tilde{K}^{+}} D\right]$ is isomorphic to $\left.K_{3}\right)$.

From Observation 6.2 and Lemma 6.5, it follows that the obtained graph remains embedded in $\tilde{\Delta}$ (thus, it is also planar). It now remains to show that for each $e \in E\left(\tilde{H}^{+}\right)$there exist $|e|$ vertex-disjoint paths between $e$ and $C$ in $\tilde{K}^{+}$. Notice that for each $e \in E\left(H^{+}\right)$the vertices of $e$ belong to $\tilde{K}$. Finally, there are $|e|$ paths between $e$ and $C$, otherwise we would have a contradiction to the choice of the tree-decomposition. For this, notice that if there do not exist $|e|$ vertex-disjoint paths between $e$ and $C$ then there exists a separator of $e$ and $C$ of size strictly smaller that $|e|$. Then using similar arguments as in the proofs of Claim 9 and Claim 10 we end up contradicting the choice of $\mathcal{T}$. Therefore all conditions required for Claim 11 hold.

Our aim now is to find in $G \backslash A_{i_{0}}$ a flat subdivided wall $\widehat{W}$ of height $f_{4}(h) \cdot k$. From (b),(c), and (6.4), all the useless edges of $\tilde{K}$ are induced by the sets $\partial_{\tilde{K}^{+}} R, R \in \mathcal{F}$, where $\tilde{K}\left[\partial_{\tilde{K}^{+}} R\right]$ is isomorphic to either $K_{2}$
or $K_{3}$. Our next step is to prove that, in both cases, we may find a flat subdivided wall in $G \backslash A_{i_{0}}$ of height $f_{4}(h) \cdot k$ that does not contain any useless edges.

Case 1. $\tilde{K}\left[\partial_{\tilde{K}^{+}} R\right]$ is isomorphic to $K_{2}$. Then, from (c), there exists a path in $R$ whose endpoints are the vertices of $\partial_{\tilde{K}^{+}} R$ and such that its internal vertices are flying.

Case 2. $\tilde{K}\left[\partial_{\tilde{K}^{+}} R\right]$ is isomorphic to $K_{3}$. Claim 10, combined with the facts that $\tilde{V} \cup A_{i_{0}} \subseteq X_{i_{0}}$ and that $\forall_{R \in \mathcal{F}} \partial_{\tilde{K}^{+}} R \subseteq X_{i_{0}}$, imply that there exists a flying vertex $v_{R}$ in $R$ and vertex-disjoint paths between $v_{R}$ and the vertices of $\partial_{\tilde{K}^{+}} R$ whose internal vertices are also flying.

The above case analysis implies that for each $R \in \mathcal{F}$ the edge $\{x, y\}$ or the triangle with vertices $\{x, y, z\}$, induced by $\partial_{\tilde{K}^{+}} R$ may be substituted, using subdivisions or $\Delta Y$-transformations by a flying path between $x$ and $y$ or by three flying paths from a flying vertex $v_{R}$ to $x, y$, and $z$ respectively. As all edges of these paths are flying, they cannot be useless and therefore they exist also in $G \backslash A_{i_{0}}$. We are now in position to apply Observation 6.2 and Lemma 6.6 and obtain that $\tilde{G} \backslash A_{i_{0}}$ contains a flat subdivided wall $\widehat{W}$ of height $f_{4}(h) \cdot k$ such that
(I) $E(\widehat{W}) \cap \tilde{E}=\emptyset$ (recall that $\tilde{E}$ is the set of the useless edges) and
(II) $\widehat{W}$ is isomorphic to a subdivision of $\tilde{W}$.

Therefore, from (I), $\widehat{W}$ is a flat subdivided wall of height $f_{4}(h) \cdot k$ in $G \backslash A_{i_{0}}$.

Let $\tilde{C}$ and $\widehat{C}$ be the corners of $\tilde{W}$ and $\widehat{W}$ respectively. We denote by $\sigma$ be the bijection from $\tilde{C}$ to $\widehat{C}$ induced by the isomorphism in (II). We also enhance $\sigma$ by defining $\phi=\sigma \cup\{(x, x) \mid x \in V(\tilde{W}) \backslash C(\tilde{W})\}$.

Let $\widehat{K}$ be the compass of $\widehat{W}$ in $G \backslash A_{i_{0}}$. We claim that

$$
\widehat{\mathcal{D}}=\left\{D \cap \widehat{K} \mid D \in \tilde{\mathcal{D}}^{+}\right\}
$$

is a rural division of $\widehat{K}$. This is easy to verify in what concerns Properties (1-4). Property (5) follows from the observation that the mapping $\phi$, defined above, is an isomorphism between $H_{\tilde{K}^{+}}$and $H_{\widehat{K}_{K}}$.

So far, we have found a flat subdivided wall $\widehat{W}$ in $G \backslash A_{i_{0}}$ and a rural division of its compass $\widehat{K}$. As each flap in $\widehat{\mathcal{D}}$ is a subgraph of a flap in $\tilde{\mathcal{D}^{+}}$ we obtain that all flaps in $\widehat{\mathcal{D}}$ have treewidth at most $f_{3}(h, k)$. By applying Lemma $6.10\left|A_{i_{0}}\right|-\mathbf{a n}(H)+1$ times, it follows that there exists a set $A \subseteq A_{i_{0}}$, such that $|A| \leq \mathbf{a n}(H)-1$ and $G \backslash A$ contains a flat subdivided wall $W$ of height $k$ such that $W \subseteq \widehat{W}$. Moreover, $V(K) \cap A_{i_{0}}=\emptyset$, where $K$ is the compass of $W$ in $G \backslash A$. As above,

$$
\mathcal{D}=\{D \cap K \mid D \in \widehat{\mathcal{D}}\}
$$

is a rural devision of $K$, where all of its flaps have treewidth at most $f_{3}(h, k)$. The theorem follows as $f_{3}$ is a linear function of $k$.

The following corollary gives a more precise description of the structure of apex minor free graphs.

Corollary 6.1. There exists a computable function $f$ such that for every two graphs $H$ and $G$, where $H$ is an apex graph, and every $k \in \mathbb{N}$ one of the following holds:

1. $\mathbf{t w}(G) \leq f(h) \cdot k$, where $h=|V(H)|$.
2. $H$ is a minor of $G$.
3. $G$ contains a flat subdivided wall $W$ where

- $W$ has height $k$ and
- the compass of $W$ has a rural division $\mathcal{D}$ such that each internal flap of $\mathcal{D}$ has treewidth at most $f(h) \cdot k$.


### 6.5 Tilings of the Plane

In this section we state three theorems that can be obtained from Rheorem 6.1. Two of them are already known and we are going to use them in the chapter after the next one while the third can be used to tie all of them together through tilings.

However, before we move on to these theorems, let us first define some notions from the tilings of the plane that are necessary.

### 6.5.1 Regular Tilings of the Plane

A tiling of the plane $\mathcal{T}$ is a countable family of closed sets $\mathcal{T}=\left\{T_{1}, T_{2}, \ldots\right\}$ that cover the plane without gaps or overlaps. Explicitly, the union of the sets $T_{1}, T_{2}, \ldots$ is to be the whole plane and the interiors of the sets $T_{i}$ are pairwise disjoint.


Figure 6.12: A monohedral tiling of the plane.

The tiles that we deal with in this section are topological disks and we only consider monohedral tilings, where a tiling is monohedral when
all the tiles in it have the same size and shape. For an example of a monohedral tiling, see Figure 6.12. A monohedral tiling of the plane by a regular polygon is called regular tiling of the plane.

In the next subsection we are going to see that each one of the three theorems that we mentioned induce a different regular tiling of the plane, where one of them is self-dual and the other two are dual, in the graphtheoretic sense.

### 6.5.2 The Theorems and the Tilings

Let us now start stating the theorems.

Theorem 6.2 (Excluded Grid Theorem for Minors [53〕). There exists a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for every two graphs $H$ and $G$, and $k \in \mathbb{N}$, if $\operatorname{tw}(G) \geq f(\mathbf{n}(H)) \cdot k$ and $G$ does not contain $H$ as a minor then $G$ contains the $(k \times k)$-grid as a minor.


Figure 6.13: The square tiling of the plane.

It is very easy to see how this can be obtained from Theorem 6.1 as the $(k \times k)$-grid is a minor of a wall of height $k$. Notice now that the
$(k \times k)$-grid can be considered as the regular square tiling of the plane. (See Figure 6.13.)

Let us now go on to the next.

Theorem 6.3 (Excluded Grid Theorem for Contractions [83]). There exists a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for every two graphs $H$ and $G$, where $H$ is a connected apex graph, and $k \in \mathbb{N}$, if $\mathbf{t w}(G) \geq$ $f(\mathbf{n}(H)) \cdot k$ and $G$ does not contain $H$ as a minor then $G$ contains $\Gamma_{k}$ as a contraction.

As above it is fairly easy to see that Theorem 6.3 can be obtained as a corollary of Corollary 6.1. Let us again notice that the $(k \times k)$ triangulated grid can be consider as the regular triangular tiling of the plane. (See Figure 6.14.)


Figure 6.14: The regular triangular tiling of the plane.

Let us now move on to the last theorem of this section, which as above, asserts the existence of a large wall as a topological minor in a graph $G$ of big enough tree-width that excludes a graph $H$ as a minor.

Theorem 6.4 (Excluded Grid Theorem for Topological Minors). There exists a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for every two graphs $H$ and $G$, and $k \in \mathbb{N}$, if $\mathbf{t w}(G) \geq f(\mathbf{n}(H)) \cdot k$ and $G$ does not contain $H$ as a minor then $G$ contains $W_{k}$ as a topological minor.

It is very easy to confirm that to aforementioned theorem can be obtained from Theorem 6.1. Notice now that, as above, the wall of height $k$ can be considered as the regular hexagonal tiling of the plane, where the tiles are also named honeycombs. (See Figure 6.15.)

Let us notice here that while the honeycombs of the tiling and the bricks of the wall are equivalent in the topological sense, they are not equivalent to the geometric sense.


Figure 6.15: The regular hexagonal tiling of the plane.

Remark 3. Let us notice here that Theorem 6.3 differs from Theorems 6.2 and 6.4 in the following sense. While in Theorems 6.2 and 6.4 it is enough to exclude any graph $H$ as a minor in order to ensure the existence of the grid and the wall as a minor and a topological minor, respectively, in order to assert the existence of the triangulated grid as a contraction,
the restriction that $H$ is an apex graph is necessary $\lfloor 83\rfloor$. We would also like to comment here that in the chapter after the next we are going to use Theorem 6.4 and a variation of it in order to define the notion of bidimensionality on graph parameters that are closed under taking of (distance) topological minors.

It is known that, in the plane, the square tiling is self-dual in the topological sense and the hexagonal and the triangular tilings are dual. See, for example, Figure 6.16


Figure 6.16: The duality of the triangular and the hexagonal tiling.

Let us now notice the following.
Observation 6.5. Both the duality of the hexagonal and the triangular tiling and the self-duality of the square tiling can be"expanded" from the plane to the realm of the apex-minor-free graphs with large enough treewidth.

## CHAPTER 7

## Excluding Immersions on Surface Embedded Graphs

In the previous chapter we saw how we can prove an optimized version of the Weak Structure Theorem, by building on the Graph Minors Strong Structure Theorem. As we have repeatedly seen the minor relation has been extensively studied (see, for example, $\lfloor 14,25,69,105,139,193,195$, 197, 213, 219]).

However, the immersion ordering only recently attracted the attention of the research community $\lfloor 1,17,58,101,109,119\rfloor$. In $\lfloor 58\rfloor$, DeVos et al. proved that for every positive integer $t$, every simple graph of minimum degree at least $200 t$ contains the complete graph on $t$ vertices as a (strong) immersion and in [81〕 Ferrara et al., given a graph $H$, provide a lower bound on the minimum degree of any graph $G$ in order to ensure that $H$ is contained in $G$ as an immersion. More recently, in [216], Seymour and Wollan proved a structure theorem for graphs excluding complete graphs
as immersions.
In terms of graph colorings, Abu-Khzam and Langston in [1」 provided evidence supporting the immersion ordering analog of Hadwiger's Conjecture, that is, the conjecture stating that if the chromatic number of a graph $G$ is at least $t$, then $G$ contains the complete graph on $t$ vertices as an immersion, and proved it for $t \leq 4$. This conjecture is proven for $t=5,6$ and $t \leq 7$ by Lescure and Meyniel in $\lfloor 146\rfloor$ and by DeVos et al. in 599 independently. The most recent result on colorings is an approximation of the list coloring number on graphs excluding the complete graph as immersion [119].

Finally, in terms of algorithms, in 109, Grohe et al. gave a cubic time algorithm that decides whether a fixed graph $H$ is contained in the input graph $G$ as immersion.

In this chapter, inspired by the Graph Minors Weak Structure Theorem, we prove a structural characterization for the graphs that can be embedded in some surface of bounded genus. In particular, we show that if $G$ is a graph that is embeddable in a surface of Eüler genus $\gamma$ and $H$ is a fixed graph then one of the following happens: Either $G$ has bounded tree-width (by a function that depends only on $\gamma$ and $H$ ), or $G$ has "small" edge-connectivity (where the bound depends only on $H$ ), or $G$ contains $H$ as an immersion.

Let us now move to the following notions that are necessary for the proof of this result.

### 7.1 Necessary Notions

Walls continued. Let $W$ be a wall of height $k$. We denote by $L_{i}$ the $i$-th layer of $W, i \in\left\lceil\frac{k}{2}\right\rceil$. We also denote by $A_{i}$ the annulus defined by the
cycles $L_{i}$ and $L_{i+1}$, that is, by the $i$-th and ( $i+1$ )-th layer, $i \in\left[\left\lceil\frac{k}{2}\right\rceil-1\right]$. Given an annulus $A$ defined by two cycles $C_{1}$ and $C_{2}$, we denote by $A^{\circ}$ the interior of $A$, that is, $A \backslash\left(C_{1} \cup C_{2}\right)$.

A subdivided wall of height $k$ is called tight if

1. the closed disk defined by the innermost ( $\left\lceil\frac{k}{2}\right\rceil$-th) layer of $W$ is edgemaximal (for reasons of uniformity we will denote this disk by $A_{\left\lceil\frac{k}{2}\right\rceil}$ ),
2. for every $i \in\left[\left\lceil\frac{k}{2}\right\rceil-1\right]$ the annulus $A_{i}$ is edge-maximal under the condition that $A_{i+1}$ is edge-maximal.

Given a wall $W$ and a layer $L$ of $W$, different from the perimeter of $W$, let $W^{\prime}$ be the sub-wall of $W$ with perimeter $L . \quad W^{\prime}$ is also called the sub-wall of $W$ defined by $L$. We call the following vertices, important vertices of $L$; The original vertices of $W$ that belong to $L$ and have degree 2 in the underlying non-subdivided wall of $W^{\prime}$ but are not the corners of $W^{\prime}$ (where we assume that $W^{\prime}$ shares the original vertices of $W$ ). See Figure 7.1.


Figure 7.1: The important vertices the second layer of a wall of height 5 .

Observation 7.1. A layer $L$ of a wall $W$ that is different from its perimeter and defines a sub-wall $W^{\prime}$ of $W$ of height $k$ contains exactly $4 k-2$ important vertices.

From Lemma 6 in $[83\rfloor$ and Lemma 6.3 we obtain the following.
Lemma 7.1. Let $G$ be a graph embedded in a surface of Eüler genus $\gamma$. If $\mathbf{t w}(G) \geq 48 \cdot(\gamma+1)^{\frac{3}{2}} \cdot(k+5)$ then $G$ contains as a subgraph a subdivided wall of height $k$, whose compass in $G$ is embedded in a closed disk $\Delta$.

Orthogonal drawings An orthogonal drawing of a graph $G$ in a grid $\Gamma$ is a mapping which maps

- vertices $v \in V(G)$ to sub-grids $\Gamma(v)$ (called boxes) such that for every $u_{1}, u_{2} \in V(G)$ with $u_{1} \neq u_{2}, \Gamma\left(u_{1}\right) \cap \Gamma\left(u_{2}\right)=\emptyset$, and
- edges $\left\{u_{1}, u_{2}\right\} \in E(G)$ to $\left(u_{1}^{\prime}, u_{2}^{\prime}\right)$-paths whose internal vertices belong to $\Gamma-\bigcup_{v \in V(G)} \Gamma(v)$, their endpoints $u_{i}^{\prime}$ (called joining vertices of $\Gamma\left(u_{i}\right)$ ) belong to the perimeter of $\Gamma\left(u_{i}\right), i \in[2]$, and for every two disjoint edges $e_{i} \in E(G), i \in[2]$, the corresponding paths are edge-disjoint.

It is known that.
Lemma $7.2(\lfloor 19\rfloor)$. If $G$ is a simple graph then it admits an orthogonal drawing in an $\left(\frac{m+n}{2} \times \frac{m+n}{2}\right)$-grid. Furthermore, the box size of each vertex $v$ is $\frac{\operatorname{deg}(v)+1}{2} \times \frac{\operatorname{deg}(v)+1}{2}$.

### 7.2 Preliminary Combinatorial Lemmata

Detachment tree of $\mathcal{P}$ in $u$ Let $G$ be a graph embedded in a closed disk $\Delta, v, v_{1}, v_{2}, \ldots, v_{k}$ distinct vertices of $G$ and $\mathcal{P}=\left\{P_{i} \mid i \in[k]\right\}$ be a
family of $k$ confluent edge-disjoint paths such that $P_{i}$ is a path from $v$ to $v_{i}, i \in[k]$. Let $u \in V(G) \backslash\left\{v, v_{i} \mid i \in[k]\right\}$ belonging to more than one paths in $\mathcal{P}$. Assume that $\mathcal{P}_{u}=\left\{P_{i_{1}}, P_{i_{2}}, \ldots, P_{i_{r}}\right\}$ is the family of paths in $\mathcal{P}$ that contain $u$. Let $\Delta_{u}$ be a closed disk around $u$. We denote by $e_{i_{r}}^{1}$ and $e_{i_{r}}^{2}$ the edges of $P_{i_{j}}$ incident to $u, j \in[r]$. Given any edge $e$ with $u \in e$ we denote by $u_{e}$ its common point with the boundary of $\Delta_{u}$. We construct a tree $T_{u}$ in the following way and call it, the detachment tree of $\mathcal{P}$ in $u$.

Consider the outerplanar ${ }^{1}$ graph obtained from the boundary of $\Delta_{u}$ by adding the edges $\left\{u_{e_{i_{j}}}^{1}, u_{e_{i_{j}}}^{2}\right\}, j \in[r]$. We subdivide the edges $\left\{u_{e_{i_{j}}^{1}}, u_{e_{i_{j}}^{2}}\right\}$, $j \in[r]$, resulting to a planar graph. For every bounded face $f$ of the graph, let $V(f)$ denote the set of vertices that belong to $f$. We add a new vertex $v_{f}$ in its interior and we make it adjacent to the vertices of $\left(V(f) \cap\left\{u_{e} \mid e \in u\right\}\right) \backslash\left\{u_{e_{i_{j}}}^{1}, u_{e_{i_{j}}}^{2} \mid j \in[r]\right\}$. Finally we remove the edges whose both endpoints lie on the boundary of $\Delta_{u}$. We denote this tree by $T_{u}$. Notice that for every $e$ with $u \in e$, the vertex $u_{e}$ is a leaf of $T_{u}$. (See Figure 7.2.)

We replace $u$ by $T_{u}$ in the following way. First we subdivide every edge $e \in G$ incident to $u$, and denote by $u_{e}$ the vertex added after the subdivision of the edge $e$. We denote by $G_{s}$ the resulting graph. Consider now the graph $G^{r}=\left(G^{s} \backslash u\right) \cup T_{u}$ (where, without loss of generality, we assume that $\left.V(G \backslash u) \cap V\left(T_{u}\right)=\left\{u_{e} \mid u \in e\right\}\right)$. The graph $G^{r}$ is called the graph obtained from $G$ by replacing $u$ with the detachment tree of $\mathcal{P}$ in $u$.

Given a family of paths $\mathcal{P}$, we denote by $\mathcal{O}(\mathcal{P})$ the set of vertices in $\mathcal{P}$ that belong to more than one paths.

Observation 7.2. Let $k, h$ be positive integers and $G$ be a multigraph
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Figure 7.2: Example of the construction of a detachment tree.
containing as a subgraph a subdivided wall $W$ of height $h$, whose compass $C$ is embedded in a closed disk $\Delta$. Furthermore, let $v, v_{i}, i \in[k]$, be vertices of $W$ such that, there exists a confluent family $\mathcal{P}$ of $k$ edge-disjoint paths from $v$ to the vertices $v_{i}, i \in[k]$. Finally, let $u \in V(C) \backslash\left\{v, v_{i} \mid i \in[k]\right\}$ belonging to more than one paths of $\mathcal{P}$. The graph $G^{r}$ obtained from $G$ by replacing $u$ with the detachment tree of $\mathcal{P}$ in $u, T_{u}$, contains as a subgraph a subdivided wall $W^{\prime}$ of height $h$, whose compass is embedded in $\Delta$ and there exists a family $\mathcal{P}^{\prime}$ of $k$ confluent edge-disjoint paths from $v$ to $v_{i}$, $i \in[k]$, in $W^{\prime}$ such that $\mathcal{O}\left(\mathcal{P}^{\prime}\right) \subseteq \mathcal{O}(\mathcal{P}) \backslash\{u\}$.

Proof. Notice first that it is enough to prove the observation for the case where $u \in V(W)$. Let $e_{1}, e_{2}$ (and $e_{3}$ ) be the edges of $W$ that are incident to $u$. Notice now that the vertices $u_{e_{1}}, u_{e_{2}}\left(\right.$ and $\left.u_{e_{3}}\right)$ are leaves of $T_{u}$. Thus, from a folklore result, there exists a vertex $u^{\prime} \in V\left(T_{u}\right)$ such that there exist 2 (or 3 ) internally vertex-disjoint paths from $u^{\prime}$ to $u_{e_{1}}$ and $u_{e_{2}}$
(and $u_{e_{3}}$ ).
We now state the following auxiliary defitions. Let $G$ be a multigraph that contains as a subgraph a wall of height $k$ whose compass is embedded in a closed disk. Let $v \in A_{\left\lceil\frac{k}{2}\right\rceil}$, that is, let $v$ be a vertex contained in the closed disk defined by the innermost layer of $W$. Let also $P$ be a path from $v$ to the perimeter of $W$. For each layer $j$ of the wall, $2 \leq j \leq\left\lceil\frac{k}{2}\right\rceil$, we denote by $x_{P}^{j}$ the first vertex of $P$ (starting from $v$ ) that also belongs to $L_{j}$ and we call it incoming vertex of $P$ in $L_{j}$.

We denote by $P^{j}$ the maximal sub-path of $P$ that contains $v$ and is entirely contained in the wall defined by $L_{j}$. We denote by $y_{P}^{j}$ its endpoint in $L_{j}$ and call it outgoing vertex of $P$ in $L_{j}$. Notice that $x_{P}^{j}$ and $y_{P}^{j}$ are not necessarily distinct vertices.

Lemma 7.3. Let $l$ and $k$ be positive integers, $G$ be a graph, $W$ be a tight subdivided wall of height $k$, that is a subgraph of $G$ and whose compass is embedded in a closed disk $\Delta$, and $v$ be a vertex such that $v \in A_{\left\lfloor\frac{k}{2}\right\rfloor}$. If there exist $l$ vertex-disjoint paths $P_{i}, i \in[l]$, from $v$ to vertices of the perimeter then there is a brick $B$ of $W$ with $B \cap A_{j-1}^{o} \neq \emptyset$ that contains both $y_{P_{i}}^{j}$ and $x_{P_{i}}^{j-1}$.

Proof. Assume the contrary. Then it is easy to see that we can construct an annulus $A_{j}^{\prime}$ such that $A_{j} \subsetneq A_{j}^{\prime}$ and $\left|E\left(A_{j}\right)\right|<\left|E\left(A_{j}^{\prime}\right)\right|$, a contradiction to the tightness of the wall. (See Figure 7.3.)

Lemma 7.4. Let $k$ be a positive integer and $G$ be a multigraph that contains as a subgraph a subdivided wall $W$ of height at least $4 \cdot k^{2}+1$, whose compass $K$ is embedded in a closed disk $\Delta$. Let also $V$ be a set of $k$ vertices lying in the perimeter $P$ of $W$, whose mutual distance in the underlying non-subdivided wall is at least 2. If there exist a vertex $v \in A_{2 \cdot k^{2}+1}$ and $k$


Figure 7.3: We replace the dotted line of the wall by the dashed line.
internally vertex-disjoint paths from $v$ to vertices of $P$, then there exist $k$ vertex-disjoint paths from $v$ to the vertices of $V$ in $K$.

Proof. Assume first, without loss of generality, that the wall $W$ is tight. Let $P_{1}, P_{2}, \ldots, P_{k}$ be the paths from $v$ to $P$ and, without loss of generality, let $\left[P_{1}, P_{2}, \ldots, P_{k}, P_{1}\right]$ be the cyclic ordering according to which they appear in $W$ clockwise. Our objective is to reroute the paths $P_{i}, i \in[k]$, so that they end up to the vertices of $V$. Let let $P_{i}^{\prime}$ be the sub-path of $P_{i}$ that starts from $v$ and stops the first time $P_{i}$ meets the $(k+1)$-th layer of $W$, that is, $P_{i}^{\prime}=P_{i}\left[v, x_{P_{i}}^{k+1}\right], i \in[k]$.

We set $j_{0}=k^{2}+1$. Consider the layer $L_{j_{0}}$ and for every $i \in[k]$, let $T_{i}$ denote the path of $L_{j_{0}}$ starting from $x_{i}^{j_{0}}$ and ending in $x_{i+1}^{j_{0}}$ (considered clockwise), where in the case $i=k$ we abuse notation and assume that $x_{k+1}^{j_{0}}=x_{1}^{j_{0}}$ (see Figure 7.4). Let also $i_{0} \in[k]$ be the index such that the path $T_{i_{0}}$ contains the maximum number of important vertices amongst the $T_{i}$ 's. Without loss of generality, we may assume that $i_{0}=\left\lceil\frac{k}{2}\right\rceil$. From Observation 7.1, as $L_{j_{0}}$ defines a sub-wall $W^{\prime}$ of $W$ of height $2 \cdot k^{2}+1, L_{j_{0}}$ contains exactly $8 \cdot k^{2}+2$ important vertices. Thus, at least $7 k$ important vertices are contained in the interior of $T_{i_{0}}$. Let $\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}$ be a set of successive important vertices in $T_{i_{0}}$ appearing in this order from $x_{i_{0}}^{j_{0}}$ to $x_{i_{0}+1}^{j_{0}}$, such that the paths $T_{i_{0}}\left[x_{i_{0}}^{j_{0}}, u_{1}\right]$ and $T_{i_{0}}\left[u_{k}, x_{i_{0}+1}^{j_{0}}\right]$ internally contain
at least $3 k$ important vertices.


Figure 7.4: The paths $T_{i}, i \in[k]$.

Notice that, without loss of generality, we may assume that the vertices $u_{i}, i \in[k]$, belong to the northern path of $W^{\prime}$. Recall here that each original vertex $w$ of $W^{\prime} \subseteq W \backslash P$ is contained in exactly one vertical path $P_{w}^{[v]}$ of $W$. For every $i \in[k]$ we assign a path $R_{i}$ to the vertex $u_{i}$ in the following way. Let $R_{i}$ be the maximal subpath of $P_{u_{i}}^{[v]}$ that has $u_{i}$ as an endpoint and does not contain any of the vertices belonging to the interior of the disk defined by $L_{j_{0}}$ in the compass of $W$. Note here that, by the way they were defined, the paths $R_{i}, i \in[k]$, are vertex-disjoint (See Figure 7.5).

For every $i \in[k]$, we denote by $u_{i}^{f}$ the important vertex of $L_{k+1}$ that also belongs to $R_{i}$. It is easy to notice that in the annulus defined by $L_{k+1}$ and $L_{1}$ there exist $k$ vertex-disjoint paths from the vertices $u_{i}^{f}, i \in[k]$, to the vertices of $V$. In the remainder of the proof, using subpaths of the paths $R_{i}, i \in[k]$, and of the $\left\lceil\frac{k-2}{2}\right\rceil$ successive layers of $W$ that precede $L_{j_{0}}$ we reroute the paths $P_{i}^{\prime}, i \in[k]$, so that they end up to the vertices $u_{i}^{f}, i \in[k]$. Note that such a construction will complete the proof of the lemma.


Figure 7.5: The important vertices of $L_{j_{0}}$, the layers $L_{1}^{\prime}$ and $L_{2}^{\prime}$, and the paths $R_{i}$.

First, notice that for $k$ odd (respectively, even), $L_{j_{0}}$ contains one (respectively, two vertex-disjoint) path $F_{1}$ (respectively, paths $F_{1}$ and $F_{2}$ ) from $x_{i_{0}}^{j_{0}}$ to $u_{i_{0}}$ (respectively, from $x_{i_{0}}^{j_{0}}$ to $u_{i_{0}}$ and from $x_{i_{0}+1}^{j_{0}}$ to $u_{i_{0}+1}$ ).

Consider now the $\left\lceil\frac{k-2}{2}\right\rceil$ successive layers of $W$ preceding $L_{j_{0}}$, that is, the layers $L_{j}^{\prime}=L_{j_{0}-j}, j \in\left[\left\lceil\frac{k-2}{2}\right\rceil\right]$. For every $j \in\left[\left\lceil\frac{k-2}{2}\right\rceil\right]$, let $u_{i_{0}-j}^{j}$ be the first time the path $R_{i_{0}-j}$ meets $L_{j}^{\prime}$ when starting from $u_{i_{0}-j}$. Evenmore, in the case where $k$ is odd (respectively, even), for every $j \in\left[\left\lceil\frac{k-2}{2}\right\rceil\right]$, let $u_{i_{0}+j}^{j}\left(\right.$ respectively, $\left.u_{i_{0}+1+j}^{j}\right)$ be the first time the path $R_{i_{0}+j}$ (respectively, $R_{i_{0}+1+j}$ ) meets $L_{j}^{\prime}$ starting from $u_{i_{0}+j}$ (respectively, $u_{i_{0}+1+j}$ ). (See, for example, the vertices inside the squares in Figure 7.5.)

Towards our ultimate goal, we now need to prove the following.
Claim 12. Let $k$ be an odd (respectively, even) integer. For every $j \in\left[\left\lceil\frac{k-2}{2}\right\rceil\right]$, there exist two vertex-disjoint paths $F_{j}^{1}$ and $F_{j}^{2}$ be-
tween the pairs of vertices $\left(x_{i_{0}-j}^{j_{0}-j}, u_{i_{0}-j}^{j}\right)$ and $\left(x_{i_{0}+j}^{j_{0}-j}, u_{i_{0}+j}^{j}\right)$ (respectively, $\left.\left(x_{i_{0}+1+j}^{j_{0}-j}, u_{i_{0}+1+j}^{j}\right)\right)$ that do not intersect the paths $\left\{R_{l} \mid i_{0}-j<l<i_{0}+j\right\}$ (respectively, $\left\{R_{l} \mid i_{0}-j<l<i_{0}+1+j\right\}$ ).

Proof of Claim 12. Indeed, this holds by inductively applying the combination of Lemma 7.3 with the assertion that for every $j \leq 2 \cdot k^{2}+1$ and every $p, q$ with $1<p<q<k$, the outgoing vertices of $P_{p-1}$ and $P_{q+1}$ and the incoming vertices of $P_{p}$ and $P_{q}$ in the layer $L_{j}, y_{p-1}^{j}, y_{q+1}^{j}, x_{p}^{j}$, and $x_{q}^{j}$ respectively appear in $L_{j}$ respecting the clockwise order

$$
\left[y_{p-1}^{j}, x_{p}^{j}, x_{q}^{j}, y_{q+1}^{j}\right]
$$

in the tight wall $W$.
We recursively construct a family $\tilde{\mathcal{P}}=\left\{\tilde{P}_{i} \mid i \in[k]\right\}$ of paths from $v$ to $\left\{u_{i}^{f} \mid i \in[k]\right\}$ in the following way.


Figure 7.6: Part of the rerouted paths.

First we set,

$$
\begin{aligned}
\tilde{P}_{i_{0}} & =P_{i_{0}}\left[v, x_{i_{0}}^{j_{0}}\right] \cup F_{1} \cup R_{i_{0}}\left[u_{i_{0}}, u_{i_{0}}^{f}\right] \\
\tilde{P}_{i_{0}+1} & =P_{i_{0}+1}\left[v, x_{i_{0}+1}^{j_{0}}\right] \cup F_{2} \cup R_{i_{0}+1}\left[u_{i_{0}+1}, u_{i_{0}+1}^{f}\right]
\end{aligned}
$$

where $\tilde{P}_{i_{0}+1}$ is only considered when $k$ is even. Then, for every $j \leq\left\lceil\frac{k-2}{2}\right\rceil$, we set

$$
\tilde{P}_{i_{0}-j}=P_{i_{0}-j}\left[v, x_{i_{0}-j}^{j_{0}-j}\right] \cup F_{j}^{1} \cup R_{i_{0}-j}\left[u_{i_{0}-j}, u_{i_{0}-j}^{f}\right]
$$

Evenmore, for every $j \leq\left\lceil\frac{k-2}{2}\right\rceil$, we set

$$
\tilde{P}_{i_{0}+j}=P_{i_{0}+j}\left[v, x_{i_{0}+j}^{j_{0}-j}\right] \cup F_{j}^{2} \cup R_{i_{0}+j}\left[u_{i_{0}+j}^{j}, u_{i_{0}+j}^{f}\right]
$$

in the case where $k$ is odd, and

$$
\tilde{P}_{i_{0}+1+j}=P_{i_{0}+1+j}\left[v, x_{i_{0}+1+j}^{j_{0}-j}\right] \cup F_{j}^{2} \cup R_{i_{0}+1+j}\left[u_{i_{0}+1+j}^{j}, u_{i_{0}+1+j}^{f}\right]
$$

in the case where $k$ is even.
Claim 12 implies that the paths in $\tilde{\mathcal{P}}=\left\{\tilde{P}_{i} \mid i \in[k]\right\}$ are vertexdisjoint. This completes the proof of the lemma. For a rough estimation of the position of the paths in the wall see Figure 7.6.

We now prove the main result of this section.

Lemma 7.5. Let $k$ be a positive integer and $G$ be a $k$-edge-connected multigraph embedded in a surface of Eüler genus $\gamma$ that contains a subdivided wall $W$ of height at least $4 \cdot k^{2}+1$ as a subgraph, whose compass $C$ is embedded in a closed disk $\Delta$. Let also $S$ be a set of vertices in the perimeter of $W$ whose mutual distance in the underlying non-subdivided wall is at least 2. If $|S| \leq k$ then there exist a vertex $v$ in $W$ and $|S|$ edge-disjoint paths from $v$ to the vertices of $S$.

Proof. Let $v \in A_{2 k^{2}+1}$ and $u \in L_{1}$ be vertices belonging to the closed disk defined by the layer $L_{2 \cdot k^{2}+1}$ and to the perimeter of the wall respectively. As $G$ is $k$-edge-connected there exist $k$ edge-disjoint paths $P_{1}, P_{2}, \ldots, P_{k}$ connecting $v$ and $u$. By Proposition 3.1, we may assume that the paths are confluent. Let $\mathcal{P}^{\prime}=\left\{P_{i}^{\prime} \mid i \in[k]\right\}$ be the family of paths $P_{i}^{\prime}=P_{i}\left[v, x_{i}^{1}\right]$, $i \in[k]$.

Let also $V$ be the set of vertices in $V(C) \backslash\left(V\left(L_{1}\right) \cup\{v\}\right)$ that are contained in more than one path in $\mathcal{P}^{\prime}$. We obtain the graph $\hat{G}$ by inductively replacing every vertex $z \in V$ with the detachment tree of $\mathcal{P}^{\prime}$ in $z$. From Observation $7.2, \hat{G}$ contains a wall $\hat{W}$ of height $4 \cdot k^{2}+1$ whose compass is embedded in $\Delta$. Notice also that, as no changes have occurred in the perimeter of $W, W$ and $\hat{W}$ share the same perimeter. Furthermore, $\hat{W}$ contains $k$ internally vertex-disjoint paths from $v$ to the perimeter of $\hat{W}$. Thus, from Lemma $7.4, \hat{W}$ contains $k$ vertex-disjoint paths from $v$ to $S$. It is now easy to see, by contracting the trees $T_{z}, z \in V(C) \backslash\left(V\left(L_{1}\right) \cup\{v\}\right)$, that $W$ contains $k$ edge-disjoint paths from $v$ to $S$.

### 7.3 Main Theorem

We now state and prove the main theorem of this chapter.

Theorem 7.1. There exists a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for every graph $G$ embedded in a surface of Eüler genus $\gamma$ and every graph $H$ one of the following holds:

1. $\mathbf{t w}(G) \leq f(\gamma) \cdot \lambda \cdot k$, where $\lambda=\Delta(H)$ and $k=\mathbf{m}(H)$.
2. $G$ is not $\lambda$-edge-connected.
3. $H \leq_{i m} G$.

Proof. Let

$$
f(\gamma, \lambda, k)=48 \cdot(\gamma+1)^{\frac{3}{2}} \cdot\left(\frac{4(4 \lambda+1) k}{2}+5\right)
$$

and assume that $\operatorname{tw}(G) \geq f(\gamma, \lambda, k)$ and that $G$ is $\lambda$-edge-connected. From Lemma 7.1, we obtain that $G$ contains as a subgraph a subdivided wall $W$ of height $2 \cdot(2 \lambda+1) k$ whose compass is embedded in a closed disk.

In what follows, using this wall, we will construct a model of $H$ in the compass of the wall. From Lemma 7.2, $H$ admits an a orthogonal drawing $\psi$ in an

$$
\left(\frac{\mathbf{m}(H)+\mathbf{n}(H)}{2} \times \frac{\mathbf{m}(H)+\mathbf{n}(H)}{2}\right)-\text { grid }
$$

where the box size of each vertex $v \in V(H)$ is

$$
\frac{\operatorname{deg}(v)+1}{2} \times \frac{\operatorname{deg}(v)+1}{2}
$$

Notice now that $\psi$ can be scaled to an orthogonal drawing $\phi$ to the grid $\Gamma$ of size

$$
\left(\frac{2(4 \lambda+1)(\mathbf{m}(H)+\mathbf{n}(H))}{2}+1\right) \times 2\left(\frac{2(4 \lambda+1)(\mathbf{m}(H)+\mathbf{n}(H))+2}{2}+1\right)
$$

where the box size of each vertex is

$$
\left(4(\operatorname{deg}(v))^{2}+2\right) \times 2\left(4(\operatorname{deg}(v))^{2}+2\right)
$$

the joining vertices of each box have mutual distance at least 2 in the perimeter of the box and no joining vertex is a corner of the box.

Evenmore, for every vertex $u, u \in \operatorname{Im}(\phi) \backslash \cup_{v \in V(H)} \Gamma(v)$ of degree 4, that is, for every vertex in the image of $\phi$ that is contained in the intersection of two paths, there is a box in the grid of size $\left(4 \operatorname{deg}(u)^{2}+\right.$ $2) \times 2\left(4 \operatorname{deg}(u)^{2}+2\right)$, denoted by $Q(u)$, containing only this vertex and vertices of the paths it belongs to. We denote by $u^{i}, i \in[4]$, the vertices
of $\operatorname{Im}(\phi)$ belonging to the boundary of $Q(u)$ and, for uniformity, also call them joining vertices of $Q(u)$.

Towards finding a model of $H$ in the compass of the wall let us observe that the grid $\Gamma$ contains as a subgraph a wall of height

$$
(4 \lambda+1)(\mathbf{m}(H)+\mathbf{n}(H))
$$

such that each one of the boxes, either $\Gamma(v), v \in V(H)$, or $Q(v)$, where $v$ is the intersection of two paths in the image of $\phi$ contains a wall $W(v)$ of height $4 \operatorname{deg}(v)^{2}+1$ and the joining vertices of $\Gamma(v)$ (the vertices $v^{i}$, $i \in[4]$, respectively) belong to the perimeter of the wall and have distance at least 2 in it.

Consider now the mapping of $H$ to $W$ where the boxes $\Gamma(v)$ and $Q(v)$ are mapped into sub-walls $W(v)$ of $W$ of height $4 \operatorname{deg}(v)^{2}+1$ joined together by vertex-disjoint paths as induced by the orthogonal drawing $\phi$. From Lemma 7.5, as every $W(v)$ has height $4 \operatorname{deg}(v)^{2}+1$ and its compass is embedded in a closed disk, there exist a vertex $z_{v} \in V(W(v))$ and $\operatorname{deg}(v)$ edge-disjoint paths from $z_{v}$ to the joining vertices of $W(v)$. It is now easy to see that the compass of $W$, and thus $G$, contains a model of $H$.

An immediate corollary of Theorem 7.1 is that.
Corollary 7.1. There exists a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for every graph $G$ embedded in a surface of Eüler genus $\gamma$ and every $k \in \mathbb{N}$ one of the following holds:

1. $\boldsymbol{\operatorname { t w }}(G) \leq f(\gamma) \cdot k^{3}$.
2. $G$ is not $k$-edge-connected.
3. $K_{k+1} \leq_{i m} G$.

Let us also notice that in the case where the graph $H$ is the $(k \times k)$-grid then Theorem 7.1 impies that.

Corollary 7.2. There exists a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for every graph $G$ embedded in a surface of Eüler genus $\gamma$ and every $k \in \mathbb{N}$ one of the following holds:

1. $\mathbf{t w}(G) \leq f(\gamma) \cdot k^{2}$.
2. $G$ is not 4-edge-connected.
3. $(k \times k)$-grid is an immersion of $G$.

However, a straightforward argument shows that.
Theorem 7.2 (Excluded Grid Theorem for Immersions). There exists $a$ computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for every graph $G$ that is embedded in a surface of Eüler genus $\gamma$ and every $k \in \mathbb{N}$ one of the following holds:

1. $\mathbf{t w}(G) \leq f(\gamma) \cdot k$.
2. $G$ is not 4-edge-connected.
3. $(k \times k)$-grid is an immersion of $G$.

Proof. Let

$$
f(\gamma, k)=48 \cdot(\gamma+1)^{\frac{3}{2}} \cdot\left(\left(4^{3}+3\right) \cdot k+5\right)
$$

Assume that $G$ is 4-edge-connected and that $\operatorname{tw}(G) \geq f(\gamma, k)$. From Lemma 7.1, since $\mathbf{t w}(G) \geq f(\gamma, k)$, it follows that $G$ contains as a subgraph a subdivided wall $W$ of height $\left(4^{3}+3\right) k$, whose compass in $G$ is embedded in a closed disk $\Delta$.

Consider the $k^{2}$ subwalls of $W$ of height $\left(4^{3}+1\right)$ that occur after removing from it the paths $P_{\left(4^{3}+3\right) j}^{[v]}, P_{\left(4^{3}+3\right) j}^{[h]}, i, j \in[k]$. For every $i, j \in[k]$, we denote by $W_{(i, j)}$ the subwall that is contained inside the disk that is defined by the paths $P_{\left(4^{3}+3\right)(i-1)}^{(h)}, P_{\left(4^{3}+3\right) i}^{(h)}, P_{\left(4^{3}+3\right)(j-1)}^{[v]}$, and $P_{\left(4^{3}+3\right) j}^{[v]}$. In the case where $j=1$ and $i=1$, we abuse notation and consider as $P_{\left(4^{3}+3\right)(j-1)}^{(h)}$ and $P_{\left(4^{3}+3\right)(j-1)}^{[v]}$ the paths $P_{1}^{(h)}$ and $P_{1}^{[v]}$, respectively.

From Lemma 7.5 and the hypothesis that $G$ is 4-edge-connected, for $k=4$, it follows that in the compass of each one of the subwalls $\left\{W_{(i, j)} \mid\right.$ $i, j \in[k]\}$ we may find a vertex $v_{(i, j)}$ and four edge-disjoint paths from $v_{(i, j)}$ to the vertices $v_{(i, j)}^{n}, v_{(i, j)}^{s}, v_{(i, j)}^{w}$, and $v_{(i, j)}^{e}$, that lie in the northern, southern, western, and eastern path of the wall, respectively.

Finally, we consider the function $g((i, j))=v_{(i, j)}$ that maps the vertex $(i, j)$ of the $(k \times k)$-grid to the vertex $v_{(i, j)}$ of the wall $W_{(i, j)}$. Is now easy to see that $g$ is an immersion model of the $(k \times k)$-grid in the compass of the wall $W$ and the theorem follows as $f$ is linear on $k$.

Theorem 7.2 asserts that every graph that is embedded in a surface of Eüler genus $\gamma$, has large enough tree-width, and large enough edgeconnectivity contains a large enough grid as an immersion. The theorems that ensure the existence of large grids in graphs are called excluded grid theorems and, as we will see in the next chapter, play an important role in Bidimensionality Theory.

## CHAPTER 8

## Parameterized Complexity and Bidimensionality Theory

### 8.1 Introduction to Parameterized Complexity

As we already mentioned in Chapter 5, the meta-algorithm obtained from the results of P. Seymour and N. Robertson that recognizes, in cubic time, the classes of graphs that are closed under taking of minors had as a consequence the observation that the NP-complete problems have "different hardness levels".

Let us consider, for example, the problems $k$-Vertex Cover and $k$-Coloring.

```
k-Vertex Cover
    Input: A graph G and an integer k.
    Parameter: k.
    Question: Is there a set S\subseteqV(G) with |S| \leqk such that
        the graph G\S does not contain any edges?
```

```
k-ColORING
    Input: A graph G and an integer k.
    Parameter: k.
    Question: Is there a proper coloring of the vertices
        of G using }k\mathrm{ colors?
```

As the class of graphs that have a vertex cover of size $k$ is closed under taking of minors there exists a cubic time algorithm that recognizes it (and the hidden constants only depend on the class, that is, on the integer $k$ ).

In contrast to $k$-VERTEX Cover, a polynomial time algorithm for the problem of $k$-Coloring is not to be expected when $k$ is greater or equal to 3 as it is known that 3 -Coloring is an NP-complete problem and such a result would mean that $\mathrm{P}=\mathrm{NP}$.

Let us then observe that, the the dependence of the complexity of these problems on the the integer $k$ is crucially different. The goal of parameterized complexity is to find ways of solving NP-hard problems more efficiently than brute force. In particular, the aim is to restrict the combinatorial explosion to a parameter that is hopefully much smaller than the input size.

Formally, given an alphabet $\Sigma$, a parameterization of $\Sigma^{*}$ is any function $\kappa: \Sigma^{*} \rightarrow \mathbb{N}$. Then, for every problem $L \subseteq \Sigma^{*}$, the pair $(L, \kappa)$, where $\kappa$ is a parameterization of $\Sigma^{*}$, is called a parameterized problem. In order to distinguish between parameterized and classical problems we will
use the prefix $p$-, so, for example, the problem Vertex Cover in its parameterized form will be written as $p$-VERTEX Cover.

Let us notice here that the parameterization $\kappa$ of a problem may be any function. The understanding of the dependence of the complexity of a parameterized problem on its parameterization constitutes one of the most important study subjects of Parameterized Complexity. (For more details regarding the parameterization of a problem see [77..)

The natural parameterization is the one in which the parameterization $\kappa$ maps $\Sigma$ to the desired solution size. For example then natural parameterization for $p$-VERTEX COVER is its size.

As it is known, in Classical Complexity there is a series of successive inclusions of complexity classes. The most important ones of them are:

$$
\mathrm{L} \subseteq \mathrm{NL} \subseteq \mathrm{P} \subseteq \mathrm{NP} \subseteq \mathrm{PSPACE} \subseteq \operatorname{EXPTIME}
$$

Many complexity classes, from the scope of Parameterized Complexity, and their inclusions are depicted below:

$$
\mathrm{FPT} \subseteq \mathrm{~W}[1] \subseteq \mathrm{W}[2] \subseteq \cdots \subseteq \mathrm{W}[\mathrm{P}] \subseteq X P
$$

It is also conjectured that these inclusions are strict. Let $(I, k)$ be an instance of a parameterized problem. We say that this problem belongs to the complexity class FPT, or is fixed-parameter tractable, if there is an algorithm that solves the problem in time $f(k) \cdot|I|^{O(1)}$, where $|I|$ is the size of the input and $f$ is an arbitrary computable function depending on the parameter $k$ only.

For example, from the meta-algorithm of N. Robertson and P. Seymour, we may obtain that $p$-Vertex Cover belongs to FPT. The following simple recursive algorithm solves $p$-VERTEX Cover (where the parameter is the solution size) in $2^{k} \cdot n$ time.

1. If $E(G)=0$, then return YES.
2. If $k=0$, then return NO.
3. Choose and edge $e=\{u, v\}$ of the graph.
4. Recursively call the algorithm for $(G-u, k-1)$ and $(G-v, k-1)$ and return YES if at least one of these inputs returns YES.

The technique used in this algorithm is called bounded-depth search tree technique. For more on this technique see, for example $\lfloor 15,30,32$, $80,84,107,173-175\rfloor$. For more on algorithmic techniques, see $\lfloor 11,34,47$, $89,108,128,148,184,215]$.

In the context of Parameterized Complexity Theory, the complexity class of fixed parameter tractable problems is equivalent to the class of the polynomial time solvable problems in Classical Complexity.

Similarly to the polynomial time and logarithmic space reductions of Classical Complexity, we may define FPT reductions in Parameterized Complexity. In particular, let us consider two parameterized problems $(L, \kappa)$ and $\left(L^{\prime}, \kappa^{\prime}\right)$ on the alphabets $\Sigma$ and $\Sigma^{\prime}$ respectively. A function $R: \Sigma^{*} \rightarrow \Sigma^{* *}$ is called an FPT reduction of the problem $(L, \kappa)$ to the problem $\left(L^{\prime}, \kappa^{\prime}\right)$ if the following hold:

1. For every $x \in \Sigma^{*}, x$ belongs to $L$ if and only if $R(x)$ belongs to $L^{\prime}$,
2. The problem of computing $R$ belongs to FPT with parameter $\kappa(x)$, that is, it can be computed in time $f(\kappa(x)) \cdot|x|^{O(1)}$, where $f$ is a computable function, and
3. There exists a computable function $g: \mathbb{N} \rightarrow \mathbb{N}$ such that for every $x \in \Sigma^{*}, \kappa^{\prime}(R(x)) \leq g(\kappa(x))$.

It is easy to see that the complexity class FPT is closed under FPT reductions. The notions of hard and complete problems are defined in a similar way as in Classical Complexity if, instead of polynomial time reductions, we consider FPT reductions.

Just as NP-hardness is used as evidence that a problem probably is not polynomial time solvable in terms of Classical Complexity, the proof that a problem is hard for some of the complexity classes $\mathrm{W}[1], \mathrm{W}[2], \ldots, \mathrm{W}[P]$, and $X P$ gives evidence that the problem is unlikely to be fixed-parameter tractable.

The main classes in this hierarchy are: The principal analogue of the classical intractability class NP is W[1], which is a strong analogue, because a fundamental problem complete for $\mathrm{W}[1]$ is the $k$-Step Halting Problem for Nondeterministic Turing Machines (with unlimited nondeterminism and alphabet size) - this completeness result provides an analogue of Cook's Theorem in Classical Complexity. In particular this means that an FPT algorithm for any W[1]-hard problem would yield a $O\left(f(k) n^{c}\right)$ time algorithm for $k$-Step Halting Problem for Nondeterministic Turing Machines. A convenient source of W[1]-hardness reductions is provided by the result that $k$-CLIQUE is complete for $\mathrm{W}[1]$. The problem $k$-Dominating Set is complete for $\mathrm{W}[2]$ and $X P$ is the class of all problems that are solvable in time $O\left(n^{g(k)}\right)$. Finally, we should not neglect to mention the class para-NP which consists of all the problems that can be solved in FPT time by a non-deterministic Turing Machine. For an extensive introduction to Parameterized Complexity, see $\lfloor 66,82,172\rfloor$.

### 8.2 Distance Topological Minors

### 8.2.1 Spanners on Graphs

In $\lfloor 67\rfloor$, F. Dragan, F. Fomin, and P. Golovach proved that the problem $k$-Tree-width $t$-Spanner is fixed parameter tractable when we are restricted to the class of graphs that exclude some apex graph $H$ as a minor. For this proof they first showed that.

Theorem 8.1 ([67]). Let $G$ be a planar graph and $S$ be a $t$-spanner of $G$. If $G$ has tree-width $k$ then $S$ has tree-width $\Omega\left(\frac{k}{t}\right)$.

Then, they used the idea of its proof in order to show the more general combinatorial result.

Theorem 8.2. Let $H$ be an apex graph. If $S$ is a $t$-spanner of a graph $G$ that does not contain $H$ as a minor, then $S$ has tree-width $\Omega(\operatorname{tw}(G))$ (where the hidden constants in $\Omega$ depend only on the size of $H$ and on $t$ ).

The proof of the theorem above is based on the Theorem of E. Demaine and M. Hajiaghayi which ensures the existence of a large enough grid in a graph $G$ that excludes some graph $H$ as a minor and has large enough tree-width (see Theorem 6.2).

The proof of Theorem 8.2, however, occupies several pages and needs to deepen in the Graph Minors Theory. In this section we show how we may extend Theorem 6.1 in order to prove Theorem 8.2 in a simpler way. Let us start we the notion of the $t$-spanner.

Let $t$ be a positive integer, $G$ be a graph, and $S$ be a spanning subgraph of $G$. We say that $S$ is a (multiplicative) $t$-spanner of $G$ if for every $x, y \in V(G), \operatorname{dist}_{S}(x, y) \leq t \cdot \operatorname{dist}_{G}(x, y)$. We call $t$ the stretch factor of $S$.

We also say that a graph $H$ is a distance topological minor of a graph $G$ if $H \leq_{t m} G$ and for every $u, v \in V(H)$, it holds that $\operatorname{dist}_{H}(u, v) \leq$ $\operatorname{dist}_{G}(u, v)$.

We will now prove two lemmata which, when combined with Corollary 6.1, permit us to find the wall of height $k$ as a distance topological minor in a graph $G$ that does not contain a fixed apex graph $H$ as a minor and has large enough tree-width.

Lemma 8.1. Let $k$ and $d$ be positive integers, $G$ be a graph that contains a flat subdivided wall $W$ of height $k$ as a subgraph, and $x, y \in V(W)$. If there exist $d$ vertex-disjoint cycles $C_{i}, i \in[d]$, in the compass of $W$ separating $x$ and $y$ such that $C_{i} \neq P, i \in[d]$, where $P$ is the perimeter of $W$, then $\operatorname{dist}_{G}(x, y)>d$.

Proof. First, recall that, we denote by $c_{i}, i \in[4]$, the corners of the wall according to the order they occur in $P$, that is, the pairs $\left\{c_{1}, c_{3}\right\}$ and $\left\{c_{2}, c_{4}\right\}$ are the pairs of the anti-diametrical corners.

Assume now, in contrary, that there exist $d$ distinct cycles $C_{i}, i \in[d]$, in the compass of $W$ separating $x, y$ but $\operatorname{dist}_{W}(x, y) \leq d$. Let $Q$ be a shortest path with endpoints $x$ and $y$. As the distance between $x$ and $y$ is at most $d$ and $Q$ is a shortest path joining them, then $Q$ contains at most $d-2$ internal vertices. Thus, there exists an $i \in[d]$ such that the cycle $C_{i}$ and the path $Q$ are vertex-disjoint, that is, $V\left(C_{i}\right) \cap V(Q)=\emptyset$. This implies that we may find two vertex-disjoint paths with endpoints $c_{1}, c_{3}$ and $c_{2}, c_{4}$. This contradicts to the hypothesis that $W$ is flat. Therefore, the lemma holds.

Lemma 8.2. Let $k$ be a positive integer. If $G$ is a graph that contains a flat subdivided wall $W$ of height $6 \cdot k+1$ as a subgraph, then $G$ contains $W_{k}$ as a distance topological minor.


Figure 8.1: The wall $W_{3}$ as a distance topological minor in a flat wall of height 13.

Proof. Recall that $W$ contains $6 k+1$ vertical and $6 k+1$ horizontal paths, $P_{1}^{[v]}, P_{2}^{[v]}, \ldots, P_{6 k+2}^{[v]}$ and $P_{1}^{(h)}, P_{2}^{(h)}, \ldots, P_{6 k+2}^{(h)}$. Let us consider the subwall of $W$ whose perimeter is the cycle defined by the paths $P_{k+1}^{[v]}, P_{5 k+1}^{[v]}$, $P_{k+1}^{(h)}, P_{5 k}^{(h)}$. This is a wall of height $2 k+1$. It is now easy to see, from Lemma 8.1, that inside this wall we may find the wall of height $k$ as a distance topological minor. (See, for example, Figure 8.1.)

We are now able to prove the following.
Theorem 8.3 (Excluded Grid Theorem for Distance Topological Minors). There exists a computable function $f$ such that for every two graphs $H$ and $G$, where $H$ is an apex graph, and $k \in \mathbb{N}$, if $\mathbf{t w}(G) \geq f(\mathbf{n}(H)) \cdot k$ and $G$ does not contain $H$ as a minor, then $G$ contains $W_{k}$ as a distance topological minor.

Proof. Assume that $G$ does not contain $H$ as a minor and that $\mathbf{t w}(G) \geq$ $f(\mathbf{n}(H)) \cdot(6 k+1)$, where $f$ is the function from Corollary 6.1. Then, from Corollary $6.1, G$ contains as a subgraph a flat subdivided wall of height $6 \cdot k+1$. Thus, from Lemma $8.2, G$ contains the wall of height $k$ as a
distance topological minor.
By following the proof of Theorem 8.1 in $\lfloor 67\rfloor$ and applying this more general theorem, it is easy to see that, we may obtain Theorem 8.2.

### 8.2.2 Duality completed ...

As observed in Remark 3, the Theorems 6.3 and 6.4 extend the duality of the regular triangular and hexagonal tilings in the realm of the graphs that exclude a fixed apex graph $H$ as a minor and have large enough tree-width. We would like to also observe here the following.

Remark 4. The relations of contractions and distance topological minors are dual.

### 8.3 Bidimensionality Theory and Subexponential Algorithms

### 8.3.1 Bidimensionality Theory for Contractions and Minors

As we discussed in the previous section, the aim of Parameterized Complexity is the better understanding of the dependence of the complexity of the "hard problems" on the parameter $k$. In this section we exclusively deal with problems that are fixed parameter tractable, that is, they are solvable in time $f(k) \cdot n^{O(1)}$, where $f: \mathbb{N} \rightarrow \mathbb{N}$ is a computable function, and more specifically we deal with $f$.

From the results in $\lfloor 28,82,126\rfloor$ there is evidence according to which when the input of a parameterized problem, where $k$ is the parameter, is any general graph then the construction of an FPT algorithm for the problem with $f(k)=2^{o(k)}$ is not expected. Nevertheless, after a series of
results, is started to become apparent that for many problems, if the input of the algorithm is restricted on special graph classes, such as, for example, the class of planar graphs, then these are solved by an FPT algorithm with $f(k)=2^{o(k)}$ (see, for example, $\left.\lfloor 6,7,48-50,52-55,64,87,92\rfloor\right)$. Such an FPT algorithm is called subexponential.

Bidimensionality Theory provides a general technique according to which we may ensure the existence of subexponential algorithms when two specific conditions, a mathematical one and an algorithmic one, are met. The special interest in Bidimensionality Theory lies in the fact that, even though its results are mainly algorithmic, it is based on fundamental mathematical theorems of Graph Minors.

A special case of the theorem that consists the fundamental mathematical cornerstone in Bidimensionality Theory is the following:

Theorem $8.4(\lfloor 197\rfloor)$. Let $k \in \mathbb{N}$. If $G$ is a planar graph that does not contain the $(k \times k)$-grid as a minor then $\mathbf{t w}(G) \leq 6 k-5$.

We call a parameter $P$ bidimensional under taking of minors with density $\delta$ if

1. $P$ is closed under taking of minors and
2. If $R$ is the $(r \times r)$-grid then $P(R)=(\delta r)^{2}+o\left((\delta r)^{2}\right)$.

For example, in Figure 8.2 one may see that vertex cover is bidimensional with density $\frac{1}{\sqrt{2}}$.

Similarly, we call a parameter $P$ bidimensional under taking of contractions with density $\delta$ if

1. $P$ is closed under taking of contractions and
2. If $\Gamma_{k}$ is the $(r \times r)$-triangulated grid then $P\left(\Gamma_{k}\right)=(\delta r)^{2}+o\left((\delta r)^{2}\right)$.


Figure 8.2: The bidimensionality of vertex cover.

Bidimensionality Theory is applied on graph parameters that are closed under taking of minors or contractions and such that, for the parameterized problem of computing the parameter, parameterized by the tree-width of the input graph, there exists an FPT algorithm with running time $2^{O(\mathbf{t w}(G))} n^{O(1)}$. (See Figure 8.3.)

Consider, for example, the following parameterization of $p$-VERTEX Cover.

## p-Vertex Cover

Input: A graph $G$ and an integer $k$.
Parameter: $\operatorname{tw}(G)$.
Question: Is there a subset $S \subseteq V(G)$ with $|S| \leq k$ such that the graph $G \backslash S$ does not contain any edges?

According to results of F. Dorn in $\lfloor 65\rfloor$ there exists an algorithm that solves the problem in $2^{O(\operatorname{tw}(G))} n^{O(1)}$ time. Notice however that the fact


Figure 8.3: Bidimensionality Theory on minors and contractions.
that vertex cover is bidimensional under taking of minors implies the following. If the tree-width of a graph $G$ is $\Omega(\sqrt{k})$ then the graph contains the grid of size $(2 \sqrt{k} \times 2 \sqrt{k})$, which does not admit a vertex cover of size $k$. Then, we may immediately answer that $G$ does not admit a vertex cover of size $k$. Briefly, for an subexponential algorithm for $p$-VERTEX Cover, where the input is a graph $G$ that does not contain some graph $H$ as a minor, we follow the steps below.

1. We run Amir's constant approximation algorithm for tree-width. $\lfloor 12\rfloor$
2. If $\mathbf{t w}(G)=\Omega(f(\mathbf{n}(H))) \sqrt{k}$ then the algorithm returns NO, otherwise $\mathbf{t w}(G)=O(f(\mathbf{n}(H))) \sqrt{k}$.
3. We run the $2^{O(\mathbf{t w}(G))} n^{O(1)}$ time algorithm for $p$-VERTEX Cover.

As tw $(G)=O(f(\mathbf{n}(H))) \sqrt{k}$ we conclude that $p$-VERTEX Cover can be solved in time $2^{O(\sqrt{k})} n^{O(1)}$.

### 8.3.2 Bidimensionality Theory for (Distance) Topological Minors

Although up to now bidimensionality of a parameter has only been defined for graph parameters that are closed under taking of minors or contractions, as above, we may define the notion of bidimensionality for graph parameters that are closed under taking of topological minors or distance topological minors.

A parameter $P$ is called bidimensional under taking of topological minors with density $\delta$ if

1. $P$ is closed under taking of topological minors and
2. If $W_{k}$ is the wall of height $k$ then $P\left(W_{k}\right)=(\delta k)^{2}+o\left((\delta k)^{2}\right)$.

Similarly, a parameter $P$ is called bidimensional under taking of distance topological minors with density $\delta$ if

1. $P$ is closed under taking of distance topological minors and
2. If $W_{k}$ is the wall of height $k$ then $P\left(W_{k}\right)=(\delta k)^{2}+o\left((\delta k)^{2}\right)$.

As above, if there exists an FPT algorithm that computes the parameter in single exponential time on tree-width, then Theorems 6.4 and 8.3 ensure the existence of a subexponential algorithm for that paremeter in the case where the input is a graph that excludes some graph $H$ as a minor. Note here that in the case where the parameter is closed under taking of distance topological minors then the excluded graph $H$ should be an apex graph. (See Figure 8.4.)


Figure 8.4: The complete Bidimensionality Theory.

### 8.4 An Application to Cycle Domination and Scattered Cycle Set

### 8.4.1 Introduction to the Erdős-Pósa Property

In 1965, P. Erdős and L. Pósa proved that there is a function $f: \mathbb{N} \rightarrow \mathbb{R}$ such that, given any $k \in \mathbb{N}$, every graph contains either $k$ vertex-disjoint cycles or a set of at most

$$
f(k)= \begin{cases}4 k \log k+4 k \log \log k+17 k-1 & \text { if } k \geq 2  \tag{8.1}\\ 1 & \text { if } k=1\end{cases}
$$

vertices meeting all its cycles $\lfloor 76\rfloor$.

More generally, let $\mathcal{H}$ be a (not necessarily finite) family of graphs. A packing of $\mathcal{H}$ in $G$ is a set of vertex-disjoint subgraphs of $G$ isomorphic to a graph in $\mathcal{H}$. The size of the packing is equal to the number of the vertex-disjoint subgraphs. The packing number of $\mathcal{H}$ in $G$, denoted by $\nu_{\mathcal{H}}(G)$, is equal to the maximum size of a packing in $G$. The dual notion of packing in graphs is the notion of covering. A covering of $\mathcal{H}$ in $G$ is a set of vertices $S$ in $G$ such that the graph $G \backslash S$ does not contain any subgraph isomorphic to a graph in $\mathcal{H}$. The size of a covering $S$ is equal to $|S|$. The covering number of $\mathcal{H}$ in $G$, denoted by $\tau_{\mathcal{H}}(G)$, is equal to the minimum size of a covering in $G$.

It is easy to observe the following.

Observation 8.1. Let $\mathcal{H}$ be a family of graphs and $G$ be a graph. If $\nu_{\mathcal{H}}(G) \geq k$ then $\tau_{\mathcal{H}}(G) \geq k$.

Let $\mathcal{H}$ be the family of all cycles. (In this case the set $S$ for which $|S|=\tau_{\mathcal{H}}(G)$ is also called feedback vertex set of $G$.) Then the Erdős-Pósa theorem can be restated as below.

Theorem 8.5. Let $G$ be a graph and $k \in \mathbb{N}$. If $\nu_{\mathcal{H}}(G)<k$ then $\tau_{\mathcal{H}}(G)<$ $f(k)$, where $f$ is the function 8.1 and $\mathcal{H}$ is the family of all cycles.

Erdös-Pósa property of a graph class $\mathcal{H}$. We say that a family of graphs $\mathcal{H}$ has the Erdős-Pósa property if there exists a function $f: \mathbb{N} \rightarrow \mathbb{R}$ such that

$$
\nu_{\mathcal{H}}(G) \leq \tau_{\mathcal{H}}(G) \leq f\left(\nu_{\mathcal{H}}(G)\right)
$$

It was shown by R. Diestel in $\lfloor 60\rfloor$ that if $\mathcal{H}$ is the class of all graphs that can be contracted to a fixed planar graph $H$, then $\mathcal{H}$ has the ErdősPósa property for an exponential function $f$. The bound on $f$ was later
made linear by F．Fomin，S．Saurabh and D．M．Thilikos for the case where $G$ belongs to a fixed non－trivial minor－closed graph class $\mathcal{G}$［91］．

In the case where $\mathcal{H}$ is the family consisting of all directed cycles and $G$ is a directed graph the Erdős－Pósa property was conjectured by T． Gallai 〈74〕 in 1968 and for all directed graphs by D．Younger in 1973 〈222」． The case where $k=2$ ，was proved in $\lfloor 155\rfloor$ by W．McCuaig．The planar case was resolved by B．Reed and F．Shepherd in $\lfloor 183\rfloor$ ．Finally，the general case was resolved by B．Reed，N．Robertson，P．Seymour，and R．Thomas 〈182〕．Specifically，

Theorem 8.6 （ $\lfloor 182\rfloor)$ ．There exists a function $f: \mathbb{N} \rightarrow \mathbb{R}$ such that，given a directed graph $G$ and $k \in \mathbb{N}$ ，$G$ has either $k$ vertex－disjoint directed cycles or a set $S$ of vertices，with $|S| \leq f(k)$ ，that meets all directed cycles．

In this section we consider the extension of the Erdős－Pósa property in two graph parameters other than the packing number and the covering number．In particular，let $\mathcal{H}$ be a family of graphs and $G$ be a graph．The $r$－scattering number of $\mathcal{H}$ in $G$ ，is the maximum number of vertex－disjoint copies of graphs of $\mathcal{H}$ in $G$ whose closed neighborhoods at distance $r$ are mutually disjoint．We also define the $r$－dominating number of $\mathcal{H}$ in $G$ ，as the minimum size of a vertex set $S$ in $G$ such that for every copy of a graph $H \in \mathcal{H}, S \cap N_{G}^{r}[V(H)] \neq \emptyset$ ．

Very recently，Z．Dvořák proved that if $\mathcal{H}$ consists of the graph with one vertex，then the $r$－scattering number and the $r$－dominating number have the Erdős－Pósa property $\lfloor 68\rfloor$ for all graphs $G \in \mathcal{F}$ ，where $\mathcal{F}$ is a graph class of bounded expansion．

In the next subsection，inspired by a proof in［91〕，we prove that if $\mathcal{H}$ is the family of all cycles and $r=1$ ，then the 1 －scattered number of $\mathcal{H}$ in $G$ and the 1－dominating number of $\mathcal{H}$ in $G$ have the Erdős－Pósa property when $G$ is a graph that excludes a fixed apex graph as a minor．

### 8.4.2 The Proof

Let $\mathcal{F}_{c}$ be the family of all cycles. We define the cycle domination number of $G$ as

$$
\begin{aligned}
\operatorname{cdom}(G)= & \min \{k \mid \exists D \subseteq V(G):[(|D| \leq k) \text { and } \\
& \left.\left(\forall G^{\prime} \subseteq G\right)\left(G^{\prime} \in \mathcal{F}_{c} \Longrightarrow \exists v \in D\left(N(v) \cap V\left(G^{\prime}\right) \neq \emptyset\right)\right)\right\},
\end{aligned}
$$

that is, $\operatorname{cdom}(G) \leq k$ if there exists a set $D$ of cardinality at most $k$ such that for every cycle $C$ in $G$ there is a vertex $v \in D$ with $\operatorname{dist}(v, C) \leq 1$. (See, for example, Figure 8.5.)


Figure 8.5: A graph with cycle domination number 1.

For every graph $G$, the scattered cycle number of $G$ is defined as

$$
\begin{aligned}
\operatorname{scs}(G)=\max \{k \mid & \exists V_{1}, V_{2}, \ldots, V_{k} \text { subsets of } V(G) \text { such that } \\
& \forall i, j \in[k] \text { with } i \neq j, N\left[V_{i}\right] \cap N\left[V_{j}\right]=\emptyset \text { and } \\
& \left.\forall_{i \in[k]} \exists C \in \mathcal{F}_{c}: C \subseteq G\left[V_{i}\right]\right\} .
\end{aligned}
$$

In other words, $\boldsymbol{\operatorname { s c s }}(G) \geq k$ if $G$ contains $k$ cycles $C_{1}, C_{2}, \ldots, C_{k}$ whose neighborhoods are disjoint. (See, for example, Figure 8.6.)


Figure 8.6: A graph with scattered cycle number 9.

Observation 8.2. For every graph $G, \mathbf{\operatorname { s c s }}(G) \leq \mathbf{c d o m}(G)$.
Observation 8.3. If $H$ and $G$ are graphs such that $H$ is a contraction of $G$ then $\mathbf{\operatorname { s c s }}(H) \leq \boldsymbol{\operatorname { c s s }}(G)$.

In this section we prove that the cycle domination number and the scattered cycle number satisfy the Erdős-Pósa property in the classes of graphs that exclude a fixed apex graph as a minor.

Theorem 8.7. Let $\mathcal{G}$ be a graph class that excludes a fixed apex graph as a minor. There is a constant $c_{\mathcal{G}}$ (depending only on $\mathcal{G}$ ) such that for every graph $G \in \mathcal{G}$, it holds that

$$
\operatorname{scs}(G) \leq \boldsymbol{\operatorname { c d o m }}(G) \leq c_{\mathcal{G}} \cdot \mathbf{\operatorname { s c s }}(G)
$$

Recall here that Theorem 6.3 asserts the existence of the triangulated
grid $\Gamma_{k}$ as a contraction in a connected graph of large enough tree-width that excludes a fixed graph $H$ as a minor.

By applying Theorem 6.3 we obtain the following simple lemma that is crucial in the proof of Theorem 8.7.

Lemma 8.3. If $\mathcal{G}$ be a graph class that excludes a fixed apex graph $H$ as a minor then there is a constant $\sigma_{\mathcal{G}}$ depending only on $\mathcal{G}$ such that for any graph $G \in \mathcal{G}, \mathbf{t w}(G) \leq \sigma_{\mathcal{G}} \cdot \mathbf{s c s}(G)$.

Proof. Let $\operatorname{scs}(G) \leq k$. If $m=\left\lceil k^{1 / 2}\right\rceil+1$, then

$$
\boldsymbol{\operatorname { s c s }}\left(\Gamma_{4 m}\right)>k
$$

As $\Gamma_{4 m}$ contains a scattered cycle set of size $k$, Observation 8.3 implies that $G$ does not contain $\Gamma_{4 m}$ as a contraction.

Then, from Theorem 6.3, there is a constant $\sigma_{\mathcal{G}}$ depending only on $\mathcal{G}$ such that $\mathbf{t w}(G) \leq \sigma_{\mathcal{G}} \cdot m$ and this concludes the proof of the lemma. (See, for example, Figure 8.7)

For our purposes, we enhance the definition of a tree decomposition $(\mathcal{X}, T)$ as follows; $T$ is a rooted tree on some node $r$ where $X_{r}=\emptyset$ and each one of its nodes have at most two children that are one of the kinds below.

1. Introduce node: A node $t$ that has only one child $t^{\prime}$ where $X_{t} \supset X_{t^{\prime}}$ and $\left|X_{t}\right|=\left|X_{t^{\prime}}\right|+1$.
2. Forget node: A node $t$ that has only one child $t^{\prime}$ where $X_{t} \subset X_{t^{\prime}}$ and $\left|X_{t}\right|=\left|X_{t^{\prime}}\right|-1$.
3. Join node: A node $t$ that has exactly two children $t_{1}$ and $t_{2}$ such that $X_{t}=X_{t_{1}}=X_{t_{2}}$.


Figure 8.7: A scattered cycle set of size 4 in $\Gamma_{8}$.
4. Base node: A node $t$ that is a leaf of $T$, is different from the root, and $X_{t}=\emptyset$.

A tree decomposition satisfying the aforementioned properties is called a nice tree decomposition. It is easy to see that each tree decomposition can be transformed to a nice tree decomposition while maintaining the same width, for example see $\lfloor 26\rfloor$ ). In this section, when we refer to a tree decomposition $(\mathcal{X}, T)$ we presume that it is nice.

Given a tree-decomposition $(\mathcal{X}, T)$ and some node $t$ of $T$ we define as $T_{t}$ the subtree rooted on $t$. Clearly, it $r$ is the root of tree, $T_{r}=T$. We also define $G_{t}=G\left[\bigcup_{s \in V\left(T_{t}\right)} X_{s}\right]$. For every $t \in V(T)$, we denote its parent
in $T$ by $\pi(t)$ and its child by $\alpha(t)$ (in the case where $t$ is a join node we choose arbitrarily one of its chidren).

Evenmore, we define the set $\mathbf{c r t}(G, T)$, which we call the set of critical nodes of $T$, in the following recursive way; if $t$ is a leaf then $t \notin \operatorname{crt}(G, T)$, that is, $t$ not a critical node of $T$. Otherwise, $t$ is critical if and only if $X_{t} \cup \bigcup_{s \in \operatorname{crt}_{\left(G_{t}, T\right)}} X_{\alpha(s)}$ does not dominate all cycles of $G_{t}$ but $X_{\alpha(t)} \cup$ $\bigcup_{s \in \operatorname{crt}_{\left(G_{t}, T\right)}} X_{\alpha(s)}$ does. Notice that if $t \in V(T)$ is a critical node, then $t$ is also a forget node. For any graph $G$, let

$$
\operatorname{crt}(G)=\min \{\operatorname{crt}(G, \mathcal{T}) \mid \mathcal{T} \text { is a tree decomposition of } G\}
$$

Observation 8.4. Let $k$ be a non-negative integer. If $G$ is a graph such that $\boldsymbol{\operatorname { c r t }}(G)>k$ then $\operatorname{scs}(G)>k$.

Given a graph $G$, we call a triple $\left(V_{1}, S, V_{2}\right) d$-separation triple of $G$ if $|S| \leq d$ and $\left\{V_{1}, S, V_{2}\right\}$ is a partition of $V(G)$ such that there is no edge in $G$ with a vertex in $V_{1}$ and a vertex in $V_{2}$.

Lemma 8.4. Let $\mathcal{G}$ be a class of graphs that exclude a fixed apex graph $H$ as a minor and let $G \in \mathcal{G}$ such that $\mathbf{\operatorname { s c s }}(G)=k \geq 1$. Then there is a $\sigma_{\mathcal{G}} \cdot \sqrt{k}$-separation triple $\left(V_{1}, X, V_{2}\right)$ of $G$, with $\frac{k}{3} \leq \operatorname{crt}\left(G\left[V_{1}\right]\right) \leq 2 \frac{k}{3}$ and $\boldsymbol{\operatorname { c r t }}\left(G\left[V_{1}\right]\right)+\boldsymbol{\operatorname { c r t }}\left(G\left[V_{2}\right]\right) \leq k$, where $\sigma_{\mathcal{G}}$ is a constant that depends only on $\mathcal{G}$.

Proof. From Lemma 8.3, there is a tree decomposition $\mathcal{T}=(\mathcal{X}, T)$ of $G$ of width at most $\sigma_{\mathcal{G}} \sqrt{k}$, where $\sigma_{\mathcal{G}}$ is a constant that depends only on $\mathcal{G}$.
Let $q: V(T) \rightarrow \mathbb{N}$ such that $q(t)=\boldsymbol{\operatorname { c r t }}\left(G_{t}, T\right)$. Observe that:
(i.) If $t$ is a leaf, then $q(t)=0$ from the definition.
(ii.) If $t$ is an introduce node then $q(t)=q(\alpha(t))$ as $X_{t} \subseteq X_{\alpha(t)}$.
(iii.) If $t$ is a forget node, $q(t)-q(\alpha(t)) \in\{0,1\}$. This holds because $t$ can be either a critical node or not.
(iv.) If $t$ is a join node, then $q(t)=q\left(t_{1}\right)+q\left(t_{2}\right)$, where $t_{1}$ and $t_{2}$ are its children in $T$ as $q(t)$ cannot be a critical node.
(v.) $q(r)=\operatorname{crt}(G, \mathcal{T})$ if $r$ is the root, as $G_{r}=G$.

From the above follows that there exists a unique node $t \in V(T)$ such that $q(t)>2 \frac{k}{3}$ and if $t^{\prime}$ is a child of $t$, then $q\left(t^{\prime}\right) \leq 2 \frac{k}{3}$. Notice that $t$ is either a forget or a join node.

In the case where $t$ is a forget node, let $V_{1}=V\left(G_{t}\right) \backslash X_{t}, V_{2}=$ $V(G) \backslash\left(V_{1} \cup X_{t}\right)$, and $X=X_{t}$, and observe that $\operatorname{crt}\left(G\left[V_{1}\right]\right) \leq\left\lfloor 2 \frac{k}{3}\right\rfloor$ and $\operatorname{crt}\left(G\left[V_{2}\right]\right) \leq\left\lfloor 2 \frac{k}{3}\right\rfloor$.

In the case where $t$ is a join node, then $q\left(t_{1}\right) \leq 2 \frac{k}{3}$ and $q\left(t_{2}\right) \leq 2 \frac{k}{3}$ but $q\left(t_{1}\right)+q\left(t_{2}\right)=q(t)>2 \frac{k}{3}$, where $t_{1}$ and $t_{2}$ are the children of $t$. This implies that, without loss of generality, $q\left(t_{1}\right) \leq \frac{k}{3}$. Let $V_{1}=V\left(G_{t_{1}}\right) \backslash X_{t_{1}}$, $V_{2}=V(G) \backslash\left(V_{1} \cup X_{t_{1}}\right)$, and $X=X_{t_{1}}$. We conclude that in both cases $\frac{k}{3} \leq \mathbf{c r t}\left(G\left[V_{1}\right]\right) \leq 2 \frac{k}{3}$ and $\boldsymbol{\operatorname { c r t }}\left(G\left[V_{1}\right]\right)+\mathbf{c r t}\left(G\left[V_{2}\right]\right) \leq k$.

We our now able to prove our main theorem.
Proof of Theorem 8.7. Let $G$ be a graph in $\mathcal{G}$. Notice that it is enough to prove the second inequality. Using induction on $\operatorname{scs}(G)$ we will prove that

$$
\operatorname{cdom}(G) \leq \beta \cdot \sigma_{\mathcal{G}} \cdot \operatorname{crt}(G)-\gamma \cdot \sigma_{\mathcal{G}} \cdot \sqrt{\operatorname{crt}(G)}
$$

When $\operatorname{scs}(G)=0$, the claim holds trivially. Assume now that $\mathbf{s c s}(G)=k$, where $k \geq 1$. From Lemma 8.4, $G$ contains a $\sigma_{\mathcal{G}} \cdot \sqrt{k}$-separation triple, where $\frac{k}{3} \leq \boldsymbol{\operatorname { c r t }}\left(G\left[V_{1}\right]\right) \leq 2 \frac{k}{3}$ and $\boldsymbol{\operatorname { c r t }}\left(G\left[V_{1}\right]\right)+\boldsymbol{\operatorname { c r t }}\left(G\left[V_{2}\right]\right) \leq k$. Observe that $\operatorname{cdom}(G) \leq \boldsymbol{\operatorname { c d o m }}\left(G_{1}\right)+\boldsymbol{\operatorname { c d o m }}\left(G_{2}\right)+|X|$.

The induction hypothesis implies that for some $\delta \in\left[\frac{1}{3}, \frac{2}{3}\right]$,

$$
\begin{aligned}
\operatorname{cdom}(G) \leq & \beta \cdot \sigma_{\mathcal{G}} \cdot \delta \cdot k-\gamma \cdot \sigma_{\mathcal{G}} \sqrt{\delta \cdot k}+ \\
& \beta \cdot \sigma_{\mathcal{G}} \cdot(1-\delta) \cdot k-\gamma \cdot \sigma_{\mathcal{G}} \sqrt{(1-\delta) \cdot k}+\sigma_{\mathcal{G}} \cdot \sqrt{k}
\end{aligned}
$$

This is upper bounded by $\beta=3.54$ and $\gamma=2.54$. Thus, the theorem follows from Observation 8.4 for $c_{\mathcal{G}}=3.54 \cdot \sigma_{\mathcal{G}}$.

### 8.5 Kernelization

In this section we present another notion from Parameterized Complexity that is going to be useful in the next chapter, the notion of kernelization.

In kernelization our aim is to preprocess an instance of a hard problem so that we obtain a new equivalent instance of smaller size. Then, as the instance of our problem has shrunk a lot we may apply a "brute force" algorithm to solve it. Notice here that we want the preprocessing to run efficiently (in particular, in polynomial time).

Formally, a parameterized problem $\Pi$ is said to admit a $g(k)$ kernel if there is a polynomial time algorithm that transforms any instance $(x, k)$ to an equivalent instance $\left(x^{\prime}, k^{\prime}\right)$ such that $\left|x^{\prime}\right| \leq g(k)$ and $k^{\prime} \leq g(k)$. If $g(k)=k^{O(1)}$ or $g(k)=O(k)$ we say that $\Pi$ admits a polynomial kernel and linear kernel respectively.

The kernelization of a parameterized occurs with the assistance of reduction rules. A reduction rule is a polynomial time algorithm that takes an an input an instance $(I, k)$ of a problem $\Pi$ and outputs an equivalent instance ( $I^{\prime}, k^{\prime}$ ) of $\Pi$. We apply these reduction rules so to obtain a kernel of $\Pi$.

The notion of kernelization is really important in Parameterized Complexity Theory as it equivalent to the notion of fixed parameter
tractability.
Theorem 8.8 ( $\lfloor 171\rfloor)$. For every parameterized problem ( $\Pi, \kappa$ ), the following are equivalent:

1. $(\Pi, \kappa)$ is fixed parameter tractable.
2. $\Pi$ is decidable and $(\Pi, \kappa)$ admits a kernel.

We would like to mention here that many times this theorem appears erroneously without the condition that $\Pi$ is decidable.

For example, let's see how we may obtain a quadratic kernel for $k$ Vertex Cover.

Observation 8.5. Let $G$ be a graph for which we try to find a vertex cover of size at most $k$. If there exists a vertex $v \in V(G)$ such that $\operatorname{deg}_{G}(v)>k$, then $v$ belongs to all vertex covers of $G$ of size at most $k$.

Indeed, notice that if $v$ is not contained in a vertex cover $V$ of $G$ of size at most $k$, then all its neighbors belong to $V$. This however is a contradiction since $v$ has more than $k$ neighbors.

Observation 8.6. If $G$ is a graph with $\Delta(G) \leq k$ that admits a vertex cover of size $k$, then $G$ has at most $k^{2}$ edges.

Then the following is a quadratic kernel for $k$-Vertex Cover.
First we check whether $k=0$. In this case if $G$ has no edges we output a trivially positive instance of the problem otherwise we output a trivially negative instance.

Otherwise, if $k>0$ then if $G$ has a vertex $v$ with $\operatorname{deg}_{G}(v)>k$, we recursively run the algorithm with input $(G-v, k-1)$. Otherwise, we check whether $G$ has at most $k^{2}$ edges. If yes, we output $(G, k)$, otherwise
we output a trivially negative instance.

We would like to mention here that the above kernelization is attributed to Buss and is called Buss Kernelization [66].

This is a simple example of a kernelization technique. There are many more techniques either for single problems (see, for example $[9,47,90]$ ) or for classes of problems (see, for example $[24,135]$ ). However, further mentioning these techniques is out of the purposes of this section.

Finally, we would like to mention that there exist many proofs of expected lower bounds on the size of the kernel of a fixed parameter tractable problem. The lower bound occurs under the condition that if a kernel of smaller size is existent then some unresolved conjecture of Parameterized Complexity fails. For example, in Classical Complexity, it is known that 3 -SAT is not solvable in polynomial time unless $P=N P$. The most famous of these conditions when we work on lower bounds of kernels is the Exponential Time Hypothesis that was proposed by R. Impagliazzo, R. Paturi, and R. Zane \126」.

Definition 8.1 (Exponential Time Hypothesis). Let $\phi$ be an instance of 3 -SAT on $n$ variables and $m$ clauses. There does not exists an $2^{o(m)}$ algorithm that decides whether there exists a satisfying assignment on the variables of $\phi$.

In the next chapter we study a parameterization of Set Splitting.

## CHAPTER 9

## Algorithms and Kernels on General Graphs

### 9.1 Introduction to the Bipartizations of (Hyper)graphs

Max Cut is a well known classical problem. Here, the input is a graph $G$ and a positive integer $k$ and the objective is to check whether there is a cut of size at least $k$. A cut of a graph is a bipartition of the vertices of a graph into two disjoint subsets. See, for example, the bipartition that is induced by the vertex sets of same color in Figure 9.1.

The size of the cut is the number of edges whose endpoints are in different subsets of the bipartition. Max Cut is NP-hard and has been the focus of extensive study, from the algorithmic perspective in Computer Science as well as the extremal perspective in Combinatorics. In this chapter we focus on a generalization of Max Cut to hypergraphs and study this


Figure 9.1: A cut of a graph.
generalization with respect to Extremal Combinatorics and Parameterized Complexity.

Recall that a hypergraph $H$ consists of a vertex set $V(H)$ and a set $E(H)$ of subsets of $\mathcal{P}(V(H))$, called hyperedges. A hyperedge $e \in E(H)$ is a subset of the vertex set $V(H)$. By $V(e)$ we denote the subset of vertices corresponding to the hyperedge $e$. A hypergraph is called an $r$-hypergraph if the size of each hyperedge is upper bounded by $r$. Given a hypergraph 2-coloring, $\phi: V(H) \rightarrow\{-1,1\}$, we say that it splits a hyperedge $e$ if $V(e)$ has a vertex assigned 1 as well as a vertex assigned -1 under $\phi$. In Max $r$-Set Splitting, a generalization of Max Cut, we are given a hypergraph $H$ and a positive integer $k$, and the objective is to check whether there exists a coloring function $\phi: V(H) \rightarrow\{-1,1\}$ such that at least $k$ hyperedges are split. This problem is the main topic of this chapter.

For a graph $G$, let $\zeta(G)$ be the size of a maximum cut. Erdős $\lfloor 75\rfloor$ observed that $\zeta(G) \geq m / 2$ for graphs with $m$ edges. To see this notice that a random bipartition of the vertices of a graph $G$ with $m$ edges gives a cut with size at least $m / 2$. A natural question was whether the bound on $\zeta$ could be improved. Answering a question of Erdős $[75\rfloor$, Edwards $\lfloor 70\rfloor$ proved that for any graph $G$ on $m$ edges $\zeta(G) \geq\left\lceil\frac{m}{2}+\sqrt{\frac{m}{8}+\frac{1}{64}}-\frac{1}{16}\right\rceil$. In the same paper Edwards also showed that for every connected graph
$G$ on $n$ vertices and $m$ edges, $\zeta(G) \geq \frac{m}{2}+\frac{n-1}{4}$. These bounds are known to be tight (see $\lfloor 27\rfloor$ for a survey on this area). The first result of this chapter generalizes this classical result. For an $r$-hypergraph $H$, let $\zeta(H)$ be the maximum number of hyperedges that can be split by a hypergraph 2-coloring. Let $H$ be a hypergraph with vertex set $V(H)$, and edge set $E(H)=\left\{e_{1}, e_{2}, \ldots e_{m}\right\}$. Observe that a random 2-coloring that sets each vertex of hypergraph $H$ to 1 or -1 with equal probability always splits at least $\mu_{H}=\sum_{i=1}^{m}\left(1-2 / 2^{\left|e_{i}\right|}\right)=\sum_{i=1}^{m}\left(1-2^{1-\left|e_{i}\right|}\right)$ number of hyperedges. Indeed, to see this, notice that there exist $2^{\left|e_{i}\right|}$ possible 2-colorings of its vertices and only two of them do not split $e_{i}$ (the ones where all vertices are assigned color either 1 or -1 ). Then the linearity of expectation yields the above equality.

We show that if an $r$-hypergraph $H$ is "partition connected" then $\zeta(H) \geq \mu_{H}+\frac{n-1}{r 2^{r-1}}$.

Theorem 9.1. Let $H$ be a partition connected r-hypergraph with an $n$ sized vertex set $V(H)$ and edge set $E(H)=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$. Then $\zeta(H) \geq$ $\mu_{H}+\frac{n-1}{r 2^{r-1}}$, where $\mu_{H}=\sum_{i=1}^{m}\left(1-2^{1-\left|e_{i}\right|}\right)$.

Since the definition of partition connectivity coincides with the definition of connectivity on graphs, for partition connected uniform 2hypergraphs (every hyperedge has size exactly 2 ), $\zeta(H) \geq \frac{m}{2}+\frac{n-1}{4}$. The notion of uniform 2-hypergraphs is same as that of ordinary graphs, thus, for $r=2$, we get the old result of Edwards. Proof of Theorem 9.1 could also be thought of as a generalization of a similar proof obtained in $\lfloor 38\rfloor$ for ordinary graphs.

We use our combinatorial result to study an above guarantee version of Max $r$-Set Splitting in the realm of parameterized complexity. Studies on problems parameterized above guaranteed combinatorial bounds are in vogue. A simple example of such a problem is the decision problem that
takes as input a planar graph on $n$ vertices and an integer $k$, where the parameter is $k$, and asks if there is an independent set of size at least $\frac{n}{4}+k$. An independent set of size at least $n / 4$ is guaranteed by the Four Color Theorem. Could this problem be solved in time $O\left(n^{g(k)}\right)$, for some function $g$ ? Is there an FPT algorithm? No one knows. This is a nice and simple example of this research theme, which is quite well-motivated and that has developed strongly since it was introduced by Mahajan and Raman [151].

Mahajan and Raman showed that several above guarantee versions of Max Cut and Max Sat are FPT. Later, Mahajan et al. $\lfloor 152\rfloor$ published a paper with several new results and open problems around parameterizations beyond guaranteed lower and upper bounds. In a breakthrough paper Gutin et al. $\lfloor 112\rfloor$ developed a probabilistic approach to problems parameterized above or below tight bounds. Alon et al. [8] combined this approach with methods from Algebraic Combinatorics and Fourier Analysis to obtain an FPT algorithm for parameterized MAX $r$-SAT beyond the guaranteed lower bound. Other significant results in this direction include quadratic kernels for ternary permutation constraint satisfaction problems parameterized above average and results around systems of linear equations over field with two elements $\lfloor 38,39,113,136\rfloor$.

A standard parameterized version of Max $r$-Set Splitting is defined by asking whether there exists a hypergraph 2-coloring that splits at least $k$ hyperedges. This version of Max $r$-Set Splitting, called $p$-SEt Splitting, has been extensively studied in parameterized algorithms. In $p$-Set Splitting we do not restrict the size of hyperedges to at most $r$ as in the case of Max $r$-SEt Splitting. Dehne, Fellows, and Rosamond [46〕 initiated the study of $p$-Set Splitting and gave an algorithm running in time $O^{*}\left(72^{k}\right)$. They also provided a kernel for the problem with at most

| History of $p$-Set Splitting |  |  |
| :--- | :--- | :--- |
| Dehne, Fellows, and Rosamond | WG 2003 | $O^{*}\left(72^{k}\right)$ |
| Dehne, Fellows, Rosamond, and Shaw | IWPEC 2004 | $O^{*}\left(8^{k}\right)$ |
| Lokshtanov and Sloper | ACiD 2005 | $O^{*}\left(2.6499^{k}\right)$ |
| Chen and Lu | COCOON 2007 | $O^{*}\left(2^{k}\right)$ |
| Lokshtanov and Saurabh | IWPEC 2009 | $O^{*}\left(1.96^{k}\right)$ |
| Nederlof and van Rooij | IPEC 2010 | $O^{*}\left(1.8213^{k}\right)$ |

Table 9.1: List of known results about $p$-Set Splitting in chronological order. The $O^{*}()$ notation suppresses the polynomial factor.
$2 k$ hyperedges. Later Dehne, Fellows, Rossmand, and Shaw $\lfloor 47\rfloor$ obtained an algorithm with running time $O^{*}\left(8^{k}\right)$. Continuing this chain of improvement Lokshtanov and Sloper $\lfloor 150\rfloor$ gave an algorithm with running time $O^{*}\left(2.65^{k}\right)$ and obtained a kernel with both the number of vertices and the number of hyperedges at most $2 k$. Later, Chen and $\mathrm{Lu}\lfloor 33\rfloor$ provided a randomized algorithm with running time $O^{*}\left(2^{k}\right)$ for a weighted version of problem. In 2009, Lokshtanov and Saurabh [149」 gave an algorithm with running time $O^{*}\left(1.96^{k}\right)$ and a kernel with at most $2 k$ hyperedges and at most $k$ variables. The current fastest algorithm is given by Nederlof and van Rooij $\lfloor 159\rfloor$ and runs in time $O^{*}\left(1.8213^{k}\right)$. We refer to Table 9.1 for a quick reference on the history of the $p$-Set Splitting problem.

From now onwards we only consider $r$-hypergraphs. If we have a hyperedge of size one then it can never be split and hence we can remove it from consideration. So we assume that every hyperedge is of size at least 2 and at most $r$. Let $H$ be a hypergraph with vertex set $V(H)$ and edge set $E(H)=\left\{e_{1}, e_{2}, \ldots e_{m}\right\}$. Since every hyperedge is of size at least 2 , we have that $\mu_{H} \geq m / 2$. Thus, the standard parameterization of MAX $r$-SET

Splitting is trivially FPT because of the following argument. If $k \leq m / 2$ then the answer is yes else we have that $m \leq 2 k$ and hence $n \leq 2 k r$. In this case we can enumerate all the $\{1,-1\}$-colorings to $V(H)$ and check whether anyone of them splits at least $k$ hyperedges and answer accordingly. Thus given an $r$-hypergraph $H$, the more meaningful question is whether there exists a $\{1,-1\}$-coloring of $V(H)$ that splits at least $\mu_{H}+k$ clauses. In other words, we are interested in the following above average version of Max $r$-Set Splitting.

Above Average $r$-Set Splitting (AA-r-SS)
Instance: An $r$-hypergraph $H$ and a non-negative integer $k$. Parameter: $k$.

Question: Does there exist 2-coloring of $V(H)$ that splits at least $\mu_{H}+k$ hyperedges?

It is known by the results in $\lfloor 136\rfloor$ that AA-r-SS is FPT for a constant $r(r=O(1))$. From an algorithmic point of view, a natural question is whether AA- $r$-SS is FPT when the sizes of hyperedges is at most $r(n)$ for some function of $n$. If yes, how far can we push the function $r(n)$ ? On the algorithmic side, using Theorem 9.1 we get the following result.

Theorem 9.2. For every fixed constant $\alpha<1$, AA- $\alpha \log n$-SS is FPT.
We complement the algorithmic result by a matching lower bound result which states the following.

Theorem 9.3. Unless $\mathrm{NP} \subseteq \mathrm{DTIME}\left(n^{\log \log n}\right)$, AA- $\lceil\log n\rceil-\mathrm{SS}$ is not in XP .

Theorems 9.2 and 9.3 are in sharp contrast to a similar question about AA-MAX- $r$-Sat. Let $F$ be a CNF formula on $n$ variables and $m$ clauses and let $r_{1}, \ldots, r_{m}$ be the number of literals in the clauses of $F$. Then
$\operatorname{asat}(F)=\sum_{i=1}^{m}\left(1-2^{-r_{i}}\right)$ is the expected number of clauses satisfied by a random truth assignment（the truth values to the variables are distributed uniformly and independently）．In AA－MAX－$r$－SAT we are given a $r$－CNF formula $F$（all clauses are of size at most $r$ ）and a positive integer $k$ ， and the question is whether there is an assignment that satisfies at least $\operatorname{asat}(F)+k$ clauses．Here $k$ is the parameter．In $\lfloor 40\rfloor$ ，it is shown that AA－ Max－$r(n)$－Sat is not FPT unless Exponential Time Hypothesis fails［126」， where $r(n) \geq \log \log n+\phi(n)$ and $\phi(n)$ is any unbounded strictly increasing function．However，they also show that MAX－r（n）－SAT－AA is FPT for any $r(n) \leq \log \log n-\log \log \log n-\phi(n)$ ，where $\phi(n)$ is any unbounded strictly increasing function．

The proof of Theorem 9.2 also shows that AA－r－SS admits a ker－ nel with $O(k)$ vertices for fixed $r$ ．Earlier，only a linear＂bikernel＂was known 〔136〕．The proofs of Theorem 9.1 and 9.2 combine the properties of Fourier coefficients of pseudo－Boolean functions，observed by Crowston et al．［38］，with results on a certain kind of connectivity of hypergraphs． The proof of Theorem 9.3 is inspired by a similar proof given in 440 ．

## 9．2 New Lower Bound on $\zeta(H)$ and Proof of The－ orem 9.1

In this section we obtain the new lower bound on $\zeta(H)$ ，the maximum number of hyperedges that can be split in an $r$－hypergraph $H$ by a hyper－ graph 2－coloring．Towards this we first define the notion of hypergraph connectivity and hypergraph spanning tree．

## Hypergraph Connectivity and Hypergraph Spanning Tree．

 With every hypergraph $H$ we can associate the following graph：Theprimal graph, also called the Gaifman graph, $P(H)$ has the same vertices $V(H)$ as $H$ and two vertices $u, v \in V(H)$ are connected by an edge in $P(H)$ if there is a hyperedge $e \in E(H)$, such that $\{u, v\} \subseteq V(e)$. We say that $H$ is connected or has $r$ components if the corresponding primal graph $P(H)$ is connected or has $r$ components. Now we define the notions of strong cut-sets and forests in hypergraphs.

Definition 9.1 (Strong Cut-Set and Partition Connectivity). A subset $X \subseteq E(H)$ is called a strong cut-set if the hypergraph $H^{\prime}=(V, E(H) \backslash X)$ has at least $|X|+2$ connected components. A hypergraph $H$ is partition connected if it does not have a strong cut-set.

Definition 9.2 (Hypergraph Forest). A forest $\mathcal{F}$ of a hypergraph $H$ is a pair $(F, g)$ where $F$ is a forest, in the normal graph theoretic sense, with vertex set $V(H)$ and edge set $E(F)$, and $g: E(F) \rightarrow E(H)$ is an injective map such that for every $\{u, v\} \in E(F)$ we have $\{u, v\} \subseteq V(g(\{u, v\}))$. The number of edges in $\mathcal{F}$ is $|E(F)|$.

Observe that if a forest $\mathcal{F}$ has $|V(H)|-1$ edges then $F$ is a spanning tree on $V(H)$. In this case we say that $\mathcal{F}$ is a hypertree of $H$. Frank, Király, and Kriesell proved the following duality result relating spanning trees and strong cut-set in hypergraphs 93 , Corollary 2.6].

Proposition 9.1 ( 93$\rfloor)$. A hypergraph $H$ contains a hypertree if and only if $H$ does not have a strong cut-set.

A 2-coloring of a hypergraph $H$ is a function $c: V(H) \rightarrow\{-1,1\}$. We say that a hyperedge $e$ of $H$ is split by $c$ if some vertex in $V(e)$ is assigned 1 and some vertex is assigned -1 . We denote by $\operatorname{split}(c, H)$ the set of hyperedges split by $c$. (We may omit the hypergraph if it is clear from the context.) The maximum number of hyperedges split over all such 2 -colorings is denoted by split $(H)$.

Observation 9.1. Let $H$ be a hypergraph, e be a hyperedge of $H$, and $v \in V(e)$ be a vertex of $H$. If $c$ is a 2-coloring of $H$ then $e$ is not split if and only if $c(v) \cdot c(u)=1$ for every $u \in V(e) \backslash\{v\}$.

For every $i \geq 2$, let $m_{i}$ be the number of hyperedges of $H$ that have size $i$. For every $r$-hypergraph $H$, we rewrite $\mu_{H}$ as follows, $\mu_{H}=\sum_{i=2}^{r}(1-$ $\left.2^{-(i-1)}\right) m_{i}$.

Let $H$ be a hypergraph that does not have a strong cut-set. Here, we will show that for such hypergraphs, there exists a 2 -coloring that splits far more than the average. This will be crucial both for our kernelization (Theorem 9.7) and algorithmic (Theorem 9.2) results. For this we will also need a result on boolean functions.

Results from Boolean Functions. A function $f$ that maps $\{-1,1\}^{n}$ to $\mathbb{R}$ is called a pseudo-boolean function. It is well known that every pseudo-boolean function $f$ can be uniquely written as

$$
f\left(x_{1}, \ldots, x_{n}\right)=\hat{f}(\emptyset)+\sum_{I \in 2^{[n]} \backslash \emptyset} \hat{f}(I) \prod_{i \in I} x_{i}
$$

where each $\hat{f}(I)$ is a real. This formula is called the Fourier expansion of $f$ and the $\hat{f}(I)$ are the Fourier coefficients of $f$. See \177〕 for more details. By $\bar{x}$ we represent $\left(x_{1}, \ldots, x_{n}\right)$.

Theorem 9.4 $(\lfloor 38\rfloor)$. Let $f(\bar{x})=\hat{f}(\emptyset)+\sum_{I \in \mathcal{F}} \hat{f}(I) \prod_{i \in I} x_{i}$ be a pseudo-boolean function of degree $r>0$, where $\mathcal{F}$ is a family of non-empty subsets of $[n]$ such that $I \in \mathcal{F}$ if and only if $\hat{f}(I) \neq 0$, and $\hat{f}(\emptyset)$ is the constant term of f. Then

$$
\max _{\bar{x} \in\{-1,1\}^{n}} f(\bar{x}) \geq \hat{f}(\emptyset)+\left\lfloor\frac{r a n k A-1+r}{r}\right\rfloor \cdot \min \{|\hat{f}(I)| \mid I \in \mathcal{F}\}
$$

where $A$ is a $(0,1)$-matrix with entries $\alpha_{i j}$ such that $\alpha_{i j}=1$ if and only if term $j$ of the sum contains $x_{i}$.

Now we are ready to give the proof of Theorem 9.1.
Proof of Theorem 9.1. Let $H$ be an $r$-hypergraph and $1, \ldots, n$ be an arbitrary ordering of vertices in $V(H)$. Let $x_{1}, \ldots, x_{n}$ be $n$ variables corresponding to $1, \ldots, n$ respectively. With every hyperedge $e \in E(H)$ we associate a polynomial $f_{e}(\bar{x})$. For a given $e \in E(H)$, let $j$ be the largest index inside $V(e)$. Then

$$
f_{e}(\bar{x})=1-\frac{1}{2^{|e|-1}} \prod_{i \in V(e) \backslash\{j\}}\left(1+x_{i} x_{j}\right)
$$

Notice that for every $\delta=\left(\delta_{1}, \delta_{2}, \ldots, \delta_{n}\right) \in\{-1,1\}^{n}$, we may define a 2-coloring $c_{\delta}$ of $V(H)$ such that $c_{\delta}(i)=\delta_{i}$ and, conversely, for every 2 -coloring $c$ we may define a vector $\delta_{c} \in\{-1,1\}^{n}$. Observe then that, given a 2 -coloring $c$ of $H, f_{e}\left(\delta_{c}\right)=1$ if and only if $e$ is split by $c$. Thus $f_{e}\left(\delta_{c}\right)=0$ if and only if $e$ is not split by $c$. Hence, it is enough to prove that $\max _{\bar{y}} f(\bar{y}) \geq \mu_{H}+\frac{n-2}{r \cdot 2^{r-1}}$, where $f(\bar{x})=\sum_{e \in E(H)} f_{e}(\bar{x})$ is a pseudo-boolean function of degree $r>0$ and $\bar{y} \in\{-1,1\}^{n}$. Next we show that it indeed holds.
Let,

$$
\begin{aligned}
f(\bar{x}) & =\sum_{e \in E(H)}\left(1-\frac{1}{2^{|e|-1}} \prod_{i \in V(e) \backslash\{j\}}\left(1+x_{i} x_{j}\right)\right) \\
& =\sum_{i=2}^{r} m_{i}-\sum_{e \in E(H)} \frac{1}{2^{|e|-1}} \prod_{i \in V(e) \backslash\{j\}}\left(1+x_{i} x_{j}\right) .
\end{aligned}
$$

Notice, for every $e \in E(H), \frac{1}{2^{|e|-1}} x_{p} x_{j}$ and $\frac{1}{2^{|e|-1}} x_{j}^{2} x_{p} x_{q}$ appear in the terms of $\prod_{i \in V(e) \backslash\{j\}}\left(1+x_{i} x_{j}\right)$ for every $\{p, q\} \subseteq V(e) \backslash\{j\}$. We use this fact
later. We rewrite $f(\bar{x})$ as,

$$
\begin{aligned}
f(\bar{x}) & =\sum_{i=2}^{r} m_{i}-\sum_{i=2}^{r} \frac{1}{2^{i-1}} m_{i}+\sum_{I \in \mathcal{F}} c_{I} \prod_{i \in I} x_{i}^{\lambda_{(I, i)}} \\
& =\sum_{i=2}^{r}\left(1-\frac{1}{2^{i-1}}\right) m_{i}+\sum_{I \in \mathcal{F}} c_{I} \prod_{i \in I} x_{i}^{\lambda_{(I, i)}}
\end{aligned}
$$

where $\mathcal{F}$ is a family of subsets of $[n]$ such that for each set $I \in \mathcal{F}$,

1. $2 \leq|I| \leq r$,
2. $\left|c_{I}\right| \geq \frac{1}{2^{r-1}}$, and
3. for every $i \in I, \lambda_{(I, i)}$ is a positive integer.

Then, as above, for every $e \in E(H), \frac{1}{2^{|e|-1}} x_{p} x_{j}$ and $\frac{1}{2^{|e|-1}} x_{j}^{2} x_{p} x_{q}$ appear in $f(\bar{x})$ for every $\{p, q\} \subseteq V(e) \backslash\{j\}$.

Let,

$$
f_{p}(\bar{x})=\sum_{i=2}^{r}\left(1-\frac{1}{2^{i-1}}\right) m_{i}+\sum_{I \in \mathcal{F}} c_{I} \prod_{i \in I} x_{i}^{\lambda_{(I, i)}} \bmod 2
$$

Clearly $f_{p}:\{-1,1\}^{n} \rightarrow \mathbb{R}$ is a pseudo-boolean function. Then, for every $\bar{x} \in\{-1,1\}^{n}, f(\bar{x})=f_{p}(\bar{x})$. Therefore, $\max _{\bar{x}} f(\bar{x})=\max _{\bar{x}} f_{p}(\bar{x})$. Notice that $f_{p}(\bar{x})$ can also be written as

$$
f_{p}(\bar{x})=\sum_{i=2}^{r}\left(1-\frac{1}{2^{i-1}}\right) m_{i}+\sum_{I \in \mathcal{F}^{\prime}} c_{I}^{\prime} \prod_{i \in I} x_{i}
$$

where $\mathcal{F}^{\prime}$ is a family of subsets of $[n]$ such that

1. $2 \leq|I| \leq r$ and
2. $\left|c_{I}^{\prime}\right| \geq \frac{1}{2^{r-1}}$ for every $I \in \mathcal{F}^{\prime}$.

Then, for every hyperedge $e \in E(H)$, the term $x_{p} x_{q}, p, q \in V(e)$ with $p \neq q$ appears in $\sum_{I \in \mathcal{F}^{\prime}} c_{I}^{\prime} \prod_{i \in I} x_{i}$. Before we proceed we rewrite $f_{p}(\bar{x})$ as

$$
f_{p}(\bar{x})=\hat{f}(\emptyset)+\sum_{I \in \mathcal{F}^{\prime}} \hat{f}(I) \prod_{i \in I} x_{i}
$$

where $\hat{f}(\emptyset)=\mu_{H}$ is the constant term of $f_{p}$ and $\hat{f}(I)=c_{I}^{\prime}$, for every $I \in \mathcal{F}^{\prime}$.
Note that $f_{p}(\bar{x})$ has degree $r_{p}$ with $2 \leq r_{p} \leq r$. From Theorem 9.4, it follows that

$$
\max _{\bar{x}} f_{p}(\bar{x}) \geq \hat{f}(\emptyset)+\left\lfloor\frac{\operatorname{rank} A-1+r_{p}}{r_{p}}\right\rfloor \cdot \min \left\{|\hat{f}(I)|: I \in \mathcal{F}^{\prime}\right\}
$$

where $A$ is a $(0,1)$-matrix with entries $\alpha_{i j}$ such that $\alpha_{i j}=1$ if and only if term $j \in I$ contains $x_{i}$. As $H$ does not contain a strong cut-set, $H$ has a hypertree $T$ (Hypothesis and Proposition 9.1). Moreover, recall that for every hyperedge $e \in E(H)$, the term $x_{p} x_{q}, p, q \in V(e)$ with $p \neq q$ appears in $f_{p}(\bar{x})$. Thus, the edge-vertex incidence matrix of $T$ is a submatrix of $A$. It is known that the edge incidence matrix of a connected graph on $n$ vertices has rank at least $n-1$, thus we have that the $\operatorname{rank} T$ is $n-1$. We also know that the rank of a matrix is at least as much as any of its submatrices. This implies that $\operatorname{rank} A \geq n-1$ and

$$
\max _{\bar{x}} f_{p}(\bar{x}) \geq \hat{f}(\emptyset)+\left\lfloor\frac{n-1-1+r}{r}\right\rfloor \cdot \min \left\{|\hat{f}(I)| \mid I \in \mathcal{F}^{\prime}\right\} \geq \mu_{H}+\frac{n-1}{r \cdot 2^{r-1}}
$$

To see the last inequality let us assume that $n=p r+q$, where $0 \leq q \leq$ $r-1$. Then if $q \geq 2$ we have that $\left\lfloor p+\frac{q+r-2}{r}\right\rfloor \geq p+1$ and this gives the desired result. In other cases we have $q \leq 1$ and that gives us that $\left\lfloor p+\frac{q+r-2}{r}\right\rfloor \geq p \geq \frac{n-1}{r}$. As $\max _{\bar{x}} f(\bar{x})=\max _{\bar{x}} f_{p}(\bar{x})$, this completes the proof by applying Theorem 9.4.

### 9.3 Reduction Rules for AA-r-SS

In this section, we present two reduction rules for AA- $r$-SS. These will be of crucial importance towards the proof of Theorem 9.2.

When the hypergraph $H$ is disconnected we can give a simple reduction rule.

Reduction Rule 1 ( $\lfloor 149\rfloor)$. : Let $(H, k)$ be an instance of AA-r-SS such that $P(H)$ has connected components $P(H)\left[C_{1}\right], \ldots, P(H)\left[C_{t}\right]$. Let $v_{1}, \ldots, v_{t}$ be vertices such that $v_{i} \in C_{i}$. Construct a hypergraph $H^{\prime}$ from $H$ by unifying the vertices $v_{1}, \ldots, v_{t}$. In particular $V\left(H^{\prime}\right)=V(H) \backslash\left\{v_{i} \mid 2 \leq\right.$ $i \leq t\}$ and for every hyperedge $e \in E(H)$ make the edge $e^{\prime} \in E\left(H^{\prime}\right)$ where $e^{\prime}=e$ if $v_{i} \notin e$ for every $i \in[t]$, and $e^{\prime}=\left(V(e) \backslash\left\{v_{i} \mid 2 \leq i \leq t\right\}\right) \cup\left\{v_{1}\right\}$ otherwise. We obtain $\left(H^{\prime}, k\right)$.

Our next reduction rule takes care of the case when the hypergraph has a strong cut-set. While this reduction rule first appeared in [149」, for the sake of completeness, we wish to present here its complete proof. The rest of this section is devoted to the proof of the following.

Theorem $9.5(\lfloor 149\rfloor)$. There is a polynomial time algorithm that given a strong cut-set $X$ of a connected hypergraph $H=(V(H), E(H))$ finds a cut-set $X^{\prime} \subseteq X$ such that $X^{\prime} \neq \emptyset$ and there exists a coloring $\chi$ such that $|\boldsymbol{s p l i t}(\chi, H)|=\operatorname{split}(H)$ and $\chi$ splits all the hyperedges in $X^{\prime}$. In fact, it shows that given any coloring $c$, there exists a coloring $\chi$ such that $\operatorname{split}(\chi, H)=\operatorname{split}(c, H) \cup X^{\prime}$.

We first five an algorithmic version of Proposition 9.1 which is central to the proof of Theorem 9.5. Given a forest $\mathcal{F}=(F, g)$ we classify the edges of $E(H)$ as follows. An edge $e \in E(H)$ is

- a forest edge if there exists an edge $f$ in $E(F)$ such that $g(f)=e$,
- a cut edge if there exist two connected components $C_{1}$ and $C_{2}$ of $F$ such that $V(e) \cap V\left(C_{1}\right) \neq \emptyset$ and $V(e) \cap V\left(C_{2}\right) \neq \emptyset$,
- an unused edge if there does not exist an edge $f$ in $E(F)$ such that $g(f)=e$; that is $e$ is not in the image of the map $g$.

We remark that an edge $e$ can be a forest edge as well as a cut edge at the same time. Similarly an edge can be a cut edge as well as an unused edge at the same time.

Definition 9.3. For a hypergraph $H=(V(H), E(H))$, a forest $\mathcal{F}=$ $(F, g)$ and $e_{1}, e_{2} \in E(H)$, we say that an edge $e_{2}$ follows $e_{1}$ if $e_{1}$ is a forest edge of $F$ and $e_{2}$ is a cut edge with respect to $\mathcal{F}^{\prime}=\left(F^{\prime}, g^{\prime}\right)$ where $F^{\prime}=\left(V(H), E(F) \backslash\left\{g^{-1}\left(e_{1}\right)\right\}\right)$ and $g^{\prime}(f)=g(f)$ for $f \in E\left(F^{\prime}\right)$.

We are now in position to state and prove the algorithm version of Proposition 9.1 which will be used later on.

Theorem 9.6 (ไ149 ). There is a polynomial time algorithm that given a connected hypergraph $H=(V(H), E(H))$ and a forest $\mathcal{F}=(F, g)$ of $H$ such that $|E(F)|<|V(H)|-1$ finds either a forest $\mathcal{F}^{\prime}=\left(F^{\prime}, g^{\prime}\right)$ of $H$ with $\left|E\left(F^{\prime}\right)\right| \geq|E(F)|+1$ or a strong cut-set $X$ of $H$.

Proof. Given a hypergraph $H=(V(H), E(H))$ and a forest $\mathcal{F}=(F, g)$ of $H$, a sequence of hyperedges $\mathcal{L}(H, \mathcal{F})=e_{1} e_{2} \ldots e_{t}$ such that $e_{i} \in E(H)$ is called an augmenting sequence if (a) $e_{1}$ is a cut edge, (b) $e_{i+1}$ follows $e_{i}$ for all $1 \leq i \leq t$, and (c) $e_{t}$ is an unused edge.

We first prove that if there exists an augmenting sequence with respect to a forest $\mathcal{F}=(F, g)$ of $H$ then there exists a forest $\mathcal{F}^{\prime}=\left(F^{\prime}, g^{\prime}\right)$ of $H$ with $\left|E\left(F^{\prime}\right)\right| \geq|E(F)|+1$. We prove this by induction on the length
of the shortest augmenting sequence $t$. If $t=1$ then $\mathcal{L}(H, \mathcal{F})=e_{1}$. In this case $e_{1}$ is a cut edge as well as an unused edge. Since $e_{1}$ is a cut edge there exists two connected components $C_{1}$ and $C_{2}$ of $F$ such that $V\left(C_{1}\right) \cap V\left(e_{1}\right) \neq \emptyset$ and $V\left(C_{2}\right) \cap V\left(e_{1}\right) \neq \emptyset$. Let $u \in V\left(C_{1}\right) \cap V\left(e_{1}\right)$ and $v \in V\left(C_{2}\right) \cap V\left(e_{1}\right)$. Now define $F^{\prime}=(V(H), E(F) \cup\{\{u, v\}\})$ and $g^{\prime}: E\left(F^{\prime}\right) \rightarrow E(H)$ as $g^{\prime}(f)=g(f)$ if $f \in E(F)$ and $g^{\prime}(\{u, v\})=e_{1}$. Since we have added an edge between two distinct components of $F$, we have that the $F^{\prime}$ is also a forest and has one more edge than that in $F$.

Assume now that $t \geq 2$ and that if we are given a forest $\mathcal{F}=(F, g)$ of $H$ and a shortest augmenting sequence $\mathcal{L}(H, \mathcal{F})$ of length at most $t^{\prime}<t$ then there exists a forest $\mathcal{F}^{\prime}=\left(F^{\prime}, g^{\prime}\right)$ of $H$ with $\left|E\left(F^{\prime}\right)\right| \geq|E(F)|+$ 1. Let $\mathcal{F}=(F, g)$ be a forest and $\mathcal{L}(H, \mathcal{F})=e_{1} e_{2} \ldots e_{t}$ be a shortest augmenting sequence of $F$ with length $t$. Observe that $e_{1}$ is a cut edge. Hence there exist two connected components $C_{1}$ and $C_{2}$ of $F$ such that $V\left(C_{1}\right) \cap V\left(e_{1}\right) \neq \emptyset$ and $V\left(C_{2}\right) \cap V\left(e_{1}\right) \neq \emptyset$. Let $u \in V\left(C_{1}\right) \cap V\left(e_{1}\right)$ and $v \in V\left(C_{2}\right) \cap V\left(e_{1}\right)$. Furthermore $e_{1}$ is a forest edge and hence we let $f \in E(F)$ such that $g(f)=e_{1}$. Now we construct a forest $\mathcal{F}^{*}=\left(F^{*}, g^{\prime}\right)$ as follows. We let $F^{*}=(V(H), E(F) \cup\{\{u, v\}\} \backslash\{f\})$ and $g^{\prime}: E\left(F^{*}\right) \rightarrow E(H)$ as $g^{\prime}(f)=g(f)$ if $f \in E(F)$ and $g^{\prime}(\{u, v\})=e_{1}$. Now we show that the $\mathcal{L}\left(H, \mathcal{F}^{*}\right)=e_{2} \ldots e_{t}$ is an augmenting sequence of length at most $t-1$ for $\mathcal{F}^{*}$.

To show this we will use the following properties of $\mathcal{L}(H, \mathcal{F})$.

- if $t>1$ then $e_{1}, e_{2}, \ldots, e_{t-1}$ are forest edges;
- if $t>1$ then $e_{2}, \ldots, e_{t-1}$ are not cut edges with respect to $\mathcal{F}$.

The first property follows from the definition of $\mathcal{L}(H, \mathcal{F})$ and the second from the choice of $\mathcal{L}(H, \mathcal{F})$ to be a shortest augmenting sequence.

We first show that $e_{2}$ is a cut edge with respect to $\mathcal{F}^{*}$. Indeed, recall
that $e_{2}$ is not a cut edge with respect to $\mathcal{F}$. Then there exists exactly one connected component $C$ of $\mathcal{F}$ such that $V\left(e_{2}\right) \cap C \neq \emptyset$ and therefore $V\left(e_{2}\right)$ intersects with at most one of the $C_{1}$ and $C_{2}$. However, as $e_{2}$ follows $e_{1}$, then there are connected components $C^{\prime}$ and $C^{\prime \prime}$ of $E(F) \backslash\{f\}$ such that $V\left(e_{2}\right) \cap C^{\prime} \neq \emptyset$ and $V\left(e_{2}\right) \cap C^{\prime \prime} \neq \emptyset$. This implies that $C=C^{\prime} \cup C^{\prime \prime} \cup\{f\}$. It is easy to see that if $C \neq C_{1}$ and $C \neq C_{2}$ then $C^{\prime}$ and $C^{\prime \prime}$ are also connected components of $\mathcal{F}^{*}$ and therefore $e_{2}$ is a cut edge of $\mathcal{F}^{*}$. In the case where $C=C_{1}\left(C=C_{2}\right.$, respectively) then without loss of generality assume that $u \in V\left(C^{\prime}\right)\left(v \in V\left(C^{\prime}\right)\right.$, respectively). This implies that $C^{\prime} \cup C_{2} \cup\{\{u, v\}\}$ $\left(C^{\prime} \cup C_{1} \cup\{\{u, v\}\}\right.$, respectively) and $C^{\prime \prime}$ are connected components of $\mathcal{F}^{*}$ and therefore $e_{2}$ is a cut edge of $\mathcal{F}^{*}$.

Notice now that $g(E(F))=g^{\prime}\left(E\left(F^{*}\right)\right)$, thus we have that $e_{t}$ is an unused edge of $\mathcal{F}^{*}$. The only thing that remains to be proved is that $e_{j+1}$ follows $e_{j}$ for $j \in\{2, \ldots, t-1\}$ with respect to $\mathcal{F}^{*}$. Let $e_{j}$ be a hyperedge, $j \in\{2, \ldots, t-1\}$, and let $u_{1}$ and $u_{2}$ be two vertices in $V\left(e_{j+1}\right)$ that lie in different connected components of $F \backslash g^{-1}\left(e_{j}\right)$. We prove that $u_{1}$ and $u_{2}$ lie in different connected components of $F^{*} \backslash g^{\prime-1}\left(e_{j}\right)$. Suppose not, then there is a path $P$ from $u_{1}$ to $u_{2}$ in $F^{*} \backslash g^{\prime-1}\left(e_{j}\right)$. If $P$ does not contain $g^{\prime-1}\left(e_{1}\right)$ then $P$ is a path from $u$ to $v$ in $F \backslash g^{-1}\left(e_{j}\right)$ because $g^{\prime-1}\left(e_{j}\right)=g^{-1}\left(e_{j}\right)$ and $g^{\prime-1}\left(e_{1}\right)$ is the only edge in $F^{*}$ that is not in $F$. This contradicts that $e_{j+1}$ follows $e_{j}$ with respect to $\mathcal{F}$. If $P$ contains $g^{\prime-1}\left(e_{1}\right)$ then $u_{1}$ and $u_{2}$ must lie in different connected components of $F^{*} \backslash g^{\prime-1}\left(e_{1}\right)=F \backslash g^{-1}\left(e_{1}\right)$. But, as $\mathcal{L}(\mathcal{H}, \mathcal{F})$ is of shortest length, $e_{j+1}$ does not follow $e_{1}$ with respect to $\mathcal{F}$, and hence $u_{1}$ and $u_{2}$ must lie in the same connected component $F \backslash g^{-1}\left(e_{1}\right)$, a contradiction. Thus, we conclude that $e_{j+1}$ follows $e_{j}$ with respect to $\mathcal{F}^{*}$.

Hence we have shown that $\mathcal{L}\left(H, \mathcal{F}^{*}\right)=e_{2} \ldots e_{t}$ is an augmenting sequence of length at most $t-1$ for $\mathcal{F}^{*}$. This implies that $\mathcal{F}^{*}$ has a shortest
augmenting sequence of length at most $t-1$ and hence by the induction hypothesis this implies that there exists a forest $\mathcal{F}^{\prime}=\left(F^{\prime}, g^{\prime}\right)$ of $H$ with $\left|E\left(F^{\prime}\right)\right| \geq\left|E\left(F^{*}\right)\right|+1=|E(F)|+1$.

For the other part of the proof we show that if we do not have an augmenting sequence then we have a strong cut-set. We say that a hyperedge $e$ is reachable from a hyperedge $e^{*} \in Y$ if there exists a sequence of hyperedges $e^{*} e_{1} \ldots e_{l} e$ and $e_{1}$ follows $e^{*}, e_{i+1}$ follows $e_{i}$ for $i \in\{1, \ldots, l-1\}$, and $e$ follows $e_{l}$. Let $Y$ be the set of cut edges with respect to $\mathcal{F}$ and $X$ be the set of all hyperedges containing $Y$ and all those hyperedges which are reachable from a hyperedge in $X$. We claim that $X$ is the desired strong cut-set. Let $H^{\prime}=(V(H), E(H) \backslash X)$ be the hypergraph obtained from $H$ by removing the hyperedges from $X$. Now we show $P\left(H^{\prime}\right)$ has at least $|X|+2$ connected components. Observe that all the edges in $X$ are forest edges, otherwise there would exist an augmenting sequence. Let $X^{-1}=\left\{g^{-1}(x) \mid x \in X\right\}$. The forest $F$ which we started with has at least two components and hence when we remove the edges from $X^{-1}$ it has at least $|X|+2$ connected components. We show that for every connected component $C$, of $F^{\prime}=\left(V(H), E(F) \backslash X^{-1}\right), P\left(H^{\prime}\right)[V(C)]$ is a connected component. Suppose not, then there exist two connected components $C_{1}$ and $C_{2}$ of $F^{\prime}$ such that there exists a hyperedge $e \notin X$ such that $V(e) \cap V\left(C_{1}\right) \neq \emptyset$ and $V(e) \cap V\left(C_{2}\right) \neq \emptyset$. Let $u \in V(e) \cap V\left(C_{1}\right)$ and $v \in V(e) \cap V\left(C_{2}\right)$. Since $e$ is not a cut edge, $u$ and $v$ are in the same component of $F$. Since $u$ and $v$ are not in the same component of $F^{\prime}$ there is a hyperedge $e^{\prime} \in X$ such that $u$ and $v$ are in different components of $F \backslash g^{-1}\left(e^{\prime}\right)$. Hence $e$ follows $e^{\prime}$, a contradiction.

We have proved that for a connected hypergraph $H=(V(H), E(H))$ and a forest $\mathcal{F}=(F, g)$ of $H$ such that $|E(F)|<|V(H)|-1$, either there exists a forest $\mathcal{F}^{\prime}=\left(F^{\prime}, g^{\prime}\right)$ of $H$ with $\left|E\left(F^{\prime}\right)\right| \geq|E(F)|+1$ or there exists
a strong cut-set $X$ of $H$. We can make our proof constructive if we have a way to find a shortest augmenting path with respect to $\mathcal{F}$. In what follows we show how to find a shortest augmenting path corresponding to $\mathcal{F}$ by reducing this to finding a shortest path in an auxiliary directed graph. We define a graph $G^{\prime}$ with vertex set $V\left(G^{\prime}\right)=\left\{v_{e} \mid e \in E(H)\right\}$, that is, for every hyperedge $e \in E(H)$ we add a vertex $v_{e}$ to $E(G)$. We add an edge from $v_{e}$ to $v_{f}$ if $f$ follows $e$ with respect to $\mathcal{F}$. Hence to find a shortest augmenting sequence it is sufficient to do a breadth first search in $G^{\prime}$ starting from $\left\{v_{e} \in V\left(G^{\prime}\right) \mid e\right.$ is a cut edge $\}$ and checking whether a vertex $v_{f}$ corresponding to an unused hyperedge is reached. It is clear that this procedure takes polynomial time. If we find an augmenting sequence then we can find the desired forest $\mathcal{F}^{\prime}$ in polynomial time and if we do not find an augmenting sequence then we can find the desired cut-set $X$ as described in the proof in polynomial time.

Given a graph $G$ a matching $M$ in $G$ is a set of edges where no two of them share a vertex and a set $S \in V(G)$ is saturated by $M$ if for every $v \in S$ there exists an edge $e \in M$ such that $v \in e$.

We may now proceed to the proof of Theorem 9.5.

Proof of Theorem 9.5. Let $H^{*}=(V(H), E(H) \backslash X)$ and let $|X|=t$. By assumption, $X$ is a strong cut-set and hence the primal graph $P\left(H^{*}\right)$ has at least $t+2$ connected components. Let the connected components of $P\left(H^{*}\right)$ be $\mathcal{C}=\left\{C_{1}, \ldots, C_{q}\right\}$ where $q \geq t+2$ and $X=\left\{e_{1}, \ldots, e_{t}\right\}$. We construct an auxiliary bipartite graph $\mathcal{B}$ with vertex set $A \cup B$ with a vertex $a_{i} \in A$ for every edge $e_{i} \in X$ and a vertex $b_{i} \in B$ for every connected component $C_{i} \in \mathcal{C}$. There is an edge $\left\{a_{i}, b_{j}\right\}$ if $V\left(e_{i}\right) \cap V\left(C_{j}\right) \neq \emptyset$.

We prove the statement of the lemma by induction on $|X|$. For the base case we assume that $|X|=1$ and $X=\left\{e_{1}\right\}$. In particular, we show that
given any $f: V(H) \rightarrow\{-1,1\}$ there exists a function $g: V(H) \rightarrow\{-1,1\}$ such that $\operatorname{split}(g)=\boldsymbol{\operatorname { s p l i t }}(f) \cup\left\{e_{1}\right\}$ which will prove the desired assertion. If $e_{1} \in \operatorname{split}(f)$ the statement follows, so assume that $e_{1} \notin \operatorname{split}(f)$. Since $P(H)$ is connected we have that $\left\{a_{1}, b_{j}\right\}, j \in\{1, \ldots, q\}$ are edges in $\mathcal{B}$. Let $g: V(H) \rightarrow\{-1,1\}$ be such that $g(v)=f(v)$ if and only if $v \notin C_{1}$. That is, for all vertices in $C_{1}, g$ flips the assignment given by $f$.

Observe that $e_{1} \in \operatorname{split}(g)$ since $V\left(e_{1}\right)$ contains a vertex $u \in C_{1}$ and a vertex $v \in C_{2}$. Since $f(u)=f(v), g(u) \neq g(v)$ and hence $e_{1} \in \operatorname{split}(g)$. As $X$ is a strong cut-set of $H$ and $X=\left\{e_{1}\right\}$ for every edge $e$ in $\operatorname{split}(f)$ we have that $V(e)$ is completely contained in one of the components and hence, $e \in \boldsymbol{\operatorname { s p l }} \boldsymbol{\operatorname { l i t }}(f)$ implies $e \in \operatorname{split}(g)$. This completes the proof for the base case. So we assume that $|X| \geq 2$ and that the statement of the lemma holds for all $X^{\prime}$ satisfying the conditions of the lemma and $\left|X^{\prime}\right|<|X|$. In the inductive step we consider two cases:
(a) there does not exist a matching in $\mathcal{B}$ which saturates $A$; or
(b) there is a matching saturating $A$ in $\mathcal{B}$.

In Case (a), by Hall's theorem \114〕, we know that there exists a subset $A^{\prime} \subseteq A, A^{\prime} \neq \emptyset$ such that $\left|A^{\prime}\right|>\left|N\left(A^{\prime}\right)\right|$ and such a set can be found in polynomial time. We claim that $X^{\prime}=X \backslash\left\{e_{j} \mid a_{j} \in A^{\prime}\right\}$ is a strong cut-set and is of smaller size than $X$. It is clear that $\left|X^{\prime}\right|<|X|$ as $A^{\prime} \neq \emptyset$. We now show that $X^{\prime}$ is indeed a strong cut-set. Let $\mathcal{C}^{\prime}=\mathcal{C} \backslash\left\{C_{j} \mid b_{j} \in N\left(A^{\prime}\right)\right\}$. Observe that in $H^{\prime}=\left(V(H), E(H) \backslash X^{\prime}\right)$, every $C_{i} \in \mathcal{C}^{\prime}$ is a connected component. The size of $\mathcal{C}^{\prime}$ is bounded as follows
$\left|\mathcal{C}^{\prime}\right|=|\mathcal{C}|-\left|N\left(A^{\prime}\right)\right| \geq(t+2)-\left|N\left(A^{\prime}\right)\right|>(t+2)-\left|A^{\prime}\right|=t-\left|A^{\prime}\right|+2=\left|X^{\prime}\right|+2$,
and hence $X^{\prime}$ is indeed a strong cut-set. In this case the statement of the lemma follows from the induction hypothesis as $\left|X^{\prime}\right|<|X|$.

For Case (b) we assume that we have a matching $M$ saturating $A$. Without loss of generality, let $M$ be $\left\{\left\{a_{1}, b_{1}\right\}, \ldots,\left\{a_{t}, b_{t}\right\}\right\}$. Let $U=$ $\left\{b_{t+1}, \ldots, b_{q}\right\}$ be the set of vertices in $B$ that are not saturated by $M$. Iteratively we construct a set $U^{\prime}$ containing $U$ as follows. Initially we set $U^{\prime}:=U$ and $\tilde{A}=A$.

- Check whether there exists a neighbor of a vertex in $U^{\prime}$ in $\tilde{A}$; if yes go to the next step. Otherwise, output $U^{\prime}$.
- Let $a_{j}$ be a vertex in $\tilde{A}$ having a neighbor in $U^{\prime}$. Set $U^{\prime}:=U^{\prime} \cup\left\{b_{j}\right\}$ $\left(b_{j}\right.$ is the matching endpoint of $a_{j}$ in $\left.B\right), \tilde{A}:=\tilde{A} \backslash\left\{a_{j}\right\}$ and go to the first step.

Let $U^{\prime}$ be the set returned by the iterative process above. Observe that, as $P(H)$ is connected, there exists at least one vertex $a_{j}$ having a neighbor in $U$. Therefore the above process enters the second step at least once and hence $U \subsetneq U^{\prime}$ and $\tilde{A} \subsetneq A$. Let $A^{\prime}=A \backslash \tilde{A}$ and let $X^{\prime}=\left\{e_{j} \mid a_{j} \in A^{\prime}\right\}$. In what follows we prove that $X^{\prime}$ is the desired subset of $X$ mentioned in the statement of the lemma.

We first show that $X^{\prime}$ is a strong cut-set. Let $\mathcal{C}^{\prime}=\left\{C_{j} \mid b_{j} \in U^{\prime}\right\}$. Notice that, from the construction, there is no vertex in $\tilde{A}$ that has a neighbor both in $U^{\prime}$ and $B \backslash U^{\prime}$. This implies that every $C_{i} \in \mathcal{C}^{\prime}$ is a connected component of $H^{\prime}=\left(V(H), E(H) \backslash X^{\prime}\right)$. The size of $C^{\prime}$ is bounded as follows

$$
\left|\mathcal{C}^{\prime}\right|=\left|U^{\prime}\right|=|U|+\left|A^{\prime}\right| \geq\left|A^{\prime}\right|+2=\left|X^{\prime}\right|+2
$$

and hence $X^{\prime}$ is a strong cut set.
We show that given any $f: V(H) \rightarrow\{-1,1\}$ there exists a function $g: V(H) \rightarrow\{-1,1\}$ such that $\operatorname{split}(g)=\operatorname{split}(f) \cup X^{\prime}$. This will complete the proof of the theorem. Let $U^{\prime} \backslash U=\left\{b_{1^{\prime}}, b_{2^{\prime}}, \ldots, b_{r^{\prime}}\right\}$ and without loss of
generality assume that $b_{1^{\prime}}, b_{2^{\prime}}, \ldots, b_{r^{\prime}}$ is the order in which these elements are included in the set $U^{\prime}$. Let $\mathcal{B}_{i}=\mathcal{B}\left[U \cup\left\{b_{1^{\prime}}, \ldots, b_{i^{\prime}}\right\} \cup\left\{a_{1^{\prime}}, \ldots, a_{i^{\prime}}\right\}\right]$ and $H_{i}$ be the hypergraph induced by the vertices in $V\left(C_{1^{\prime}}\right) \cup \cdots \cup V\left(C_{i^{\prime}}\right) \cup$ $e_{1^{\prime}} \cup \cdots \cup e_{i^{\prime}}$. Iteratively we construct the function $g: V(H) \rightarrow\{-1,1\}$ as follows. Initially we set $g:=f$ and $i:=1$ and repeat the following until $i=r:$

Check whether $e_{i^{\prime}} \in \operatorname{split}\left(g, H_{i}\right)$. If yes $i:=i+1$ and repeat. Otherwise let $C_{i^{\prime}}$ be the connected component corresponding to $b_{i^{\prime}}$ having vertex set $V\left(C_{i^{\prime}}\right)$. Now for every vertex $u \in$ $V\left(C_{i^{\prime}}\right)$ change $g(u)$ to $-f(u)$. Basically, we flip the assignment of -1 and 1 in the vertex set $V\left(C_{i^{\prime}}\right)$. Set $i:=i+1$ and repeat the procedure.

Now we show that $\operatorname{split}(g)=\operatorname{split}(f) \cup X^{\prime}$. Notice that if $e \notin X$ then, as $X$ is a strong cut-set of $H$, there exists a connected component $C \in \mathcal{C}$ such that $e \subseteq C$. Notice then that either $g(v)=f(v)$ for every $v \in e$ or $g(v)=-f(v)$ for every $v \in V$. By combining this with Observation 9.1 we obtain that $e \in \boldsymbol{\operatorname { s p l i t }}(f)$ if and only if $e \in \boldsymbol{\operatorname { s p l i t }}(g)$. Notice now that, by the way $X^{\prime}$ was constructed, if $e \in X \backslash X^{\prime}$ then $V(e) \cap V\left(C_{i^{\prime}}\right)=\emptyset, i \in[r]$. Observe that $g(v)=f(v), v \in V(H) \backslash\left(V\left(C_{1^{\prime}}\right) \cup \cdots \cup V\left(C_{r^{\prime}}\right)\right)$ and hence $e \in$ $\operatorname{split}(g)$ if and only if $e \in \operatorname{split}(f)$. It remains to show that if $e \in X^{\prime}$, then $e \in \operatorname{split}(g)$. Notice that if, at step $i, e_{i}^{\prime} \notin \operatorname{split}\left(g, H_{i}\right)$ then every vertex is assigned the same color by $g$. Furthermore, notice that by construction there exists a $b_{j^{\prime}} \in\left\{b_{1^{\prime}}, b_{2^{\prime}} \ldots, b_{(i-1)^{\prime}}\right\}$ such that $V\left(e_{i^{\prime}}\right) \cap V\left(C_{j^{\prime}}\right) \neq \emptyset$ and recall that $e_{i^{\prime}} \cap V\left(C_{i^{\prime}}\right) \neq \emptyset$. As the color of the vertices in $V\left(C_{i^{\prime}}\right)$ changes we obtain that after this step of the algorithm completes $e_{i^{\prime}}$ is split. Finally, observe that for every $q<i, e_{q^{\prime}} \in \operatorname{split}\left(g, H_{q^{\prime}}\right)$ and $H_{q^{\prime}} \subseteq H_{i^{\prime}} \backslash V\left(C_{i^{\prime}}\right)$. This implies that all the edges $e_{q^{\prime}}$, with $q<i$, remain split after flipping
the colors of the vertices in $V\left(C_{i^{\prime}}\right)$. Thus after the $r^{t h}$ step of the procedure we have that $\operatorname{split}(g)=\operatorname{split}(f) \cup X^{\prime}$. This concludes the proof.

Notice now that Theorem 9.5 results in the following reduction rule. Reduction Rule 2. : Let $(H, k)$ be an instance of AA-r-SS and $X^{\prime}$ be a set as defined in Theorem 9.5. Remove $X^{\prime}$ from the set of hyperedges
 $\left.\sum_{e \in X^{\prime}} \frac{1}{2^{|e|-1}}\right)$, where $E\left(H^{\prime}\right)=E(H) \backslash X^{\prime}$.

Now we argue the correctness of Reduction Rule 2. Let $(H, k)$ be an instance of AA-r-SS and $X^{\prime}$ be as in the Theorem 9.5. By Theorem 9.5 we know that there exists a coloring $\chi$ such that

$$
|\operatorname{split}(\chi, H)|=\operatorname{split}(H)
$$

and $\chi$ splits all the hyperedges in $X^{\prime}$. This implies that in $H^{\prime}$ at least $\mu_{H}+k-\left|X^{\prime}\right| \geq \mu_{H^{\prime}}+\sum_{e \in X^{\prime}}\left(1-\frac{1}{2^{|e|-1}}\right)+k-\left|X^{\prime}\right| \geq \mu_{H^{\prime}}+k-\sum_{e \in X^{\prime}} \frac{1}{2^{|e|-1}}$ hyperedges are split. For the other direction observe that if in $H^{\prime}$ we have $\mu_{H^{\prime}}+k-\sum_{e \in X^{\prime}} \frac{1}{2^{|e|-1}}$ hyperedges split then in $H$ we have $\mu_{H^{\prime}}+k-$ $\sum_{e \in X^{\prime}} \frac{1}{2^{|e|-1}}+\left|X^{\prime}\right|$ hyperedges split. The last inequality implies that in $H$ we have $\mu_{H}+k$ split hyperedges. This proves the correctness of the Reduction Rule 2.

### 9.4 Linear Kernel for Fixed $r$ and Proof of Theorem 9.2

In this section, we combine our results from the previous section with known reduction rules obtained in $\lfloor 149\rfloor$ for $p$-Set Splitting (that we
proved in the previous section) to obtain the desired kernel for AA-r-SS when $r=O(1)$. Finally, we give the proof of Theorem 9.2.

Theorem 9.7. For a fixed $r$, AA-r-SS admits a kernel with $O(k)$ vertices.
Proof. Let $(H, k)$ be a reduced instance of AA-r-SS, that is, we cannot apply Reduction Rules 1 and 2. As Reduction Rule 1 does not apply, $H$ is connected. Moreover, as Reduction Rule 2 does not apply $H$ does not have a strong cut-set. From Theorem 9.1, it follows that if $k \leq \frac{n-1}{r \cdot 2^{r-1}}$ then it is a YES-instance. Otherwise, $\frac{n-1}{r \cdot 2^{r-1}} \leq k$, thus $n \leq r \cdot 2^{r-1} k+1=O(k)$.

Proof of Theorem 9.2. As in the proof of Theorem 9.7 we assume that $(H, k)$ is a reduced instance and hence $H$ is partition connected. For the simplicity of an argument choose $\alpha=1 / 2$ and thus $r=\log \sqrt{n}$. From Theorem 9.1, it follows that if $k \leq \frac{n-1}{r \cdot 2^{r-1}}$ then it is a YES-instance. Otherwise, $\frac{n-1}{r \cdot 2^{r-1}} \leq k$, thus $n \leq r \cdot 2^{r-1} k+1$. Substituting $r=\log \sqrt{n}$, we get that $2 n \leq(\log \sqrt{n}) \sqrt{n} k+1$. This implies that $k \geq n^{\frac{1}{2}-\epsilon}$ for every fixed $\epsilon>0$. Since we can always solve AA- $r$-SS for any $r$ in time $2^{n}$, we get that $\mathrm{AA}-\alpha \log n$-SS can be solved in time $O^{*}\left(2^{k \frac{2}{1-\epsilon}}\right)$. We remark that we could have chosen $\alpha=1-\delta$ for any fixed constant $\delta$.

### 9.5 Lower Bound Result and Proof of Theorem 9.3

In this section, we will show that AA- $\lceil\log n\rceil-\mathrm{SS}$ is not in $X \mathrm{P}$ unless NP $\subseteq$ DTIME $\left[n^{\log \log n}\right]$. Towards this we will give a suitable reduction from $r$-NAE-SAT. A $r$-CNF formula $\phi=C_{1} \wedge \cdots \wedge C_{m}$ is a boolean formula where each clause has size at least 2 and at most $r$ and each clause is a disjunction of literals. $r$-NAE-SAT is a variation of $r$-SAT, where given a $r$ CNF formula $\phi=c_{1} \wedge \cdots \wedge c_{m}$ on $n$ variables, say $V(\phi)=\left\{x_{1}, \ldots, x_{n}\right\}$, the
objective is to find a $\{0,1\}$-assignment to $V(\phi)$ such that all the clauses get split. An assignment splits a clause if at least one of its literals gets the value 1 and at least one of its literals gets the value 0 . We call an assignment that splits every clause a splitting assignment.

Proof of Theorem 9.3. We will prove the theorem in three steps. First, we prove that $r$-NAE-SAT is NP-complete for $r=\lceil\log n\rceil+1$. Throughout this proof $r$ is set to $\lceil\log n\rceil+1$. It is known that $\lceil\log n\rceil$-SAT is NP-complete even when the input has at most cn clauses $\lfloor 40\rfloor$.

In order to show that $r$-NAE-SAT is NP-complete we will give the standard reduction to it from $\lceil\log n\rceil$-Sat. Let $\phi=C_{1} \wedge \cdots \wedge C_{m}$ be an instance to $\lceil\log n\rceil$-SAT. We introduce a new global variable $z$ and create an instance $\phi^{\prime}=C_{1}^{\prime} \wedge \cdots \wedge C_{m}^{\prime}$ for $r$-NAE-SAT by taking $C_{i} \wedge z$ for each clause $C_{i}$ of $\phi$. If there is a satisfying assignment $\pi$ of $\phi$ then at least one literal in each clause of $\phi$ is set to 1 . Now, $\pi \cup\{z=0\}$ is an assignment satisfying $\phi^{\prime}$ and splitting each clause. Conversely, if $\tau$ is a splitting satisfying assignment for $\phi^{\prime}$ then so is the complementary assignment $\tau^{\prime}$ (the one obtained from $\tau$ by flipping 0's to 1 and 1 's to 0 's). In one of the two assignments, say $\tau, z=0$ and some other literal in each clause is set to 1 . Thus the restriction of $\tau$ to the variables of $\phi$ is a satisfying assignment for $\phi$.

Our second step is to show a many one reduction from $r$-NAE-SAT to $r$ -Set-Splitting running in time $O\left(n^{\log \log n}\right)$. In $r$-Set-Splitting we are given an $r$-hypergraph and the objective is to check whether there exists a splitting hypergraph 2-coloring (a hypergraph 2-coloring that splits every hyperedge). Recall, we defined hypergraph 2-coloring as a function from $V(H)$ to $\{-1,1\}$. However, for this proof we will make it a function from vertex set of $H$ to $\{0,1\}$.

Let $\phi=C_{1} \wedge \cdots \wedge C_{m}$ be an instance of $r$-NAE-SAT, with $n$ sized
variable set $V(\phi)$ and $m \leq \gamma n$ clauses, for some fixed constant $\gamma$. We want to construct an instance $H$ of $r$-Set-Splitting. For each variable $x$ of $\phi, H$ has two vertices $x_{1}$ and $x_{2}$. For each clause $C$ of $\phi$ we construct a corresponding hyperedge $C_{h}$ of $H$ in the following way: If a variable $x$ appears in the positive form in $C$ then we include $x_{1}$ in $C_{h}$ and if $\neg x$ appears in $C$ then we include $x_{2}$ in $C_{h}$. Essentially, $x_{1}$ corresponds to $x$ and $x_{2}$ to $\neg x$.

Now, we describe an algorithm that, given a variable $x$ of $\phi$, outputs a collection $\mathcal{S}^{x}$ of hyperedges of size $r$. Let $\mathcal{S}_{1}^{x}=\left\{\left\{x_{1}, x_{2}\right\}\right\}$. For $i=$ $2, \ldots, r-1$, we do as follows.

We let $\mathcal{S}_{i}^{x}=\mathcal{S}_{i-1}^{x}$ and, while there exists a hyperedge $S \in \mathcal{S}_{i}^{x}$ such that $|S|=i$, introduce $r$ new vertices $w_{j}^{S}, j \in[r]$, add the sets $\left\{w_{1}^{S}, w_{2}^{S}, \ldots, w_{r}^{S}\right\}$ and $S \cup\left\{w_{j}^{S}\right\}, j \in[r]$, in $\mathcal{S}_{i}^{x}$ and remove the set $S$.

Add the hyperedges of $\mathcal{S}^{x}=\mathcal{S}_{r-1}^{x}$ to the hypergraph $H$. Notice that after the execution of step $i \in[r-1]$ all the hyperedges contained in the set $\mathcal{S}_{i}^{x}$ are of size either $i+1$ or $r$. Thus, every hyperedge in $\mathcal{S}_{r-1}^{x}$ has size exactly $r$.

Summarizing the construction we have following set of hyperedges:

$$
\left\{C_{h} \mid C \text { a clause of } \phi\right\} \cup\left(\bigcup_{x \in V(\phi)} \mathcal{S}^{x}\right)
$$

The vertex set of $H$ consists of vertices appearing in these clauses.
It is easy to see that for any splitting assignment $\tau$ of $\phi$ we have a splitting $\{0,1\}$-coloring of $H$ by setting $x_{1}=\tau(x)$ and $x_{2}=\tau(\neg x)$ and by assigning 0 or 1 to newly added vertices in a way that splits all the hyperedges that do not contain vertices that correspond to variables of $\phi$. We can assign 0 or 1 to newly added vertices in consistent way because all
the hyperedges that do not contain vertices that correspond to variables of $\phi$ are pairwise disjoint.

To prove the converse we show the following auxiliary claim. The claim will allow us to argue that in any splitting 2-coloring of $H$ the vertices $x_{1}$ and $x_{2}$ corresponding to a variable $x$ will always be assigned either 0 and 1 , respectively, or 1 and 0 , respectively.

Claim 13. For every $i \in\{2, \ldots, r-1\}$ and every 2-coloring $\chi$ that splits all the hyperedges in $\mathcal{S}_{i}^{x}$, there are hyperedges $S_{1}, S_{2} \in \mathcal{S}_{i}^{x}$ such that $\left\{x_{1}, x_{2}\right\} \subseteq S_{1} \cap S_{2},\left|S_{1}\right|=\left|S_{2}\right|=i+1$, and $S_{i}^{\prime}=S_{i} \backslash\left\{x_{1}, x_{2}\right\}, i \in[2]$, are monochromatic and $\chi\left(S_{1}^{\prime}\right) \cap \chi\left(S_{2}^{\prime}\right)=\emptyset$ (that is, the colors on vertices of $S_{1}^{\prime}$ and $S_{2}^{\prime}$ are disjoint).

Proof. We prove this claim using induction on $i$. For base case let $i=2$. In this case we know that $\mathcal{S}_{2}^{x}$ is precisely $\left\{w_{1}^{S}, w_{2}^{S}, \ldots, w_{r}^{S}\right\}$ and $S \cup\left\{w_{j}^{S}\right\}$, $j \in[r]$, where $S=\left\{x_{1}, x_{2}\right\}$. Since $\left\{w_{1}^{S}, w_{2}^{S}, \ldots, w_{r}^{S}\right\}$ is split we know that there exist $a, b \in[r]$, such that $\chi\left(w_{a}^{S}\right)=0$ and $\chi\left(w_{b}^{S}\right)=1$. Take $S_{1}=S \cup\left\{w_{a}^{S}\right\}$ and $S_{2}=S \cup\left\{w_{b}^{S}\right\}$. Clearly, this satisfies all the properties described in the statement of the claim.

Assume now that the claim holds for $\ell=i \geq 2$. Let $\chi$ be a splitting 2 -coloring of $\mathcal{S}_{\ell+1}^{x}$. To apply induction we would like to show that $\chi^{\prime}$, the restriction of $\chi$ to the vertices of $\mathcal{S}_{\ell}^{x}$, is a splitting 2 -coloring of $\mathcal{S}_{\ell}^{x}$. However, new vertices are added in $\mathcal{S}_{\ell+1}^{x}$ only when there exists a hyperedge $S \in \mathcal{S}_{\ell}^{x}$ such that $|S|=\ell$. And for this case we introduced $r$ new vertices $w_{j}^{S}, j \in[r]=\{1, \ldots, r\}$, added the sets $\left\{w_{1}^{S}, w_{2}^{S}, \ldots, w_{r}^{S}\right\}$ and $S \cup\left\{w_{j}^{S}\right\}$, $j \in[r]$, in $\mathcal{S}_{i}^{x}$ and removed the set $S$. The set $\left\{w_{1}^{S}, w_{2}^{S}, \ldots, w_{r}^{S}\right\}$ in $\mathcal{S}_{\ell+1}^{x}$ forces that the vertices in $S$ can not be assigned all 0 or all $1^{\prime} s$ under $\chi$ and thus, under $\chi^{\prime}$. This proves that $\chi^{\prime}$ splits all the sets of size $\ell$ in $\mathcal{S}_{\ell}^{x}$. Furthermore all other sets in $\mathcal{S}_{i}^{x}$ are of size $r$ and hence are also present in
$\mathcal{S}_{\ell+1}^{x}$ and thus automatically get split by $\chi^{\prime}$. This proves that $\chi^{\prime}$ is indeed a splitting 2-coloring for $\mathcal{S}_{\ell}^{x}$.

Thus, from the inductive hypothesis there are hyperedges $Q_{1}$ and $Q_{2}$ of size $\ell$ such that $Q_{j} \backslash\left\{x_{1}, x_{2}\right\}, j \in[2]$, are monochromatic but not with the same color. Notice now that there are vertices $w_{p}^{Q_{1}}, p \in[r]$, and $w_{q}^{Q_{2}}, q \in[r]$, such that the hyperedges $\left\{w_{1}^{Q_{1}}, \ldots, w_{r}^{Q_{1}}\right\},\left\{w_{1}^{Q_{2}}, \ldots, w_{r}^{Q_{2}}\right\}$, $Q_{1}^{p}=Q_{1} \cup\left\{w_{p}^{Q_{1}}\right\}, p \in[r]$, and $Q_{2}^{q}=Q_{2} \cup\left\{w_{q}^{Q_{2}}\right\}, q \in[r]$, all appear in $\mathcal{S}_{\ell+1}^{x}$ and are split by $\chi$. Therefore, there are vertices $w_{p_{1}}^{Q_{1}}, w_{p_{2}}^{Q_{1}}$, and $w_{q_{1}}^{Q_{2}}, w_{q_{2}}^{Q_{2}}$ such that $\chi\left(w_{p_{1}}^{Q_{1}}\right) \neq \chi\left(w_{p_{2}}^{Q_{1}}\right)$ and $\chi\left(w_{q_{1}}^{Q_{2}}\right) \neq \chi\left(w_{q_{2}}^{Q_{2}}\right)$. This implies that we can select $S_{1}=Q_{1}^{p_{j}}$ and $S_{2}=Q_{2}^{q_{s}}, j, s \in[2]$, such that $Q_{1}^{p_{j}} \backslash\left\{x_{1}, x_{2}\right\}$ and $Q_{2}^{q_{s}} \backslash\left\{x_{1}, x_{2}\right\}$ are monochromatic but not with the same color. This completes the proof of the claim.

Now we give the proof of the reverse direction. Let $\chi$ be a splitting $\{0,1\}$-coloring of $H$. Then by Claim 13 we get that each pair $\left(x_{1}, x_{2}\right)$ is colored differently. The last assertion is easy to see as the only way we can split $S_{1}$ and $S_{2}$ coming from Claim 13 is by assigning $x_{1}$ and $x_{2}$ different colors for every variable $x \in V(\phi)$ under $\chi$. By setting $x=\chi\left(x_{1}\right)$ for each variable of $\phi$ we get a splitting assignment for $\phi$.

From the construction, it follows that the total number of vertices in $H$ is at $2 n+n T$, where $T=\frac{r\left(r^{r-2}-1\right)}{r-1}$, and the total number of hyperedges in $H$ is $\gamma n+n(T+1)$. Therefore, the number of hyperedges is linear in the number of vertices of the hypergraph. Since $r=\lceil\log n\rceil+1$ we have that the time to construct our instance will take $(\log n)^{O(\log n)}=n^{O(\log \log n)}$.

For the third step we will show that if we have an algorithm for AA$(\lceil\log n\rceil+1)$-SS running in time $n^{g(k)}$ then we can solve $(\lceil\log n\rceil+1)$ -NaE-SAT with $n$ variables and $\gamma n$ clauses (the number of clauses is linear in number of variables) in $n^{O(\log \log n)}$ time. This is contradictory unless $\mathrm{NP} \subseteq \operatorname{DTIME}\left(n^{\log \log n}\right)$.

Given an instance $\phi$ of $(\lceil\log n\rceil+1)$-NAE-SAT with $n$ variables and $\gamma n$ clauses we first apply the reduction to $(\lceil\log n\rceil+1)$-Set-Splitting. This gives us an instance $H$ with $n^{\prime}$ vertices and $\delta n^{\prime}$ hyperedges for some fixed constant $\delta$. However, $\mu_{H}=\left(1-\frac{1}{2^{\log n^{\prime}}}\right) \cdot \delta n^{\prime}=\delta n^{\prime}-\delta$. Thus, we can check whether $H$ has a splitting 2-coloring by taking $k=\lceil\delta\rceil$ as a parameter in $\mathrm{AA}-(\lceil\log n\rceil+1)$-SS and running the algorithm for AA- $(\lceil\log n\rceil+1)$-SS. Since $k=\lceil\delta\rceil$ is a constant, the algorithm with running time $n^{g(k)}$ runs in polynomial time. This completes the proof.

Thus, we have shown that there exists a fixed constant $\beta$ such that AA- $\beta \log n$-SS is not XP unless $\operatorname{NP} \subseteq \operatorname{DTIME}\left(n^{\log \log n}\right)$. This completes the proof of the theorem.

### 9.6 Conclusions

In this chapter, we generalized an old result by Edwards on the size of a max cut on connected graphs to partition connected $r$-hypergraphs. We then used this result to show an above guarantee version of MAX r-SET Splitting FPT. There are several interesting problems that are still open in parameterized study of problems above guaranteed lower bounds, as well as in the specific directions pursued in this paper. Most notable ones are:

- Is the lower bound of $\mu_{H}+\frac{n-1}{r 2^{r-1}}$ on $\zeta(H)$ for partition connected $r$-hypergraphs tight? That is, is there an infinite family of partition connected $r$-hypergraphs where $\zeta(H)=\mu_{H}+\frac{n-1}{r 2^{r-1}}$ ?
- Is $\lceil\log n\rceil$-Set-Splitting with linear number of clauses NPcomplete?
- Is the question of finding an independent set of size $\frac{n}{4}+k$ on planar
graphs FPT? Even obtaining an algorithm in XP remains elusive.


## CHAPTER 10

## Graph Searching: A Game Characterization of Cycle-rank

### 10.1 Introduction

Graph searching games are increasingly becoming a popular way to characterize, and even define, practical graph parameters. There are many advantages to a characterization by graph searching games: it provides a useful intuition which can assist in constructing more general or more specific parameters; it gives insights into relations with other, similarly characterized parameters; and it is particularly useful from an algorithmic perspective as many parameters associated with such games are both structurally robust and efficiently computable.

### 10.1.1 Node Search in Graphs

One of the most common graph searching games is the node-search game. In this game several searchers and one fugitive occupy vertices of the graph and make simultaneous moves. The (omniscient) fugitive moves along searcher-free paths of arbitrary length whereas the searchers' movements are not constrained by the topology of the graph. The goal of the game is to minimize the number of searchers required to capture the fugitive by cornering him in some part of the graph and placing a searcher on the same vertex.

This game has been extensively studied and several important graph parameters such as tree-width $\lfloor 56,217\rfloor$ and path-width $\lfloor 137\rfloor$ can be characterized by natural variants of this game. One variation frequently used, indeed the one which separates tree-width and path-width, is whether the location of the fugitive is known or unknown to the searchers.

Another common variation is whether the searchers use a monotone or a non-monotone searching strategy, that is, whether their strategy provides to the fugitive access to already searched areas (non-monotone strategy) or not (monotone strategy). Monotone search strategies lead to algorithmically useful decompositions, whereas non-monotone strategies are more robust under graph operations and hence reflect structural properties. Therefore, showing that monotone strategies require no more searchers than non-monotone strategies is an important and common question in the area. Whilst node-search games on undirected graphs tend to enjoy monotonicity $[20,145,217\rfloor$, on digraphs the situation is much less clear [2, 16, 140].

### 10.1.2 Node Search in Digraphs

Node-search games naturally extend to digraphs. However, in the translation another variation arises depending on how one views the constraints on the movement of the fugitive. One interpretation is that in the undirected case the fugitive moves along paths, so the natural translation would be to have the fugitive move along directed paths. Another view is that the fugitive moves to some other vertex in the same connected component, and here the natural translation would be to have the fugitive move within the same strongly connected component. ${ }^{1}$ Both interpretations have been studied in the literature, the former giving characterizations of parameters such as DAG-width $\lfloor 18,176\rfloor$ and directed path-width $\lfloor 16\rfloor$ and the latter giving a characterization of directed tree-width $\lfloor 129\rfloor$.

We define a variant of the node-search game in which only the most recently placed searchers may be removed; that is, the searchers must move in a last-in-first-out (LIFO) manner and we show that the minimum number of searchers required to capture a fugitive on a (di)graph with a LIFO-search is independent of:

- Whether the fugitive is visible or invisible,
- Whether the searchers use a monotone or non-monotone search, and
- Whether the fugitive is restricted to moving in searcher-free strongly connected components or along searcher-free directed paths.

This result is somewhat surprising: in the standard node-search game these options give rise to quite different parameters $\lfloor 16,18,140$.

[^6]We show that on digraphs the LIFO－search game characterizes a pre－ existing measure，cycle－rank－one of the possible generalizations of tree－ depth to digraphs（though as the definition of cycle－rank predates tree－ depth by several decades，it is perhaps more correct to say that tree－depth is an analogue of cycle－rank on undirected graphs）．

The cycle－rank of a digraph is an important parameter relating digraph complexity to other areas such as regular language complexity and asym－ metric matrix factorization．It was defined by Eggan in \71〕，where it was shown to be a critical parameter for determining the star－height of reg－ ular languages．The success of tree－depth $\lfloor 72,96,110\rfloor$ rekindled interest in it as an important digraph parameter，especially from an algorithmic perspective．

It is well known that tree－depth can be characterized by a node－search game where a visible fugitive plays against searchers that are only placed and never moved $\lfloor 96\rfloor$ ．In that paper，Ganian et al．considered one exten－ sion of this game to digraphs．Here we consider another natural extension， where the visible fugitive moves in strongly connected sets，and show that it also characterizes cycle－rank．From the above，we also obtain that the LIFO－search parameter is equivalent to the one of tree－depth．

Our final result uses these graph searching characterizations to define a dual parameter that characterizes structural obstructions for cycle－rank． We consider two kinds of obstructions．The first one is obtained from defining the notion of directed shelters．The second one is motivated by the havens of 〔129〕．Both the directed shelters and LIFO－havens define simplified strategies for the fugitive．The game characterization then im－ plies that these structural features are necessarily present when the cycle－ rank of a graph is large．By showing that the aforementioned simplified strategies are also sufficient for the fugitive，we obtain a rare instance of
an exact min-max theorem relating digraph parameters. This also implies that the notion of shelters when transferred to simple graphs characterizes structural obstructions for tree-depth.

The results appearing in this chapter can be summarized with the following characterizations of cycle-rank and tree-depth respectively.

Theorem 10.1. Let $G$ be a digraph, and $k$ a positive integer. The following are equivalent:
(i) $G$ has cycle-rank at most $k-1$.
(ii) On $G, k$ searchers can capture a fugitive with a LIFO-search strategy.
(iii) On $G, k$ searchers can capture a visible fugitive restricted to moving in strongly connected sets with a searcher-stationary search strategy.
(iv) $G$ has no LIFO-haven of order greater than $k$.
(v) G has no directed shelter of thickness greater than $k$.

Theorem 10.2. Let $G$ be a non-empty graph and $k$ be a positive integer. Then the following are equivalent.
(i) G has tree-depth at most $k$.
(ii) $O n G$, $k$ searchers can capture an invisible and agile fugitive with a monotone LIFO-search strategy.
(iii) On $G, k$ searchers can capture an invisible and agile fugitive with a LIFO-search strategy.
(iv) Every shelter in $G$ has thickness at most $k$.
(v) On $G, k$ searchers can capture a visible and agile fugitive with a monotone LIFO-search strategy.

This chapter is organised as follows. In Section 10.2, we define the LIFO-search and searcher-stationary games and show that they characterize cycle-rank. In Section 10.3, we prove the min-max theorem for cycle-rank. In Section 10.4, we consider simple graphs and argue that our results imply the existense of a min-max theorem for LIFO-search and that the LIFO-search parameter is equivalent to the one of tree-depth.

### 10.2 Searching Games for Cycle-rank

Definition 10.1 (Cycle-rank). The cycle-rank of a digraph $G, \mathbf{c r}(G)$, is defined as follows:

- If $G$ is acyclic then $\mathbf{c r}(G)=0$.
- If $G$ is strongly connected then $\mathbf{c r}(G)=1+\min _{v \in V(G)} \mathbf{c r}(G \backslash\{v\})$.
- Otherwise $\mathbf{c r}(G)=\max _{H} \mathbf{c r}(H)$ where the maximum is taken over all strongly connected components $H$ of $G$.

We begin by formally defining the LIFO-search game, and its variants, for digraphs. Each variation of the LIFO-search game gives rise to a digraph parameter corresponding to the minimum number of searchers required to capture the fugitive under the given restrictions. The main result of this section is that for any digraph all these parameters are equal. Furthermore, we show they are all equal to one more than the cycle-rank of the digraph.

### 10.2.1 LIFO-search on Digraphs

In summary, for the graph searching game in which we are interested the fugitive can run along searcher-free directed paths of any length, the searchers can move to any vertex in the graph, and the fugitive moves whilst the searchers are relocating. In this game, as in the classical node search game, the searchers first announce their move. Then the fugitive moves taking into account this information and finally the searchers carry their already announced move. The searcher's strategy may apply two types of moves in each step: either placement of a searcher on a vertex or removal of a searcher from a vertex with the restriction that only the most recently placed searchers may be removed. If a searcher is placed on the fugitive then he/she is captured and the searchers win, otherwise the fugitive wins. The goal is to determine the minimum number of searchers required to capture the fugitive. The variants we are primarily interested in are whether the fugitive is visible or invisible, and whether or not the fugitive must stay within the same strongly connected component when he/she is moving. As our fundamental definitions are dependent on these two options, we define four game variants: i, isc, v, vsc, corresponding to the visibility of the fugitive and whether he/she is constrained to moving within strongly connected components, that is, i and v correspond to an invisible and a visible fugitive respectively while isc and vsc correspond to an invisible and visible fugitive as above with the addition that the fugitives move inside the same strongly connected component. Then we parameterize our definitions by these variants.

Let us fix a digraph $G$. A position in a LIFO-search on $G$ is a pair $(X, R)$ where $X \in V(G)^{*}$ and $R$ is a (possibly empty) induced subgraph of $G \backslash\{|X|\}$, where $\{|X|\}$ denotes the set of vertices in $X$. Intuitively $X$ represents the position and ordered placement of the searchers and $R$
represents the part of $G$ that the fugitive can reach (in the visible case) or the set of vertices where he/she might possibly be located (in the invisible case). We say that a position $(X, R)$ is

- an i-position if there are no edges in $G$ from $R$ to $G \backslash R$,
- an isc-position if it is a union of strongly connected components of $G \backslash\{|X|\}$,
- a v-position if there are no edges in $G$ from $R$ to $G \backslash R$ and $G[R]$ has a strongly connected component $C$ with no edges from $G \backslash C$ to $C$, and
- a vsc-position if $R$ is a strongly connected component of $G \backslash\{|X|\}$.

To reflect how the game transitions to a new position during a round of the game we say, for $\mathbf{g v} \in\{\mathbf{i}, \mathrm{isc}, \mathrm{v}, \mathrm{vsc}\}$, a $\mathbf{g v}$-position $\left(X^{\prime}, R^{\prime}\right)$ is a $\mathbf{g v}$ successor of $(X, R)$ if either $X \preceq X^{\prime}$ or $X^{\prime} \preceq X$, with $\left|\{|X|\} \Delta\left\{\left|X^{\prime}\right|\right\}\right|=1$, and

- (for $\mathbf{g v} \in\{\mathbf{i}, \mathbf{v}\})$ For every $v^{\prime} \in V\left(R^{\prime}\right)$ there is a $v \in V(R)$ and a directed path in $G \backslash\left(\{|X|\} \cap\left\{\left|X^{\prime}\right|\right\}\right)$ from $v$ to $v^{\prime}$, or
- (for $\mathbf{g v} \in\{$ isc, vsc $\}$ ) For every $v^{\prime} \in V\left(R^{\prime}\right)$ there is a $v \in V(R)$ such that $v$ and $v^{\prime}$ are contained in the same strongly connected component of $\left.G \backslash\left(\{|X|\} \cap\left\{\mid X^{\prime}\right\}\right\}\right)$.

Ideally we would like to assume games start from $(\epsilon, G)$. However, in the visible variants of the game this might not be a legitimate position. Thus, for $\mathbf{g v} \in\{\mathrm{v}, \mathrm{vsc}\}$, if $(\epsilon, G)$ is not a $\mathbf{g v}$-position we include it as a special case, and set as its $\mathbf{g v}$-successors all $\mathbf{g v}$-positions of the form $(\epsilon, R)$. We observe that in all variants, the successor relation is monotone in the
sense that if $(X, R)$ and $(X, S)$ are positions with $S \subseteq R$ and $\left(X^{\prime}, S^{\prime}\right)$ is a successor of $(X, S)$, then there is a successor $\left(X^{\prime}, R^{\prime}\right)$ of $(X, R)$ with $S^{\prime} \subseteq R^{\prime}$.

For $\mathbf{g v} \in\{\mathbf{i}, \mathbf{i s c}, \mathrm{v}, \mathrm{vsc}\}$, a ( $\mathbf{g v}$-LIFO-) search in a digraph $G$ from $\mathbf{g v -}$ position $(X, R)$ is a (finite or infinite) sequence of gv-positions $(X, R)=$ $\left(X_{0}, R_{0}\right),\left(X_{1}, R_{1}\right), \ldots$ where for all $i \geq 0,\left(X_{i+1}, R_{i+1}\right)$ is a gv-successor of $\left(X_{i}, R_{i}\right)$. A LIFO-search is complete if either $R_{n}=\emptyset$ for some $n$, or it is infinite. We observe that if $R_{n}=\emptyset$, then $R_{n^{\prime}}=\emptyset$ for all $n^{\prime} \geq n$.

We say that a complete LIFO-search is winning for the searchers if $R_{n}=\emptyset$ for some $n$, otherwise it is winning for the fugitive. A complete LIFO-search from $(\epsilon, G)$

- is monotone if $R_{i+1} \subseteq R_{i}$ for all $i$, that is, the fugitive does not occupy positions of the graph from which he/she has already been banned,
- is searcher-stationary if $X_{i} \preceq X_{i+1}$ for all $i$ where $R_{i} \neq \emptyset$, and
- uses at most $k$ searchers if $\left|X_{i}\right| \leq k$ for all $i$.

Whilst a complete LIFO-search from $(\epsilon, G)$ describes a single run of the game, we are more interested in the cases where one of the players (particularly the searchers) can always force a win, no matter what the other player chooses to do. For this, we introduce the notion of a strategy. For $\mathbf{g v} \in\{\mathbf{i}, \mathbf{i s c}, \mathrm{v}, \mathrm{vsc}\}$, a (searcher) $\mathbf{g v}$-strategy is a (partial ${ }^{2}$ ) function $\sigma$ from the set of all gv-positions to $V(G)^{*}$ such that for all $(X, R), \sigma(X, R)$ is the first component of a $\mathbf{g v}$-successor of $(X, R)$; so with the possible exception of $(X, R)=(\epsilon, G)$, either $\sigma(X, R) \preceq X$ or $X \preceq \sigma(X, R)$. A

[^7]gv-LIFO-search $\left(X_{0}, R_{0}\right),\left(X_{1}, R_{1}\right), \ldots$ is consistent with a gv-strategy $\sigma$ if $X_{i+1}=\sigma\left(X_{i}, R_{i}\right)$ for all $i \geq 0$. A strategy $\sigma$ is winning from $(X, R)$ if all complete LIFO-searches from $(X, R)$ consistent with $\sigma$ are winning for the searchers. Likewise, a strategy is monotone (searcher-stationary, uses at most $k$ searchers) if all consistent complete LIFO-searches from $(\epsilon, G)$ are monotone (searcher-stationary, use at most $k$ searchers respectively). We say $k$ searchers can capture a fugitive on $G$ in the gv-game with a (monotone) LIFO-search strategy if there is a (monotone) gv-strategy that uses at most $k$ searchers and is winning for the searchers from $(\epsilon, G)$.

For $\mathbf{g v} \in\{i, i s c, v, v s c\}$, we define the (monotone) i-LIFO-search number of $G, \operatorname{LIFO}^{\mathbf{g v}}(G)\left(\operatorname{LIFO}^{\text {mgv }}(G)\right)$, as the minimum $k$ for which there is a (monotone) winning gv-strategy that uses at most $k$ searchers. We also define the visible, strongly connected, searcher-stationary search number of $G, \mathrm{SS}^{\mathrm{vsc}}(G)$, as the minimum $k$ for which there is a searcherstationary winning vsc-strategy that uses at most $k$ searchers.

In Section 10.3, we will also consider fugitive gv-strategies: a partial function $\rho$ from $V(G)^{*} \times \mathcal{P}(G) \times V(G)^{*}$ to induced subgraphs of $G$, defined for $\left(X, R, X^{\prime}\right)$ if $(X, R)$ is a gv-position and $X^{\prime}$ is the first component of a gv-successor of $(X, R)$. A LIFO-search $\left(X_{0}, R_{0}\right),\left(X_{1}, R_{1}\right), \ldots$ is consistent with a fugitive gv-strategy $\rho$ if $R_{i+1}=\rho\left(X_{i}, R_{i}, X_{i+1}\right)$ for all $i \geq 0$, and a fugitive strategy is winning if all consistent complete LIFO-searches are winning for the fugitive. In this section, a strategy will always refer to a searcher strategy.

### 10.2.2 Relating the Digraph Searching Parameters

We observe that in all game variants, a strategy that is winning from $(X, R)$ can be used to define a strategy that is winning from $\left(X, R^{\prime}\right)$ for any $R^{\prime} \subseteq R$ : the searchers can play as if the fugitive is located in the
larger space; and from the monotonicity of the successor relation, the assumption that the actual set of locations of the fugitive is a subset of the assumed set of locations remains invariant. One consequence is that a winning strategy on $G$ defines a winning strategy on any subgraph of $G$, so the search numbers we have defined are monotone with respect to the subgraph relation.

Proposition 10.1. Let $G$ be a digraph and $G^{\prime}$ a subgraph of $G$. Then:

- $S S^{\mathrm{vsc}}\left(G^{\prime}\right) \leq S S^{\mathrm{vsc}}(G)$, and
- $\operatorname{LIFO}^{\mathbf{g v}}\left(G^{\prime}\right) \leq \operatorname{LIFO}^{\mathrm{gv}}(G)$ for

$$
\mathrm{gv} \in\{\mathrm{i}, \mathrm{isc}, \mathrm{v}, \mathrm{vsc}, \mathrm{mi}, \mathrm{misc}, \mathrm{mv}, \mathrm{mvsc}\} .
$$

Another consequence is that a winning strategy in the invisible fugitive variant defines a winning strategy when the fugitive is visible; and a winning strategy when the fugitive is not constrained to moving within strongly connected components defines a winning strategy when he/she is. This corresponds to our intuition of the fugitive being more (or less) restricted. Also, in all game variants, a monotone winning strategy is clearly a winning strategy, and because a searcher-stationary LIFO-search is monotone, a winning searcher-stationary strategy is a monotone winning strategy. These observations yield several inequalities between the search numbers defined above. For example $\operatorname{LIFO}^{\text {vsc }}(G) \leq \operatorname{LIFO}^{\text {mi }}(G)$ as any winning monotone i-strategy is also a winning vsc-strategy. The full set of these relations is shown in a Hasse diagram in Figure 10.1, with the larger measures towards the top.

The main result of this section is that all these digraph parameters are equal to one more than cycle-rank.


Figure 10.1: Trivial relations between digraph searching parameters.

Theorem 10.3. For any digraph $G$ :

$$
\begin{aligned}
1+\mathbf{c r}(G) & =\operatorname{LIFO}^{\mathrm{mi}}(G)=\operatorname{LIFO}^{\mathrm{i}}(G)=\operatorname{LIFO}^{\mathrm{misc}}(G)=\operatorname{LIFO}^{\mathrm{isc}}(G) \\
& =\operatorname{LIFO}^{\mathrm{mv}}(G)=\operatorname{LIFO}^{\mathrm{v}}(G)=\operatorname{LIFO}^{\mathrm{mvsc}}(G)=\operatorname{LIFO}^{\mathrm{vsc}}(G) \\
& =\operatorname{SS}^{\mathrm{vsc}}(G) .
\end{aligned}
$$

Proof. From the above observations, to prove Theorem 10.3 it is sufficient to prove the following three inequalities:
(1) $\operatorname{LIFO}^{\text {vsc }}(G) \geq \operatorname{SS}^{\text {vsc }}(G)$,
(2) $\operatorname{SS}^{\mathrm{vsc}}(G) \geq 1+\mathbf{c r}(G)$, and
(3) $1+\mathbf{c r}(G) \geq \operatorname{LIFO}^{\text {mi }}(G)$.

These are established with the following series of lemmata.
Lemma 10.1. For any digraph $G, \operatorname{LIFO}^{\text {vsc }}(G) \geq S S^{\text {vsc }}(G)$.
Proof. We show that if a vsc-strategy is not searcher-stationary then it is not a winning strategy from $(\epsilon, G)$. The result then follows as this
implies every winning vsc-strategy is searcher-stationary. Let $\sigma$ be a vsc-strategy, and suppose $\left(X_{0}, R_{0}\right),\left(X_{1}, R_{1}\right), \ldots$ is a complete vsc-LIFOsearch from $\left(X_{0}, R_{0}\right)=(\epsilon, G)$ consistent with $\sigma$ which is not searcherstationary. Let $j$ be the least index such that $X_{j} \succeq X_{j+1}$ and $R_{j} \neq \emptyset$. As $X_{0}=\epsilon$, there exists $i<j$ such that $X_{i}=X_{j+1}$. By the minimality of $j$, and the assumption that we only place or remove one searcher in each round, $i=j-1$. As $X_{j-1} \preceq X_{j}, R_{j} \subseteq R_{j-1}$, and as $X_{j+1} \preceq X_{j}$, $R_{j} \subseteq R_{j+1}$. As $R_{j} \neq \emptyset$, it follows that $R_{j-1}$ and $R_{j+1}$ are the same strongly connected component of $G \backslash\left\{\left|X_{j-1}\right|\right\}$. Thus $\left(X_{j-1}, R_{j-1}\right)$ is a vsc-successor of $\left(X_{j}, R_{j}\right)$. As $\sigma\left(X_{j}, R_{j}\right)=X_{j+1}=X_{j-1}$, it follows that $\left(X_{0}, R_{0}\right),\left(X_{1}, R_{1}\right), \ldots,\left(X_{j-1}, R_{j-1}\right),\left(X_{j}, R_{j}\right),\left(X_{j-1}, R_{j-1}\right),\left(X_{j}, R_{j}\right), \ldots$ is an infinite, and hence complete, vsc-LIFO-search (from $(\epsilon, G)$ ) consistent with $\sigma$. As $R_{i} \neq \emptyset$ for all $i \geq 0$, the LIFO-search is not winning for the searchers. Thus $\sigma$ is not a winning strategy.

Lemma 10.2. For any digraph $G, S S^{\mathrm{vsc}}(G) \geq 1+\mathbf{c r}(G)$.

Proof. We prove this by induction on $|V(G)|$. If $|V(G)|=1$, then $\operatorname{SS}^{\text {vsc }}(G)=1=1+\mathbf{c r}(G)$.

Now suppose $\mathrm{SS}^{\mathrm{vsc}}\left(G^{\prime}\right) \geq 1+\mathbf{c r}\left(G^{\prime}\right)$ for all digraphs $G^{\prime}$ with $\left|V\left(G^{\prime}\right)\right|<$ $|V(G)|$. We first consider the case when $G$ is not strongly connected. From Proposition 10.1, $\mathrm{SS}^{\mathrm{vsc}}(G) \geq \max _{H} \mathrm{SS}^{\mathrm{vsc}}(H)$, where the maximum is taken over all strongly connected components $H$ of $G$. As $G$ is not strongly connected, $|V(H)|<|V(G)|$ for all strongly connected components $H$ of $G$. Therefore, by the induction hypothesis,

$$
\begin{aligned}
\operatorname{SS}^{\mathrm{vsc}}(G) & \geq \max _{H} \mathrm{SS}^{\mathrm{vsc}}(H) \\
& \geq \max _{H}(1+\mathbf{c r}(H)) \\
& =1+\mathbf{c r}(G)
\end{aligned}
$$

Now suppose $G$ is strongly connected. Let $\sigma$ be a winning searcherstationary vsc-strategy which uses $\mathrm{SS}^{\text {vsc }}(G)$ searchers. As $(\epsilon, G)$ is a legitimate vsc-position, if $(X, R)$ is a vsc-successor of $(\epsilon, G)$ then $|X|=1$. Thus $|\sigma(\epsilon, G)|=1$. Let $\sigma(\epsilon, G)=v_{0}$. As $\sigma$ is a searcher-stationary strategy which uses the minimal number of searchers, it follows that $\operatorname{SS}^{\mathrm{vsc}}\left(G \backslash\left\{v_{0}\right\}\right)=\mathrm{SS}^{\mathrm{vsc}}(G)-1$. Thus, by the induction hypothesis,

$$
\begin{aligned}
\operatorname{SS}^{\mathrm{vsc}}(G) & =\operatorname{SS}^{\mathrm{vsc}}\left(G \backslash\left\{v_{0}\right\}\right)+1 \\
& \geq\left(1+\mathbf{c r}\left(G \backslash\left\{v_{0}\right\}\right)\right)+1 \\
& \geq\left(1+\min _{v \in V(G)} \operatorname{cr}(G \backslash\{v\})\right)+1 \\
& =1+\mathbf{c r}(G) .
\end{aligned}
$$

Lemma 10.3. For any digraph $G, 1+\mathbf{c r}(G) \geq \operatorname{LIFO}^{\mathrm{mi}}(G)$.

Proof. We also prove this by induction on $|V(G)|$. If $|V(G)|=1$, then $1+\mathbf{c r}(G)=1=\operatorname{LIFO}^{\text {mi }}(G)$.

Now suppose $1+\mathbf{c r}\left(G^{\prime}\right) \geq \operatorname{LIFO}^{\text {mi }}\left(G^{\prime}\right)$ for all digraphs $G^{\prime}$ with $\left|V\left(G^{\prime}\right)\right|<|V(G)|$. First we consider the case when $G$ is not strongly connected. As $|V(H)|<|V(G)|$ for each strongly connected component $H$, by the inductive hypothesis, there is a monotone i-strategy, $\sigma_{H}$, which captures a fugitive using at most $1+\mathbf{c r}(H)$ searchers. From the definition of cycle-rank, for each strongly connected component $H$ of $G$, $\mathbf{c r}(G) \geq \mathbf{c r}(H)$, thus $\sigma_{H}$ uses at most $1+\mathbf{c r}(G)$ searchers. We define a monotone i-strategy which captures a fugitive on $G$ with at most $1+\mathbf{c r}(G)$ searchers as follows. Intuitively, we search the strongly connected components of $G$ in topological order using the monotone strategies $\sigma_{H}$. More precisely, let $H_{1}, H_{2}, \ldots, H_{n}$ be an ordering of the strongly connected com-
ponents of $G$ such that if there is an edge from $H_{i}$ to $H_{j}$ then $i<j$. We define $\sigma$ as follows.

- $\sigma(\epsilon, G)=\sigma_{H_{1}}\left(\epsilon, H_{1}\right)$,
- For $1 \leq i$, if $\{|X|\} \subseteq H_{i}$ and $R=R^{\prime} \cup \bigcup_{j=i+1}^{n} H_{j}$ where $\emptyset \neq R^{\prime} \subseteq H_{i}$, $\sigma(X, R)=\sigma_{H_{i}}\left(X, R^{\prime}\right)$,
- For $1 \leq i<n$, if $\emptyset \neq\{|X|\} \subseteq H_{i}$ and $R=\bigcup_{j=i+1}^{n} H_{j}$ then $\sigma(X, R)=$ $X^{\prime}$ where $X^{\prime}$ is the maximal proper prefix of $X$.

From the definition of i-successors and the ordering of the strongly connected components if $\left(X_{0}, R_{0}\right), \ldots\left(X_{n}, R_{n}\right)$ is an i-LIFO-search on $G$ where $\left\{\mid X_{n}\right\} \subseteq H_{i}$ and $\bigcup_{j>i} H_{j} \subseteq R_{n-1} \subseteq \bigcup_{j \geq i} H_{j}$, then $\bigcup_{j>i} H_{j} \subseteq$ $R_{n} \subseteq \bigcup_{j \geq i} H_{j}$. It follows (by induction on the length of a LIFO-search) that every LIFO-search from $(\epsilon, G)$ consistent with $\sigma$ can be divided into a sequence of LIFO-searches $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$, where $\lambda_{i}$ can be viewed as a LIFO-search consistent with $\sigma_{H_{i}}$ with $\bigcup_{j>i} H_{j}$ added to the second component of every position. Thus if each $\sigma_{H_{i}}$ is monotone, winning and uses at most $1+\mathbf{c r}(G)$ searchers, then $\sigma$ is also monotone, winning and uses at most $1+\mathbf{c r}(G)$ searchers.

Now suppose $G$ is strongly connected. Let $v_{0}$ be the vertex which minimizes $f(v)=\mathbf{c r}(G \backslash\{v\})$. Let $G^{\prime}=G \backslash\left\{v_{0}\right\}$, so $\mathbf{c r}(G)=1+\mathbf{c r}\left(G^{\prime}\right)$. By the induction hypothesis, there exists a winning monotone i-strategy $\sigma^{\prime}$ which uses at most $1+\mathbf{c r}\left(G^{\prime}\right)$ searchers to capture a fugitive on $G^{\prime}$. We define an i-strategy $\sigma$ on $G$ which uses at most $2+\mathbf{c r}\left(G^{\prime}\right)=1+\mathbf{c r}(G)$ searchers as follows. Initially, place (and keep) a searcher on $v_{0}$, then play the strategy $\sigma^{\prime}$ on $G \backslash\left\{v_{0}\right\}$. More precisely, $\sigma(\epsilon, G)=v_{0}$ and $\sigma\left(v_{0} X, R\right)=$ $v_{0} \cdot \sigma^{\prime}(X, R)$. Clearly any LIFO-search consistent with $\sigma$ can be viewed as a LIFO-search consistent with $\sigma^{\prime}$ prepended with the position $(\epsilon, G)$ and
where the first component of every position is prepended with $v_{0}$. Thus if $\sigma^{\prime}$ is monotone, then $\sigma$ is monotone, and if $\sigma^{\prime}$ is winning then $\sigma$ is winning. Thus $\sigma$ is a monotone winning i-strategy which uses at most $1+\mathbf{c r}(G)$ searchers.

### 10.2.3 Relation with Other Graph Parameters

With a characterization of cycle-rank in terms of several graph searching games we can compare it with other digraph measures defined by similar games. In particular, the directed path-width of a digraph, $\mathbf{d p w}(G)$, which can be characterized by an invisible-fugitive graph searching game $\lfloor 16\rfloor$, and the DAG-depth, $\boldsymbol{d d}(G)$ which can be characterized by a visiblefugitive, searcher-stationary searching game [96〕. Whilst the relations we present here are known $\lfloor 96,110\rfloor$, using the game characterizations we obtain a more simple and more intuitive proof.

Corollary 10.1. For any digraph $G$,

$$
\operatorname{dpw}(G) \leq \mathbf{c r}(G) \leq \mathbf{d d}(G)-1
$$

### 10.3 Obstructions for Cycle-rank

In this section, we consider the dual parameter arising from considering the graph searching games from the fugitive's perspective. We show that it can be characterized by two types of structural features, akin to the havens and brambles used to dually characterize tree-width [217]. To do so we first define the notion of the directed shelter of a digraph, a structural obstruction which we show to be dual to cycle-rank.

Definition 10.2. A directed shelter of a digraph $G$ is a collection $\mathcal{S}$ of nonempty strongly connected sets of vertices such that for any non-minimal
$S \in \mathcal{S}$

$$
\bigcap\left\{S^{\prime}: S^{\prime} \in M_{\mathcal{S}}(S)\right\}=\emptyset,
$$

where $M_{\mathcal{S}}(S)$ is the $\subseteq$-maximal elements of $\left\{S^{\prime} \in \mathcal{S}: S^{\prime} \subset S\right\}$. The thickness of a shelter $\mathcal{S}$ is the minimal length of a maximal $\subseteq$-chain.

The second structural obstruction we consider is motivated by the definition of a haven in 【129〕, a structural feature dual to directed treewidth.

Definition 10.3. A LIFO-haven of order $k$ of a digraph $G$ is a function $h$ from $V(G)^{<k}$ to induced subgraphs of $G$ such that:
(H1) $h(X)$ is a non-empty strongly connected component of $G \backslash\{|X|\}$, and
(H2) If $X \preceq Y$ and $|Y|<k$ then $h(Y) \subseteq h(X)$.

Whilst Adler $\lfloor 2\rfloor$ has shown that the havens of $\lfloor 129\rfloor$ do not give an exact min-max characterization of directed tree-width and Safari $\lfloor 214\rfloor$ has shown that directed versions of havens and brambles give rise to distinct parameters, we show that LIFO-havens and directed shelters both give a tight min-max characterization of cycle-rank.

Theorem 10.4 (Min-max Theorem for Cycle-rank). Let $G$ be a digraph and $k$ a positive integer. The following are equivalent:
(i) $G$ has cycle-rank less than $k$.
(ii) $G$ has no LIFO-haven of order greater than $k$.
(iii) $G$ has no directed shelter of thickness greater than $k$.

Proof. $(i) \Rightarrow(i i)$. Assume that it is not the case that $G$ has no LIFOhaven of order greater than $k$, that is, $G$ has a LIFO-haven $h$ of order at least $k+1$. We show that the fugitive has a winning strategy against $k$ searchers, so by Theorem 10.3, $\mathbf{c r}(G) \geq k$. Define a vsc-strategy $\rho$ for the fugitive (against $k$ searchers) by defining $\rho\left(X, R, X^{\prime}\right)=h\left(X^{\prime}\right)$ for all suitable triples $\left(X, R, X^{\prime}\right)$. From (H1), $\left(X^{\prime}, \rho\left(X, R, X^{\prime}\right)\right)$ is a valid vscposition. Furthermore, (H2) implies that if $(X, R)$ is a vsc-position such that $R=h(X)$, then $\left(X^{\prime}, \rho\left(X, R, X^{\prime}\right)\right)$ is a vsc-successor of $(X, R)$, so $\rho$ is a vsc-strategy (defined for all LIFO-searches that use at most $k$ searchers). Also, if $\left(X_{0}, R_{0}\right),\left(X_{1}, R_{1}\right) \ldots$ is a complete LIFO-search consistent with $\rho$ then $R_{i}=h\left(X_{i}\right)$ for all $i>0$. As $h(X) \neq \emptyset$ when $|X| \leq k$, it follows that all consistent complete LIFO-searches that use at most $k$ searchers are winning for the fugitive. Thus $\rho$ is a winning strategy for the fugitive, so $\operatorname{LIFO}^{\mathrm{vsc}}(G)>k$. By Theorem 10.3, $\mathbf{c r}(G) \geq k$.
$(i i) \Rightarrow(i i i)$. We show that a directed shelter $\mathcal{S}$ of thickness at least $k$ can be used to define a haven of order at least $k$. For each $X \in V(G)^{<k}$ we define $S_{X} \in \mathcal{S}$ inductively as follows. For $X=\epsilon$, let $S_{\epsilon}$ be any $\subseteq$-maximal element of $\mathcal{S}$. Note that $\left\{S \in \mathcal{S} \mid S \subset S_{\epsilon}\right\}$ is a directed shelter of thickness at least $k-1$. Now suppose $X=X^{\prime} v, S_{X^{\prime}}$ is defined, $\left.S_{X^{\prime}} \cap\left\{\mid X^{\prime}\right\}\right\}=\emptyset$, and $\mathcal{S}_{X^{\prime}}=\left\{S \in \mathcal{S} \mid S \subset S_{X^{\prime}}\right\}$ is a directed shelter of thickness at least $k-1-\left|X^{\prime}\right|$. From the definition of a directed shelter, there exists a $\subseteq$ maximal element of $\mathcal{S}_{X^{\prime}}$ that does not contain $v$, as otherwise $v \in S$ for all $S \in M_{\mathcal{S}}\left(S_{X^{\prime}}\right)$. Let $S_{X}$ be that element. As $\left.S_{X^{\prime}} \cap\left\{\mid X^{\prime}\right\}\right\}=\emptyset$ and $v \notin S_{X}$, it follows that $S_{X} \cap\{|X|\}=\emptyset$. Further, $\left\{S \in \mathcal{S} \mid S \subset S_{X}\right\}$ is a directed shelter of thickness at least $\left(k-1-\left|X^{\prime}\right|\right)-1=k-1-|X|$, satisfying the assumptions necessary for the next stage of the induction. Now for all $X \in V(G)^{<k}, S_{X}$ is a non-empty strongly connected set such that $S_{X} \cap\{|X|\}=\emptyset$. Thus there is a unique strongly connected component of
$G \backslash\{|X|\}$ that contains $S_{X}$. Defining $h(X)$ to be that component we see that $h$ satisfies (H1). For (H2), from the definition of $S_{X}$, if $X \preceq Y$ and $|Y|<k$, then $S_{X} \supseteq S_{Y}$, so $h(X) \supseteq h(Y)$. Therefore $h$ is a haven of order at least $k$.
$($ iii $) \Rightarrow(i)$. Again, we prove the contrapositive. Suppose $\mathbf{c r}(G) \geq k$. Let $G^{\prime}$ be a strongly connected component of $G$ which has cycle-rank at least $k$. We prove by induction on $k$ that $G^{\prime}$, and hence $G$, has a directed shelter of thickness at least $k+1$. Every digraph with $|V(G)| \geq 1$ has a directed shelter of thickness 1: take $\mathcal{S}=\{\{v\}\}$ for some $v \in V(G)$. Thus for $k=0$, the result is trivial. Now suppose for $k^{\prime}<k$ every digraph of cycle-rank at least $k^{\prime}$ contains a directed shelter of thickness at least $k^{\prime}+1$. For $v \in V\left(G^{\prime}\right)$, let $G_{v}^{\prime}=G^{\prime} \backslash\{v\}$. From the definition of cycle-rank, $\boldsymbol{\operatorname { c r }}\left(G_{v}^{\prime}\right) \geq k-1$ for all $v \in V\left(G^{\prime}\right)$. Thus, by the induction hypothesis, $G_{v}^{\prime}$ contains a directed shelter, $\mathcal{S}_{v}$, of thickness at least $(k-1)+1$. As $v \notin S$ for all $S \in \mathcal{S}_{v}$, it follows that $\mathcal{S}=\left\{G^{\prime}\right\} \cup \bigcup_{v \in V\left(G^{\prime}\right)} \mathcal{S}_{v}$ is a directed shelter of $G$. As $\mathcal{S}_{v}$ has thickness at least $k$ for all $v \in V\left(G^{\prime}\right), \mathcal{S}$ has thickness at least $k+1$.

Combining Theorems 10.3 and 10.4 we obtain the following.
Theorem 10.5. Let $G$ be a digraph and $k$ a positive integer. The following are equivalent:
(i) $G$ has cycle-rank at most $k-1$.
(ii) On $G, k$ searchers can capture a fugitive with a LIFO-search strategy.
(iii) On $G, k$ searchers can capture a visible fugitive restricted to moving in strongly connected sets with a searcher-stationary search strategy.
(iv) $G$ has no LIFO-haven of order greater than $k$.
(v) $G$ has no directed shelter of thickness greater than $k$.

### 10.4 LIFO-search in Simple Graphs

In this section, we consider the consequences of our results to simple graphs. Given a graph $G$, we define the digraph $G_{d}$ where $V\left(G_{d}\right)=V(G)$ and $E\left(G_{d}\right)=\{(x, y) \mid\{x, y\} \in E(G)\}$, that is, $G_{d}$ is obtained from $G$ after replacing every edge $\{x, y\} \in E(G)$ with the $\operatorname{arcs}(x, y)$ and $(y, x)$. From Definitions 10.1 and 4.1 we get that.

Observation 10.1. For every graph $G, \operatorname{td}(G)=\mathbf{c r}\left(G_{d}\right)+1$.
We now give the definition of shelters when restricted to simple graphs.
Definition 10.4 (Shelter). A shelter of $G$ is a collection $\mathcal{S}$ of non-empty connected sets in $G$ such that for every non-minimal set $S \in \mathcal{S}$ no vertex belongs to all its children, in other words,

$$
\bigcap\left\{S^{\prime} \mid S^{\prime} \in M_{\mathcal{S}}(S)\right\}=\emptyset
$$

where $M_{\mathcal{S}}(S)$ is the $\subseteq$-maximal elements of $\left\{S^{\prime} \in \mathcal{S}: S^{\prime} \subset S\right\}$. The thickness of a shelter $\mathcal{S}$ is the minimal length of a maximal $\subseteq$-chain.

In Figure 10.2 you can see a shelter of $P_{9}$ of thickness 4 and in Figure 10.3 you can see the steps of a monotone winning LIFO-strategy in $P_{9}$ using at most 4 searchers.

Observation 10.1 ensures that we may restate Theorem 10.5 for simple graphs in the following way.

Theorem 10.6. Let $G$ be a non-empty graph and $k$ be a positive integer. Then the following are equivalent.
(i) $G$ has tree-depth at most $k$.


Figure 10.2: A shelter of $P_{9}$ that has thickness 4.
(ii) On $G, k$ searchers can capture an invisible and agile fugitive with a monotone LIFO-search strategy.
(iii) On $G, k$ searchers can capture an invisible and agile fugitive with a LIFO-search strategy.
(iv) Every shelter in $G$ has thickness at most $k$.
(v) On $G, k$ searchers can capture a visible and agile fugitive with a monotone LIFO-search strategy.

However, we wish to also include a simpler straightforward proof for the case of ordinary graphs.

Proof. $(i) \Rightarrow($ ii $)$ : We proceed by induction on the quantity $k \cdot(|V(G)|-$ $2)+|\mathcal{C}(G)|$ where $k=\boldsymbol{t d}(G)$. Notice that $k \cdot(|V(G)|-2)+|\mathcal{C}(G)| \geq 0$, where the equality holds when $|V(G)|=1$, and therefore $k=1$. In such a case, the winning strategy is $\mathcal{R}=[\epsilon, x]$ where $\{x\}=V(G)$. Suppose now that the statement holds for all $G$ where $k \cdot(|V(G)|-2)+|\mathcal{C}(G)|<$ $\rho$ and let $G$ be a graph such that $k \cdot(|V(G)|-2)+|\mathcal{C}(G)|=\rho$. Let
$\mathcal{C}(G)=\left\{G_{1}, \ldots, G_{\sigma}\right\}$ where $\sigma=|\mathcal{C}(G)|$. From the definition of tree-depth it follows that $k_{i}=\boldsymbol{\operatorname { t d }}\left(G_{i}\right) \leq k$, for $i \in\{1, \ldots, \sigma\}$. We distinguish two cases.

Case $i$. If $\sigma \geq 2$, then $k_{i} \cdot\left(\left|V\left(G_{i}\right)\right|-2\right)+\left|\mathcal{C}\left(G_{i}\right)\right| \leq k \cdot\left(\left|V\left(G_{i}\right)\right|-2\right)+$ $1<k \cdot\left(\left|V\left(G_{i}\right)\right|-2\right)+\sigma=\rho, i \in\{1, \ldots, \sigma\}$ and, from the induction hypothesis, there exists a monotone winning strategy $\mathcal{R}_{i}$ for $G_{i}$ using at most $k_{i}$ searchers. Then $\mathcal{R}=\mathcal{R}_{1} \oplus \ldots \oplus \mathcal{R}_{\sigma}$ is a monotone winning strategy on $G$ using at most $k$ searchers (we use the term $\oplus$ to denote the concatenation of two sequences).

Case ii. If $\sigma=1$, then from the definition of tree-depth, $G$ contains a vertex $x$ such that the graph $G^{-}=G \backslash x$ has tree-depth $k^{-}=k-1$. As the tree-depth of $G^{-}$is a positive integer, it follows that $k \geq 2$. Notice now that $k^{-} \cdot\left(\left|V\left(G^{-}\right)\right|-2\right)+\left|\mathcal{C}\left(G^{-}\right)\right| \leq k \cdot(|V(G)|-2)-k+2<$ $k \cdot(|V(G)|-2)+1=k \cdot(|V(G)|-2)+\sigma=\rho$. Therefore, we may apply the induction hypothesis on $G^{-}$and obtain a monotone winning strategy $\mathcal{R}^{-}=\left[w_{1}, \ldots, w_{\rho}\right]$ on $G^{-}$using at most $k-1$ searchers. But then the strategy $\mathcal{R}=\left[\epsilon, x w_{1}, \ldots, x w_{\rho}\right]$ is a monotone winning strategy on $G$ using at most $k$ searchers.
$(i i i) \Rightarrow(i v)$ : We prove the contrapositive using induction on $k$. On other words, we show that for every $k \geq 0$, if $\mathcal{K}$ is a shelter of $G$ that has thickness at least $k+1$, then there is no winning strategy on $G$ using at most $k$ searchers. For $k=0$ this is obvious as we need at least one searcher to capture a fugitive escaping in a non-empty graph. Assume now that the statement is correct for all $k$ where $0 \leq k<k^{\prime}$. We will now prove that it also holds for $k=k^{\prime}$.

Let $\mathcal{K}$ be a shelter of $G$ of thickness at least $k+1$ with minimum number of maximal sets. Notice that such a shelter should have only one maximal set, as for every maximal set $T$ of $\mathcal{K},\{T\} \cup\{S \mid$
$S$ is a descendant of $T$ in $\mathcal{K}\}$ is also a shelter of $G$ of thickness at least $k+1$. Let $X$ be the maximal set of $\mathcal{K}$. We assume that $G$ is connected, otherwise we work on the connected component of $G$ that contains the maximal set of $\mathcal{K}$. Let $\mathcal{R}=\left[w_{0}, \ldots, w_{\rho}\right]$ be a winning strategy on $G$ using at most $k$ searchers and of minimum length. We say that the $i$-th move of $\mathcal{R}$ is a starting move if $w_{i-1}=\epsilon$. Clearly $\mathcal{R}$ should have at least one starting move as the first placement move is one of them. Moreover, $\mathcal{R}$ cannot have any other starting move. Indeed, if the $i$-th move is such a move where $i>1$, then $\mathcal{R}^{\prime}=\left[w_{i-1}, w_{i}, \ldots, w_{\rho}\right]$ would also be a winning strategy using at most $k$ searchers, contradicting the minimality of $\mathcal{R}$. This implies that the searcher placed first is never removed from the graph. Assume now that $x$ is the vertex where the first placement move occurs. We claim that $G^{-}=G \backslash x$ contains a shelter $\mathcal{K}^{-}$of thickness at least $k$. We distinguish two cases.

Case 1. If $x$ intersects $X$ then, from the definition of a shelter, $x$ cannot belong to all the children of $X$. Let $X^{-}$be such a child. Notice that $X^{-}$ is the maximal set of the shelter $\mathcal{K}^{-}$defined by $X^{-}$and its descendants. It follows that $\mathcal{K}^{-}$is a shelter of $G \backslash x$ of thickness at least $k$.

Case 2. If $x$ does not intersect $X$, then $\mathcal{K}=\mathcal{K} \backslash x$ and thus $\mathcal{K}^{-}=\mathcal{K}$ is a shelter of $G^{-}=G \backslash x$ of thickness at least $k+1 \geq k$. Notice now that the strategy $\mathcal{R}^{-}=\left[w_{1}^{-}, \ldots, w_{\rho}^{-}\right]$, created if we remove $x$ from $w_{i}$ for each $i \in\{1, \ldots, \rho\}$, is a winning strategy on $G^{-}$using at most $k-1$ searchers, contradicting the induction hypothesis for $k=k^{\prime}-1$.
$(i v) \Rightarrow(i)$ : Again we prove the contrapositive, that is, for every $k \geq 1$, if $\boldsymbol{\operatorname { t d }}(G) \geq k$, then there exists a shelter of $G$ that has thickness at least $k$. The case where $k=1$ is obvious as every connected component of a non-empty graph is a one element shelter of thickness 1. Assume now that the statement is correct for all $k$ where $0 \leq k<k^{\prime}$. We will prove that it
also holds for $k=k^{\prime}$. Let $G$ be a graph where $\operatorname{td}(G) \geq k$ and let $G^{\prime}$ be one of its connected components that has tree-depth at least $k$. We prove that $G^{\prime}$ has a shelter $\mathcal{K}$ of thickness at least $k$. As $\mathcal{K}$ is also a shelter of $G, G$ has a shelter of thickness $k$. As $\boldsymbol{\operatorname { t d }}\left(G^{\prime}\right) \geq k$ and $G^{\prime}$ is connected, it follows that for every $x \in V\left(G^{\prime}\right), \boldsymbol{\operatorname { t d }}\left(G^{\prime} \backslash x\right) \geq k-1$. From the induction hypothesis, for every $x \in V\left(G^{\prime}\right), G^{(x)}=G^{\prime} \backslash x$ contains a shelter $\mathcal{K}^{(x)}$ of thickness at least $k-1$. Notice that $\mathcal{K}=\left\{V\left(G^{\prime}\right)\right\} \cup \bigcup_{x \in V\left(G^{\prime}\right)} \mathcal{K}^{(x)}$ is a shelter of $G^{\prime}$, as $\bigcap_{x \in V\left(G^{\prime}\right)}\left(V\left(G^{\prime}\right) \backslash x\right)=\emptyset$. Moreover, $\mathcal{K}$ has thickness one more than the minimum thickness of $\mathcal{K}^{(x)}, x \in V\left(G^{\prime}\right)$, therefore $\mathcal{K}$ is a shelter of thickness at least $k$, as required.

Finally, it is trivial to see that $(i i) \Rightarrow(v)$ (since we can follow the same strategy in the case where the fugitive is visible), while for $(v) \Rightarrow(i i)$ it is enough to recall that from the results in $\lfloor 96\rfloor$ there is a searcher-stationery strategy for a visible and agile fugitive which is also a monotone LIFOsearch strategy.


Figure 10.3: A monotone winning LIFO-strategy in $P_{9}$ using 4 searchers.
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separation triple $\delta \iota \alpha \chi \omega \rho \iota \sigma \tau \iota \chi \dot{\eta} \tau \rho ı \alpha ́ \delta \alpha$
sequence $\alpha x о \lambda о \cup \vartheta i \alpha$
augmenting $\varepsilon \pi \alpha \cup \xi \eta \tau เ x n$
set $\sigma$ úvo
dominating rupıapxías
edge $\alpha x \mu \dot{\omega} \nu$
obstruction $\pi \alpha \rho \varepsilon \mu \pi o ́ \delta \iota \sigma \eta$ ，
immersion $\varepsilon \mu \beta \cup \vartheta$ í $\sigma \varepsilon \omega \nu$
minor $\varepsilon \lambda \alpha \sigma \sigma o ́ v \omega \nu$
siblings $\alpha \delta \varepsilon \rho \varphi \dot{\sim}$ кориро́v
vertex корирóv
feedback $\alpha \nu \alpha ́ \delta \rho \alpha \sigma \eta$ ऽ
set splitting $\delta \iota \alpha \chi \omega p ı \sigma \mu o ́ \varsigma ~ \sigma \cup v o ́ \lambda \omega \nu$
above average $\alpha, \nu \omega \mu$ ह́ $\sigma o \cup$ ópou
shelter $\chi \alpha \tau \alpha \varphi$ и́үь
directed $\delta 1 \alpha \tau \varepsilon \tau \alpha \gamma \mu$ ह́vo
thickness $\pi \dot{\alpha} \chi \circ \varsigma$
thickness $\pi \alpha ́ \chi o \varsigma$
spanner $\pi \alpha p \alpha ́ \gamma o \nu \tau \alpha \varsigma$
multiplicative $\pi \circ \lambda \lambda \alpha \pi \lambda \alpha \sigma ı \alpha \sigma \tau \ldots \nless<$
stretch factor $\sigma u \nu \tau \varepsilon \lambda \varepsilon \sigma \tau \dot{\eta}$ є́x $\tau \alpha \sigma \eta$,
$F$-split $F$ - $\sigma \chi i \sigma \mu \alpha$
star $\alpha \sigma \tau$ ép।
strategy $\sigma \tau \rho \alpha \tau \eta \gamma\llcorner x \dot{n}$
monotone $\mu$ оvótovn
non-monotone $\mu \eta$ - $\mu$ оо́́тov $\eta$
searcher stationary $\sigma \tau \alpha \vartheta \mu \varepsilon \cup \mu \varepsilon ́ v \omega \nu \alpha \nu \iota \chi \nu \varepsilon \cup \tau \omega \dot{\jmath}$
subgraph utoүрд́ф $\eta \mu \alpha$
induced evarópevo
spanning $\pi \alpha p \alpha \gamma o ́ \mu \varepsilon \nu o$
surface $\varepsilon \pi \iota \varphi \alpha ́ \alpha \varepsilon \iota \alpha$
compact $\sigma u \mu \pi \alpha \gamma \dot{n} s$
Eüler genus $\gamma$ と́vos Eüler
manifold $\pi o \lambda \lambda \alpha \pi \lambda o ́ \tau \eta \tau \alpha$
boundary ópıo
orientable $\pi \rho \circ \sigma \alpha \nu \alpha \tau o \lambda \iota \sigma \mu \varepsilon ́ \nu \eta$

Eüler genus үévos Eüler
technique $\tau \varepsilon \chi \vee เ x ท ́$
irrelevant vertex $\mu \eta-\sigma \chi \varepsilon \tau \iota \varkappa \dot{\rho}$
theorem $\vartheta \varepsilon \dot{\omega} \rho \eta \mu \alpha$
excluded grid $\alpha \pi o x \lambda \varepsilon ı \sigma \mu \varepsilon ́ v \eta s ~ \sigma \chi \alpha ́ p \alpha s$
four color $\tau \varepsilon \sigma \sigma \alpha ́ \rho \omega \nu ~ \chi \rho \omega \mu \alpha ́ \tau \omega \nu$
graph minor $\varepsilon \lambda \alpha \sigma \sigma o ́ v \omega \nu$ үраф $\quad \mu \alpha \dot{\tau} \tau \omega$
meta-algorithmic $\mu \varepsilon \tau \alpha-\alpha \lambda \gamma о р \imath \vartheta \mu \iota \propto о ́$
structure боцихо́
strong เซХЧ○ó
weak $\alpha \sigma \vartheta \varepsilon ข$ ย́ร
theory $\vartheta \varepsilon \omega$ pí $\alpha$
bidimensionality $\delta \iota \sigma \delta \iota \alpha \sigma \tau \alpha \tau о ́ \tau \eta \tau \alpha \varsigma$
graph minor $\varepsilon \lambda \alpha \sigma \sigma o ́ v \omega \nu$ үрафпид́ $\tau \omega \nu$
parameterized complexity $\pi \alpha \rho \alpha \mu \varepsilon \tau \rho เ x \eta ́ s ~ \pi о \lambda \cup \pi \lambda о \chi o ́ \tau \eta \tau \alpha \varsigma$
tiling $\pi \lambda \alpha x o ́ \sigma \tau \rho \omega \sigma \eta$
monohedral $\mu$ оvоєбрıи́n
regular жаvovเx'́
tour $\pi \varepsilon р ю \delta \varepsilon$ í $\alpha$
tree $\delta$ év $\tau \rho 0$
detachment $\alpha \pi о$ о́ $\lambda \lambda \eta \sigma \eta s$
elimination סıаүpapńs
minimum height $\varepsilon \lambda \dot{\alpha} \chi$ เбтou ט́ Uous
leaves $\varphi \dot{\prime} \lambda \lambda \lambda \alpha$
ternary трıбдько́
tree decomposition $\delta \varepsilon \nu \tau \rho \circ \alpha \pi \sigma \sigma \cup ́ v \vartheta \varepsilon \sigma \eta$
bag $\tau \sigma \alpha ́ \nu \tau \alpha$
closure $x \lambda \varepsilon$ ๘то́тทт $\alpha$

forget $\lambda \eta$ in $\eta$ s
introduction $\varepsilon เ \sigma \alpha \gamma \omega \gamma{ }^{\prime}{ }^{\prime} s$
join $\sigma$ ט́vóeons
small $\mu$ uxp
torso xopuós
width $\pi \lambda$ д́tos
tree-dec expansion $\delta \varepsilon \nu \tau \rho \dot{-\varepsilon \pi \varepsilon ́ \chi \tau \alpha \sigma \eta ~}$

tree-width $\delta \varepsilon \nu \tau \rho \circ \pi \lambda \alpha$ д́os
directed ঠıんтєтаүүи́vo
vertex ropugń
degree $\beta \alpha \vartheta$ йós
overlapping $\varepsilon \pi เ \leftharpoonup \alpha \lambda \dot{́} \pi \tau o \cup \sigma \alpha$
vertex cover $\chi \dot{\alpha} \lambda \cup \mu \mu \alpha$ жорицо́̀

vertices корифе́s
adjacent $\begin{array}{r}\text { عıtovıxés } \\ \hline\end{array}$
apices $\alpha \pi o ́ \gamma \varepsilon є ६ ~$
distance $\alpha \pi$ óбт $\alpha \sigma \eta$
vortex $\sigma \tau \rho o ́ \beta ı \lambda o s$
walk $\pi \varepsilon \rho i \pi \alpha \tau о \varsigma$
wall toíxos
brick toи́ß入o
neighboring үદıтоvıx́
compass $\pi \varepsilon \rho \iota \varphi$ ¢́pєı
corner $\gamma \omega \nu^{\prime} \alpha$
antidiametrical pairs $\alpha \nu \tau \iota \delta \iota \alpha \mu \varepsilon \tau \rho \iota \alpha \alpha ́ \zeta \varepsilon u ́ \gamma \eta$
flat $\downarrow о ́ \pi \varepsilon \delta \circ \varsigma$
height Ú廿оऽ
layer $\sigma \tau \rho \omega \dot{\mu} \alpha$
paths $\mu о \nu о \pi \alpha ́ \tau เ \alpha$
eastern $\alpha \nu \alpha \tau \circ \lambda \iota \varkappa$ о́тєро
horizontal opiگóvtı $\alpha$
northern $\beta$ орєıótєро
southern vo兀ıótعคо
vertical $\chi \alpha ́ \vartheta \varepsilon \tau \alpha$
western $\delta \cup \tau \varkappa о ́ \tau \varepsilon \rho \circ$
perimeter $\pi \varepsilon \rho i ́ \mu \varepsilon \tau \rho о \varsigma$
rural division $\pi \varepsilon \rho \iota \varphi \varepsilon \rho \varepsilon \iota \alpha x \grave{\eta} \delta \iota \alpha i \rho \varepsilon \sigma \eta$
flap $\pi \tau \varepsilon \rho \cup ́ \gamma เ o$
internal flap عбぃтєрıxó $\pi \tau \varepsilon \rho u ́ \gamma ю$
subdivided $\cup \pi о \delta \iota \alpha \iota \rho \varepsilon \mu$ ́́voऽ
subdivision $\cup \pi o \delta \iota \alpha i ́ \rho \varepsilon \sigma \eta$
tight $\sigma \varphi$ ぃх兀ós
vertex кори甲и́
important $\sigma \eta \mu \alpha \nu \tau \iota x \dot{\eta}$
original $\pi \rho \omega \tau \alpha \rho \chi เ \varkappa \eta$
subdivision $u \pi o \delta \iota \alpha i p \varepsilon \sigma \eta$ s
algorithm
subexponential, 172
annulus, 25
railed, 44
anti-chain, 36
assignment
splitting, 212
automorphism, 64
$\lambda$-preserving, 64
involutive, 64
branch decomposition, 44
width, 45
branch-width, 45
chord, 17
color, 19
coloring
graph, 19
proper, 19
hypergraph, 196
$k$-Coloring, 164
component
connected, 18
conjecture
Nash-Williams', 38
Vázsonyi, 38
Wagner, 38
contraction
edge, 19
graph, 20
model of vertex, 21
smooth, 118
cut of a graph, 189
size, 189
cut-set
strong, 196
cycle, 16
facial, 24
length, 17
cycle rank, 224
cylinder, 44
digraph, 16
strongly connected, 221
edge
incident, 16
edge lift, 19
edge sum, 41
edge-connectivity of a graph, 20
edge-cut, 20
internal, 20
minimal, 20
edge-linkage, 106
$r$-approximate, 106
component, 106
order, 106
Eüler genus of a graph, 25
Fourier expansion, 197
coefficients, 197
exponential time hypothesis, 187
face of planar graph, 24
family
cycles
nested, 26
paths
confluent, 26
forest, 18
hypergraph, 196
fugitive, 220
omniscient, 220
graph, 15
apex, 24
$\alpha$-apex, 24
asymmetric, 76
2-asymmetric, 76
bipartite, 17
complete, 18
chordal, 17
complete, 17
connected, 18
$k$-connected, 20
directed, 16
strongly connected, 221
$k$-edge-connected, 20
$\Sigma$-embeddable, 25
$\Sigma_{0}$-embedded, 25
empty, 16
Gaifman, 196
incidence, 24
line, 18
$H$-minor-free, 21
nearly embeddable, 111
outerplanar, 149
planar, 24
plane, 24
primal, 196
sub-cubic, 16
triangulated, 17
triangulation, 17
graph class
covering, 177
$H$-minor-free, 22
MSO-definable, 32
layer-wise, 100
packing, 177
width, 100
graph connectivity, 20
graph embedding
2-cell, 25
planar, 24
graph separator, 20
graphs
disjoint, 18
disjoint union, 18
edge-, 17
hom-equivalent, 64
homomorphic, 64
intersection, 18
isomorphic, 64
union, 18
vertex-, 17
grid, 27
corner, 27
triangulated, 114
loaded corner, 115
vertex
external, 27
internal, 27
homomorphism, 64
honeycomb, 142
hyperedge, 190
split, 196
hypergraph, 16
connected, 196
partition, 196
planar, 24
$r$-hypergraph, 190
hypertree, 196
immersion, 22
model, 22
minimal, 22
strong, 22
isomorphism, 64
kernel, 185
linear, 185
polynomial, 185

LIFO-haven, 235
order, 235
isc-LIFO-search, 225, 227
complete, 227
fugitive strategy, 228
consistent, 228
winning, 228
monotone, 227
isc-position, 226
searcher-stationery, 227
isc-strategy, 227
isc-successor, 226
using $k$ searchers, 227
winning
for the fugitive, 227
for the searchers, 227
i-LIFO-search, 225, 227
complete, 227
fugitive strategy, 228
consistent, 228
winning, 228
monotone, 227
i-position, 226
searcher-stationery, 227
i-strategy, 227
i-successor, 226
using $k$ searchers, 227
winning
for the fugitive, 227
for the searchers, 227
vsc-LIFO-search, 225, 227
complete, 227
fugitive strategy, 228
consistent, 228
winning, 228
monotone, 227
vsc-position, 226
searcher-stationery, 227
vsc-strategy, 227
vsc-successor, 226
using $k$ searchers, 227
winning
for the fugitive, 227
for the searchers, 227
v-LIFO-search, 225, 227
complete, 227
fugitive strategy, 228
consistent, 228
winning, 228
monotone, 227
v-position, 226
searcher-stationery, 227
v-strategy, 227
v-successor, 226
using $k$ searchers, 227
winning
for the fugitive, 227
for the searchers, 227
linkage, 24
$r$-approximate, 23
component, 23
order, 23
unique, 24
vital, 24
logic
first-order
syntax, 31
second-order
monadic, 31
matching, 206
saturated, 206
Max Cut, 189
minor, 21
topological, 22
distance, 169
multigraph, 16
multiset, 16

NAE-SAT, 211
neighborhood
at distance $r, 17$
closed, 16
open, 16
number
chromatic, 19
covering, 177
cycle domination, 179
$r$-dominating, 178
isc-LIFO-search, 228
monotone, 228
i-LIFO-search, 228 monotone, 228
vsc-LIFO-search, 228 monotone, 228
v-LIFO-search, 228
monotone, 228
packing, 177
scattered cycle, 179
$r$-scattering, 178
obstruction
immersion, 40
minor, 40
orbit of group
automorphism, 75
orthogonal drawing, 148
box, 148
joining vertex, 148
parameter
bidimensional
under taking of contractions, 172
under taking of distance topological minors, 175
under taking of minors, 172
under taking of topological minors, 175
parameterization of a problem, 164 natural, 165
part of partition, 17
partial ordering, 36
well-quasi-ordering, 36
path, 16
endpoints, 16
length, 17
path decomposition, 23
width, 23
path-width, 23
paths
confluent, 26
well-arranged, 17
problem
fixed-parameter tractable, 165
parameterized, 164
product
cartesian, 19
lexicographic, 18
property

Erdős-Pósa, 177
fixed point, 64
pseudo-Boolean function, 197
pyramid, 115
rails of annulus, 44
FPT reduction, 166
reduction rule, 185
relation
contraction, 20
smooth, 118
immersion, 22
minor, 21
minimal model, 21
model, 21
subdivision, 22
subgraph, 20
induced, 20
spanning, 20
topological minor, 22
distance, 169
searcher, 220
separation triple, 183
set
dominating, 31
edge, 15
feedback
vertex set, 177
obstruction
immersion, 40
minor, 40
siblings, 84
vertex, 15
Set Splitting
Above Average, 194
Max, 190
shelter, 238
directed, 234
thickness, 235
thickness, 238
spanner
multiplicative, 168
stretch factor, 168
split, 42
star, 18
subdivision of a graph, 22
subgraph, 20
induced, 20
spanning, 20
$k$-subset, 15
surface, 25
Eüler genus, 25
orientable
Eüler genus, 25
theorem
excluded grid, 161
for contractions, 141
for distance top. minors, 170
for immersions, 160
for minors, 140
for topological minors, 141
graph minors, 38
Kuratowski, 35
meta-algorithmic, 59
strong structure, 114
unique linkage, 97
weak structure, 109
tiling, 139
monohedral, 139
regular, 140
tour, 24
$\Delta Y$-transformation, 19
tree, 18
detachment, 149
leaves, 18
ternary, 18
tree decomposition, 22
bag, 22
closure, 112
nice, 182
base node, 182
forget note, 181
introduce node, 181
join node, 181
small, 113
torso, 112
width, 23
tree-dec expansion, 99
tree-depth, 63
tree-width, 23
vertex
degree, 16
disk around, 26
important, 147
overlapping, 26
vertex bipartition, 189
$k$-Vertex Cover, 164
vertex dissolution, 19
vertex ranking, 63
vertices
adjacent, 16
distance, 17
vortex, 112
walk, 16
wall, 27
brick, 28
compass, 29
corners, 28
anti-diametrical pairs, 28
flat, 115
height, 27
layer, 28
$i$-th, 28
neighboring bricks, 28
path
eastern, 29
horizontal, 28
northern, 28
southern, 28
vertical, 29
western, 29
perimeter, 28
rural division, 116
flap, 116
internal flap, 116
subdivided, 28
tight, 147
vertices
original, 28
subdivision, 28


[^0]:    ${ }^{1}$ Inter - University Program of Graduate Studies in Logic and Theory of Algorithms and Computation

[^1]:    ${ }^{2}$ These are lyrics from a song written by Pavlos Sidiropoulos. Loosely translated, they say that: "I am going away now, the time has come, but perhaps I will see you again".

[^2]:    ${ }^{1}$ Allegedly, this theorem had also been proved in a manuscript of L. Pontryagin and sometimes is also appears as Kuratowski - Pontryagin Theorem.

[^3]:    ${ }^{2}$ According to R. Diestel, while the conjecture has been attributed to Klaus Wagner, he himself had always denied discussing it, even after its proof appeared!

[^4]:    ${ }^{1}$ As the figures only aim to facilitate intuition the surface $\Sigma$ is depicted as a torus. Note, however, that we work on general surfaces of bounded genus.

[^5]:    ${ }^{1} \mathrm{~A}$ graph is called outerplanar if it is a plane graph and all of its vertices lie in the outer face.

[^6]:    ${ }^{1} \mathrm{~A}$ digraph $G$ is strongly connected if for every two vertices $u, v \in V(G)$ it contains a path from $u$ to $v$ and a path from $v$ to $u$.

[^7]:    ${ }^{2}$ A strategy need only be defined for all positions $(X, R)$ that can be reached from $(\epsilon, G)$ in a LIFO-search consistent with the strategy. However, as this definition is somewhat circular, we assume strategies are total.

