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ABSTRACT 

 

Cold atmospheric pressure plasma jets (APPJs) have a huge potential in a wide range 
of applications including surface activation and modification, deposition of thin films, as 
well as agriculture and biomedical applications, such as food decontamination, wound 
healing, and cancer treatment. Modeling and simulation of APPJs can contribute to a 
better understanding of the operation of pertinent devices and the design of new, more 
advanced ones. Multidimensional, detailed, models are widely used for plasma 
simulations and usually their solution entails a high computational cost (in time and 
memory). The number of unknown variables, and as a consequence the computational 
cost, further increases when the number of species being taken into account increases. 
This is the case with APPJ devices, which are not enclosed: A large number of species 
has to be taken into account in the reaction set due to the presence of air, containing 
O2, N2, and H2O, in the gas mixture. 

In this thesis, instead of using detailed models with a high computational cost, a global 
model is proposed for the simulation of APPJs; a global model is essentially a zero 
dimensional model, i.e., no spatial variations of variables can be resolved. Instead, 
spatially, volume, averaged quantities are used. In particular, a homemade code for 
global modeling in low pressure plasma reactors, namely πlasma-R, is extended to 
handle cases of APPJs. The model is formulated and solved at transient state; a fast 
solver is utilized. By transforming the transient solution to a spatial solution (1d) through 
the flow velocity, the extended model can calculate the active species densities and 
electron temperature along the distance from the device exit in a very short amount of 
time (several seconds).The model is not self-consistent: It requires several experimental 
measurements such as the flow velocity along the distance from the device exit. 

The results of the extended model are verified by a comparison with a seminal 
simulation work for Ar APPJs from the literature; the reaction set consists of 846 
reactions and the total number of species is 84. 

Critical for the calculations of the extended model is the electron energy distribution 
function (EEDF) which is either considered as Maxwellian or is calculated by a 
Boltzmann equation solver, namely Bolsig+. The solver calculates the EEDF but only 
for a limited number of conditions; to minimize the use of the Boltzmann equation solver 
(which is external to the extended global model), the EEDF is considered constant in 
spatial spaces along the jet. It is found that the use of Maxwellian EEDF instead of the 
EEDF coming from the Boltzmann solver yields a significantly different electron 
temperature; however, the differences for the calculated species densities along the jet 
are less pronounced. 

Finally, in an attempt to develop a self-consistent model for APPJs and eliminate the 
need for inputs from experimental measurements, two dimensional fluid simulations of 
the jet, decoupled from the plasma simulation, are made. The flow field and the species 
(Ar, N2, O2 and H2O) densities are calculated with various turbulent models; the results 
show that there are slight discrepancies among the model results, mainly near the 
nozzle exit. 

SUBJECTAREA: simulation of atmospheric pressure plasma jet 

KEYWORDS: plasma jet, global model, atmospheric pressure plasma, turbulent flow, 

stiff differential equations 

 



ΠΔΡΙΛΗΦΗ 
 

Τν ςπρξό Πιάζκα Τύπνπ Τδεη ζε Αηκνζθαηξηθή Πίεζε (ΠΤΤΑΠ) παξνπζηάδεη κεγάιε 
δπλακηθή ζε έλα κεγάιν εύξνο εθαξκνγώλ, όπσο ε ελεξγνπνίεζε θαη ηξνπνπνίεζε 
επηθαλεηώλ, ε απόζεζε πκελίσλ, ε απνιύκαλζε ηξνθίκσλ, ε επνύισζε πιεγώλ θαη ε 
αληηθαξθηληθή ζεξαπεία. Η πξνζνκνίσζε ηνπ ΠΤΤΑΠ κπνξεί λα ζπλεηζθέξεη ζηελ 
θαιύηεξε θαηαλόεζε ηεο ιεηηνπξγίαο ησλ ζπζθεπώλ πνπ ην παξάγνπλ θαη ζην 
ζρεδηαζκό λέσλ. Λεπηνκεξή κνληέια πνιιαπιώλ δηαζηάζεσλ έρνπλ ρξεζηκνπνηεζεί 
επξέσο γηα πξνζνκνηώζεηο πιάζκαηνο. Σπλήζσο ζπλνδεύνληαη από πςειό 
ππνινγηζηηθό θόζηνο (ζε ρξόλν θαη κλήκε). Τν θόζηνο απηό απμάλεηαη ζηελ πεξίπησζε 
αηκνζθαηξηθνύ πιάζκαηνο εμαηηίαο ηεο παξνπζίαο αέξα ζην κίγκα αεξίσλ: Τν πιήζνο 
ησλ ρεκηθώλ ζπζηαηηθώλ θαη άξα ην πιήζνο ησλ αγλώζησλ απμάλεηαη εμαηηίαο ηεο 
δηάζπαζεο ησλ ζπζηαηηθώλ ηνπ αηκνζθαηξηθνύ αέξα [Ar, N2, O2, H2O (πδξαηκνί)] θαη 
ησλ αληηδξάζεσλ κεηαμύ ησλ δηαζπαζκέλσλ ζπζηαηηθώλ.  

Σηα πιαίζηα ηεο παξνύζαο εξγαζίαο, γίλεηαη ρξήζε κνληέινπ κεδεληθήο δηάζηαζεο (0δ, 
global model), ην νπνίν κεηώλεη ζεκαληηθά ην ππνινγηζηηθό θόζηνο ησλ ιεπηνκεξώλ 
κνληέισλ, γηα ηελ πξνζνκνίσζε ΠΤΤΑΠ. Σπγθεθξηκέλα, θώδηθαο γηα ηελ πξνζνκνίσζε 
πιάζκαηνο ζε αληηδξαζηήξεο ρακειήο πίεζεο κε κνληέιν 0δ (πlasma-R) δηεπξύλεηαη 
ώζηε λα κπνξεί λα δηαρεηξίδεηαη θαη πεξηπηώζεηο ΠΤΤΑΠ. Τν δηεπξπκέλν κνληέιν 
δηαηππώλεηαη θαη επηιύεηαη ζε κεηαβαηηθή θαηάζηαζε κε ρξήζε απνδνηηθνύ επηιύηε. 
Μπνξεί λα δώζεη απνηειέζκαηα ζε πνιύ κηθξό ρξόλν (κεξηθά δεπηεξόιεπηα) γηα ηηο 
ζπγθεληξώζεηο ησλ ρεκηθώλ ζπζηαηηθώλ θαη ηε ζεξκνθξαζία ησλ ειεθηξνλίσλ θαηά 
κήθνο ηεο απόζηαζεο από ηελ έμνδν ηεο ζπζθεπήο. Απηό είλαη εθηθηό γηα έλα κνληέιν 
0δ κε κεηαηξνπή ηεο ρξνλνεμαξηώκελεο ιύζεο ζε ρσξηθή, 1δ, ιύζε κέζσ ηεο 
ηαρύηεηαο ξνήο. Τν δηεπξπκέλν κνληέιν δελ είλαη απηόλνκν (self-consistent), αθνύ γηα 
ηελ επίιπζή ηνπ ρξεηάδνληαη πεηξακαηηθέο κεηξήζεηο, όπσο ε ηαρύηεηα ξνήο ηνπ ηδεη. 

Τα απνηειέζκαηα ηνπ δηεπξπκέλνπ κνληέινπ επαιεζεύνληαη κέζσ ηεο ζύγθξηζήο ηνπο 
κε απηά εξγαζίαο όπνπ γίλεηαη πξνζνκνίσζε πιάζκαηνο (Αξγνύ) ηύπνπ ηδεη ζε 
αηκνζθαηξηθή πίεζε. Τν ζπλνιηθό πιήζνο ησλ ρεκηθώλ ζπζηαηηθώλ είλαη 84 θαη ην 
πιήζνο ησλ αληηδξάζεσλ 846. Μηα πνιύ ζεκαληηθή παξάκεηξνο γηα ηνπο 
ππνινγηζκνύο ηνπ δηεπξπκέλνπ κνληέινπ είλαη ε θαηαλνκή ελέξγεηαο ησλ ειεθηξνλίσλ 
(ΚΔΗ), ε νπνία είηε ζεσξείηαη Maxwell είηε ππνινγίδεηαη από επηιύηε ηεο εμίζσζεο 
Boltzmann (Bolsig+). Ο επηιύηεο ππνινγίδεη ηελ ΚΔΗ αιιά κόλν γηα έλαλ νξηζκέλν 
αξηζκό δηαθνξεηηθώλ ζπλζεθώλ: Γηα λα κεησζεί ε ρξήζε ηνπ επηιύηε, ν νπνίνο είλαη 
εμσηεξηθόο ηνπ δηεπξπκέλνπ κνληέινπ, ε ΚΔΗ ζεσξείηαη ζηαζεξή ζε ρσξηθά δηαζηήκαηα 
θαηά κήθνο ηνπ ηδεη. Τα απνηειέζκαηα δείρλνπλ όηη ελώ ε ζεώξεζε KEH Maxwell 
νδεγεί ζε ζεξκνθξαζία ειεθηξνλίσλ πνπ δηαθέξεη ζεκαληηθά από ηε ζεξκνθξαζία πνπ 
ππνινγίδεηαη όηαλ ε ΚΔΗ πξνέξρεηαη από ηελ επίιπζε ηεο εμίζσζεο Boltzmann, νη 
δηαθνξέο ζηηο ζπγθεληξώζεηο ησλ ζπζηαηηθώλ θαηά κήθνο ηνπ ηδεη δελ είλαη ην ίδην 
ζεκαληηθέο. 

Τέινο, ζε κηα πξνζπάζεηα λα αλαπηπρζεί απηόλνκν κνληέιν γηα ΠΤΤΑΠ, ην νπνίν δελ 
ζα ρξεηάδεηαη πεηξακαηηθέο κεηξήζεηο γηα ηελ επίιπζή ηνπ, γίλνληαη 2δ πξνζνκνηώζεηο 
ηεο ξνήο απνζπδεπγκέλεο από ην πιάζκα. Τν πεδίν ξνήο θαη νη ζπγθεληξώζεηο ησλ Ar, 
N2, O2 θαη H2O ππνινγίδνληαη κε δηαθνξεηηθά κνληέια ηπξβώδνπο ξνήο θαη ηα 
απνηειέζκαηα δείρλνπλ κηθξέο απνθιίζεηο κεηαμύ ησλ κνληέισλ, θπξίσο θνληά ζηελ 
έμνδν ηεο δηάηαμεο.  

ΘΔΜΑΣΙΚΗ ΠΔΡΙΟΥΗ: Πξνζνκνίσζε πιάζκαηνο ηύπνπ ηδεη 

ΛΔΞΔΙ ΚΛΔΙΓΙΑ: πιάζκα ηύπνπ ηδεη, κνληέιν κεδεληθήο δηάζηαζεο,πιάζκα 

αηκνζθαηξηθήο πίεζεο, ηπξβώδεο ξνή, δύζθακπηεο (stiff) 

δηαθνξηθέο εμηζώζεηο 
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1. INTRODUCTION 

1.1 What is plasma? 

Plasmas are often called a fourth state of matter (Figure 1.1). A solid substance in 
thermal equilibrium generally passes into a liquid state as the temperature is increased 
at a fixed pressure. The liquid passes into a gas as the temperature is further increased. 
At a sufficiently high temperature, the molecules in the gas decompose to form a gas of 
atoms that move freely in random directions, except for infrequent collisions between 
atoms. If the temperature is further increased then the atoms decompose into freely 
moving charged particles (electrons and positive ions), and the substance enters the 
plasma state. Besides heating, the application of electromagnetic fields can produce 
plasmas; the latter is the origin of plasmas used for technological applications.  

A plasma is a collection of free charged particles moving in random directions that is, on 
the average, electrically neutral (Figure 1.2a). The fractional ionization of a plasma is 
𝑥𝑖𝑧 = 𝑛𝑖/(𝑛𝑖 + 𝑛𝑔) where 𝑛𝑔  is the neutral gas density and 𝑛𝑖  is the ions density. 𝑥𝑖𝑧  is 

near unity for fully ionized plasmas, and 𝑥𝑖𝑧 ≪ 1 for weakly ionized plasmas [1]. 

 
Figure 1.1: The four states of matter [2]. 

1.2 Types of plasmas 

Much of the matter in the universe is in the plasma state. This is true because stars, as 
well as most interstellar matter, are plasmas. Although stars are plasmas in thermal 
equilibrium (𝑇𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛 = 𝑇𝑖𝑜𝑛 = 𝑇𝑔𝑎𝑠 ), the light and heavy charged particles in many 

laboratory discharges are almost never in thermal equilibrium (non-equilibrium 
plasmas), either between themselves or with their surroundings. Because these 
discharges are electrically driven and are weakly ionized, the applied power 
preferentially heats the mobile electrons, while the heavy ions efficiently exchange 

energy by collisions with the background gas. Hence, 𝑇𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛 =  𝑇𝑒 ≫ 𝑇𝑖𝑜𝑛  for these 
plasmas [1].  
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Figure 1.2: Schematic view of (a) a plasma and (b) an electrically driven discharge [1]. 

A simple discharge is shown schematically in Figure 1.2b. It consists of a voltage 
source that drives current through a low-pressure gas between two parallel conducting 
plates or electrodes. The gas ―breaks down‖ to form a plasma, usually weakly ionized, 
that is, the plasma density (electron density) is only a small fraction of the neutral gas 
density. 

 

         Figure 1.3: Space and laboratory plasmas [1]. 

Figure 1.3 identifies different kind of plasmas on a log 𝑛  [log 𝑛𝑒 ] versus log 𝑇𝑒  
diagram. There is an enormous range of densities and temperatures for both laboratory 
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and space plasmas. One important type of processing discharges is the low pressure 

type of discharges. Low pressure discharges are characterized by 𝑇𝑒 ≈ 1 − 10 eV, 

𝑇𝑖𝑜𝑛 ≪ 𝑇𝑒  and plasma (electron) densities, 𝑛𝑒 ≈ 108 − 1013  cm-3. These discharges are 
used as miniature chemical factories in which feedstock gases are broken into positive 
ions and chemically reactive etchants, deposition precursors and so on, which then flow 
to and physically or chemically react at the substrate surface. While energy is delivered 
to the substrate also, for example, in the form of bombarding ions, the energy flux is 
there to promote the chemistry at the substrate, and not to heat the substrate. The gas 

pressures for these discharges are low: 𝑝 ≈ 10−3 − 1Torr. High pressure arc discharges 

are also used for processing. These discharges have 𝑇𝑒 ≈ 0.1 − 2 eV and 𝑛𝑒 ≈ 1014 −
1019 cm-3, and the light and heavy particles are more nearly in thermal equilibrium, with 
𝑇𝑖𝑜𝑛 ≤ 𝑇𝑒 . These discharges are used mainly to deliver heat to the substrate, for 
example, to increase surface reaction rates, to melt, sinter, or evaporate materials, or to 
weld or cut refractory materials. Operating pressures are typically near atmospheric 
pressure (760 Torr) [1]. Another very important type of high pressure discharges is the 
cold atmospheric pressure plasma jets described in the following section. 

1.3 Cold atmospheric pressure plasma jets 

Atmospheric pressure plasma jets (APPJs) have 𝑇𝑖𝑜𝑛  and 𝑇𝑔𝑎𝑠  in the range of 300-1000 

K, which is at least one order of magnitude lower than 𝑇𝑒 . APPJs operating in open air 
at moderate gas temperatures (cold plasma jets) but nevertheless with high plasma-
chemical activity triggered a multiplicity of interesting applications. The capability of 
producing charged particles, neutral metastable species, radicals and (V)UV (vacuum 
ultraviolet) radiation at biologically tolerable gas temperatures, let those sources 
become important for biomedical applications, like the inactivation of bacteria on heat 
sensitive surfaces, wound healing or cancer treatment [3]. But also in the field of 
surface activation and modification, agriculture as well as deposition of thin films, cold 
APPJs have a huge potential [3]. 

Due to the high collision frequency between electrons and heavy particles (neutral 
species and ions) at atmospheric pressure conditions, the electrons lose their energy in 
a short period. If a molecular gas is present, the electrons could quickly transfer their 
energy to molecular rotational and vibrational states because the energy levels of the 
rotational and vibrational states of the molecules can be much lower than that of the 
electrons‘ excitation and ionization. This makes it a difficult task to obtain atmospheric-
pressure non-equilibrium plasmas with high electron energy [4]. Thus, the ionization 
efficiency in such a case is low. Furthermore, when an electronegative gas, such as O2 
and SF6, is present, the electrons could be absorbed by the gas on a time scale of tens 
of nanoseconds, or even shorter, which makes it even harder to obtain atmospheric 
pressure non-equilibrium plasmas with electronegative gases. Nevertheless, for 
traditional discharges, a plasma is generated as long as the applied electric field across 
the discharge gap is high enough to initiate a breakdown. However, at a pressure of 1 
atm, the electric field required to initiate the discharge is quite high. For example, when 
air is used, the required electric field is about 30 kVcm−1 [4]. That is why the discharge 
gaps for most atmospheric pressure discharges are from mm to several cm. On the 
other hand, from the applications point of view, the short discharge gaps significantly 
limit the size of the objects to be treated if direct treatment (when the object is placed 
between the gaps) is desired. If indirect treatment (the object is placed next to the gaps 
and the active radicals of the plasma reach the object by flowing with the gas) is 
applied, active radicals with short lifetimes and charged particles may already disappear 
before reaching the sample to be treated. To overcome the shortcomings of the 
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traditional atmospheric pressure non-equilibrium plasmas, plasmas generated in open 
space rather than in a confined discharge gap are needed. However, when a plasma is 
to be launched in open space where the applied electric field is normally quite low, it is 
extremely difficult to sustain the existence of the plasma. Various methods were 
developed to overcome these challenges and several sources based on different 
designs were subsequently reported [4].  

Most of the non-equilibrium or cold APPJs are working with a noble gas mixed with a 
small percentage of reactive gases, such as O2. APPJs operating with noble gases can 
be classified into four categories, i.e. dielectric-free electrode (DFE) jets, dielectric 
barrier discharge (DBD) jets, DBD-like jets, and single electrode (SE) jets [4]. 

For DBD jets, as shown in Figure 1.4, there are many different configurations. As shown 
in Figure 1.4a [5] the jet consists of a dielectric tube with two metal ring electrodes on 
the outer side of the tube. When a working gas (He, Ar) flows through the dielectric tube 
and kHz high-voltage (HV) power supply is turned on, a cold plasma jet is generated in 
the surrounding air. The plasma jet only consumes a power of several watts. The gas 
temperature of the plasma is close to room temperature. The gas flow velocity is ~20 
m/s. The plasma jet, which looks homogeneous to the naked eye, is actually a ‗bullet‘-
like plasma volume with a propagation speed of more than 10 km/s [4]. It is believed 
that the applied electric field plays an important role in the propagation of the plasma 
bullet. 

 

 

Figure 1.4: DBD plasma jets [4]. 

In Figure 1.4b [6] the one ring electrode is eliminated, so the discharge inside the 
dielectric tube is weakened. In Figure 1.4c [7] the HV ring electrode is replaced with a 
centered pin electrode, which is covered by a dielectric tube with one end closed. With 
this configuration, the electric field along the plasma plume is enhanced. A high electric 



Simulation of atmospheric pressure plasma jets with a global model 

D. Passaras                                                                                                                            18 

field along the plasma plume is favorable for generating long plasma plumes and more 
active plasma chemistry [8]. In Figure 1.4d [9] the ground ring electrode of Figure 1.4c 
is removed, so the discharge inside the tube is also weakened. On the other hand, a 
stronger discharge inside the discharge tube (as in the case of Figures 1.4a and 1.4c) 
helps the generation of more reactive species. With the gas flow, the reactive species 
with relatively long lifetimes may also play an important role in various applications. The 
configuration of Figure 1.4e [10] is different from the previous four DBD jet devices. The 
two ring electrodes are attached to the surface of two centrally perforated dielectric 
disks. The holes in the center of the disks are about 3mm in diameter. The distance 
between the two dielectric disks is about 5mm. With this device, a plasma plume of up 
to several centimeters in length can be obtained. All the DBD jet devices discussed 
above can be operated either by kHz ac power or by pulsed dc power. The length of the 
plasma jet can easily reach several centimeters or even longer than 10 cm. This 
capability makes the operation of these plasma jets easy and practical. There are 
several other advantages of the DBD jets. Firstly, due to the low power density 
delivered to the plasma, the gas temperature of the plasma remains close to the room 
temperature. Secondly, because of the use of the dielectric, there is no risk of arcing 
whether the object to be treated is placed far away or close to the nozzle. These two 
characteristics are very important for applications such as plasma medicine, where 
safety is a strict requirement [4]. 

 

Figure 1.5: DBD-like plasma jets [4]. 

All the plasma jet devices shown in Figure 1.5 are named DBD-like jets. This is based 
on the following facts. When the plasma plume is not in contact with any object, the 
discharge is more or less like a DBD. However, when the plasma plume is in contact 
with an electrically conducting (a non-dielectric material) object, especially a ground 
conductor, the discharge is actually running between the HV electrode and the object to 
be treated (ground conductor). For such a circumstance, it no longer operates as a 
DBD. The devices shown in Figure 1.5 can be driven by kHz ac power, by RF power or 
by pulsed dc power. In Figure 1.5b the solid HV electrode of Figure 1.5a is replaced 
with a hollow electrode [11, 12]. The benefit of this kind of configuration is that two 
different gases can be mixed in the device. Normally, gas inlet 2 is used for a reactive 
gas such as O2 flow, and gas inlet 1 is for a noble gas. It was found that the plasma 
plume is much longer with this kind of gas control than that using a pre-mix gas mixture 
with the same percentage. The role (and advantage) of the ring electrode in Figures 
1.5a and 1.5b is the same as in the case of DBD jets. When the DBD-like plasma jets 
are used for plasma medicine applications, the object to be treated could be cells or 
whole tissue. In this case, these types of jet devices should be used carefully because 
of the risk of arcing. On the other hand, if it is used for treatment of conductive 
materials, since there is no dielectric, more power can easily be delivered to the 
plasma. So, as long as arcing is carefully avoided, the DBD-like jets have their own 
advantages [4]. 
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Figure 1.6: Schematic of a dielectric-free electrode (DFE) jet [4]. 

One of the early APPJs is a DFE jet, as shown in Figure 1.6 [13]. The jet is driven by a 
radio frequency (RF) power source at 13.56 MHz. It consists of an inner electrode, 
which is coupled to the power source, and a grounded outer electrode. A mixture of an 
inert gas with reactive gases is fed into the annular space between the two electrodes. 
Cooling water is needed to keep the jet from overheating and the gas temperature of 
the plasma jet varies from 50 to 300 νC, depending on the RF power [4]. Notable 
characteristics of the DFE jet (Figure 1.6) are, firstly, that arcing is unavoidable when 
the stable operation conditions are not met. Secondly, compared with DBD and DBD-
like jets the power delivered to the plasma for the DFE jet is much higher. Thirdly, due 
to the high power delivered, the gas temperature of the plasma is quite high and out of 
the acceptable range for biomedical applications. Fourthly, for this DFE jet, which is 
driven by an RF power supply, the peak voltage is only a few hundred volts, so the 
electric field within the discharge gap is relatively low and its direction is radial 
(perpendicular to the gas flow direction). The electric field in the plasma plume region is 
even lower, especially along the plasma plume propagation direction (gas flow 
direction). Finally, since the electric field along the plasma plume propagation direction 
is very low, the generation of this plasma plume is probably gas flow driven rather than 
electrically driven. On the other hand, because a relatively high power can be delivered 
to the plasma and the gas temperature is relatively high, the plasma is very reactive. 
This kind of plasma jet is suitable for applications such as material treatment as long as 
the material to be treated is not very sensitive to high temperatures [4]. 

The schematics of single electrode (SE) jets are shown in Figures 1.7a–c. Figures 1.7a 
and 1.7b are similar to the DBD-like jets except there is no ring electrode on the outside 
of the dielectric tube. The dielectric tube only plays the role of guiding the gas flow. 

 

Figure 1.7: SE plasma jets [4]. 
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These two jets (in Figures 1.7a and 1.7b) can be driven by dc, kHz ac, RF or pulsed dc 
power. Because of the risk of arcing, the plasma plumes generated by the jets in 
Figures 1.7a and 1.7b are not the best for biomedical applications due to safety issues 
[14]. In order to overcome this problem, a similar SE jet was developed, as shown in 
Figure 1.7c [15]; the capacitance C and resistance R are about 50 pF and 60 kΩ, 
respectively. The resistor and capacitor are used for controlling the discharge current 
and voltage on the hollow electrode (needle). This jet is driven by a pulsed dc power 
supply with a pulse width of 500 ns, repetition frequency of 10 kHz and amplitude of 8 
kV. The advantage of this jet is that the plasma plume or even the hollow electrode can 
be touched without any risk of injury, making it suitable for plasma medicine 
applications. One of the potential applications is in dentistry, such as root canal 
treatment. Due to the narrow channel geometry of a root canal, which typically has a 
length of few centimeters and a diameter of one millimeter or less, the plasma 
generated by a plasma jet is not efficient to deliver reactive agents into the root canal 
for disinfection. Therefore, to have a better killing efficacy, a plasma needs to be 
generated inside the root canal, whereupon reactive agents, including the short-lifetime 
species, such as charged particles, could play some role in the killing of bacteria. Using 
the device of Figure 1.7c, a cold plasma could be generated inside a root canal [4]. 

 

Figure 1.8: N2 plasma jets [4]. 

All the devices described so far use a noble gas as feed. Due to its reactive nature and 
the importance of the chemical species that can generate, Nitrogen (N2) can be very 
useful as feed gas. However, it is difficult to generate APPJs with N2 as the feed gas. 
The reason for this, is the fact that despite having significantly lower ionization energy 
compared to He, with N2, the electrons could quickly transfer their energy to molecular 
rotational and vibrational states because the energy levels of the rotational and 
vibrational states of the molecules can be much lower than that of the electrons‘ 
excitation and ionization. So the electrons in He discharges have larger energy than 
they have in N2 discharges under similar conditions and the difference in this mean 
energy overcomes the difference in their ionization energy [4]. Figure 1.8 shows the 
schematic of two N2 plasma jets. In Figure 1.8a [16], a 20 kHz ac power supply is 
connected to two electrodes of thickness 3mm and a center hole of diameter 500µm. 
The two electrodes are separated by a dielectric disk with a center hole of the same 
diameter. With this configuration, a N2 plasma up to 6.5 cm long can be generated. 
When the N2 gas flow rate is 6.3 slm (standard liters per minute), the gas is ejected out 
from the hole at a speed of about 535 m/s. The gas temperature of the plasma plume at 
2 cm from the nozzle is below 300K. Figure 1.8b [17] shows a slightly different N2 
plasma jet device, which replaces the inner perforated HV electrode of Figure 1.8a by a 
pin electrode. The inner electrode can also be replaced by a tube [4]. 

Due to the presence of electronegative oxygen, O2, in air it is difficult to sustain an 
APPJ without a different feed gas. Nevertheless, several different air plasma jets have 
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been reported [4]. In Figure 1.9a [18], a discharge channel through an insulator with a 
thickness of about 0.2–0.5mm and a diameter of 0.2-0.8mm separates the anode and 
the cathode, which have a center hole of the same diameter. The ballast resistor is 51 
kΩ. When air flows through the hole and a dc voltage of a few hundred volts (up to a 
kV) is applied between the anode and cathode (depending on the thickness of the 
insulator separating the electrodes), a relatively low temperature air plasma is 
generated in the surrounding air with length up to 1 cm, depending on the gas flow rate 
and discharge current. However, the gas temperature of the plasma can still be quite 
high. The gas temperature within the micro-gap is about 1000K. However, it drops 
quickly as it propagates in the surrounding air. It is about 323 K at 5mm away from the 
nozzle for an air flow rate of 200 ml/min and discharge current of 19 mA. In Figure 1.9b 
[19], a porous alumina dielectric is used to separate the HV stainless steel (typical 
injection needle) electrode and the outer ground electrode [4]. 

 

Figure 1.9: Air plasma jets [4]. 

The alumina used in this device has approximately 30 vol% porosity and has an 
average pore diameter of 100µm. The ground electrode is fabricated from stainless 
steel and has a centrally perforated hole of 1mm diameter through which the plasma jet 
is ejected to the surrounding ambient air. When 60Hz HV power supply is applied and 
the flow rate of air is at several slm, an APPJ up to about 2 cm is generated in the 
surrounding air. During one voltage cycle, there are multiple discharges. The increase 
in the input power results in more current pulses. The shortcoming of this device is that 
the gas temperature of the plasma is quite high. It is about 60oC at 10mm away from 
the nozzle for an air flow rate of 5 slm. For lower flow rates, the gas temperature is even 
higher. Figures 1.9c and 1.9d [20, 21] are the schematics of two ‗floating‘ electrode air 
plasma jets. Strictly, they are not plasma jets since the plasmas are generated within a 
gap. However, because the secondary electrode (ground electrode) can be a human 
body, they are categorized as plasma jets. Both jets could generate room temperature 
air plasmas. They are completely safe from the electrical perspective and non-
damaging to animals or human beings. For Figure 1.9c, kHz ac or pulsed dc voltage 
with an amplitude of 10–30 kV is used to drive the device. The discharge ignites when 
the powered electrode approaches the surface to be treated at a distance (discharge 
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gap) of less than about 3mm, depending on the form, duration and polarity of the driving 
voltage. This jet is suitable for large smooth surface treatment. In contrast, the jet 
shown in Figure 1.9d is more suitable for localized three-dimensional treatments. The 
output voltage of the power supply can be adjusted up to 20 kV. The output of the 
power supply is connected to a stainless steel needle (typical injection needle) 
electrode through a resistor R of 120MΩ, which is several orders of magnitude higher 
than those reported. When a counter-electrode, such as a finger, is placed close to the 
needle, a plasma is generated. The plasma is similar to the positive corona discharge. 
However, this jet can be touched by the human body directly, which is not the case for 
the traditional corona discharge. The jet has no risk of glow–arc transition. The 
maximum length of the plasma is about 2 cm. The gas temperature of the plasma is 
kept at room temperature. It is interesting to point out that the discharge is actually 
pulsed. It appears periodically with a pulse frequency of tens of kHz, depending on the 
applied voltage and distance between the tip of the needle and the object to be treated. 
It should be pointed out that all these air plasma jets (Figures 1.9a-d) can also be 
operated with N2 gas. On the other hand, the device shown in Figure 1.8a can be 
operated with air too. But the maximum length of the air plasma plume operated with 
the jet shown in Figure 1.8a is about 2 cm. In addition, the jet shown in Figure 1.7c can 
be operated with air as a working gas [22]. But the length of the plasma is only several 
millimeters [4].  

            

          (a) ring electrode               (b) plate electrode                                            Figure 1.11: Kinpen jet [23]. 

Figure 1.10: Plasma jets used by van Gessel et al [24]. 

The device used by van Gessel et al [24] (Figure 1.10) are DBD plasma jets with (a) 
being the type of Figure 1.4c and (b) the type of Figure 1.5a. The Kinpen jet (Figure 
1.11) belongs to the plasma jets category of Figure 1.4c and the device of Figure 1.12 
resembles the device of Figure 1.5a but with a different geometry of the HV electrode. 

 

Figure 1.12: Device used by Ionita et al. [25]. 
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1.4 Simulation of atmospheric pressure plasma jets 

Nowadays, with the increase of the computational power of modern computer systems, 
it is possible to simulate plasma reactors and devices with detailed models (thermal, 
electromagnetic, convective and reaction chemistry/kinetics phenomena solved self- 
consistently). This is very common in practice, especially with low pressure plasma 
reactors which are used widely for micro- and nano-manufacturing.  

Atmospheric plasma jet devices operate in open atmosphere (no enclosure, in contrast 
with low pressure plasma devices) where atmospheric air can enter the device and the 
jet. The presence of atmospheric air leads to large reaction sets that it can be 
computationally very costly to be simulated using detailed 3d or 2d models, even with 
the aid of advanced computer systems. The models for atmospheric plasma jet devices 
typically include kinetics for hundreds of species and thousands of reactions [26-31].The 
number of species and reactions is much higher compared to low pressure plasma 
reactors. Reduced chemistry set atmospheric plasma jet models could be used for 
simulation but they may lack the accuracy required for certain applications.  

For the description of spatial distributions of the generated reactive species, 2d or 1d 
models are used. 2d models give information on the distributions of the produced 
reactive species both along and across planar or cylindrical plasma jets. In [26], 2d 
simulations were performed with the fluid dynamics code nonPDPSIM which has been 
originally designed and realized by Kushner and co-workers [32]. The feed gas (He) 
flows between two closely spaced stainless steel electrodes driven at 13.56MHz radio-
frequency in a parallel plate configuration. Electrodes, plasma volume and effluent are 
enclosed by quartz windows, giving direct optical access to the plasma itself and the 
effluent volume behind the electrodes. The presented jet configuration features a 
dielectric extension of the gas channel to assure controlled gas flow in the effluent 
behind the plasma. Typical gas velocities are around 100 m/s and 160 reactions are 
included in the model. The device resembles the DFE jet shown in Figure 1.6.   

In [27], 2d simulations were performed with the commercial code Comsol. The micro-
plasma jet consists of two parallel stainless steel electrodes (30mm long, 1mm thick) 
separated by a gap of 1mm. One electrode is powered by an RF power supply (13.56 
MHz, absorbed power <1W), while the other one is grounded. The gas flow is 1.4 slm 
He with a small admixture of O2 (<1.6%) with 10 reactions included in the model. The 
device resembles the DFE jet shown in Figure 1.6. 

In [31], 1d simulations were performed with Comsol and Matlab. The setup of the 
investigated µAPPJ consists of two planar stainless steel electrodes of tens of 
millimeters in length, 1mm thickness and 1mm distance. One electrode is grounded and 
the other one is driven at 13.56MHz. The discharge channel of 1x1 mm2 cross section is 
guided by the electrodes. Both front and back of the entire channel are covered by 
quartz windows. The gas velocity is 10 m/s with a gas composition of helium/oxygen 
(1000:5) and a reaction set of 116 reactions. The device resembles the DFE jet shown 
in Figure 1.6. 

In [29], 1d simulations were performed with Comsol. The setup consists of two plane 
parallel stainless steel electrodes. Quartz windows enclose the discharge region along 
the sides. The core plasma channel has a cross-section of 1mm × 1mm over a length of 
30mm. Typical operational parameters are a helium feed gas flow up to 2 slm (mean 
gas velocity of about 17m/s) with a molecular oxygen admixture of 0.5%. One electrode 
is driven at 13.56MHz while the other one is grounded. 184 reactions are included in the 
model. The device resembles the DFE jet shown in Figure 1.6. In [30], 0d simulations 
were performed with the Global_Kin code developed by Dorai and Kushner [33]. The 
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plasma source consists of an RF-driven tungsten needle with a diameter of 1mm and a 
sharpened tip surrounded by a glass tube with a 3mm outer and a 1.5mm inner 
diameter. A gas flow of Αr is applied through the tube. The gas flow is kept constant at 2 
slm. The setup is not in a vacuum vessel and thus open to air. A grounded copper 
electrode is positioned at a distance of 5mm from the needle. It has a hole with a 
diameter of 5mm through which the plasma can penetrate. The RF frequency is 11.7 
MHz. The electrical field and the gas flow have the same direction. 1880 reactions are 
included in the model. The device resembles the DBD jet shown in Figure 1.4c. 

In [28], 0d simulations were also performed simulating a device consisting of two 
circular electrodes with radius of 1 cm, separated by a gap of 500 µm. The gas flow 
(He+H2O) is 100 sccm and 577 reactions are included in the model. The device 
resembles the DFE jet shown in Figure 1.6. 

1.5 Aim and structure of this work 

πlasma-R [34] is a code used for the simulation of low pressure plasma reactors: Global 
modeling is implemented by a user-friendly graphical user interface (Figure 1.13). The 
user can define the sets for reactions in the bulk plasma and on the reactor walls, as 
well as the operating parameters in a text file and πlasma-R formulates the balances 
and solves the system of equations. The model computes the density of the species 
and the temperature of the electrons. 

The aim of this work is to extend πlasma-R in order to simulate APPJs. In particular, the 
model is formulated at transient state, and a fast solver for stiff problems, namely 
LSODA, is integrated for the numerical solution. By transforming the transient solution 
to a spatial solution (1d) through the flow velocity, the extended model will calculate the 
active species densities and electron temperature along the distance from the device 
exit. The extended model is not self-consistent: It requires several experimental 
measurements such as the flow velocity along the distance from the device exit for the 
numerical solution. 

The work of Gaens&Bogaerts [30] which a simulation of an APPJ device (used for 
biomedical applications with Ar as the feed gas) [35], is used as a benchmark in order 
to verify the results of the extended model. In order to investigate the effect of the 
electron energy distribution function (EEDF) on the results the calculations are 
performed by both a Maxwellian EEDF and an EEDF coming from a Boltzmann 
equation solver, namely Bolsig+ [36]; the solver calculates the EEDF but only for a 
limited number of conditions. To minimize the use of the Boltzmann equation solver 
(which is external to the extended global model), the EEDF is considered constant in 
spatial spaces along the jet. 

Finally, in an attempt to develop a self-consistent model for APPJs and eliminate the 
need for inputs from experimental measurements, 2d fluid simulations of the jet, 
decoupled from the plasma simulation, are made with Comsol by using both laminar 
and several turbulent models. 

The structure of this thesis follows: In Chapter 2, the mathematical formulation of the 
global model is described (for low pressure plasma discharges and for plasma jets) and 
various methods of solving ordinary differential equations are presented with focus on 
the LSODA solver. In Chapter 3, the results of the simulation of a plasma jet device [35] 
using a global model are presented along with the effects of various EEDFs on the 
results. In Chapter 4, a short description of turbulence (and turbulence modeling) is 
presented and the results of a 2d fluid flow simulation with Comsol are discussed. The 
conclusions are described in Chapter 5. 
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Figure 1.13: A snapshot of the πlasma-R editor, used to define the reaction set and the operating 
parameters. 
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2. MODEL 

2.1 Introduction 

Multidimensional detailed models are widely used for plasma simulations and usually 
their solution entails a high computational cost (in time and memory). The number of 
unknown variables, and as a consequence the computational cost, further increases 
when the number of species being taken into account increases. This is the case with 
atmospheric plasma jet devices, which are not enclosed: A large number of species 
have to be taken into account in the reaction set due to the presence of air containing 
O2, N2, and H2O. Instead of using computationally costly detailed models, a global 
model is proposed for the simulation of such systems. In particular, a homemade code 
for global modeling in low pressure plasma reactors, namely πlasma-R [34], is extended 
to handle cases of atmospheric pressure plasma jets. 

2.2 Global model for low pressure plasma reactors [34] 

A global model is essentially a zero dimensional model (0d model), i.e. no spatial 
variations of variables can be resolved. Instead, spatially, volume averaged quantities 
are used. Global models can be solved at steady or transient state. They can give 
results in a very short amount of time and consist of species mass equations and an 
electron energy balance in 0d (volume averaged balances). 

The generic mass balance for species 𝑖 in the gas phase (neutral or charged except for 
electrons) in a low pressure plasma reactor is formulated as: 

𝑑𝑛𝑖

𝑑𝑡
=

𝑄𝑓 ,𝑖

𝑉𝑘𝐵𝑇0
−

𝑆𝑝

𝑉
𝑛𝑖 +  𝑅𝑖 ,𝑗

𝑏𝑢𝑙𝑘

𝑁𝑟 ,𝑏𝑢𝑙𝑘

𝑗 =1

+
1

𝑉
 𝐴𝑚

𝑁𝐴

𝑚=1

 𝑅𝑖 ,𝑘
𝑠𝑢𝑟𝑓 ,𝑚

𝑁𝑟 ,𝑠𝑢𝑟𝑓 ,𝑚

𝑘=1

 (𝐸𝑞. 2.1) 

where 𝑛𝑖  and 𝑄𝑓 ,𝑖  is the number density (m-3) and the feed (m3Pa/s) of species 𝑖. 𝑉 is 

the volume of the reactor (m3) and 𝑆𝑝  is the volumetric flow (m3/s) at the outlet. 𝑘𝐵 is the 

Boltzmann constant and 𝑇0 is a reference temperature (293 K). 𝑁𝐴 is the number of 
surfaces in the reactor and 𝐴𝑚  is the area of surface m. 𝑁𝑟 ,𝑏𝑢𝑙𝑘  is the number of the gas 

phase reactions. 𝑁𝑟 ,𝑠𝑢𝑟𝑓 ,𝑚  is the number of surface reactions on a surface 𝑚 of the 

reactor. 𝑅𝑖 ,𝑗
𝑏𝑢𝑙𝑘  is the production rate of species 𝑖 by reaction 𝑗 in the gas phase and 

𝑅𝑖 ,𝑘
𝑠𝑢𝑟𝑓 ,𝑚

 is the production rate of species 𝑖 by reaction 𝑘 on surface 𝑚. The reactions in 

the gas phase and on the surface are considered as elementary; thus, the reaction 

rates, and as a consequence 𝑅𝑖 ,𝑗
𝑏𝑢𝑙𝑘  and 𝑅𝑖 ,𝑘

𝑠𝑢𝑟𝑓 ,𝑚
, come from the law of mass action. The 

generic surface site balance for a species 𝑖 on the surface reads: 

𝜍𝑚

𝑑𝜃𝑖 ,𝑚

𝑑𝑡
=  𝑅𝑖 ,𝑘

𝑠𝑢𝑟𝑓 ,𝑚

𝑁𝑟 ,𝑠𝑢𝑟𝑓 ,𝑚

𝑘=1

 𝐸𝑞. 2.2  

where 𝐴𝑚  is the area (m2) of the inner surface 𝑚 and 𝜍𝑚  is the surface density of sites 
(m-2) on surface 𝑚. 𝜃𝑖 ,𝑚  is the surface coverage of surface 𝑚 by species 𝑖. 
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The generic energy balance for electrons reads: 

𝑑

𝑑𝑡
 𝑛𝑒휀𝑒 =

𝑃𝑎𝑑𝑠

𝑉
−  𝑅𝑒 ,𝑗

𝑏𝑢𝑙𝑘 휀𝑡 ,𝑗

𝑁𝑟 ,𝑏𝑢𝑙𝑘

𝑗 =1

−
1

𝑉
 𝐴𝑚

𝑁𝐴

𝑚=1

 𝑅+,𝑘
𝑠𝑢𝑟𝑓 ,𝑚

 휀𝑒 ,𝑠𝑢𝑟𝑓 + 휀+,𝑠𝑢𝑟𝑓  

𝑁𝑟 ,𝑠𝑢𝑟𝑓

𝑘=1

−
𝑆𝑝

𝑉
 𝑛𝑒휀𝑒 +  𝑛𝑙 ,+휀+

𝑁+

𝑙=1

  (𝐸𝑞. 2.3) 

where 𝑛𝑒  is the electron density (m-3). 𝑁+ is the number of positive ions, 𝑃𝑎𝑑𝑠  is the 
adsorbed power by the plasma (Watts) and 𝑒𝑡 ,𝑗  is the energy loss of the electrons by 

(electron impact, see the index ―e‖) reaction 𝑗 (eV). In the case of an elastic collision: 

휀𝑡 = 2
𝑚𝑒

𝑚𝑖
휀𝑒  (𝐸𝑞. 2.4) 

where 𝑚𝑒  and 𝑚𝑖  are the masses of the electron and the neutral species 𝑖 joining the 
elastic collision. 휀𝑒  is the electron energy (eV) which is related to the electron 
temperature, 𝑇𝑒(eV), 

휀𝑒 =
3

2
𝑇𝑒  (𝐸𝑞. 2.5) 

𝑒+ is the ion energy (eV) which is related to the ion temperature 𝑇+ (eV) 

휀+ =
3

2
𝑇+  (𝐸𝑞. 2.6) 

𝛵+ is calculated by the equation proposed by Lee and Liebermann [34] 

𝑇+ =  
0.5 −

𝑇𝑔𝑎𝑠

11605

𝑝
+

𝑇𝑔𝑎𝑠

11605
, 𝑝 > 1 𝑚𝑇𝑜𝑟𝑟

0.5,                                 𝑒𝑙𝑠𝑒

  (𝐸𝑞. 2.7) 

where 𝑝 is the pressure in the reactor in mTorr and 𝑇𝑔𝑎𝑠  is the gas temperature (K). 

휀𝑒 ,𝑠𝑢𝑟𝑓  is the energy lost (eV) per electron lost to the inner surfaces of the reactor and 

reads [37] 

휀𝑒 ,𝑠𝑢𝑟𝑓 = 2𝛵𝑒   𝐸𝑞. 2.8  

휀+,𝑠𝑢𝑟𝑓  is the energy lost (eV) per ion lost to the inner surfaces of the reactor and is 

typically between 5 and 8 eV in high density sources [37]. We choose 

휀+,𝑠𝑢𝑟𝑓 = 6.5𝛵𝑒  (𝐸𝑞. 2.9) 

Finally, the electron density is calculated by the charge neutrality of the plasma. 

Regarding the reaction rate coefficients, for electron impact reactions the coefficients 
are coming from integration of the pertinent cross sections over the electron energy 
distribution function; they are usually fitted to the following formulas. The first is 

𝑘𝐺 ,𝑒𝑙 = 𝑒𝑥𝑝  𝐴 + 𝐵𝑙𝑛𝑇𝑒 +
𝐶

𝑇𝑒
+

𝐷

𝑇𝑒
2

+
𝐸

𝑇𝑒
3  (𝐸𝑞. 2.10) 
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and the second formula is 

𝑘𝐺 ,𝑒𝑙 = 𝐴𝑇𝑒
𝐵𝑒𝑥𝑝  −

𝐶

𝑇𝑒
  (𝐸𝑞. 2.11) 

Regarding the gas phase reactions between neutral species, the reaction rate 
coefficients are expressed by the Arrhenius formula, i.e. 

𝑘𝐺 ,𝑛 =  𝐴𝑇𝑔𝑎𝑠
𝐵 𝑒𝑥𝑝  −

𝐶

𝑇𝑔𝑎𝑠
  (𝐸𝑞. 2.12) 

The general form of a rate coefficient of a reaction on surface 𝑚 which a neutral species 
𝑖 joins is: 

𝑘𝑆,𝑚 ,𝑛 =  𝑠𝑖 ,𝑚𝑜𝑟𝑘𝑟𝑒𝑐 ,𝑖 ,𝑚 
𝑢𝑡 ,𝑖

4

𝐴𝑚

𝑉
 (𝐸𝑞. 2.13) 

where 𝑠𝑖 ,𝑚  is the sticking probability on surface 𝑚, given that surface 𝑚 is clean. 𝑘𝑟𝑒𝑐 ,𝑖,𝑚  

is the recombination probability of 𝑖 on surface 𝑚, given that it is fully covered by the 
―parter‖-species of 𝑖 in the recombination. 𝑢𝑡 ,𝑖  is the thermal velocity of 𝑖. 

The general form of a rate coefficient of a rate coefficient of a reaction on surface 𝑚 
which an ion 𝑖 joins is: 

𝑘𝑆,𝑚 ,+ =
𝑈𝑏 ,𝑖

𝑉
 𝑚 ,𝑖𝐴𝑚

𝑛𝐴

𝑚=1

(𝐸𝑞. 2.14) 

where 𝑈𝑏 ,𝑖  is the Bohm velocity of ion 𝑖. 𝑚 ,𝑖  is the ratio of the sheath (formed before 

surface 𝐴𝑚 ) edge density to the average bulk density of ion 𝑖. 𝑚 ,𝑖  depends on several 

quantities such as the ratio of negative ion density to electron density, ratio of ion 
temperature to electron temperature, the dimensions of the reactor, and is 
approximated by the equations described in the work of Lee and Lieberman [34]: 

𝑚 ,𝑖 =

 
 
 
 
 

 
 
 
 1 +

3𝑎𝑎𝑣𝑔

𝛾

1 + 𝛼𝑎𝑣𝑔

0.86

 3 +
𝐿

2𝜆
+  

0.86𝐿𝑈𝑏 ,𝑖

𝜋𝐷𝑎
 

2

 
0.5 ,      (𝐴𝑚𝑛𝑜𝑡𝑐𝑦𝑙𝑖𝑛𝑑𝑟𝑖𝑐𝑎𝑙)

1 +
3𝑎𝑎𝑣𝑔

𝛾

1 + 𝛼𝑎𝑣𝑔

0.8

 4 +
𝑅

𝜆
+  

0.8𝑅𝑈𝑏 ,𝑖

2.405 𝐽1 2.405  𝐷𝑎
 

2

 

0.5 , (𝐴𝑚𝑐𝑦𝑙𝑖𝑛𝑑𝑟𝑖𝑐𝑎𝑙)

 (𝐸𝑞. 2.15) 

where 𝑎𝑎𝑣𝑔  is the ratio of the density of negative ions to the density of electrons, i.e. 

𝑎𝑎𝑣𝑔 =
 𝑛𝑖 ,−

𝑁−
𝑖=1

𝑛𝑒
 (𝐸𝑞. 2.16) 

𝛾 is the ratio of electron temperature over the ion temperature, i.e. 

𝛾 =
𝛵+

𝛵𝑒
 (𝐸𝑞. 2.17) 
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𝜆 is the mean free path (m) of ion-neutral collisions, i.e. 

𝜆 =
1

𝜍𝜆  𝑛𝑖 ,𝑛
𝑁𝑛

𝑖=1

 (𝐸𝑞. 2.18) 

where 𝑁𝑛  is the number of neutral species and 𝜍𝜆  is the cross section for ion-neutral 

collisions (m2). 𝐷𝑎  is the ambipolar diffusion coefficient (m2/s) 

𝐷𝑎 =
𝜇+𝐷𝑒 + 𝜇𝑒𝐷+

𝜇+ + 𝜇𝑒
 (𝐸𝑞. 2.19) 

where 𝑇+ is in K. 𝜇𝑒  is the mobility of electrons which is calculated as 

𝜇𝑒 =
 𝑞 

𝑚𝑒𝑣𝑚 ,𝑒
 (𝐸𝑞. 2.20) 

where 𝑚𝑒  is the electron mass. 𝑣𝑚 ,𝑒  is the frequency of electron-neutral collisions which 

is calculated as 

𝑣𝑚 ,𝑒 =
1

𝑛𝑒
 

1

𝑣𝑒 ,𝑗
𝑅𝑒 ,𝑗

𝑏𝑢𝑙𝑘

𝑁𝑟 ,𝑏𝑢𝑙𝑘

𝑗 =1

 (𝐸𝑞. 2.21) 

where 𝑣𝑒 ,𝑗  is the stoichiometric coefficient of electrons in reaction 𝑗. 

Getting back to Δq.2.15, 𝐽1 is the Bessel function of the first order, 𝑅 and 𝐿 are the 
radius and the length of the source tube or the main chamber depending on the 
cylindrical chamber which 𝐴𝑚  belongs to. The Eq. 2.15 was the result of a heuristic 
matching of equations for the loss of ions at walls in electronegative and electropositive 
discharges, and can be used for transitions from low to high pressure and 
electropositive to electronegative regimes. It was originally proposed for an inductively 
coupled reactor with one chamber and its derivation was based on the assumption that 
there was only one positive ion.  

The inputs of the model are the adsorbed power (𝑃𝑎𝑑𝑠 ), the pressure in the reactor 
before the discharge (𝑝𝑜𝑓𝑓 ), the feed of the reactor (𝑄𝑓) and the gas temperature (𝑇𝑔𝑎𝑠 ). 

Additionally, the cross section for ion-neutral collisions (𝜍𝜆) is required as well as the 

temperature of the gas before the discharge (𝑇𝑜𝑓𝑓 ). It is assumed that 𝑇𝑜𝑓𝑓 = 𝑇𝑔𝑎𝑠 . 𝑇𝑜𝑓𝑓  

and 𝑝𝑜𝑓𝑓  are required for the calculation of the volumetric flow rate at the outlet: 

𝑆𝑝 =
𝑄𝑓

𝑝𝑜𝑓𝑓

𝑇𝑜𝑓𝑓

𝑇0
 (𝐸𝑞. 2.22) 

The set of inputs includes also the reactions sets and the reactor dimensions. The 
outputs of the model are the densities of neutral and charged species and electrons, the 
surface coverage, and the temperature of electrons. 

Applications of the first versions of πlasma-R in low pressure plasma reactors are 
included in references [38-40]. 
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2.3 Global (0d) model for plasma jets 

The focus of this work is on plasma jet devices and in particular, needle tip jet devices 
where a metallic needle with a sharpened tip becomes the high voltage electrode and 
the other electrode (ground) is a metallic surface with a hole to allow the passage of the 
jet stream. Such a device is shown in Figure 2.1. 

 

Figure 2.1: Needle tip plasma jet device [35]. 

When developing plasma jet models, a very important aspect, as far as the results are 
concerned, is the densities of the various species as a function of the distance from the 
device. Since global models solve for spatially averaged quantities (uniformity), it is 
impossible to calculate differences in the quantities along a dimension with such a 
model. In order to include such information in the solution of a global model an 
approximation called the ‗pseudo-1D plug flow‘ is used. In this way, it is possible to 
represent the time dependent evolution of species densities (as is typically the case in a 
0d model) as a spatial dependence and the transient solution (vs time) of the global 
model is transformed into a solution vs distance [30].  

First of all, it is assumed that the tube of the plasma jet device, the plasma jet itself and 
the afterglow region in the far effluent can be represented by a long cylinder (Figure 
2.2), where constant atmospheric conditions rule. The magnitude of the flow velocity 
determines the position of a volume averaged (0d) plug element, i.e. a cylindrical 
segment, along the jet stream (Figure 2.2).  

 

Figure 2.2: Cylinder representing the three regions of interest and the motion of the plug element. 

The velocity along the cylinder is not a linear function of distance from the device. The 
velocity relation is 

𝑢 =
𝑑𝑥

𝑑𝑡
  =>   𝑑𝑡 =

1

𝑢(𝑥)
𝑑𝑥  =>  𝑑𝑡 =  

1

𝑢(𝑥)
𝑑𝑥

𝑥2

𝑥1

𝑡2

𝑡1

       (𝐸𝑞. 2.23) 

Eq. 2.23 allows the transformation of time into distance and vice versa. The ‗pseudo-1D 
plug flow‘ approximation is valid when some assumptions are made. First of all, it is 
assumed that axial diffusion of mass and energy is negligible in comparison with axial 
transport by convection. This means that the conditions in a cylindrical segment do not 
affect the cylindrical segments before it. Furthermore, no species transport in the radial 
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direction is considered in this approach. Again, this seems acceptable for the first few 
centimeters after the nozzle exit due to the very high axial flow speed compared with 
the radial flow speed. Transport in the radial direction is indirectly included and only for 
the species Ar, N2, O2, H2O (these species are inputs) [41].  

In order to describe the problem of a plasma jet using the global model, some 
modifications of the equations used for the global model of plasma reactors need to 
take place. The main difference is the absence of wall surfaces for a plasma jet and as 
a result, every term of the equations for plasma reactors that includes surfaces is not 
present in the formulation of the global model for plasma jets. In addition, there are no 
gas feed terms (although there is an equivalent) or outlet. The model needs to be 
solved at transient state (as a function of time) since the transient solution is 
transformed into the solution vs distance (plug flow approximation). 

The mass balance for a heavy species 𝑖 in the gas phase (neutral or charged species) 
becomes 

𝑑𝑛𝑖

𝑑𝑡
=  𝑅𝑖 ,𝑗

𝑁𝑟

𝑗 =1

 (𝐸𝑞. 2.24) 

𝑖 ≠ 𝑓𝑒𝑒𝑑𝑔𝑎𝑠, 𝑁2, 𝑂2𝑜𝑟𝐻2𝑂 

where 𝑛𝑖  is the density of species 𝑖, 𝑁𝑟  is the number of gas phase reactions and 𝑅𝑖 ,𝑗  is 

the production rate of species 𝑖 in reaction 𝑗. No losses of mass are considered for the 
walls of the cylindrical segment.  

The electron energy balance becomes: 

𝑑

𝑑𝑡
 

3

2
𝑛𝑒𝑇𝑒 =

𝑃𝑎𝑑𝑠

𝑉
−  𝑅𝑒 ,𝑗휀𝑡 ,𝑗

𝑁𝑟

𝑗 =1

(𝐸𝑞. 2.25) 

where 𝑛𝑒  is the electron density, 𝑇𝑒  is the electron temperature, 𝑃𝑎𝑑𝑠 /𝑉 is the adsorbed 
power density, 휀𝑡 ,𝑗  is the threshold energy of reaction 𝑗 and 𝑅𝑒 ,𝑗  are the electron impact 

reaction rates (elastic and inelastic). No losses of energy are considered for the walls of 
the cylindrical segment. 

Finally, the electron density is calculated by the charge neutrality of the plasma. 

The inputs of the model are the densities of the feed gas, 𝑁2, 𝑂2 and 𝐻2𝑂, the gas 
temperature, the power density and the flow velocity versus the distance from the 
nozzle. The outputs are the species densities and the electron temperature versus the 
distance from the nozzle (Figure 2.3). The plug flow velocity is used to convert the input 
functions of x (distance) to functions of t (time) as well as to convert the densities‘ and 
electron temperature profiles versus t to profiles versus x. The model‘s equations are 
solved inside the cylindrical segment (time domain). The inputs (average values) inside 
the segment are used to produce the outputs for different time instances. The time 
instances can then be transformed to distances by using the flow velocity (Eq. 2.23). 

Eq. 2.23 produces a relation 𝑡 = 𝑓(𝑥). If 𝑢(𝑥) is selected carefully (e.g. 𝐴𝑒−𝐵𝑥 ), the 

relation 𝑡 = 𝑓(𝑥) can be easily solved for 𝑥 (𝑥 = 𝑔(𝑡)). 
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Figure 2.3: Inputs and outputs of the plasma jet global model. 

In an experimental setup, the value of the electric field throughout the plasma jet is 
significantly dependent on the applied electrode voltage, the electrode configuration, 
etc. Moreover, it fluctuates in time. Unfortunately, this complexity cannot be captured by 
a 0d kinetics model. Therefore, the Joule heating term is determined by an estimated 
power deposition density (Wm−3) profile used as input in the model. This profile entails a 
maximum power density at the needle electrode tip and a linear decrease of power 
density along the plasma jet flow [30, 41]. To measure the power deposition profile 
further from the needle tip is highly non-trivial. It is known, however, from the literature 
that plasma jets typically show UV–vis light emission over a distance in the order of 
maximum a few centimeters. Processes that can generate extra electrons, for example 
secondary electron emission at the needle electrode tip, cannot be included in this 
simple model. Finally, propagating ionization wave fronts, created by electron 
avalanches due to photo-ionization processes, cannot be taken into account either, but 
might result in a higher electron density as well.  

The gas temperature is very important for the formation of biomedically important 
species from humid air species. In a needle type plasma jet the gas temperature 
typically varies largely, both in the radial and axial direction. In fact, the gas temperature 
can be—in terms of biomedical applications—quite high close to the needle tip. 
Nevertheless, it will also drop quickly in the next few millimeters. The gas temperature is 
also an input to the problem (from experiment or 2d simulations) [30].  

The model adjusts the gas species densities for gas temperature changes while 
maintaining constant pressure, assuming ideal gas law. Since the focus of interest is on 
the biomedically active components, often present at ppm levels or even lower, a very 
large chemistry set has to be taken into account. However, at some point a decision has 
to be made about which species should be included and which will be neglected [30].  

2.4 Numerical solution of global models– LSODA 

The solution of the global model at transient state entails the numerical solution of a 
system of ordinary differential equations (ODEs). The total number of the equations is 
the number of mass balances (or the number of species joining the reaction set) plus 
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one which is the energy balance. The necessity of efficient numerical methods for 
differential equations arises. In this work, an efficient solver for stiff problems, namely 
LSODA (Livermore Solver for Ordinary Differential equations Automatic) [42], is utilized 
for the numerical solution of the system of ODEs coming from the global model 
equations. 

Before discussing the capabilities of the LSODA solver, a short description of the 
different numerical methods for the solution of ODEs can be very useful, from the 
simplest to the more advanced. This analysis makes the comparison among the 
different methods more obvious, and their advantages and disadvantages become 
clear. 

The methods described in this section solve numerically the initial value problem: 

𝑦′ 𝑡 = 𝑓 𝑡, 𝑦 𝑡      ,    𝑦 𝑡0 = 𝑦0 (𝐸𝑞. 2.26) 

Despite the fact that this is only a first order ordinary differential equation, any ODE of 

order 𝑁 can be represented as a system of first-order ODEs (see Appendix A). In the 
following paragraphs, a series of methods is presented, their stability is discussed, and 
finally LSODA is described and applied in test problems. 

2.4.1 Euler method [43] 

The simplest method for the solution of ODEs is the Euler method. A value for the step 

size  is chosen for every step and 𝑡𝑛 = 𝑡0 + 𝑛 is set. The method assumes that 
𝑦′ 𝑡𝑛 =  𝑦𝑛+1 − 𝑦𝑛 / and the method proceeds with 𝑦𝑛+1 = 𝑦𝑛 + 𝑓 𝑡𝑛 , 𝑦𝑛 . The value 
of 𝑦𝑛  is an approximation of the solution to the ODE at time 𝑡𝑛 : 𝑦𝑛 ≈ 𝑦 𝑡𝑛  [44].  

There are two categories of numerical methods for ODEs, the explicit and the implicit 
methods. Explicit methods calculate the state of a system at a later time from the state 
of the system at the current time, while implicit methods find a solution by solving an 
equation involving both the current state of the system and the later one. An implicit 

version of the Euler method is 𝑦𝑛+1 = 𝑦𝑛 + 𝑓 𝑡𝑛+1, 𝑦 𝑡𝑛+1  . Implicit methods require 

an extra computation (solving the equation), and they can be much harder to 
implement. An important characteristic of a numerical method is the error in respect of 
the exact solution. The local truncation error of the Euler method is the error made in a 
single step. It is the difference between the numerical solution after one step, 𝑦1, and 

the exact solution at time 𝑡1 = 𝑡0 + . The local truncation error of the Euler method is 

approximately proportional to 2 (for small ). The global truncation error is the error at 

a fixed time 𝑡, after however many steps the methods needs to take to reach that time 
from the initial time. The global truncation error is the cumulative effect of the local 
truncation errors committed in each step. The global truncation error of the Euler 

method is (approximately) proportional to  (this is why it is said to be a first order 
method). As a result, the Euler method is not an accurate method when compared with 
other methods of higher order, where the global truncation error is proportional to a 
higher power of the time step,  [45]. There are two main reasons why Euler method is 
not generally used in scientific computing. Firstly, the truncation error per step 
associated with this method is far larger than those associated with other, more 

advanced methods (for a given value of ). Secondly, Euler method is too prone to 
numerical instabilities (see section 2.4.4).  
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2.4.2 Runge-Kutta methods [46, 47] 

The main reason that Euler method has such a large truncation error per step is that in 

evolving the solution from 𝑡𝑛  to 𝑡𝑛+1 the method only evaluates derivatives at the 
beginning of the interval, i.e. at 𝑡𝑛 . The method is, therefore, very asymmetric with 
respect to the beginning and the end of the interval. A more symmetric integration 
method can be constructed by making an Euler-like trial step to the midpoint of the 

interval, and then using the values of both 𝑡 and 𝑦 at the midpoint to make the real step 
across the interval. To be more exact,  

𝑘1 = 𝑓 𝑡𝑛 ,𝑦𝑛  (𝐸𝑞. 2.27) 

𝑘2 = 𝑓  𝑡𝑛 +


2
, 𝑦𝑛 +

𝑘1

2
  (𝐸𝑞. 2.28) 

𝑦𝑛+1 = 𝑦𝑛 + 𝑘2 + 𝑂 3  (𝐸𝑞. 2.29) 

As indicated in the error term, this symmetrization cancels out the first-order error, 
making the method second-order. In fact, the above method is generally known as a 
second-order Runge-Kutta method. Euler method can be thought of as a first-order 
Runge-Kutta method. By using two trial steps per interval, it is possible to cancel out 
both the first and second-order error terms, and, thereby, construct a third-order Runge-
Kutta method. Likewise, three trial steps per interval yield a fourth-order method, and so 
on. As the order of the method further increases there is a point where the accuracy 
benefits due to the large order are more than offset by the computational cost involved 

in the necessary additional evaluation of 𝑓 𝑡, 𝑦  per step. In most situations of interest a 
fourth-order Runge-Kutta integration method represents an appropriate compromise 
between the competing requirements of a low truncation error per step and a low 
computational cost per step [48, 49]. The standard fourth-order Runge-Kutta (RK4) 
method takes the form:  

𝑦𝑛+1 = 𝑦𝑛 +


6
 𝑘1 + 2𝑘2 + 2𝑘3 + 𝑘4  (𝐸𝑞. 2.30) 

𝑡𝑛+1 = 𝑡𝑛 +  (𝐸𝑞. 2.31) 

𝑘1 = 𝑓 𝑡𝑛 , 𝑦𝑛  (𝐸𝑞. 2.32) 

𝑘2 = 𝑓  𝑡𝑛 +


2
, 𝑦𝑛 +



2
𝑘1  (𝐸𝑞. 2.33) 

𝑘3 = 𝑓  𝑡𝑛 +


2
, 𝑦𝑛 +



2
𝑘2  (𝐸𝑞. 2.34) 

𝑘4 = 𝑓 𝑡𝑛 + , 𝑦𝑛 + 𝑘3  (𝐸𝑞. 2.35) 

Here, 𝑦𝑛+1 is the RK4 approximation of 𝑦 𝑡𝑛+1 , and the next value (𝑦𝑛+1) is determined 
by the present value (𝑦𝑛 ) plus the weighted average of four increments, where each 
increment is the product of the size of the interval, , and an estimated slope specified 
by function 𝑓 on the right-hand side of the differential equation. 𝑘1 is the increment 
based on the slope at the beginning of the interval using 𝑦 (Euler), 𝑘2 is the increment 

based on the slope at the midpoint of the interval, using 𝑦 + 𝑘1/2, 𝑘3 is again the 
increment based on the slope at the midpoint, but now using 𝑦 + 𝑘2/2, 𝑘4 is the 
increment based on the slope at the end of the interval, using 𝑦 + 𝑘3. In averaging the 
four increments, greater weight is given to the increments at the midpoint. The RK4 
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method is a fourth-order method, meaning that the local truncation error is on the order 

of O(5), while the total accumulated error is order O(4) (see Appendix A).  

2.4.3 Linear multistep methods [44] 

As discussed, a numerical method starts from an initial point and then takes a short 
step forward in time to find the next solution point. The process continues with 
subsequent steps to map out the solution. Single-step methods (such as Euler's 
method) refer to only one previous point and its derivative to determine the current 
value. Methods such as Runge–Kutta take some intermediate steps (for example, a 
half-step) to obtain a higher order method, but then discard all previous information 
before taking a second step. Multistep methods attempt to gain efficiency by keeping 
and using the information from previous steps rather than discarding it. Consequently, 
multistep methods refer to several previous points and derivative values. In the case of 
linear multistep methods, a linear combination of the previous points and derivative 

values is used. In particular, a linear multistep method uses a linear combination of 𝑦𝑖  

and 𝑓 𝑡𝑖 , 𝑦𝑖  to calculate the value of 𝑦 for the desired current step. Thus, a linear 
multistep method is a method of the form: 

𝑦𝑛+𝑠 + 𝑎𝑠−1𝑦𝑛+𝑠−1 + 𝑎𝑠−2𝑦𝑛+𝑠−2 + ⋯ + 𝑎0𝑦𝑛

=  𝑏𝑠𝑓 𝑡𝑛+𝑠 , 𝑦𝑛+𝑠 + 𝑏𝑠−1𝑓 𝑡𝑛+𝑠−1, 𝑦𝑛+𝑠−1 + ⋯ + 𝑏0𝑓 𝑡𝑛 , 𝑦𝑛   (𝐸𝑞. 2.36) 

The coefficients 𝑎0, ..., 𝑎𝑠−1 and 𝑏0, ..., 𝑏𝑠 determine the method. The designer of the 
method chooses the coefficients, balancing the need to get a good approximation to the 
true solution against the desire to get a method that is easy to apply. Often, many 

coefficients are zero to simplify the method. If 𝑏𝑠 = 0, then the method is explicit, since 
the formula can directly compute 𝑦𝑛+𝑠. If 𝑏𝑠 ≠ 0, then the method is implicit, since the 
value of 𝑦𝑛+𝑠 depends on the value of 𝑓 𝑡𝑛+𝑠 , 𝑦𝑛+𝑠 , and the equation must be solved for 
𝑦𝑛+𝑠. Iterative methods such as Newton's method are often used to solve the implicit 
formula. Three families of linear multistep methods are commonly used: Adams–
Bashforth methods, Adams–Moulton methods, and the backward differentiation 
formulas (BDFs).  

The Adams–Bashforth methods are explicit methods. The coefficients are 𝑎𝑠−1 = −1 
and 𝑎𝑠−2 = ...= 𝑎0 = 0, while the 𝑏𝑗  are chosen such that the methods have order 𝑠 (this 

determines the methods uniquely) [43]. 

The Adams–Bashforth methods with 𝑠 = 2 is: 

𝑦𝑛+2 = 𝑦𝑛+1 +   
3

2
𝑓 𝑡𝑛+1, 𝑦𝑛+1 −

1

2
𝑓 𝑡𝑛 , 𝑦𝑛   (𝐸𝑞. 2.37) 

The coefficients 𝑏𝑗  can be determined by using polynomial interpolation to find the 

polynomial 𝑝 of degree 𝑠 − 1 such that 𝑝 𝑡𝑛+𝑖 = 𝑓 𝑡𝑛+𝑖 , 𝑦𝑛+𝑖  for 𝑖 = 0, … , 𝑠 − 1 (see 
Appendix A). 

The Adams–Moulton methods are similar to the Adams–Bashforth methods in that they 

also have 𝑎𝑠−1 = −1 and 𝑎𝑠−2 = ...= 𝑎0 = 0. Again the 𝑏 coefficients are chosen to 
obtain the highest order possible. However, the Adams–Moulton methods are implicit 

methods. By removing the restriction that 𝑏𝑠 = 0, an s-step Adams–Moulton method can 
reach order 𝑠 + 1, while an s-step Adams–Bashforth methods has only order 𝑠. The 
Adams–Moulton method with 𝑠 = 2 is [50] (see Appendix A): 
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𝑦𝑛+2 = 𝑦𝑛+1 +   
5

12
𝑓 𝑡𝑛+2, 𝑦𝑛+2 +

2

3
𝑓 𝑡𝑛+1, 𝑦𝑛+1 −

1

12
𝑓 𝑡𝑛 , 𝑦𝑛   (𝐸𝑞. 2.38) 

The BDF methods are implicit methods with 𝑏𝑠−1 = ...= 𝑏 = 0 and the other coefficients 

chosen such that the method attains order 𝑠 (the maximum possible). The general 
formula for a BDF can be written as [51]: 

 𝑎𝑘𝑦𝑛+𝑘 = 𝛽𝑓 𝑡𝑛+𝑠 , 𝑦𝑛+𝑠  (𝐸𝑞. 2.39)

𝑠

𝑘=0

 

and for 𝑠 = 2 is given by: 

 𝑦𝑛+2 −
4

3
𝑦𝑛+1 +

1

3
𝑦𝑛 =

2

3
𝑓 𝑡𝑛+2,𝑦𝑛+2  (𝐸𝑞. 2.40) 

2.4.4 Stability – Stiffness [52] 

The Euler method (section 2.4.1) can be numerically unstable, meaning that the 
numerical solution grows very large for equations where the exact solution does not. 
This "difficult behavior" in the equation (which may not necessarily be complex itself) is 
described as stiffness, and is often caused by the presence of different time scales in 
the underlying problem, i.e. the equation includes some terms that can lead to rapid 

variation in the solution. This problem can be solved by making the step size, , 
extremely small. Such an example is shown below: 

 
Figure 2.4: Solution of  𝑦′ = −2.3𝑦, 𝑦 0 = 1 with the Euler method,  = 1 (blue) and  = 0.7 (red). The 

black line is the exact solution [53]. 

As is evident in Figure 2.4, for some values of  ( = 1 in this example) the numerical 
solution oscillates and grows instead of decaying to zero, i.e. it is unstable. If a smaller 

step size is used, for instance  = 0.7, then the numerical solution does decay to zero. 
When integrating a differential equation numerically, one would expect the requisite 
step size to be relatively small in a region where the solution curve displays steep 
variation and to be relatively large where the solution curve straightens out to approach 
a line with slope nearly zero. For some problems this is not the case. Sometimes the 
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step size is forced down to an unacceptably small level in a region where the solution 
curve is very smooth. The phenomenon being exhibited here is known as stiffness. In 
some cases two different problems with the same solution may exist, yet problem one is 
not stiff and problem two is stiff. Clearly the phenomenon cannot be a property of the 
exact solution, since this is the same for both problems, and must be a property of the 
differential system itself. It is thus appropriate to speak of stiff systems (see Appendix 
A). It turns out not to be possible to give a strict definition of the stiffness phenomenon 
in a satisfactory manner, even for the restricted class of linear constant coefficient 
systems [52]. 'Phenomenon' is probably a more appropriate word than 'property', since 
the latter rather implies that stiffness can be defined in precise mathematical terms. 
Several qualitative statements that can be (and mostly have been) made in an attempt 
to encapsulate the notion of stiffness are [52]: 

a) A linear constant coefficient system is stiff if all of its eigenvalues have negative real 
part and the stiffness ratio (Appendix A) is large. 
b) Stiffness occurs when stability requirements, rather than those of accuracy, constrain 
the step length. 
c) Stiffness occurs when some components of the solution decay much more rapidly 
than others. 

The behavior of numerical methods on stiff problems can be analyzed by applying these 
methods to the test equation 𝑦′ = 𝑘𝑦 subject to the initial condition 𝑦(0) = 1 with 𝑘𝜖C. 

The solution of this equation is 𝑦(𝑡) = 𝑒𝑘𝑡 . This solution approaches zero as 𝑡 
approaches infinity when 𝑅𝑒 𝑘 < 0. If the numerical method also exhibits this behavior 
(for a fixed step size), then the method is said to be A-stable [54]. A-stable methods do 
not exhibit the instability problems. Runge–Kutta methods applied to the test equation 

𝑦′ = 𝑘𝑦 take the form 𝑦𝑛+1 = 𝛷 𝑘 𝑦𝑛 , and, by induction, 𝑦𝑛 = 𝛷𝑛 𝑘 𝑦0. The function 𝛷 

is called the stability function. Thus, the condition that 𝑦𝑛 → 0 as 𝑛 → ∞ is equivalent to 
 𝛷 𝑘  < 1. This motivates the definition of the region of absolute stability (sometimes 
referred to simply as stability region), which is the set {𝑧𝜖C|  𝛷 𝑧  < 1}. The method is 
A-stable if the region of absolute stability contains the set {𝑧𝜖C| 𝑅𝑒 𝑧 < 0}, that is, the 

left half plane. The Euler method has 𝛷 𝑧 = 1 + 𝑧 since 𝑦𝑛+1 = 𝑦𝑛 +  𝑘𝑦 => 𝑦𝑛+1 =
 1 + 𝑘 𝑦𝑛=> 𝑦𝑛 =  1 + 𝑘 𝑛𝑦0. The region of absolute stability for this method is thus 
{𝑧𝜖C|  1 + 𝑧 < 1} which is the disk depicted in Figure 2.5. The Euler method is not A-
stable. 

 

Figure 2.5: The pink disk shows the stability region for the Euler method [53]. 

In the example of Figure 2.4, 𝑘 = −2.3, so if  = 1 then 𝑘 = −2.3, which is outside the 
stability region, and thus the numerical solution is unstable. If  = 0.7 then 𝑧 = −1.61, 
which is inside the disk, and the numerical solution does decay to zero. 
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Regarding the Runge-Kutta methods, explicit Runge–Kutta methods are generally 
unsuitable for the solution of stiff equations because their region of absolute stability is 
small in contrast with the implicit Runge–Kutta methods. Explicit Runge–Kutta methods 
can never be A-stable [55] (see Appendix A). 

Explicit multistep methods can never be A-stable, just like explicit Runge–Kutta 
methods (see Appendix A). The region of absolute stability for the two-step Adams–
Bashforth method is shown in Figure 2.6. It does not include all the left half-plane (in 

fact it only includes the real axis between 𝑧 = −1 and 𝑧 = 0, so, it is not A-stable. 
Implicit multistep methods can only be A-stable if their order is at most two (second 
Dahlquist barrier) [54].  

 
Figure 2.6: The pink region is the stability region for the second-order Adams–Bashforth method [53]. 

The BDF methods are the most efficient linear multistep methods and the stability 
region of the higher-order BDF methods contain a large part of the left half-plane and in 
particular the whole of the negative real axis [47]. In Figure 2.7, the absolute stability 
region of BDF methods with different orders is shown. 

 
Figure 2.7: The absolute stability regions of BDF methods with order 1,2,4,6 (from left to right) [53]. 

2.4.5 LSODA solver 

LSODA solves the initial value problem for stiff or non-stiff systems of first order ODEs 
and it is a variant of LSODE with the additional capability of recognizing if the system of 
equations is stiff or non-stiff. This means that the user does not have to determine 
whether the problem is stiff or not, and the solver will automatically choose the 
appropriate method. It always starts with the non-stiff method (less complexity-greater 
efficiency). 

The non-stiff method used in LSODA is the Adams-Moulton linear multistep method up 
to twelfth order. For stiff problems it uses the BDF up to fifth order. During the 
integration it increases the order (and the step size) for maximum efficiency. If problems 
of instability arise, it changes the method to first order BDF while gradually increasing 
the order to the maximum value (five) or until instability occurs. When using the BDF 
method, LSODA makes tests in order to consider the switch back to Adams method (if 

http://en.wikipedia.org/wiki/Germund_Dahlquist
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instability issues are resolved) for maximum efficiency. Periodically, LSODA evaluates 
the step size for the different methods and chooses the method with the best step size 
for the specified level of accuracy. All the methods in LSODA are implicit and as a result 
a modified Newton method is used to solve the nonlinear algebraic system of equations.  

Apart from the absolute and relative tolerances defined by the user, LSODA provides 
many more options for the integrator and the solver. For example, the user can choose 
the type of the Jacobian matrix such as a user supplied full Jacobian (for better 
efficiency), an internally generated (difference quotient) full Jacobian, a user-supplied 
banded Jacobian and an internally generated banded Jacobian. The user can also 
define the step size to be attempted on the first step (the default value is determined by 
the solver), the maximum absolute step size allowed, the minimum absolute step size 
allowed, the maximum number of (internally defined) steps allowed during one call to 
the solver, the maximum order to be allowed for the non-stiff (Adams) method, the 
maximum order to be allowed for the stiff (BDF) method [42, 56].   

LSODA was compiled and tested in stiff systems. An example of a stiff system is the 
following: 

𝑑𝑦1

𝑑𝑡
= −0.04 ∗ 𝑦1 + 104 ∗ 𝑦2 ∗ 𝑦3 (𝐸𝑞. 2.41) 

𝑑𝑦2

𝑑𝑡
= − 

𝑑𝑦1

𝑑𝑡
+

𝑑𝑦3

𝑑𝑡
  (𝐸𝑞. 2.42) 

𝑑𝑦3

𝑑𝑡
= 3 ∗ 107 ∗ 𝑦2

2 (𝐸𝑞. 2.43) 

𝑦1 0 = 1, 𝑦2 0 = 0, 𝑦3 0 = 0 (𝐸𝑞. 2.44) 

The functions required to run LSODA in this case are described below: 

// definition of the system of equations 

static void fex(double t, double *y, double *ydot, void *data) 

{ 

 ydot[0] = 1.0E4 * y[1] * y[2] - .04E0 * y[0]; 

 ydot[2] = 3.0E7 * y[1] * y[1]; 

 ydot[1] = -1.0 * (ydot[0] + ydot[2]); 

} 

 

// driver to run the solver; define initial conditions, solver parameters and call solver 

int main(void) 

{ 

 double      rwork1, rwork5, rwork6, rwork7; 

 double      atol[4], rtol[4], t, tout, y[4]; 

 int             iwork1, iwork2, iwork5, iwork6, iwork7, iwork8, iwork9; 

 int             neq = 3; 

 int             itol, itask, istate, iopt, jt, iout; 

 

 iwork1 = iwork2 = iwork5 = iwork6 = iwork7 = iwork8 = iwork9 = 0; 

 rwork1 = rwork5 = rwork6 = rwork7 = 0.0; 

 y[1] = 1.0E0; 

 y[2] = 0.0E0; 

 y[3] = 0.0E0; 

 t = 0.0E0; 

 tout = 0.4E0; 

 itol = 2; 
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 rtol[0] = 0.0; 

 atol[0] = 0.0; 

 rtol[1] = rtol[3] = 1.0E-8; 

 rtol[2] = 1.0E-8; 

 atol[1] = 1.0E-8; 

 atol[2] = 1.0E-8; 

 atol[3] = 1.0E-8; 

 itask = 1; 

 istate = 1; 

 iopt = 0; 

 jt = 2; 

 

 for (iout = 1; iout<= 12; iout++) { 

  lsoda(fex, neq, y, &t, tout, itol, rtol, atol, itask, &istate, iopt, jt, 

        iwork1, iwork2, iwork5, iwork6, iwork7, iwork8, iwork9, 

        rwork1, rwork5, rwork6, rwork7, 0); 

  printf(" at t= %12.4e y= %14.6e %14.6e %14.6e\n", t, y[1], y[2], y[3]); 

  if (istate<= 0) { 

   printf("error istate = %d\n", istate); 

   exit(0); 

  } 

  tout = tout * 10.0E0; 

 } 

 n_lsoda_terminate(); 

 

 return 0; 

} 

The same problem was solved with the Euler method. A simple program (in C) was 
written for this purpose and is shown below: 

main() 

{ 

double t,h,y1,y2,y3,y1d,y2d,y3d; 

    h=0.0001; 

    y1=1; 

    y2=0; 

    y3=0; 

    t=0; 

printf(" at t= %E y= %E %E %E\n", t, y1, y2, y3); 

 

for (t=0.0001; t<=4e10; t=t+h) 

{ 

        y1d=1.0E4*y2*y3-0.04*y1; 

        y3d=3.0E7*y2*y2; 

        y2d=-(y1d+y3d); 

        y1=y1+h*y1d; 

        y2=y2+h*y2d; 

        y3=y3+h*y3d; 

printf(" at t= %E y= %E %E %E\n", t-0.0001, y1, y2, y3); 

} 

The results returned from LSODA and from the Euler method ( = 0.0001) are shown in 
Figure 2.8. The solutions of both methods are very close. The execution time for the 

LSODA solver is 0.016 s, reaching 𝑡 = 4 ∗ 1010 and for the Euler method ( = 0.0001) is 
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7052.6 s, reaching 𝑡 = 4 ∗ 107 (Pentium dual core E5200 @ 2.5 Ghz, RAM 4GB, 32 bit 
Win7). 

 
Figure 2.8: Results returned from LSODA (blue lines) and the Euler method (red lines) for the stiff system  
of Eqs.2.39-2.42. Results from the Euler method with  = 0.001 are also shown. 

The solution obtained from the Euler method ( = 0.0001) reached only 𝑡 = 4 ∗ 107 
because after this value the solution process became extremely slow.Even with a step 

size of  = 0.001, the Euler method led the solution to strong oscillations resulting in 
huge values and no convergence (typical stiff behavior) while trying to solve the stiff 

system (Figure 2.8). By making the step size  = 0.0001, the oscillations were almost 
eliminated and a solution was obtained. This example designates the efficiency of 
LSODA at solving stiff systems.  
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3. RESULTS 

3.1 Introduction 

The focus of this chapter is on the comparison of the results produced by the extended 
global model (πlasma-R) with the results from the work of Gaens&Bogaerts [30]. Firstly, 
the type and geometry of the device are described as well as the operating parameters 
of the simulation. Then, a very important aspect of the simulation, the electron energy 
distribution function, is discussed, and interesting conclusions are extracted. Finally, the 
simulation results are compared with the results of the work of Gaens&Bogaerts and the 
possible origin of the deviations is discussed. 

3.2 Conditions and inputs 

3.2.1 The device and the operating parameters 

The plasma jet device simulated by the global model is shown in Figure 3.1 [24, 35].  

    

Figure 3.1: Geometry of the simulated plasma jet device (left: the whole device, right: zoom inside the 
glass tube). 

The plasma source consists of an RF-driven tungsten needle with a diameter of 1mm 
and a sharpened tip surrounded by a glass tube with a 3mm outer and a 1.5mm inner 
diameter. A gas flow of Argon (Ar) is applied through the tube. The gas flow is kept 
constant at 2 slm. The air impurities in the gas feed are 10ppm for N2/O2 and 1 ppm for 
H2O. The setup is not in a vacuum vessel and thus it is open to air. A grounded copper 
electrode is positioned at a distance of 5mm from the needle. It has a hole with a 
diameter of 5mm through which the plasma can pass. The plasma jet is a so-called 
linear field plasma jet [3], since the electrical field and the gas flow have the same 
direction.  

The tube of the plasma jet device, the plasma jet itself and the afterglow region in the 
far effluent are assumed to be represented by a long cylinder (Figure 3.2), where 
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constant atmospheric pressure conditions rule. The diameter of this cylinder is 1.5 mm 
and within a segment of this cylinder only spatially averaged quantities (temperature, 
velocity, densities etc.) are considered.  

 
Figure 3.2: The cylinder representation of the plasma jet device [30]. 

As in the work of Gaens&Bogaerts, inputs of the global model are (see Figure 2.3) the 
temperature, power density, and Ar, N2, O2, and H2O densities, as a function of distance 
from the nozzle exit, as shown in Figure 3.3. All these data are coming from 
experimental measurements [30]. Analytic functions for Ar, N2, O2, and H2O densities 
and gas temperature as a function of the distance from the nozzle exit were fitted to the 
pertinent experimental curves of Figure 3.3 (see Eqs. 3.1 – 3.6) to facilitate the 
numerical solution of the system of differential equations. The curves from both the 
analytic functions and the experimental measurements are shown in Figure 3.4. 

 
 
Figure 3.3: The inputs for the global model (Ar-N2-O2-H2O densities, gas temperature and power density) 

[30]. The density and temperature of the electrons are calculated by the model. 
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Figure 3.4: Densities of the species and gas temperature, which are used as input (red and green solid: 

data used in this work, blue dashed curved: experimental data used by Gaens&Bogaerts [30]). 

The total deposited power is 6.5 W. The estimated power deposition density (Wm−3) 
profile is assuming a maximum power density at the needle electrode tip at 2mm before 
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the nozzle exit, and the value decreases linearly along the plasma jet flow. To measure 
the power deposition profile further from the needle tip is highly non-trivial. We know, 
however, from the literature that plasma jets typically show UV–vis light emission over a 
distance in the order of maximum a few centimeters. In this case, light can be observed 
until 1.2 cm after the nozzle exit (Fig. 3.2). Since calculations predict that the electron 
density and excited state densities rapidly drop when the power deposition becomes 
small, a power density profile that linearly goes to zero at 1.2 cm is adopted [30]. 

The global model is solved at transient state, thus the inputs are required as a function 
of time elapsed. The velocity profile, needed for the conversion from the time domain to 
the space domain and vice versa, is shown in Figure 3.5 [41]. An analytic function is 
also utilized to approximate the velocity curve (Eq. 3.7) and is also included in Figure 
3.5. 

𝑢 =
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24.882𝑒−61.95𝑥           0.00875 ≤ 𝑥 < 0.01248 m 

 
 

 
 

    m/s     𝐸𝑞. 3.7   

 

 
Figure 3.5: Gas velocity as a function of distance from nozzle (red solid: velocity in this work, blue 

dashed: velocity in the work of Gaens&Bogaerts [41]). 

3.2.2   Reaction set 

The reaction set consists of 846 reactions (reduced set from [30]) among 84 species. 
The species included in the model are: Ar, Ar(4S3P2), Ar(4S3P1), Ar(4S3P0), Ar(4S1P1),  
Ar(4P), Ar2

*(α3Σu
+), Ar+, Ar2

+ ,ArH+, N, N2, N(2D), N2(rot), N2(vib1-8), N2(A
3Σu

1), N2(α‘1Σu
-),  

N+, N2
+, N3

+, N4
+, O, O2, O3, O(1D), O2(rot), O2(vib1-4), O2(α

1Γg), O2(b
1Σg

+), O+, O2
+, O4

+, O-, 
O2

-, O3
-, NO, NO2, N2O, NO3, N2O3, N2O4, N2O5, N2O(vib1-3), NO+, NO2

+, NO2
-, NO3

-, H, 
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H2, OH, H2O, HO2, H2O2, H
*, H2(rot), H2(vib1-2), H2

*, H2O(vib[100,010,001]), H
+, H2

+, H3
+, OH+, 

H2O
+, H3O

+, NH, HNO, HNO2, HNO3, HNO4, OH(A), H-, OH-, H4O2
+, H2O3

+, H5O2
+, 

H7O3
+,H9O4

+,H11O5
+,H13O6

+,H15O7
+, H2NO2

+, H4NO3
+, H6NO4

+.Species Ar(4P) groups the 
electronically excited states 4P, 5D, 5S and 5P, species H* groups the electronically 
excited states with n=2-4 and species H2

* groups the electronically excited states 
(b3Σu

+) and (c3Πu).  

The reaction set is described in Table B1 of Appendix B. The rate coefficients of the 
reactions are taken from [30] except for the reactions (electron impact) for which it was 
not possible to find consistent information based on the references of [30]. The 
references for these reactions are also included in Table B1. M denotes third body. 

3.2.3   The reaction coefficients and the electron energy distribution function 

The calculation of the rate coefficients of the electron impact reactions (reactions from 1 
to 163 in Table B1, Appendix B) requires the consideration of an electron energy 
distribution function. The rate coefficients for electron impact reactions read 

𝑘 =   
2휀

𝑚𝑒
𝜍 휀 𝑓 휀, 휀 𝑑휀

∞

0

      (𝐸𝑞. 3.8) 

where me is the electron mass, ε is the electron energy, 휀 is the mean electron energy, 
𝜍 휀  is the cross section for the specific reaction and 𝑓 휀, 휀  is the normalized electron 
energy distribution function (EEDF). 

The options for the EEDF is to consider a predefined EEDF, such as Maxwellian or 
Druyvesteyn, or calculate the EEDF with a Boltzmann equation solver. Note that we 
need to calculate the EEDF and the pertinent rate coefficients at every time instance, 
given that the gas mixture composition and the gas temperature varies with time (see 
Figure 3.6). The latter requires a Boltzmann solver available for multiple successive 
calculations and entails a higher computational cost compared to considering a 
predefined EEDF. Gaens&Bogaerts use a look-up table of these coefficients as a 
function of a wide range of electron temperatures, constructed by an internal Boltzmann 
equation solver using electron collision cross sections. These look-up tables are 
regularly updated by running the Boltzmann code again (every 10κs with a modified 
Global_Kin code [33]), because of the drastic change in background gas composition 
due to humid air diffusion [30]. How important are the changes of the gas composition 
and temperature (see Figure 3.6) for the EEDF? 

In order to study the impact of gas mixture composition and gas temperature on the 
EEDF, Bolsig+ [36] is used to solve the Boltzmann equation at specific time instances 
(t=0.19, 0.365, 0.58 and 0.74ms). The results are shown in Figure 3.7 and they also 
include comparison with the Maxwell and Druyvesteyn EEDFs of the same mean 
electron energy (4.5 eV). Each time instant corresponds to a different gas phase 
composition. 
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Figure 3.6: Gas temperature and densities of Argon and air as a function of time, coming from  

experimental measurements [30]. 

 

Figure 3.7: EEDFs for the gas mixture composition and gas temperature at  
     a) x=0 cm [mole fractions 0.9999(Ar),10

-5
(N2),3x10

-6
(O2),2x10

-7
(H2O),Tg=600K,Em=4.5eV], 

     b) x=0.365 cm [0.9945(Ar),4.47x10
-3

(N2),8.95x10
-4

(O2),7.96x10
-5

(H2O),Tg=615K,Em=4.5eV],  
     c) x=0.73cm [0.9399(Ar),4.710

-2
(N2),1.22x10

-2
(O2),9.4x10

-4
(H2O),Tg=567K,Em=4.5eV], 

     d )x=0.98cm (0.8453(Ar),1.2710
-1

(N2),2.54x10
-2

(O2), 2.54x10
-3

(H2O),Tg=478K,Em=4.5eV],  
     as calculated by Bolsig+. Maxwell and Druyvesteyn EEDFs of the same mean electron energy       
     (Em = 4.5 eV) are also shown. 
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From Figure 3.7, it follows that the combined effect of the change of gas composition 
and gas temperature under the specific conditions of the simulation (Figure 3.6) is a 
drastic change of the calculated EEDF. The calculated EEDFs are consistent with the 
Maxwell and Druyvesteyn distributions for lower electron energies but there are 
discrepancies for higher values of the electron energy. The Druyvesteyn distribution is, 
generally, closer to the calculated EEDFs. 

Apart from the specific conditions of the simulation, the EEDF was also calculated for 
different gas temperatures and mean electron energies. The mean energies of the 
electrons were selected in such a way that they cover a broad range of values 
commonly measured during plasma jet experiments. The two selected values of the gas 
temperature (400K and 600K) are also common in plasma jet experiments and are also 
distant enough so as to highlight the extent of the impact of the gas temperature on the 
EEDF. The results are shown in Figure 3.8. 

  

(a) (b) 

 

 

 

 

(c) (d) 
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In an attempt to make more general conclusions by observing the graphs of Figure 3.8, 
which include EEDFs over a wider range of mean energy values and different gas 
temperatures (not only the ones employed for this simulation), one can say that (for 
Αrgon mixtures) generally, there are discrepancies between the calculated EEDFs and 
the Maxwell or Druyvesteyn distribution (for the same mean electron energies). The 
calculated EEDFs are more consistent with the Maxwell and Druyvesteyn distributions 
for lower electron energies. Furthermore, for higher mean electron energies, the EEDF 
becomes less sensitive to the gas composition and tends to move away from the 
Maxwell distribution. Finally, the gas temperature at the range of 400-600 K does not 
affect the calculated EEDFs except for very low mean electron energies with a higher Ar 
mole fraction. This is normal as the gas temperature is only important for very low E/N 
values (electric field/ gas density) where the electrons may gain energy in elastic 
collisions with gas particles [36]. 

 

 

 

 

(e) (f) 

 

 

 

 
(g) (h) 

Figure 3.8: EEDFs for different values of the mean energy of the electrons (Em). 
The mole fractions of species are (blue curve) 0.663(Ar), 0.265(N2), 0.066(O2), 0.005(H2O), 
(red curve) 0.94(Ar), 0.047 (N2), 0.012 (O2), 0.00094 (H2O),   

                  (green curve) 0.995(Ar), 0.0045(N2), 0.0009(O2), 0.00008(H2O), 

                  (light blue curve) 0.999(Ar)/0.00001(N2)/0.000003(O2)/0.0000002(H2O) 
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Given that the gas mixture composition affects the EEDF and that the gas mixture 
composition varies with time (see Figure 3.6), the EEDF and the pertinent reaction rate 
coefficients (see Eq. 3.8) vary with time and should be updated frequently. 

In this work, given that we cannot use Bolsig+ for the multiple (frequent) calculations of 
the EEDF (Bolsig+ comes with a GUI) at every time step, we consider two cases: In the 
first case we use a Maxwellian EEDF and in the second we calculate the EEDF by 
Bolsig+ at only three conditions (gas mixture composition and gas temperature 
corresponding to three distances from the nozzle or at three time instances) for practical 
reasons. In particular, EEDFs for different electron mean energies are calculated for the 
conditions at t=0.3, 0.42, and 0.74 ms (x=0.24, 0.47, and 0.98 cm); it is considered that 
the first set of EEDFs is representative of the time interval 0.11-0.3 ms, the second set 
of EEDFs is representative of the interval 0.3-0.58 ms, and the third set of EEDFs is 
representative of the time interval 0.58-0.90 ms. A gas mixture of the gases Ar, N2, O2 
and H2O is considered, with composition at distance x from the nozzle exit determined 
by the experimental data (Figure 3.4). The cross sections [30] of the reactions 1-163 of 
Table B1 and the electron energies (Te) of Figure 3.3 are used for the calculations. 

3.3 Simulation results and discussion 

Τhe results of the simulations are shown in Figures 3.9 and 3.10 which also include the 
results of Gaens&Bogaerts [30]. These graphs include the computed densities of the 
most important species (dashed curves represent the results of Gaens&Bogaerts) and 
the computed electron temperature. Two scenarios for the rate coefficients of electron 
impact reactions are considered: The first scenario is to use three equations (formulas) 
for the rate coefficients, each one corresponding to a different spatial region (-0.2-
0.24cm, 0.24-0.73cm, 0.73-1.16cm) or a different time space (0.11-0.3ms, 0.3-0.58ms, 
0.58-0.9ms). The rate coefficients at each region are coming from the integration of the 
pertinent cross section over the EEDF at the specific region, i.e. at the specific gas 
phase composition and gas temperature (see section 3.2). The second scenario is to 
use one equation for the rate coefficients coming from the integration of the pertinent 
cross section over a Maxwellian EEDF. The simulation results from the first scenario 
are shown in the left columns of Figures 3.9 and 3.10, while the simulation results from 
the second scenario are shown in the second columns. 

  

(a1) (a2) 
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Figure 3.9: Species densities vs distance from nozzle, comparison with the results of Gaens&Bogaerts 

[30]. 
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(a) (b) 

Figure 3.10: Electron temperature vs distance from nozzle. 

The comments for the left columns of Figures 3.9 and 3.10, i.e., for the comparison of 
results of Gaens&Bogaerts with the simulation results coming from the first scenario for 
rate coefficients are summarized below: 

The densities obtained from the extended global model (πlasma-R) are close to those 
presented by Gaens&Bogaerts [30] for the great majority of the species. Nevertheless, 
there are some deviations that for few species can exceed one order of magnitude (e.g. 
N2(A), NO). The main reasons behind these differences are: 
 
Α) The Boltzmann solver does not update the reaction coefficients frequently enough: It 
runs roughly every 15 ms as opposed to every 10 κs in the work of Gaens&Bogaerts. 
This has an impact on the results due to the fact that the conditions of the experiment 
(gas composition, temperature) change rapidly with time. 
 
Β) The sources employed for the cross sections of some electron impact reactions are 
different from those used by Gaens&Bogaerts. In addition, for those reactions that it 
was very difficult to find sources for the cross sections, reaction coefficients derived 
from a Maxwellian EEDF were used. Finally, some calculations for the cross sections 
were necessary for some reactions (through detailed balancing, threshold reduction and 
scaling etc., see Table B1, Appendix B) while Gaens&Bogaerts used different methods 
and/or sources. 
 
C) For some reactions (mainly ionization) the coefficients derived from Bolsig+ 
presented moderate oscillations (signs of difficulties with convergence). Some 
approximations were used for those regions of energies where the oscillations were 
quite strong. 
 
D) The reaction set for this simulation is a reduced reaction set from the one employed 
by Gaens&Bogaerts which includes 1880 reactions. Although it is mentioned [30] that 
the reduced reaction set does not affect the results to a large extent, some deviations 
are expected. 
 
E) From Figures 3.9 and 3.10, one can notice steep changes and derivative 
discontinuities of the curves, regarding the results produced by πlasma-R. The source 
of these artifacts is the fact that the electron reaction coefficients are updated abruptly, 
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only at the time instances of 0.3 and 0.58 ms and after the passage of a great amount 
of time (during which major changes of the gas composition occur), and not gradually 
by using the calculations of the Boltzmann solver much more frequently. This is the 
reason that these steep changes occur around 0.24 and 0.74 cm from the nozzle exit 
(which correspond to 0.3 and 0.58 ms). 

The comments for the right columns of Figs. 3.9 and 3.10, i.e., for the comparison of 
results of Gaens&Bogaerts with the simulation results coming from the second scenario 
for rate coefficients are summarized below: 

The results obtained from πlasma-R are quite close to those presented by 
Gaens&Bogaerts [30] for some species, although, for other species, the deviations are 
strongly pronounced (e.g. Ar(4s3p0), N2(a)). The most noticeable deviation is related to 
the electron temperature calculated by πlasma-R which is almost three times lower than 
the one computed by Gaens&Bogaerts [30]. The main reasons behind these differences 
in this second scenario are the assumption of a Maxwell distribution, different methods 
and/or sources for the determination of the cross sections of some reactions and the 
employment of a reduced reaction set. 

Regarding the comparison between the two scenarios, the results obtained from the 
calculated EEDFs were generally closer to the ones produced by Gaens&Bogaerts [30] 
than those obtained with the Maxwell distribution (right column of Figures 3.9 and 3.10), 
as expected, although there were few exceptions (Figure 3.9s1,s2) attributed to the 
reasons mentioned above (A-E). The electron temperature obtained from the calculated 
EEDFs was a lot closer to the result of Gaens&Bogaerts than the one obtained 
assuming a Maxwell distribution. Although the differences in the electron temperature 
between the two scenarios are very prominent, the differences in the calculated species 
densities are more subtle. This can be explained by the fact that at lower electron 
temperatures (calculated by the second scenario) the Maxwell distribution becomes 
less extended to higher energies (the ‗tail‘ is restricted) and approaches the EEDFs 
computed by Bolsig+ at the higher electron temperatures (calculated by the first 
scenario). Figure 3.11 shows the Maxwell EEDF with 2 eV mean electron energy and 
the Bolsig+ calculated EEDF for the conditions at x=0.98 cm (4.5 eV mean electron 
energy). The steep changes with the Maxwell distribution resemble the ones produced 
by Gaens&Bogaerts. 

 
Figure 3.11: Maxwell EEDF (4.5 eV mean electron energy) and Bolsig+ calculated EEDF (2 eV mean    
electron energy) for the conditions at x=0.98 cm. 
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4. Fluid simulations of plasma jet 

4.1 Introduction 

As discussed in the previous chapters (see section 2.3), the gas velocity profile and the 
densities of the feed gas, N2, O2 and H2O as a function of distance from the nozzle are 
used as inputs to the global model. The source of such information can be either 
experimental data or data computed by fluid simulations. In this chapter, the second 
option is explored in an attempt to develop a self-consistent model for atmospheric 
pressure plasma jets and eliminate the need for many inputs from experimental 
measurements. 

Firstly, some general information about turbulence are presented and then, the 
turbulence over flat plates, inside channels and in free shear flow is discussed with a 
focus on the turbulent jet flow. Finally, before the results of the fluid simulations for the 
specific device [30] are presented, some aspects of turbulence modeling are preceded.   

4.2 Turbulent flow [57] 

Turbulence is a property of the flow and not a property of the fluid itself. In flows that are 
originally laminar, the turbulent regime arises from instabilities that develop as the 
Reynolds number increases. There is no precise definition of turbulence in fluids, nor 
does there exist any general theory of turbulence. Turbulence is thus characterized by 
several observable properties. If we accept the usually retained hypothesis that the 
detailed motion of the turbulent fluid is governed by the Navier-Stokes equations, then 
the fundamental equations of turbulence can be considered as known and thus they 
can form the basis of any tentative statistical theory to describe the turbulence field. 

The chaotic character of turbulent fluctuations appears as a direct consequence of non-
linear terms present in the Navier-Stokes equations. These non-linearities are apparent 
through several important consequences which, considering the absence of any precise 
definition of turbulence, serve as characteristic properties: 

1) Physical quantities such as velocity and pressure vary in an apparently random way.  
 
2) The presence of countless swirling eddies conveys the fact that a turbulent flow is 
highly rotational (Figure 4.1). The turbulent motion thus presents strong fluctuations in 
the curl of velocity. The non-linearities control the interactions between these eddies of 
differing size. An acoustic field, even random, is not turbulent at all because it is 
irrotational. 

 
3) A turbulent field diffuses any transportable quantity, such as temperature or a dye, 
but also momentum, rapidly. In reality, turbulent diffusion is due to convective terms at 
the fluctuating level. A traced fluid particle marked by a dye is then distorting, branching 
out and progressively fraying (Figure 4.2). 

 
4) Fluctuating turbulent motions are always three-dimensional and unsteady. 

 
5) The detailed properties of a turbulent flow present an extreme sensitivity to initial and 
boundary conditions. This behavior is apparent if we consider a tiny deviation in the 
initial conditions, we then observe that the two flows become rapidly very different from 
each other if we look at its instantaneous detailed description. This unpredictable 
character of the detailed fluid particle trajectories on sufficiently long time intervals 
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corresponds to a loss of the memory of initial conditions. This is the unpredictability 
phenomenon. Some properties of turbulence however remain reproducible, such as 
statistical properties, mean values and spectral distributions. 

 
6) The progressive loss of memory of a turbulent flow which forgets, after some elapsed 
time, the detail of fluctuations in the initial conditions some way justifies the statistical 
approach to turbulence, since, to some extent, the detail of initial conditions can be 
ignored. In this connection, it is possible to distinguish newly created turbulence which 
still retain the memory of the conditions in which it was created (much more difficult to 
study) from fully developed turbulence which has lost the memory of initial conditions 
(and which can be studied relatively more easily because it is subject to universal laws). 

 
7) There exists a whole cascade of eddies of smaller and smaller scales, created by 
non-linear processes due to inertial terms in the equations of motion (Figure 4.1). 

 
8) Turbulence cannot be sustained by itself, it needs an energy supply. This source of 
energy can have various origins, the most usual is shear or strain of the mean flow, but 
the origin can also come from external forces. If turbulence is deprived of any 
generation process, it decays progressively. Turbulence is dissipative. The mechanism 
of viscous dissipation of turbulence is related to the existence of strong gradients of the 
instantaneous velocity field. The instantaneous strain rates indeed become very high 
inside the smallest eddies and the degradation of the turbulent kinetic energy into heat 
is thus very strong (Figure 4.1). 

 
Figure 4.1: Schematics of an instantaneous energy cascade in turbulent flow. The arrows indicate energy  

extraction, transfer and dissipation [58]. 
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Figure 4.2: Evolution of a volume marked by a dye under the effect of turbulent diffusion [57]. 

Turbulence is an eddying motion which, at high Reynolds numbers usually reached in 
practical flows, shows a wide spectrum spreading over a significant range of eddy 
scales and a corresponding spectrum in frequency. The turbulent motion, always 
rotational, can be perceived as a muddle of swirling eddies whose rotational curl vectors 
are directed randomly in space and are strongly unsteady. The largest eddies, which 
are associated with the low frequency range of the energy spectrum, are determined by 
the boundary conditions of the flow. Their length scale is comparable to the order of 
magnitude of the whole domain occupied by the flow itself. The smallest eddies, 
associated with high frequencies in the spectrum, are determined by viscous forces. 
The energy spectrum width, i.e. the scale difference between the largest and the 
smallest eddies, increases with the Reynolds number. Momentum and heat transfer are 
mainly due to large-scale motions and thus, it is mainly these large eddies that must be 
considered in turbulence models: the velocity and length scales introduced in the usual 
turbulence models are basically macroscales. The large eddies interact with the mean 
flow (because their characteristic scales have the same order of magnitude), they 
extract kinetic energy from the mean flow and supply this energy to the large-scale 
agitations. Turbulent structures can be considered as swirling vortex elements that are 
stretching each other. This vortex stretching is one of the most important aspects of 
turbulent motion. It produces the transfer of energy on smaller and smaller scales until 
the viscous forces become active and dissipate this energy, this is the energy cascade 
(Figure 4.1). The amount of energy coming from the mean flow and injected into the 
turbulent motion is determined by the large scale motions, it is only this amount of 
energy which will be able to cascade to smaller scales and then to be dissipated. Thus, 
the dissipation rate of kinetic energy is determined by the large-scale motions, although 
the dissipation is a viscous process that occurs mainly at the level of small eddies. The 
fluid viscosity does not determine the dissipation rate itself but only the length of the 
scale at which it happens. The higher the Reynolds number, the smaller the dissipative 
eddies. Owing to their interaction with the mean flow, the large eddies are strongly 
dependent on the boundary conditions of the problem. The mean flow often presents 
preferred directions that are then imposed on the large-scale turbulent motions. These 
big eddies may consequently be highly anisotropic. During the cascade process, this 
directional dependency is however weakened. When the Reynolds number is 
sufficiently high, then the range of big eddies and the range of small dissipative eddies 
become clearly separated in the spectrum and this directional dependency is almost 
completely lost. This is the tendency of fine scale turbulence to local isotropy. The 
occurrence of turbulence may have various causes. In turbulent shear flows, it is 

generally due to an increase in the flow Reynolds number 𝑅𝑒 = 𝜌𝑈𝐿/𝜇, which 
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represents the ratio of inertial forces to viscous forces. However, the occurrence of 
turbulence is also influenced by external forces (Archimedean forces, Coriolis forces, 
etc.). One of the acting mechanisms in the onset of turbulence in shear flows is the 
Kelvin-Helmholtz instability which is a type of vortex sheet instability which is 
encountered in particular in mixing layers, boundaries of jets or wakes. This instability 
gives rise to spiral whorls, a precursor of turbulence. Figure 4.3 shows a visualization of 
a circular jet which images the convective Kelvin-Helmholtz instabilities at the 
boundaries of the jet after the nozzle exit. Several diameters downstream, the transition 
to turbulence rapidly takes place, spiral structures break up and the general appearance 
becomes apparently random. The transition is all the more fast and sudden as the 
Reynolds number is high. In a boundary layer, spanwise vortices (perpendicular to the 
direction of mean flow), resulting from the Kelvin-Helmholtz instability and taking the 
form of vortex filaments will have the tendency to oscillate away from spanwise direction 
[57]. 

 
Figure 4.3: Visualization of a circular jet of air developing in still ambient air. Kelvin-Helmholtz instabilities  
at the boundaries of the jet are visible. The Reynolds number at the nozzle exit is 

Re=4935 (a), Re=6148 (b) [57]. 

Turbulent flows exist over flat plates, inside channels and in free shear flows (turbulent 
flow in jets).  

4.2.1 Turbulence over flat plates and inside channels 

Considering the flow of a fluid over a flat plate, as shown in Figure 4.4, the uniform 
velocity fluid hits the leading edge of the flat plate, and a laminar boundary layer begins 
to develop. The flow in this region is very predictable. After some distance, small 
chaotic oscillations begin to develop in the fluid field, and the flow begins to transition to 
turbulence, eventually becoming fully turbulent [59]. 

The transition between the three regions (laminar-transitional-turbulent, see Figure 4.4) 
can be defined in terms of the Reynolds number. If the conduit (plate) boundary is 
rough, the transition to fully turbulent flow can occur at lower Reynolds numbers. 

http://en.wikipedia.org/wiki/Reynolds_number
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Alternatively, laminar conditions can persist to higher Reynolds numbers if the conduit is 
smooth and inlet conditions are carefully designed. In the laminar regime, the flow of the 
fluid can be completely predicted by solving the steady-state Navier-Stokes equations, 
which predict the velocity and the pressure fields. It can be assumed that the velocity 
field does not vary with time, and get an accurate prediction of the flow behavior. As the 
flow begins to transition to turbulence, chaotic oscillations appear in the flow, and it is 
no longer possible to assume that the flow is invariant with time (Figure 4.5) [59]. 

 

Figure 4.4: Flow of a fluid over a flat plate [59]. 

In this case, it is necessary to solve the problem in the time domain, and the mesh used 
must be fine enough to resolve the size of the smallest eddies in the flow. As the 
Reynolds number increases, the flow field exhibits small eddies, and the timescales of 
the oscillations become so short that it is computationally unfeasible to solve the Navier-
Stokes equations [59]. 

 
Figure 4.5: Velocity at a point versus time and the time averaged velocity [59]. 

The turbulent flow near a flat wall can be divided up into four regions (Figure 4.6). At the 
wall, the fluid velocity is zero, and for a thin layer above this, the flow velocity is linear 
with distance from the wall. This region is called the viscous sub-layer, or laminar sub-
layer. Further away from the wall is a region called the buffer layer. In the buffer region, 
the flow begins to transition to turbulent, and it eventually transitions to a region where 
the flow is fully turbulent and the average flow velocity is related to the log of the 
distance to the wall. This is known as the log-law region. Even further away from the 
wall, the flow transitions to the free-stream region. The viscous and buffer layers are 
very thin, and if the distance to the end of the buffer layer is δ, then the log-law region 
will extend about 100δ away from the wall [59]. 

In boundary layer flow over a flat plate, experiments confirm that, after a certain length 
of flow, a laminar boundary layer will become unstable and turbulent. This instability 

occurs usually when 𝑅𝑒𝑥 =
𝜐∞ 𝑥

𝜈
≈ 5 × 105, where 𝑥 is the distance from the leading edge 

of the flat plate, 𝜈 is the kinematic viscosity and 𝜐∞  is the free-stream velocity of the fluid 
outside the boundary layer [60]. For flow in a pipe of diameter 𝐷, experimental 

http://www.comsol.com/multiphysics/navier-stokes-equations
http://en.wikipedia.org/wiki/Laminar_sublayer
http://en.wikipedia.org/wiki/Laminar_sublayer
http://en.wikipedia.org/wiki/Law_of_the_wall
https://en.wikipedia.org/wiki/Boundary_layer
https://en.wikipedia.org/wiki/Freestream
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observations show that for ―fully developed‖ flow, laminar flow occurs when 𝑅𝑒𝐷 =
𝜐𝐷

𝜈
<

2300 and turbulent flow occurs when 𝑅𝑒𝐷 > 4000. In the interval between 2300 and 
4000, laminar and turbulent flows are possible and are called ―transition‖ flows, 
depending on other factors, such as pipe roughness and flow uniformity. This result is 
generalized to non-circular channels using the hydraulic diameter, allowing a transition 
Reynolds number to be calculated for other shapes of channel [61]. 

 
Figure 4.6: Regions of turbulent flow near a flat wall [59]. 

4.2.2 Free shear flow–turbulent flow in jets 

The type of flow which is not confined by solid walls is called free shear flow (or free 
flow). The three types of free shear flow are the free jets, the free wakes and the mixing 
layers. Free jets are flows where a fluid flows with no obstacles inside another fluid 
which is at rest. Free wakes are generated behind any solid body that is exposed to a 
fluid flow and mixing layers are formed between two streams that move parallel to each 
other with different velocities [58].  

The most common type of turbulent free shear flow is the free jet turbulent flow 
(turbulent jets). A region of finite thickness with a continuous distribution of velocity, 
temperature, and species concentration is formed on the boundary between the jet and 
the surrounding stationary fluid; this region is termed the turbulent jet boundary layer or 
shear layer. The thickening of the shear layer, which consists of particles of the 
surrounding medium carried along with the jet and particles of the jet itself that have 
been slowed down, leads, on the one hand, to an increase in the cross section of the jet 
and, on the other hand, to a gradual "eating up" of its non-viscous core - the region 
between the inside boundaries of the shear layers (Figure 4.7).  

On the outside, the shear layer comes into contact with the stationary fluid. The outside 
boundary is the surface where the axial velocity component is equal to zero. On the 
inside, the shear layer changes to a constant velocity core. Experiments show a 
continuous broadening of the velocity profile of the jet. The velocity profile becomes 
―lower‖ and ―wider‖ with increasing distance from the beginning of the jet [62]. The 
boundary in Figure 4.7 represents the outer ‗‗edge‖ of the shear layer between the jet 
flow and the stagnant surrounding fluid. There are three different regions that can be 
defined in the round jet: the near-field, the intermediate-field and the far-field. The near-
field region is where the flow characteristics match those of the nozzle-exit, and is 

usually found within 0 < 𝑥/𝑑 < 6 (d is the nozzle exit diameter). The far-field region, 

located at approximately 𝑥/𝑑 > 30, is the fully-developed or self-similar region (the jet 
becomes similar in appearance to a flow of fluid from a point source for an axially 
symmetric case [62]). The intermediate-field region lies between the near- and far-fields 
of the jet. The near- and intermediate-fields together comprise the development portion 

https://en.wikipedia.org/wiki/Hydraulic_diameter
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of the jet, where it often dominates practical applications of jets for which upstream 
conditions can significantly influence heat, mass, and momentum transfer. Therefore, 
the ability to control the flow development in this region would have a vital impact on 
many of those engineering applications. In the shear layer vortex cores will form, 
resulting from the Kelvin-Helmholtz instability (see Figure 4.3), evolve and pair-up to 
form large eddies because of the large velocity gradient in the radial direction. These 
large eddies break down and form smaller and smaller eddies, and the turbulence 
structures decrease in scale. Throughout this process, energy is transferred from the 
large-scale structures to the smaller scales in the outer layer. It is noteworthy that the 
regular vortex formation and pairing processes are important for the mixing and 
entrainment of the surrounding medium, where it should be emphasized that the thicker 
the initial shear layer, the weaker the vortex formation it gets.  

Research work on the jet flow may be mainly categorized into two streams; one stream 
is directed to the study of the jet flow structure, particularly in the far, self-similar region. 
The other stream is directed to the study of the influence of the flow at the jet origin, 
often termed initial conditions, on the jet flow; particularly in the near and intermediate 
regions. The initial conditions of a jet are conventionally defined to be the exit Reynolds 
number, nozzle-exit profiles of mean velocity and the turbulence intensity, nozzle-exit 
geometric profiles, and aspect ratio (noncircular jets). The downstream development of 
a jet is also dependent on the boundary conditions, e.g., the presence or absence of a 
screen enclosure around the jet flow and/or a wall setting flush at the nozzle exit plane 
and the conditions of the surrounding environment such as: background turbulence and 
large-scale motions (draughts) that may exist in the laboratory environment [63].  

 

Figure 4.7: Schematic of the free turbulent round jet [63]. 

If the Reynolds number at the jet exit is greater than a few thousands, the radial spread 
of the mean velocity field and the decay of the mean centerline velocity in the 



Simulation of atmospheric pressure plasma jets with a global model 

D. Passaras                                                                                                                            66 

downstream direction are independent of Reynolds number. Further, if the Reynolds 
number is less than 30, the jet is laminar, normally called "dissipated laminar jet".  For 
Reynolds number greater than 500, the jet has a laminar length after which it becomes 
turbulent. This laminar length decreases with increasing Reynolds number. However, 
for Reynolds numbers greater than about 2000, the jet becomes turbulent very close to 
the exit as, for example, shown in Figure 4.8 with the spread rate of the jet becoming 
constant [63]. 

 

Figure 4.8: Schematic of free turbulent jets with different Reynolds numbers [63]. 

4.3 Turbulence modeling 

It is accepted that Navier-Stokes equations, used to describe the behavior of viscous 
fluids, can describe properly the turbulent phenomena [64]. Unfortunately, with the 
current capacity of computing power, the attempts of direct numerical simulation (DNS) 
of Navier-Stokes equations have been limited to low Reynolds numbers (Re) or/and 
simple geometries. Despite the current advance of the computation the possibility of 
using DNS for flows with high Reynolds numbers in practical applications is still surely 
distant  [64]. 

From its beginnings the attempts of simulating turbulence have been focused on 
models based on the average in time or in space of magnitudes involved in the  
problem (velocity, pressure) originating the models of turbulence associated with the 
Reynolds Averaged Navier-Stokes (RANS) equations [64]. A RANS formulation is 
based on the observation that the flow field (u) over time contains small, local 
oscillations (u‘) that can be treated in a time-averaged sense (U) (Figure 4.5) [59]. 

Turbulent flows contain many unsteady eddies covering a range of sizes and time 
scales. RANS equations are developed from the time-dependent three-dimensional 
Navier-Stokes equations that are averaged in such manner, that unsteady structures of 
small sizes in space and time are eliminated and become expressed by the mean 
effects on the flow through the so-called Reynolds or turbulent stresses. These stresses 
have to be interpreted in terms of averaged variables to close the system of equations. 
This requires the construction of a mathematical model known as a turbulence model. 
Figure 4.9 shows a solution obtained from DNS (at a specific time instance) and a 
solution obtained from a turbulent model (time-averaged). Turbulence models introduce 
additional information to obtain physically coherent solutions [64]. 

Considering the velocity as 𝑈𝑖 = 𝑈𝑖 + 𝑢𝑖 , with 𝑖 = 𝑥, 𝑦, 𝑧 and the pressure as 𝑃 = 𝑃 + 𝑝, 
which allows us to distinguish the mean flow from the fluctuating flow, and by averaging 
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the Navier-Stokes and the continuity equations the RANS formalism can be obtained 
(gravitational forces are omitted for simplicity): 

𝜕𝑈𝑥

𝜕𝑥
+

𝜕𝑈𝑦
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+
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 (𝐸𝑞. 4.4) 

The terms 𝑢𝑖𝑢𝑗  give rise to the Reynolds stresses, which come from the non-linearities 

of the Navier-Stokes equations and govern the interaction between the mean flow and 
the fluctuating motion. The system of Eqs. 4.1-4.4 consists of 10 unknowns: 3 velocity 
components, pressure, 6 Reynolds stresses (there are 9 but only 6 are independent 
unknowns since 𝑢𝑖𝑢𝑗 = 𝑢𝑗𝑢𝑖). But the system consists of only 4 equations and so, it is 

an open system. Taking the mean value of an instantaneous equation implies a loss of 
information that has to be reintroduced in the form of physical hypotheses: this is the 
closure problem. Introducing closure hypotheses that express the behavior of the 
turbulent medium allows us to obtain a number of equations equal to the number of 
unknowns and thus these equations can be solved numerically. Very schematically, the 
central problem is thus the problem of connection between the Reynolds stresses 
𝑅𝑖 ,𝑗 = 𝑢𝑖𝑢𝑗   and the mean field [57]. 

The simplest two equation models (in addition to RANS equations) generally make use 
of the concept of isotropic turbulence viscosity. The Reynolds stresses are then 
obtained from: 

𝑅𝑖 ,𝑗 =
2

3
𝑘𝛿𝑖 ,𝑗 − 𝜈𝑡  

𝜕𝑈𝑖

𝜕𝑗
+

𝜕𝑈𝑗

𝜕𝑖
  (𝐸𝑞. 4.5) 

(𝑖 = 𝑥, 𝑦, 𝑧 and 𝑗 = 𝑥, 𝑦, 𝑧) where 𝜈𝑡  is the turbulence viscosity and 𝛿𝑖 ,𝑗  the Kronecker 

delta [57].  
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The k-ε model is the most widely tested and used two equation transport model (two 

transport equations for 𝑘 and 휀). It consists of solving two additional equations for the 
transport of turbulent kinetic energy 𝑘 and turbulent dissipation 휀. The turbulence 

viscosity is given by 𝜈𝑡 = 𝐶𝜇
𝑘2

휀
. The additional equations for the k-ε model are [57]: 
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with 𝑃 = 𝜈𝑡
𝜕𝑈𝑖

𝜕𝑗
 

𝜕𝑈𝑖

𝜕𝑗
+

𝜕𝑈𝑗

𝜕𝑖
  (Einstein notation). 

The recommended constants are [57]: 

𝑐𝜇 = 0.09, 𝑘 = 1.0, 휀 = 1.3, 𝐶휀1 = 1.44 , 𝐶휀2 = 1.92 

The number of equations are increased to 10 (Eq. 4.5) and because two more 

independent unknowns are added to the system (𝑘,휀), Eqs. 4.6-4.7 are added as well. 
The system is now closed and can be solved numerically (k-ε model).  

 
Figure 4.9: DNS solution and modeled solution [65]. 

It is possible to use a RANS model to compute the flow field in all four regimes of Figure 
4.6. However, since the thickness of the buffer layer is so small, it can be advantageous 
to use an approximation in this region. Wall functions ignore the flow field in the buffer 
region and analytically compute a nonzero fluid velocity at the wall. By using a wall 
function formulation, an analytic solution for the flow in the viscous layer is assumed, 
and the resultant models will have significantly lower computational requirements. This 
is a very useful approach for many practical engineering applications. If one needs a 
level of accuracy beyond what the wall function formulations provide, then a turbulence 
model that solves the entire flow regime should be considered [59]. 

Turbulence models have been widely used in engineering as an alternative to the 
impossibility to overcome the difficulties of DNS. Most of the current methods for the 
simulation of this phenomenon are based on heuristic or empirical hypotheses [64].The 
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various models (about 200) are classified in terms of number of transport equations 
solved in addition to the RANS equations [65]. The most widely used models are the 
two equations models (good balance between computational time and accuracy). The 
most popular version of two equation models is the k-ε model [57], where 휀 is the rate at 
which turbulent energy is dissipated to smaller eddies (the so-called turbulent 

dissipation) and 𝑘 is the kinetic energy per unit mass of fluid arising from the turbulent 
fluctuations in velocity around the averaged velocity. Still today, this model remains the 
workhorse of the industrial computation. k-ε is valid for the turbulent flow region, but fail 
in the viscous sub-layer close to the wall. Therefore k-ε should be used in combination 
with a wall function [64]. The k-ε model is good for free-shear layer flows with small 
pressure gradients. It has low memory requirements and shows good convergence [66]. 
On the other hand, it is inaccurate for adverse pressure gradients and strong curvature, 
the far-field spreading rates of round jets are predicted incorrectly and is valid only for 
fully turbulent flow [64, 67]. The realizable k-ε model [57] is a variant of the standard k–ε 
model. Its ―realizability‖ stems from changes that allow certain mathematical constraints 
to be obeyed which ultimately improve the performance of this model [68]. Compared to 
the standard k–ε model, it is better for rotation, strong adverse pressure gradients, 
recirculation, mixing, channel and boundary layer flows. It also predicts spreading rate 
around planar and round jets [66]. The k-σ model [69] is an alternative to k-ε. The 
model solves for σ, which is the specific dissipation rate (ε/k), instead of ε. In contrast 
with k-ε, the k-σ model does not need wall functions for the flow near walls and can be 
very accurate in these regions. Compared to the standard k–ε model, it has superior 
performance for wall-bounded boundary layer, free shear, and low Reynolds number 
flows. It is also suitable for complex boundary layer flows under adverse pressure 
gradient and separation. It can also be used for transitional flows (though tends to 
predict early transition). Separation is typically predicted to be excessive and early. It is 
also oversensitive to inlet free-stream turbulence properties and sensitive to the initial 
guess [64, 66, 68]. 

The low Reynolds number k-ε model [64] is another variant of the k-ε model that uses 
the k-ε model only away from the wall in the fully turbulent region, and in the near-wall 
layer, where the viscosity effects are important, the turbulence is resolved with a one-
equation model involving a length-scale prescription (no wall functions). This model 
improves the flow prediction in the boundary layer, but requires a very fine mesh in that 
area to accurately solve the boundary layer [64]. 
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4.4 Fluid simulation of the atmospheric pressure plasma jet 

The velocity field and the species (feed gas, N2, O2 and H2O) densities versus the 
distance from the nozzle exit of the plasma jet device are calculated by a 2d 
axisymmetric fluid model using a commercial code, namely Comsol (v4.3b);  no electric 
fields are considered. The geometry of the computational domain is given in Figure 4.10 
and includes the internal geometry of the device producing the jet and the space 
outside the device where the jet flow takes place.  

 

(a)                                                                             (b) 

Figure 4.10: Geometry of the domain (a) and zoom in the device (b). 

Argon gas is supplied through boundary 2-3 (Figure 4.10b) inside the device with 2 slm 
rate causing a gas velocity of about 36 m/s. The fact that the jet is issuing into an 
ambient, but similar, fluid renders the flow unstable and transition to turbulence occurs 
at very low Reynolds numbers (see 4.2.2). The gas temperature is an input to the model 
and can be seen in Figure 4.11. The temperature used is taken from [70] (experimental 
data) and is approximated in this model by the analytic function 

𝑇(𝑧, 𝑟) = (𝑇𝑚𝑎𝑥 (𝑧) − 293)𝑒−1000𝑟 + 293  [𝐾] (𝐸𝑞. 4.8) 

Zoom in the device 
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which is very close to the distribution of [70], with 𝑇𝑚𝑎𝑥  the on-axis temperature [70]. 𝑧 is 

the vertical coordinate and 𝑟 is the horizontal coordinate. The Reynolds number inside 
the annulus is given by 

𝑅𝑒 = 𝜌𝜐𝐷𝐻/𝜇  𝐸𝑞. 4.9  

with 𝐷𝐻 = 𝐷2 − 𝐷1 = 0.0015 − 0.001 = 0.0005 (m) the hydraulic diameter of the annulus, 
𝜌 the gas density, 𝜇 the gas viscosity and 𝜐 the gas velocity (𝜌 = 1.65 kg/m3, 𝜐 = 36 

m/s, 𝜇 = 2.23 ∗ 10−5 Pa.s and 𝑅𝑒 = 1330). Although the Reynolds number inside the 
device is below the pipe critical value for turbulence (2300), it is still quite high. 

Three different fluid models are examined. The first model uses the k-ε turbulence 
model everywhere in the domain (easy convergence, good initial estimate), the second 
solves with the k-σ model everywhere in the domain (better for transitional flow) and the 
third solves with the laminar model inside the device (since Reynolds number is below 
the critical value for turbulence) and k-ε outside the device. 

 
Figure 4.11: The gas temperature distribution used as input to the model. 

For the k-ε model (first model), the boundary conditions are, for the boundary 2-3 

(Figure 4.10b), 2 slm (3.333e-5 m3/s) mass flow, turbulence length scale 𝐿𝑇 = 1.9 ∗ 10−5 
(m) and turbulent intesity 𝐼𝑇 = 0.07. The turbulence intensity, 𝐼𝑇, is defined as the ratio 
of the root-mean-square of the velocity fluctuations, 𝑢′, to the mean flow velocity, 𝑢𝑎𝑣𝑔 . 

The turbulence length scale, 𝐿𝑇, is a physical quantity related to the size of the large 
eddies that contain the energy in turbulent flows. These values are determined 

according to [71], 𝐿𝑇 = 0.038 ∗ 𝐷𝐻 and 𝐼𝑇 = 0.16 ∗ 𝑅𝑒𝐷𝐻

−1/8
 [71] and are valid for fully 

developed pipe flows, where 𝑅𝑒𝐷𝐻
 is the Reynolds number based on the pipe hydraulic 

diameter. Boundary AB (Figure 4.10a) is outlet with normal stress 101300 N/m2. The 
normal stress condition is a more relaxed constraint than no viscous stress which is an 



Simulation of atmospheric pressure plasma jets with a global model 

D. Passaras                                                                                                                            72 

over-constraint for the flow. This boundary condition implicitly sets a constraint on the 

pressure that for 2d flows is 𝑝 = 2𝜇
𝜕𝑢𝑛

𝜕𝑛
+ 𝑓0 and if 𝜕𝑢𝑛/𝜕𝑛 is small, it states that 𝑝 ≈ 𝑓0 

[59]. Boundaries BC and CD (Figure 4.10a) are open boundaries with normal stress 
101300 N/m2 and zero turbulent kinetic energy and turbulent dissipation rate. Wall 
functions have been used for the walls of the device. 

For the calculation of the species i (Ar (feed gas), O2, N2, and H2O) densities a mass 
balance for each species should be formulated, 

𝜌 𝒖 ∙ ∇ 𝜔𝑖 = ∇ ∙  𝜌𝐷𝑖∇𝜔𝑖 + 𝜌𝜔𝑖𝐷𝑖

∇𝑀𝑛

𝑀𝑛
   𝐸𝑞. 4.10  

𝑀𝑛 =   
𝜔𝑖

𝑀𝑖
𝑖

 

−1

 𝛦𝑞. 4.11  

where 𝜌 denotes the mixture density, 𝒖 the mass average velocity of the mixture, 𝜔𝑖  is 
the mass fraction of species 𝑖, 𝑀𝑛  is the mean molar mass, 𝑀𝑖  is the molar mass and 𝐷𝑖  
are the diffusion coefficients of species 𝑖. The latter is calculated by the mixture-
averaged diffusion model, i.e. 

𝐷𝑖 =
1 − 𝜔𝑖

 
𝑥𝑗

𝐷𝑖𝑗
𝑗≠𝑖

  𝐸𝑞. 4.12  

where 𝐷𝑖𝑗  are the binary diffusion coefficients for the species pairs present and 𝑥𝑗  are 

the molar fractions. 

This mixture-averaged diffusion model requires the binary diffusion coefficients of the 
species which are calculated with the Chapman–Enskog theory [72]. The relation for the 

binary diffusion coefficients of a species 𝑖 in species 𝑗 is: 

𝐷𝑖𝑗 = 0.0018583 𝑇3  
1

𝑀𝑖
+

1

𝑀𝑗
 

1

𝑝𝜍𝑖𝑗
2 𝛺𝐷,𝑖𝑗

 cm2/s   𝐸𝑞. 4.13  

where 𝑇 is the temperature (K), 𝑝 is the pressure (atm), 𝑀𝑖  is the molecular weight of 

species 𝑖 (g/mol), 𝜍𝑖𝑗 (A ) is the binary collision diameter, which is estimated from collision 

diameter parameters 𝜍𝑖  (A ) using the mixing rule: 

𝜍𝑖𝑗 =
1

2
 𝜍𝑖 + 𝜍𝑗    𝐸𝑞. 4.14  

The quantity 𝛺𝐷,𝑖𝑗  is called the collision integral for diffusion and is a function of the 

reduced temperature 𝑇𝑅, defined as  𝑇𝑅 = 𝑘𝐵𝑇/휀𝑖𝑗  where 𝑘𝐵 is the Boltzmann constant 

and 휀𝑖𝑗  is the characteristic energy appearing in the Lennard–Jones potential for the 

binary pair estimated using the mixing rule 휀𝑖𝑗 =  휀𝑖휀𝑗 . The molecular parameters for 

the individual species are shown in Table 4.1 and are coming from [72]. The function 

𝛺𝐷,𝑖𝑗  comes from [72], and is constructed in this model as an interpolated function 

versus temperature (so as to cover the wide range of temperatures present in the 
model). The calculated diffusion coefficients are shown in Table 4.2. 



Simulation of atmospheric pressure plasma jets with a global model 

D. Passaras                                                                                                                            73 

Table 4.1: Molecular parameters for the individual species. 

𝑆𝑢𝑏𝑠𝑡𝑎𝑛𝑐𝑒 𝑀𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 𝑤𝑒𝑖𝑔𝑡  𝜍  𝛢   휀 𝑘𝛣  𝛫  

Ar 39.948 3.432 122.4 

N2 28.013 3.667 99.8 

O2 31.999 3.433 113.0 

H2O 18.015 2.641 809.1 

 

Table 4.2: The calculated diffusion coefficients. 

𝐷𝐴𝑟−𝑁2 (3.636 ∗ 10−9 ∗ 𝑇1.5)/ 𝑝 ∗ 9.87 ∗ 10−6 ∗ 𝛺 0.00905 ∗ 𝑇   cm2/s  

𝐷𝐴𝑟−𝑂2 (3.741 ∗ 10−9 ∗ 𝑇1.5)/ 𝑝 ∗ 9.87 ∗ 10−6 ∗ 𝛺 0.0085 ∗ 𝑇   cm2/s  

𝐷𝐴𝑟−𝐻2𝑂 (5.721 ∗ 10−9 ∗ 𝑇1.5)/ 𝑝 ∗ 9.87 ∗ 10−6 ∗ 𝛺 0.003178 ∗ 𝑇   cm2/s  

𝐷𝑁2−𝑂2 (3.815 ∗ 10−9 ∗ 𝑇1.5)/ 𝑝 ∗ 9.87 ∗ 10−6 ∗ 𝛺 0.00942 ∗ 𝑇   cm2/s  

𝐷𝑁2−𝐻2𝑂 (5.641 ∗ 10−9 ∗ 𝑇1.5)/ 𝑝 ∗ 9.87 ∗ 10−6 ∗ 𝛺 0.00352 ∗ 𝑇   cm2/s  

𝐷𝑁2−𝐻2𝑂 (5.936 ∗ 10−9 ∗ 𝑇1.5)/ 𝑝 ∗ 9.87 ∗ 10−6 ∗ 𝛺 0.00331 ∗ 𝑇   cm2/s  

 

Βoundaries AB, BC and CD (Figure 4.10a) are open boundaries with mole fractions for 
N2, O2 and H2O equal to 0.78084, 0.20947, and 0.00035; this is the composition of 
atmospheric air. For the walls of the device the no flux boundary condition applies. 

The k-σ turbulent model uses wall functions as well, since we are not interested in the 
details of the flow at the walls. Furthermore, the same problem is also solved with a 
laminar flow model inside the device and a k-ε model outside the device. The velocity 
field at the nozzle exit from the laminar model is used as the inlet boundary condition for 
the k-ε model.  

The results for the three different models are shown in Figures 4.12-4.16. In particular, 
the surface averaged values (left) and the on-axis (right) values of the axial velocity and 
the species densities are shown. The ‗average‘ quantities are averaged inside a 

cylinder element of radius 𝑟 = 0.00075 (m), i.e. equal to the radius of the nozzle exit. As 
far as the average (Figure 4.12, left) and the on-axis (Figure 4.12, right) velocities are 
concerned, both k-ε and k-σ models calculate slightly higher velocities than the laminar 
& k-ε model. The k-ε and k-σ velocities are very close at distances less than 1 cm from 
the nozzle but then start to deviate for longer distances (k-σ computes higher 
velocities). The on-axis velocity computed by the laminar & k-ε model has a different 
profile close to the nozzle than the other two models (k-ε and k-σ compute an almost 
flat velocity profile near the nozzle exit of the device).  

Computers from the computer cluster Nessie [73] of the Institute of Nanoscience and 
Nanotechnology of NCSR ―Demokritos‖ were utilized for these 2d fluid simulations. 
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Figure 4.12: Average axial velocity (left) and on-axis axial velocity (right) for the three models 

                 (experimental data are also included for the on-axis velocity [41]). 

Experimental data are also included in Figures 4.12-4.16 for the on-axis quantities [41]. 
There are no significant differences among the models regarding the species densities 
(Figures 4.13-4.16) except for H2O, which has a significantly lower density when 
computed with the laminar & k-ε model at distances less than 0.5 cm from the nozzle, 
compared with the other two models. 

 
Figure 4.13: Average Argon density (left) and on-axis Argon density (right) for the three models 

(experimental data are also included for the on-axis Ar density [41]). 

 

Figure 4.14: Average Nitrogen density (left) and on-axis Nitrogen density (right) for the three models 

(experimental data are also included for the on-axis N2 density [41]). 
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Figure 4.15: Average Oxygen density (left) and on-axis Oxygen density (right) for the three models 

(experimental data are also included for the on-axis O2 density [41]). 

 

Figure 4.16: Average water vapor density (left) and on-axis water vapor density (right) for the three  

models (experimental data are also included for the on-axis H2O density [41]). 

Finally, a fully laminar 2d model does not compute correctly the average and on-axis 
flow velocities (Figure 4.17) since they remain almost constant as the distance from the 
nozzle increases. The fact that a fully laminar 2d model (Navier-Stokes equations 
without turbulence modeling) does not predict correctly the turbulent flow is more than 
expected because turbulence is a three dimensional phenomenon and the turbulent 
eddies cannot be captured by a 2d model (see section 4.2). As a result, if one wishes to 
solve directly the Navier-Stokes equations, i.e. to perform DNS, a 3d geometry should 
be utilized. An attempt for DNS was made but this required an extremely fine mesh that 
had a very high computational cost. When the mesh was not fine enough there was no 
convergence. So, in this work, no results were obtained by 3d DNS. 
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Figure 4.17: On-axis and average velocity for the fully laminar model. 

A direct comparison of the results presented in this chapter with the experimental data 
of [30] is not possible since there are many aspects of the conditions of the experiment 
that are not fully clarified (e.g. exact geometry of the device, temperature distribution 
inside the device) and as a result, some assumptions were made in order to produce 
the results presented in this chapter. This is the reason why the experimental profiles of 
the velocity and the density (of Ar, N2, O2, and H2O) were used as inputs in the global 
plasma model instead of the computed (by the turbulent models) profiles. However, this 
methodology can serve as a starting step in an effort to evaluate the velocity and 
density profiles which are required as inputs to the global model, without the need for 
experimental data information. Provided that the conditions of the experiment are fully 
available, one can improve these 2d simulations in order to accurately predict the gas 
velocity and Ar, N2, O2 and H2O density profiles. 
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5. CONCLUSIONS 

The first set of conclusions refers to the EEDF of Αr atmospheric pressure plasmas and 
the effects of composition and temperature on the EEDF: 

a) There are discrepancies between the calculated EEDFs with a Boltzmann equation 
solver and the Maxwell or Druyvesteyn distribution (for the same mean electron 
energies). 

b) The calculated EEDFs (with the Boltzmann equation solver) are more consistent with 
the Maxwell and Druyvesteyn distributions for lower electron energies. 

c) For higher mean electron energies, the EEDF becomes less sensitive to the gas 
composition and tends to move away from the Maxwell distribution. 

d) The gas temperature at the range of 400-600 K does not affect the calculated EEDFs 
except for very low mean electron energies with a higher Ar mole fraction. 

 

The second set of conclusions refers to the comparison of results of the extended 
global model (πlasma-R) with the simulation results of Gaens & Bogaerts [30]. 

a) The results of the extended model, i.e. species densities and electron temperature, 
were close to those presented by Gaens&Bogaerts. 

b) The frequent calculation of the EEDF with a Boltzmann equation solver can give 
more accurate results. 

c) The results obtained from the calculated EEDFs were generally closer to the ones 
produced by Gaens&Bogaerts than those obtained by utilizing a Maxwell distribution. 

d) The calculated electron temperature with a Maxwell EEDF deviated significantly from 
the one with calculated EEDFs. 

e) The differences in the calculated species densities between the two methods 
(Maxwell distribution and calculated EEDFs) were more subtle. 

 

The third set of conclusions refers to the fluid simulations of the atmospheric pressure 
plasma jet: 

a) A direct numerical simulation (DNS) of a turbulent fluid flow has an increased 
computational cost, even at low Reynolds numbers. 

b) The k-ε and k-σ models calculate slightly higher velocities than the combined 
laminar&k-ε model (laminar inside the device, k-εmodel outside the device). 

c) The velocity profile along the jet coming from k-ε and k-σ turbulent models are very 
close at distances less than 1 cm from the nozzle exit but then start to deviate for longer 
distances (k-σ computes higher velocities). 
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d) The on-axis velocity computed by the combined laminar&k-ε model has a different 
profile close to the nozzle exit than the other two models (k-ε and k-σ compute an 
almost flat velocity profile near the nozzle exit of the device). 

e) There are no significant differences among the models regarding the species 
densities except for H2O, which has a significantly lower density when computed with 
the laminar&k-ε model at distances less than 0.5 cm from the nozzle, compared with the 
other two models. 

f) A fully laminar 2d model did not compute correctly the average and on-axis flow 
velocities: The velocities remain almost constant as the distance from the nozzle 
increases. 

g) The velocity profile coming from the turbulent flow models is not close to the 
measurement [41] of the flow velocity. This deviation can be attributed to differences in 
the geometry and the conditions between the experiment and the simulation, as well as 
to the use of specific turbulent models: It is possible that the use of other turbulent 
models will yield into improved results. 

 

The proposed future works are summarized below: 

a) Integration of a Boltzmann equation solver in the extended global model (πlasma-R). 
This will allow the frequent calculation of the EEDF and will improve the results. 

b) Development of a self-consistent model for atmospheric pressure plasma jets which 
will decouple the plasma and fluid calculations. The extended global model will be used 
for the calculation of species densities and a turbulent flow model will be used for the 
calculation of the velocity field; mass balances will be solved for the dominant species 
(feed gas, N2, O2, and H2O). Finally, an energy balance is required for the calculation of 
the gas temperature which is critical not only for the flow and plasma calculations but 
also for the practical applications of plasma jets. 

c) The extended model can be also utilized for the simulation of low pressure plasma 
reactors in the transient state and facilitates studies in pulsed plasmas. 

d) Full adaptation of πlasma-R interface to problems of atmospheric pressure plasma 
jets (it is now user friendly only for low pressure plasmas). Even if it is not self-
consistent for the moment, due to its low computational cost compared to detailed 
multidimensional plasma models (a run with πlasma-R lasts for few seconds), and the 
user-friendly interface, πlasma-R can become an invaluable tool for rough but fast 
predictions of the species generated by atmospheric plasma jet devices. It is quite easy 
to study the effect of the power, the feed composition, the ambient air humidity, and the 
distance from the nozzle on the species densities, and optimize the conditions to deliver 
the desired density for the critical species either for agriculture or for medical and 
surface activation applications. 
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ABBREVIATIONS 

APPJ Atmospheric Pressure Plasma Jet 

EEDF Electron Energy Distribution Function 

ΠΤΤΑΠ Πιάζκα Τύπνπ Τδεη ζε Αηκνζθαηξηθή Πίεζε 

ΚΔΗ Καηαλνκή Δλέξγεηαο Ηιεθηξνλίσλ 

DNS Direct Numerical Simulation 
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APPENDIX A 

 
Any ODE of order N can be represented as a first-order ODE. This is possible with the 

introduction of additional auxiliary variables 𝑧1 𝑡 = 𝑦 𝑡 , 𝑧2 𝑡 = 𝑦′ , 𝑧𝑁 𝑡 = 𝑦 𝑁−1  𝑡  as 
follows: 

𝑦 𝑁  𝑡 = 𝑓  𝑡, 𝑦 𝑡 , 𝑦′ 𝑡 , … , 𝑦 𝑁−1  𝑡    𝐸𝑞. 𝐴2.1  

𝑧′ 𝑡 =

 

 
 

𝑧1
′  𝑡 
.
.

𝑧𝑁−1
′  𝑡 

𝑧𝑁
′  𝑡  

 
 

=

 

 
 

𝑦′ 𝑡 
.
.

𝑦 𝑁−1  𝑡 

𝑦(𝑁) 𝑡  

 
 

=

 

 
 

𝑧2 𝑡 
.
.

𝑧𝑁 𝑡 

𝑓 𝑡, 𝑧1 𝑡 , … , 𝑧𝑁 𝑡   

 
 

  𝐸𝑞. 𝐴2.2  

which is a first order ODE system in the varible 𝑧 𝑡  [43, 44]. 

The family of explicit Runge–Kutta methods is a generalization of the RK4 method [46]. 
It is given by: 

𝑦𝑛+1 = 𝑦𝑛 +  𝑏𝑖𝑘𝑖

𝑠

𝑖=1

  𝐸𝑞. 𝐴2.3  

where, 

𝑘1 = 𝑓 𝑡𝑛 , 𝑦𝑛  

𝑘2 = 𝑓 𝑡𝑛 + 𝑐2, 𝑦𝑛 +  𝑎21𝑘1   

𝑘3 = 𝑓 𝑡𝑛 + 𝑐3, 𝑦𝑛 +  𝑎31𝑘1 + 𝑎32𝑘2      𝐸𝑞𝑠. 𝐴2.4  

.                      

𝑘𝑠 = 𝑓  𝑡𝑛 + 𝑐𝑠, 𝑦𝑛 +  𝑎𝑠1𝑘1 + 𝑎𝑠2𝑘2 + ⋯ + 𝑎𝑠,𝑠−1𝑘𝑠−1   

An implicit Runge–Kutta method has the form [47, 55]: 

𝑦𝑛+1 = 𝑦𝑛 +  𝑏𝑖𝑘𝑖

𝑠

𝑖=1

  𝐸𝑞. 𝐴2.5  

𝑘𝑖 = 𝑓  𝑡𝑛 + 𝑐𝑖, 𝑦𝑛 +  𝑎𝑖𝑗 𝑘𝑗

𝑠

𝑗 =1

   𝐸𝑞. 𝐴2.6  

𝑖 = 1, … , 𝑠 

The Lagrange formula for polynomial interpolation yields: 

𝑝 𝑡 =  
 −1 𝑠−𝑗−1𝑓 𝑡𝑛+𝑗 , 𝑦𝑛+𝑗  

𝑗!  𝑠 − 𝑗 − 1 ! 𝑠−1
  𝑡 − 𝑡𝑛+𝑖 

𝑠−1

𝑖=0
𝑖≠𝑗

 

𝑠−1

𝑗=0

 𝐸𝑞. 𝐴2.7  
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The polynomial 𝑝 is locally a good approximation of the right-hand side of the differential 
equation 𝑦′ = 𝑓 𝑡, 𝑦  that is to be solved, so the equation 𝑦′ = 𝑝 𝑡  is considered 
instead. This equation can be solved exactly; the solution is simply the integral of 𝑝 [43, 

44, 55]. This suggests taking 

𝑦𝑛+𝑠 = 𝑦𝑛+𝑠−1 +  𝑝 𝑡 𝑑𝑡

𝑡𝑛+𝑠

𝑡𝑛+𝑠−1

  𝐸𝑞. 𝐴2.8  

The Adams–Bashforth method arises when the formula for 𝑝 is substituted. The 
coefficients 𝑏𝑗  turn out to be given by: 

𝑏𝑠−𝑗−1 =
 −1 𝑗

𝑗!  𝑠 − 𝑗 − 1 !
   𝑢 + 𝑖 𝑑𝑢 

𝑠−1

𝑖=0
𝑖≠𝑗

1

0

 𝐸𝑞. 𝐴2.9  

𝑗 = 0, … , 𝑠 − 1 

Replacing 𝑓 𝑡, 𝑦  by its interpolant 𝑝 incurs an error of order 𝑠, and it follows that the s-
step Adams–Bashforth method has indeed order 𝑠 [43, 44, 55]. 

The derivation of the Adams–Moulton methods is similar to that of the Adams–
Bashforth method; however, the interpolating polynomial uses not only the points 
𝑡𝑛−1, … , 𝑡𝑛−𝑠, as above, but also 𝑡𝑛 . The coefficients are given by [44, 50]: 

𝑏𝑠−𝑗 =
 −1 𝑗

𝑗!  𝑠 − 𝑗 !
   𝑢 + 𝑖 − 1 𝑑𝑢

𝑠

𝑖=0
𝑖≠𝑗

1

0

 𝐸𝑞. 𝐴2.10  

𝑗 = 0, … , 𝑠 

Consider the linear constant coefficient inhomogeneous system 𝒚′ = 𝑨𝒚 + 𝒇 𝑥 , where 
𝒚, 𝒇𝜖Rn and 𝑨 is a constant nxn matrix with eigenvalues 𝜆𝑡  𝜖C, 𝑡 = 1,2, … , 𝑛 and 
corresponding eigenvectors 𝑐𝑡  𝜖Cn, 𝑡 = 1,2, … , 𝑛. The general solution of this system 
takes the form: 

𝒚 𝑥 =  𝑘𝑡𝑒𝑥𝑝 𝜆𝑡𝑥 𝒄𝑡 + 𝒈 𝑥  

𝑛

𝑡=1

 𝐸𝑞. 𝐴2.11  

where the 𝑘𝑡  are arbitrary constants and 𝑔(𝑥) is a particular integral. If 𝑅𝑒 𝜆𝑡 < 0,𝑡 =
1,2, … , 𝑛 which implies that each of the terms 𝑒𝑥𝑝 𝜆𝑡𝑥 𝒄𝑡 → 0 as 𝑥 → ∞, so that the 
solution 𝑦 𝑥  approaches 𝑔 𝑥  asymptotically as 𝑥 → ∞. The term 𝑒𝑥𝑝 𝜆𝑡𝑥 𝒄𝑡  will decay 
monotonically if 𝜆𝑡  is real and sinusoidally if 𝜆𝑡  is complex. Interpreting 𝑥 to be time (as it 
often is the case in physical problems) it is appropriate to call  𝑘𝑡𝑒𝑥𝑝 𝜆𝑡𝑥 𝒄𝑡

𝑛
𝑡=1  the 

transient solution and 𝑔 𝑥  the steady-state solution. If  𝑅𝑒 𝜆𝑡   is large, then the 
corresponding term 𝑘𝑡𝑒𝑥𝑝 𝜆𝑡𝑥 𝒄𝑡 will decay quickly as 𝑥 increases and is thus called a 
fast transient; if  𝑅𝑒 𝜆𝑡   is small, the corresponding term 𝑘𝑡𝑒𝑥𝑝 𝜆𝑡𝑥 𝒄𝑡 decays slowly 

and is called a slow transient. Let 𝜆, 𝜆 be defined by  𝑅𝑒 𝜆  ≥  𝑅𝑒 𝜆𝑡  ≥  𝑅𝑒 𝜆   so that 

𝑘𝑡𝑒𝑥𝑝 𝜆𝑥 𝒄𝑡  is the fastest transient and 𝑘𝑡𝑒𝑥𝑝 𝜆𝑥 𝒄𝑡  the slowest. Τhe stiffness ratio is 

defined as  𝑅𝑒 𝜆  / 𝑅𝑒 𝜆   [52]. 
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A Runge–Kutta method applied to the test equation 𝑦′ = 𝜆𝑦 reduces to the iteration 
𝑦𝑛+1 = 𝑟 𝑘 𝑦𝑛 , with 𝑟 given by 

𝑟 𝑧 = 1 + 𝑧𝑏𝑇 𝐼 − 𝑧𝐴 −1𝑒 =
𝑑𝑒𝑡 𝐼 − 𝑧𝐴 + 𝑧𝑒𝑏𝑇 

𝑑𝑒𝑡 𝐼 − 𝑧𝐴 
  𝐸𝑞. 𝐴2.12  

where 𝑒 stands for the vector of ones. The function 𝑟 is called the stability function [74]. 

It follows from the formula that 𝑟 is the quotient of two polynomials of degree 𝑠 if the 
method has 𝑠 stages. Explicit methods have a strictly lower triangular matrix 𝑨, which 

implies that 𝑑𝑒𝑡 𝑰 − 𝑧𝑨 = 1 and that the stability function is a polynomial. The 
numerical solution to the linear test equation decays to zero if  𝑟 𝑧  < 1 with 𝑧 = 𝜆. 
The method is said to be A-stable if all 𝑧 with 𝑅𝑒 𝑧 < 0 are in the domain of absolute 
stability and since the stability function of an explicit Runge–Kutta method is a 
polynomial, explicit Runge–Kutta methods can never be A-stable [55]. 

Linear multistep methods have the form: 

𝑦𝑛+1 =  𝑎𝑖𝑦𝑛−1

𝑠

𝑖=0

+   𝑏𝑗𝑓 𝑡𝑛−𝑗 , 𝑦𝑛−𝑗  

𝑠

𝑗 =−1

  𝐸𝑞. 𝐴2.13  

and applied to the test equation, they become: 

𝑦𝑛+1 =  𝑎𝑖𝑦𝑛−1

𝑠

𝑖=0

+ 𝑘  𝑏𝑗𝑦𝑛−𝑗

𝑠

𝑗 =−1

  𝐸𝑞. 𝐴2.14  

which can be simplified to: 

 1 − 𝑏−1𝑧 𝑦𝑛+1 −   𝑎𝑗 + 𝑏𝑗 𝑧 𝑦𝑛−𝑗 = 0 

𝑠

𝑗 =0

 𝐸𝑞. 𝐴2.15  

where 𝑧 = 𝜆. This is a linear recurrence relation. The method is A-stable if all solutions 
{𝑦𝑛 } of the recurrence relation converge to zero when 𝑅𝑒 𝑧 < 0. The characteristic 
polynomial is: 

𝛷 𝑧, 𝑤 = 𝑤𝑠+1 −  𝑎𝑖𝑤
𝑠−𝑖

𝑠

𝑖=0

− 𝑧  𝑏𝑗𝑤
𝑠−𝑗

𝑠

𝑗=−1

  𝐸𝑞. 𝐴2.16  

All solutions converge to zero for a given value of 𝑧 if all solutions 𝑤 of 𝛷 𝑧, 𝑤 = 0 lie in 
the unit circle. The region of absolute stability for a multistep method of the above form 
is then the set of all 𝑧𝜖C for which all 𝑤 such that 𝛷 𝑧, 𝑤 = 0 satisfy  𝑤 < 1. Again, if 
this set contains the left-half plane, the multi-step method is said to be A-stable. 
Determining the region of absolute stability for the two-step Adams–Bashforth method 
[54]: 

𝑦𝑛+1 = 𝑦𝑛 +   
3

2
𝑓 𝑡𝑛 , 𝑦𝑛 −

1

2
𝑓 𝑡𝑛−1, 𝑦𝑛−1    𝐸𝑞. 𝐴2.17  

The characteristic polynomial is: 
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𝛷 𝑤, 𝑧 = 𝑤2 −  1 +
3

2
𝑧 𝑤 +

1

2
𝑧 = 0       𝐸𝑞. 𝐴2.18  

which has roots: 

𝑤 =
1

2
 1 +

3

2
𝑧 ±  1 + 𝑧 +

9

4
𝑧2   𝐸𝑞. 𝐴2.19  

thus the region of absolute stability is: 

 𝑧 ∈ ℂ:  
1

2
 1 +

3

2
𝑧 ±  1 + 𝑧 +

9

4
𝑧2  < 1   𝐸𝑞. 𝐴2.20  
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APPENDIX B 

Table B1: Set of electron impact reactions and reactions between heavy species. The reaction 

coefficients are taken from Gaens&Bogaerts [30] unless stated otherwise in the ―Comments‘‘ column. M 

denotes third body (external sources: [75-79]). 

 
Electron impact collisions  Comments

1 e + Ar --> Ar + e 

2 e + Ar --> Ar(3p2) + e

3 e + Ar --> Ar(3p1) + e

4 e + Ar --> Ar(3p0) + e 

5 e + Ar --> Ar(1p1) + e

6 e + Ar --> Ar(4p) + e 

7 e + Ar --> Ar(4p) + e 

8 e + Ar --> Ar(4p) + e 

9 e + Ar --> Ar(4p) + e 

10 e + Ar --> Ar+ + 2e

11 e + Ar(3p2) --> Ar(3p1) + e 

12 e + Ar(3p2) --> Ar(4p) + e       [threshold reduced and scaled]

13 e + Ar(3p2) -->Ar(4p) + e       [threshold reduced and scaled]

14 e + Ar(3p2) --> Ar(4p) + e       [threshold reduced and scaled]

15 e + Ar(3p2) --> Ar(4p) + e     [threshold reduced and scaled]

16 e + Ar(3p2) --> Ar+ + 2e

17 e + Ar(3p1) --> Ar(3p2) + e 

18 e + Ar(3p1) --> Ar+ + 2e 

19 e + Ar(3p0) -->Ar(1p1) + e 

20 e + Ar(3p0) --> Ar(4p) + e       [threshold reduced and scaled]

21 e + Ar(3p0) --> Ar(4p) + e      [threshold reduced and scaled]

22 e + Ar(3p0) --> Ar(4p) + e      [threshold reduced and scaled]

23 e + Ar(3p0) --> Ar(4p) + e       [threshold reduced and scaled]

24 e + Ar(3p0) --> Ar+ + 2e 

25 e + Ar(4p) --> Ar(3p0) + e [detailed balancing]

26 e + Ar(4p) --> Ar(3p0) + e [detailed balancing]

27 e + Ar(4p) --> Ar(3p0) + e [detailed balancing]

28 e + Ar(4p) --> Ar(3p0) + e [detailed balancing]

29 e + Ar(4p) --> Ar+ + 2e 

30 e + Ar(4p) --> Ar+ + 2e 

31 e + Ar(4p) --> Ar+ + 2e

32 e + Ar2(ex) --> Ar2+ + 2e 

33 e + Ar2+ --> Ar(4p) + Ar 

34 e + O --> O(1d) + e

35 e + O --> O+ + 2e 

36 e + O- --> O + 2e

37 e + O2 --> O2 + e 

38 e + O2 --> O2(r) + e 

39 e + O2 --> O2(v) + e

40 e + O2 --> O2(v) + e 

41 e + O2 --> O2(v) + e  
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42 e + O2 --> O2(v) + e 

43 e + O2 --> O2(v) + e 

44 e + O2 --> O2(v) + e 

45 e + O2 --> O2(a) + e 

46 e + O2 --> O2(b) + e 

47 e + O2 --> O2+ + 2e 

48 e + O2 --> O + O + e 

49 e + O2 --> O + O + e

50 e + O2 --> O+ + O + 2e 

51 e + O2 --> O- + O 

52 e + O2 + O2 --> O2- + O2

53 e + O2 + N2 --> O2- + N2

54 e + O2 + Ar --> O2- + Ar

55 e + O2(a) --> O + O + e

56 e + O2(a) --> O + O + e 

57 e + O2(a) --> O- + O 

58 e + O2(a) --> O2 + e 

59 e + O2(a) --> O2(b) + e

60 e + O2(a) --> O2+ + 2e 

61 e + O2(a) --> O2-

62 e + O2(b) --> O + O + e [threshold reduced]

63 e + O2(b) --> O + O + e [threshold reduced]

64 e + O2(b) --> O- + O [threshold reduced from O2(a)]

65 e + O2(b) --> O2(a) + e 

66 e + O2+ --> O + O 

67 e + O3 --> O + O2 + e 

68 e + O3 --> O- + O2 

69 e + O3 --> O + O2- 

70 e + N --> e + N(2d)                    [56]

71 e + N(2d) --> e + N 

72 e + N2 --> N2 + e 

73 e + N2 --> e + N2(r) 

74 e + N2 --> e + N2(v)

75 e + N2 --> e + N2(v) 

76 e + N2 --> e + N2(v) 

77 e + N2 --> e + N2(v) 

78 e + N2 --> e + N2(v) 

79 e + N2 --> e + N2(v)

80 e + N2 --> e + N2(v)

81 e + N2 --> e + N2(v) 

82 e + N2 --> e + N2(ac) 

83 e + N2 --> e + N2(aa)

84 e + N2 --> e + N + N

85 e + N2 --> N+ + N + 2e 

86 e + N2 --> N2+ + 2e 

87 e + N2(v) --> N2(ac) + e [threshold reduced and scaled]

88 e + N2(v) --> N2(ac) + e [threshold reduced and scaled]

89 e + N2(v) --> N2(ac) + e [threshold reduced and scaled]  
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90 e + N2(v) --> N2(ac) + e [threshold reduced and scaled]

91 e + N2(v) --> N2(ac) + e [threshold reduced and scaled]

92 e + N2(v) --> N2(ac) + e [threshold reduced and scaled]

93 e + N2(v) --> N2(ac) + e [threshold reduced and scaled]

94 e + N2(v) --> N2(ac) + e [threshold reduced and scaled]

95 e + N2(ac) --> N2 + e 

96 e + N2(ac) --> N2(v) + e

97 e + N2(ac) --> N2(v) + e 

98 e + N2(ac) --> N2(v) + e

99 e + N2(ac) --> N2(v) + e 

100 e + N2(ac) --> N2(v) + e 

101 e + N2(ac) --> N2(v) + e 

102 e + N2(ac) --> N2(v) + e 

103 e + N2(ac) --> N2(v) + e 

104 e + N2(ac) --> N2+ + 2e      [57]

105 e + N2(aa) --> N2 + e

106 e + N2+ --> N + N 

107 e + NO --> N + O + e            [58]

108 e + NO --> N + O- 

109 e + NO --> NO+ + 2e 

110 e + NO+ --> N + O

111 e + NO+ --> N(2d) + O 

112 e + NO2 --> NO2+ + 2e 

113 e + NO2 --> NO + O + e

114 e + NO2+ --> NO + O 

115 e + NO2+ --> NO + O(1d) 

116 e + N2O --> N2O(v) + e         [59]

117 e + N2O --> N2O(v) + e         [59]

118 e + N2O --> N2O(v) + e          [59]

119 e + H --> H(ex) + e                [60]

120 e + H --> H(ex) + e             [60]

121 e + H --> H(ex) + e               [60]

122 e + H --> H+ + 2e                  [60]

123 e + H(ex) --> H + e 

124 e + H(ex) --> H + e

125 e + H(ex) --> H + e 

126 e + H(ex) --> H+ + 2e 

127 e + H(ex) --> H+ + 2e 

128 e + H(ex) --> H+ + 2e

129 e + H- --> H + 2e 

130 e + H2 --> H2(r) + e

131 e + H2 --> H2(r) + e 

132 e + H2 --> H2(v) + e 

133 e + H2 --> H2(ex) + e 

134 e + H2 --> H2(ex) + e 

135 e + H2 --> H2+ + 2e 

136 e + H2(ex) --> H2 + e 

137 e + H2(ex) --> H2 + e  
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138 e + H2(ex) --> H2+ + 2e 

139 e + H2(ex) --> H2+ + 2e 

140 e + H2+ --> H+ + H + e       [60]

141 e + OH --> O + H + e 

142 e + OH --> OH(ac) + e

143 e + OH --> OH+ + 2e

144 e + OH(ac) --> OH+ + 2e 

145 e + OH(ac) --> O + H + e

146 e + OH+ --> O + H

147 e + OH- --> OH + 2e

148 e + H2O --> H2O + e 

149 e + H2O --> H2O(v) + e 

150 e + H2O --> H2O(v) + e 

151 e + H2O --> O- + H2 

152 e + H2O --> OH + H-

153 e + H2O --> OH- + H 

154 e + H2O --> OH + H + e 

155 e + H2O --> H2O+ + 2e

156 e + H2O+ --> O + H2 

157 e + H2O+ --> O + H + H 

158 e + H2O+ --> OH + H 

159 e + H3O+ --> OH + H + H 

160 e + H3O+ --> H2O + H 

161 e + H3O+ --> OH + H2 

162 e + H2O2 --> H2O + O- 

163 e + H2O2 --> OH + OH- 

Argon heavy particle collisions

164 Ar(3p2) + Ar2(ex) --> Ar+ + Ar + Ar + 

165 Ar(3p2) + Ar + M --> Ar2(ex) + M

166 Ar(3p1) + Ar + M --> Ar2(ex) + M

167 Ar(3p0) + Ar + M --> Ar2(ex) + M

168 Ar(1p1) + Ar + M --> Ar2(ex) + M

169 Ar(4p) + Ar + M --> Ar2(ex) + M

170 Ar+ + Ar + M --> Ar2+ + M

171 Ar2(ex) +Ar2(ex) --> Ar2+ + Ar + Ar + 

172 Ar2(ex) + Ar --> Ar + Ar + Ar

173 Ar2(ex) + O2 --> Ar + Ar + O2

174 Ar2(ex) + N2 --> Ar + Ar + N2

175 Ar2(ex) + H2O --> Ar + Ar + H2O

176 Ar2(ex) + H2 --> Ar + Ar + H2

177 Ar2(ex) + O3 --> Ar + Ar + O3 

178 Ar2(ex) + Ar --> Ar(3p2) + Ar + Ar 

179 Ar2(ex) + O2 --> Ar(3p2) + Ar + O2

180 Ar2(ex) + N2 --> Ar(3p2) + Ar + N2

181 Ar2(ex) + H2O --> Ar(3p2) + Ar + H2O

182 Ar2(ex) + H2 --> Ar(3p2) + Ar + H2

183 Ar2(ex) + O3 --> Ar(3p2) + Ar + O3

184 Ar2(ex) + Ar --> Ar(3p1) + Ar + Ar  
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185 Ar2(ex) + O2 --> Ar(3p1) + Ar + O2

186 Ar2(ex) + N2 --> Ar(3p1) + Ar + N2

187 Ar2(ex) + H2O --> Ar(3p1) + Ar + 

188 Ar2(ex) + H2 --> Ar(3p1) + Ar + H2

189 Ar2(ex) + O3 --> Ar(3p1) + Ar + O3 

190 Ar2(ex) + Ar --> Ar(3p0) + Ar + Ar

191 Ar2(ex) + O2 --> Ar(3p0) + Ar + O2

192 Ar2(ex) + N2 --> Ar(3p0) + Ar + N2

193 Ar2(ex) + H2O --> Ar(3p0) + Ar + 

194 Ar2(ex) + H2 --> Ar(3p0) + Ar + H2

195 Ar2(ex) + O3 --> Ar(3p0) + Ar + O3

196 Ar2(ex) + Ar --> Ar(1p1) + Ar + Ar

197 Ar2(ex) + O2 --> Ar(1p1) + Ar + O2 

198 Ar2(ex) + N2 --> Ar(1p1) + Ar + N2

199 Ar2(ex) + H2O --> Ar(1p1) + Ar + 

200 Ar2(ex) + H2 --> Ar(1p1) + Ar + H2

201 Ar2(ex) + O3 --> Ar(1p1) + Ar + O3 

Argon-dry air heavy particle 

202 Ar(3p2) + O2 --> Ar + O + O 

203 Ar(3p2) + O2(a) --> Ar + O + O

204 Ar(3p2) + N(2d) --> Ar + N+ + e

205 Ar(3p2) + N2 --> Ar + N2(ac) 

206 Ar(3p2) + N2 --> Ar + N + N 

207 Ar(3p2) + N2(ac) --> Ar + N2+ + e 

208 Ar(3p1) + O2 --> Ar + O + O

209 Ar(3p1) + N2 --> Ar + N2(ac) 

210 Ar(3p1) + N2 --> Ar + N + N 

211 Ar(3p1) + N2(ac) --> Ar + N2+ + e 

212 Ar(3p0) + O2 --> Ar + O + O 

213 Ar(3p0) + N2 --> Ar + N2(ac) 

214 Ar(3p0) + N2 --> Ar + N + N

215 Ar(3p0) + N2(ac) --> Ar + N2+ + e 

216 Ar(1p1) + O2 --> Ar + O + O

217 Ar(1p1) + N2 --> Ar + N2(ac) 

218 Ar(1p1) + N2 --> Ar + N + N 

219 Ar(4p) + O2 --> Ar + O + O 

220 Ar(4p) + O2(a) --> Ar + O + O 

221 Ar(4p) + N2 --> Ar + N2(ac) 

222 Ar(4p) + N2 --> Ar + N + N 

223 Ar(4p) + N2(ac) --> Ar + N2+ + e 

224 Ar(4p) + NO --> Ar + N + O 

225 Ar(4p) + N2O --> Ar + NO + N 

226 Ar(4p) + N2O --> Ar + N2(ac) + O 

227 Ar+ + O --> Ar + O+ 

228 Ar+ + O2 --> Ar + O2+ :

229 Ar+ + N2 --> Ar + N2+ 

230 Ar+ + N2 --> Ar + N+ + N 

231 Ar2(ex) + O2 --> Ar + Ar + O + O  
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232 Ar2(ex) + O3 --> Ar + Ar  + O2 + O 

233 Ar2(ex) + N2 --> Ar + Ar + N2(ac) 

234 Ar2(ex) + NO --> Ar + Ar + N + O

235 Ar2(ex) +NO2 --> Ar + Ar + NO + O

236 Ar2(ex) + N2O --> Ar + Ar + N2 + O 

237 Ar2+ + O- --> Ar + Ar + O

238 Ar2+ + O2 --> Ar +Ar + O2+

239 Ar2+ + O2- --> Ar + Ar + O2 

240 Ar2+ + O2- --> Ar + Ar + O + O 

241 Ar2+ + O3 --> Ar + Ar + O2+ + O 

242 Ar2+ + NO --> Ar + Ar + NO+

243 Ar2+ + NO2 --> Ar + Ar + NO+ + O 

244 Ar2+ + NO2 --> Ar + Ar + NO2+ 

245 Ar2+ + NO2- --> Ar + Ar + NO2 

Oxygen heavy particle collisions

249 O + O + Ar --> O2 + Ar

250 O + O + M --> O2(a) + M

251 O + O + M --> O2(b) + M

252 O + O+ + M --> O2+ + M

253 O + O- --> O2 + e 

254 O + O2 + Ar --> O3 + Ar

255 O + O2 + O2 --> O3 + O2

256 O + O2 + N2 --> O3 + N2

257 O + O2- --> O2 + O-

258 O + O2- --> O3 + e 

259 O + O3 --> O2 + O2

260 O + O3- --> O2- + O2 

261 O + O3- --> O2 + O2 + e 

262 O(1d) + O2 --> O2(a) + O 

263 O(1d) + O2 --> O2(b) + O 

264 O(1d) + O3 --> O2(a) + O2 

265 O(1d) + Ar --> Ar + O

266 O(1d) + O2 --> O2 + O

267 O(1d) + N2 --> N2 + O

268 O(1d) + H2O --> H2O + O

269 O(1d) + H2 --> H2 + O 

270 O(1d) + O3 --> O3 + O 

271 O+ + O- --> O + O 

272 O+ + O- + M --> O + O + M

273 O+ + O2 --> O + O2+ 

274 O+ + O3- + M --> O3 + O + M

275 O- + O2 --> O2- + O 

276 O- + O2 + M --> O3- + M

277 O- + O2(a) --> O3 + e 

278 O- + O2(a) --> O2- + O

279 O- + O2+ --> O + O2 

280 O- + O2+ --> O + O + O 

281 O- + O2+ + M --> O + O2 + M  
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282 O2 + O2+ + M --> O4+ + M

283 O2(v) + N2 --> O2 + N2

284 O2(v) + O2 --> O2 + O2 

285 O2(v) + Ar --> O2 + Ar 

286 O2(r) + N2 --> O2 + N2 

287 O2(r) + O2 --> O2 + O2 

288 O2(r) + Ar --> O2 + Ar 

289 O2(a) + O2(a) --> O2(b) + O2

290 O2(a) + O2- --> O2 + O2 + e 

291 O2(a) + O3 --> O2 + O2 + O

292 O2(a) + Ar --> O2 + Ar 

293 O2(a) + N2 --> O2 + N2 

294 O2(b) + H2O --> O2 + H2O

295 O2(b) + O3 --> O2 + O3 

296 O2(b) + Ar --> O2 + Ar 

297 O2(b) + H2O --> O2(a) + H2O 

298 O2(b) + O3 --> O2(a) + O3 

299 O2(b) + Ar --> O2(a) + Ar 

300 O2+ + O2- + M --> O2 + O2 + M

301 O2+ + O3- --> O3 + O2 

302 O2+ + O3- --> O2 + O + O2 

303 O2+ + O3- --> O2 + O + O + O 

304 O2+ + O3- + M --> O3 + O2 + M

305 O2- + O3 --> O2 + O3-

306 O2- + Ar --> O2 + e + Ar 

307 O2- + O2 --> O2 + e + O2 

308 O2- + N2 --> O2 + e + N2 

309 O2- + H2O --> O2 + e + H2O 

310 O2- + H2 --> O2 + e + H2

311 O2- + O3 --> O2 + e + O3 

312 O3 + Ar --> O + O2 + Ar 

313 O3 + N2 --> O + O2 + N2 

314 O3 + O2 --> O + O2 + O2 

315 O4+ + Ar --> O2+ + O2 + Ar 

316 O4+ + O2 --> O2+ + O2 + O2 

317 O4+ + N2 --> O2+ + O2 + N2 

318 O4+ + H2O --> O2+ + O2 + H2O 

319 O4+ + H2 --> O2+ + O2 + H2 

320 O4+ + O3 --> O2+ + O2 + O3 

Nitrogen heavy particle collisions

321 N + N2+ + M --> N3+ + M

322 N(2d) + Ar --> N + Ar

323 N(2d) + O2 --> N + O2

324 N(2d) + N2 --> N + N2

325 N(2d) + H2O --> N + H2O

326 N(2d) + H2 --> N + H2

327 N(2d) + O3 --> N + O3 

328 N+ + N2 --> N + N2+  
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329 N+ + N2 + M --> N3+ + M

330 N2 + N2+ + M --> N4+ + M

331 N2(r) + N2 --> N2 + N2 

332 N2(r) + O2 --> N2 + O2

333 N2(r) + Ar --> N2 + Ar

334 N2(v) + N2 --> N2 + N2

335 N2(v) + O2 --> N2 + O2 

336 N2(v) + Ar --> N2 + Ar 

337 N2(ac) + N2(aa) --> N4+ + e 

338 N2(ac) + O2 --> N2 + O2

339 N2(ac) + O --> N2 + O

340 N2(ac) + NO --> N2 +NO 

341 N2(ac) + H --> N2 + H 

342 N2(ac) + H2O --> N2 +H2O 

343 N2(aa) + O --> N2 + O 

344 N2(aa) + H --> N2 + H 

345 N2(aa) + H2O --> N2 + H2O 

345 N2(aa) + H2O --> N2 + H2O 

346 N3+ + Ar --> Ar + N + N2+ 

347 N3+ + O2 --> O2 + N + N2+ 

348 N3+ + N2 --> N2 + N + N2+

349 N3+ + H2O --> H2O + N + N2+

350 N3+ + H2 --> H2 + N + N2+ 

351 N3+ + O3 --> O3 + N + N2+ 

352 N4+ + Ar --> Ar+ + N2 + N2

Dry air heavy particle collisions

353 O + N + Ar --> NO + Ar

354 O + N+ + M --> NO+ + M

355 O + N2(ac) --> NO + N 

356 O + N2(ac) --> NO + N(2d) 

357 O + N2(aa) --> NO + N(2d) 

358 O + N2+ --> N + NO+ 

359 O + N2+ --> N2 + O+ 

360 O + N4+ --> N2 + N2 + O+ 

361 O + NO + Ar --> NO2 + Ar

362 O + NO + N2 --> NO2 + N2

363 O + NO2 --> NO + O2 

364 O + NO2 + Ar  --> NO3 + Ar

365 O + NO2 + N2 --> NO3 + N2

366 O + NO2 + O2 --> NO3 + O2

367 O + NO2+ --> NO+ + O2 

368 O + NO2- --> NO3 + e 

369 O + NO3 --> NO2 + O2

370 O + NO3- --> NO2 + O2- 

371 O + NO3- -->NO2- + O2 

372 O + NO3- --> NO2 + O2 + e 

373 O(1d) + NO --> O2 + N

374 O+ + N(2d) --> N+ + O  
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375 O+ + N2 + M --> NO+ + N + M

376 O+ + NO2 --> NO2+ + O 

377 O+ + NO2- + M --> NO3 + M

378 O- + N+ + M --> NO + M

379 O- + N+ + M --> N + O + M

380 O- + N2 --> N2O + e 

381 O- + N2(ac) --> N2 + O + e 

382 O- + N2+ + M --> N2 + O + M

383 O- + N2+ + M --> N2O + M

384 O- + NO --> NO2 + e 

385 O- + NO + M --> NO2- + M

386 O- + NO+ --> O + NO 

387 O- + NO+ + M --> O + NO + M

388 O- + NO+ + M --> NO2 + M

389 O- + NO2 --> NO2- + O 

390 O- + NO2+ + M --> O + NO2 + M

391 O- + NO2+ + M --> NO3 + M

392 O2 + N --> NO + O 

393 O2 + N(2d) --> NO + O 

394 O2 + N(2d) --> NO + O(1d) 

395 O2 + N+ --> N + O2+ 

396 O2 + N+ --> NO+ + O 

397 O2 + N+ --> NO + O+ 

398 O2 + N2(ac) --> N2 + O + O 

399 O2 + N2(ac) --> N2 + O2(a) 

400 O2 + N2(ac) --> N2 + O2(b) 

401 O2 + N2(ac) --> N2O + O 

402 O2 + N2(ac) --> N2O + O(1d)

403 O2 + N2(aa) --> N2 + O + O

404 O2 + N2+ --> N2 + O2+ 

405 O2 + N3+ --> NO+ + N2O 

406 O2 + N3+ --> NO2+ + N2 

407 O2 + N4+ --> N2 + N2 + O2+ 

408 O2 + NO3 --> NO2 + O3 

409 O2(a) + N2(ac) --> N2 + O + O 

410 O2(b) + N2(ac) --> N2 + O + O 

411 O2+ + N --> NO+ + O 

412 O2+ + NO --> NO+ + O2 

413 O2+ + NO2 --> NO2+ + O2 

414 O2+ + NO2- --> NO2 + O2

415 O2+ + NO2- --> NO2 + O + O 

416 O2+ + NO2- --> NO + O + O2 

417 O2+ + NO2- --> NO + O + O + O

418 O2+ + NO2- + M --> NO2 + O2 + M

419 O2+ + NO3- --> NO3 + O2 

420 O2+ + NO3- --> NO3 + O + O 

421 O2+ + NO3- --> NO2 + O + O2 

422 O2+ + NO3- --> NO2 + O + O + O  
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423 O2+ + NO3- + M --> NO3 + O2 + M

424 O2+ + N2O5 --> NO2+ + NO3 + O2 

425 O2- + N --> NO2 + e 

426 O2- + N2(ac) --> O2 + N2 +e 

427 O2- + NO+ + M --> NO3 + M

428 O2- + NO+ + M --> O2 + NO + M

429 O2- + NO2 --> NO2- + O2 

430 O2- + NO2+ --> NO2 + O2 

431 O2- + NO2+ + M --> O2 + NO2 + M

432 O2- + NO3 --> NO3- + O2 

433 O3 + N2(ac) --> N2 + O2 + O 

434 O3 + N2(ac) --> NO + NO + O 

435 O3 + NO --> NO2 + O2 

436 O3 + NO2 --> NO3 + O2 

437 O3 + NO2 --> NO + O2 + O2 

438 O3 + NO2- --> NO3- + O2 

439 O3 + NO3- --> NO2- + O2 + O2 

440 O3- + N2+ + M --> O3 + N2 + M

441 O3- + NO --> NO3- + O

442 O3- + NO+ + M --> O3 + NO + M

443 O3- + NO2 --> NO2- + O3 

444 O3- + NO2+ + M --> O3 + NO2 + M

445 O3- + NO3 -->NO3- + O3 

446 N + NO --> N2 + O 

447 N + NO2 --> NO + NO 

448 N + NO2 --> N2O + O 

449 N + NO3 --> NO2 + NO 

450 N + NO3- --> NO2- + NO 

451 N(2d) + NO --> N2O 

452 N2(ac) + NO2 --> N2 + NO + O 

453 N2(ac) + N2O --> N2 + N2 + O

454 N2(ac) + N2O --> N2 + N + NO

455 N2(aa) + NO --> N2 + N + O 

456 NO + NO2 --> N2O3

457 NO + NO2+ --> NO2 + NO+

458 NO + NO3 --> NO2 + NO2 

459 NO+ + NO2- + M --> NO + NO2 + M

460 NO+ + NO3- --> NO3 + N + O 

461 NO+ + NO3- --> NO2 + N + O + O 

462 NO+ + NO3- + M --> NO + NO3 + M

463 NO+ + N2O5 --> NO2 + NO2 + NO2+ 

464 NO2 + NO2 + Ar --> N2O4 + Ar

465 NO2 + NO2 + N2 --> N2O4 + N2

466 NO2 + NO2 + O2 --> N2O4 + O2

467 NO2 + NO3 + Ar --> N2O5 + Ar

468 NO2 + NO3 + N2 --> N2O5 + N2

469 NO2 + NO3 + O2 --> N2O5 + O2

470 NO2+ + NO3- + M --> N2O5 + M  



Simulation of atmospheric pressure plasma jets with a global model 

D. Passaras                                                                                                                            94 

 
471 NO2+ + NO3- + M --> NO2 + NO3 + M

472 NO2- + N2O --> NO3- + N2 

473 NO2- + NO3 --> NO3- + NO2 

474 NO2- + N2O5 --> NO3- + NO3 + NO

475 N2O(v) + N2 --> N2O + N2 

476 N2O(v) + O2 --> N2O + O2 

477 N2O(v) + Ar --> N2O + Ar 

478 N2O3 + Ar --> NO + NO2 + Ar 

479 N2O3 + O2 --> NO + NO2 + O2 

480 N2O3 + N2 --> NO + NO2 + N2 

481 N2O3 + H2O --> NO + NO2 + H2O 

482 N2O3 + H2 --> NO + NO2 + H2 

483 N2O3 + O3 --> NO + NO2 + O3 

484 N2O4 + Ar --> NO2 + NO2 + Ar 

485 N2O4 + O2 --> NO2 + NO2 + O2 

486 N2O4 + N2 --> NO2 + NO2 + N2 

487 N2O4 + H2O --> NO2 + NO2 + H2O

488 N2O4 + H2 --> NO2 + NO2 + H2 

489 N2O4 + O3 --> NO2 + NO2 + O3 

490 N2O5 + Ar --> NO2 + NO3 + Ar 

491 N2O5 + O2 --> NO2 + NO3 + O2 

492 N2O5 + N2 --> NO2 + NO3 + N2 

493 N2O5 + H2O --> NO2 + NO3 + H2O 

494 N2O5 + H2 --> NO2 + NO3 + H2 

495 N2O5 + O3 --> NO2 + NO3 + O3 

Argon-humid air heavy particle collisions

496 Ar(3p2) + OH --> Ar + OH(ac) 

497 Ar(3p2) + H2O --> Ar + OH + H 

498 Ar(3p1) + H2O --> Ar + OH + H 

499 Ar(3p0) + H2O --> Ar + OH + H 

500 Ar(4p) + H2 --> Ar + H + H 

501 Ar(4p) + H2O --> Ar + OH + H 

502 Ar+ + H --> Ar + H+ 

503 Ar+ + H2 --> ArH+ + H

504 Ar+ + H2 --> Ar + H2+

505 Ar+ + H2O --> Ar + H2O+ 

506 Ar+ + H2O --> ArH+ + OH 

507 Ar2(ex) + H2O --> Ar + Ar + OH +H 

508 Ar2+ + H --> Ar + Ar + H+ 

509 Ar2+ + H- --> Ar + Ar + H 

510 Ar2+ + H2O --> Ar + Ar + H2O+ 

511 Ar2+ + H2O --> ArH+ + Ar + OH 

512 Ar2+ + OH- --> Ar + Ar + OH 

513 Ar2+ + OH- --> Ar + Ar + O + H

Humid air heavy particle collisions

514 H + O + Ar --> OH + Ar

515 H + O+ --> H+ + O 

516 H + O- --> OH + e  
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517 H + O2 + Ar --> HO2 + Ar

518 H + O2 + N2 --> HO2 + N2

519 H + O2 + O2 --> HO2 + O2

520 H + O2- --> H- + O2 

521 H + O2- --> HO2 + e 

522 H + O3 --> OH + O2 

523 H + N + Ar --> NH + Ar

524 H + N + N2 --> NH + N2

525 H + N+ --> N + H+ 

526 H + NO + Ar --> HNO + Ar

527 H + NO + N2 --> HNO + N2

528 H + NO2 --> OH + NO 

529 H + NO2+ --> OH + NO+

530 H + NO2- --> HNO2 + e 

531 H + NO2- --> OH- + NO 

532 H + NO3 --> OH + NO2

533 H + NO3- --> OH- + NO2

534 H + NO3- --> HNO3 + e 

535 H + NO3- --> NO2- + OH 

536 H + H + Ar --> H2 + Ar

537 H + H2+ --> H2 + H+ 

538 H + OH + Ar --> H2O + Ar

539 H +OH- --> H2O + e 

540 H + HO2 --> H2 + O2 

541 H + HO2 --> OH + OH 

542 H + HO2 --> H2O + O 

543 H + HO2 -->H2O + O(1d)

544 H + H2O2 --> HO2 + H2 

545 H + H2O2 --> H2O + OH 

546 H + NH --> H2 + N 

547 H + HNO --> H2 + NO

548 H + HNO2 --> H2 + NO2 

549 H + HNO2 --> HNO + OH 

550 H + HNO3 --> HNO2 + OH 

551 H + HNO4 --> HNO2 + HO2 

552 H + ArH+ --> H2+ + Ar 

553 H(ex) + N2 --> H + N2 

554 H(ex) + O2 --> H + O2 

555 H(ex) + Ar --> H + Ar

556 H+ + O --> H + O+ 

557 H+ + O- + M --> H + O + M

558 H+ + O- + M --> OH + M

559 H+ + O2 --> H + O2+ 

560 H+ + O3- + M --> H + O3 + M

561 H+ + N --> N+ + H 

562 H+ + NO --> NO+ + H 

563 H+ + NO3- + M --> HNO3 + M

564 H+ + H2 + M --> H3+ + M  
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565 H+ + OH --> H + OH+ 

566 H+ + H2O --> H + H2O+ 

567 H- + O --> OH + e 

568 H- + O2 --> HO2 + e 

569 H- + O2+ + M --> H + O2 + M

570 H- + O2+ + M --> HO2 + M

571 H- + NO+ + M --> HNO + M

572 H- + NO2 --> NO2- + H 

573 H- + NO2+ + M --> HNO2 + M

574 H- + H2O --> OH- + H2 

575 H- + H2O+ + M --> H + H2O + M

576 H- + Ar --> H + e +Ar

577 H- + O2 --> H + e +O2 

578 H- + N2 --> H + e +N2 

579 H- + H2O --> H + e +H2O 

580 H- + H2 --> H + e + H2 

581 H- + O3 --> H + e + O3 

582 H- + ArH+ --> H2 + Ar 

583 H2 + O --> OH + H 

584 H2 + O+ --> OH+ + H 

585 H2 + O- --> H2O + e 

586 H2 + O- --> OH- + H

587 H2 + O2- --> H- + HO2 

588 H2 + N(2d) --> NH + H 

589 H2 + NO2+ --> NO+ + H2O 

590 H2 + OH --> H2O + H

591 H2 + OH- --> H2O + H- 

592 H2 + H2O+ --> H3O+ + H 

593 H2 + H3O+ --> H2O + H3+ 

594 H2 + ArH+ --> H3+ + Ar 

595 H2(v) + N2 --> H2 + N2 

596 H2(v) + O2 --> H2 + O2

597 H2(v) + Ar --> H2 + Ar 

598 H2(r) + N2 --> H2 + N2 

599 H2(r) + O2 --> H2 + O2 

600 H2(r) + Ar --> H2 + Ar 

601 H2(ex) + N2 --> H2 + N2 

602 H2(ex) + O2 --> H2 + O2

603 H2(ex) + Ar --> H2 + Ar 

604 H2+ + O2 --> H2 + O2+

605 H2+ + H2O --> H2 + H2O+

606 H2+ + H2O --> H + H3O+ 

607 H2+ + Ar -->ArH+ + H 

608 H2+ + Ar --> Ar+ + H2 

609 H3+ + O --> H2O+ + H 

610 H3+ + O --> OH+ + H2 

611 H3+ + NO2 --> NO+ + OH + H2 

612 H3+ + OH --> H2O+ + H2  
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613 H3+ + H2O --> H3O+ + H2 

614 H3+ + Ar --> ArH+ + H2

615 OH + O --> H + O2 

616 OH + O+ --> OH+ + O 

617 OH + O2- --> OH- + O2

618 OH + O3 --> HO2 + O2 

619 OH + N --> H + NO 

620 OH + N2(ac) --> OH(ac) + N2 

621 OH + N2(aa) --> OH(ac) + N2 

622 OH + N2+ --> OH+ + N2 

623 OH + NO + Ar --> HNO2 + Ar

624 OH + NO + N2 --> HNO2 + N2

625 OH + NO + O2 --> HNO2 + O2

626 OH + NO2 + Ar --> HNO3 + Ar

627 OH + NO2 + N2 --> HNO3 + N2

628 OH + NO2 + O2 --> HNO3 + O2

629 OH + N2O --> HNO + NO 

630 OH + N2O --> HO2 + N2 

631 OH + NO3 --> HO2 + NO2 

632 OH + OH --> H2O + O 

633 OH + OH + Ar --> H2O2 + Ar

634 OH + OH + N2 --> H2O2 + N2

635 OH + OH + O2 --> H2O2 + O2

636 OH + HO2 --> H2O + O2 

637 OH + H2O2 --> H2O + HO2 

638 OH + NH --> N + H2O 

639 OH + NH --> H2 + NO 

640 OH + NH --> H + HNO 

641 OH + HNO --> H2O + NO 

642 OH + HNO2 --> H2O + NO2 

643 OH + HNO3 --> H2O + NO3 

644 OH + HNO4 --> H2O2 + NO3 

645 OH + HNO4 --> H2O + NO2 + O2 

646 OH(ac) + H2O2 --> HO2 + H2O 

647 OH(ac) + O2 --> O2 + OH 

648 OH(ac) + N2 --> N2 + OH 

649 OH(ac) + H2O --> H2O + OH

650 OH+ + O --> O2+ + H 

651 OH+ + O- + M --> OH + O + M

652 OH+ + O- + M --> HO2 + M

653 OH+ + O2 --> OH + O2+ 

654 OH+ + N --> NO+ + H 

655 OH+ + NO2- + M --> HNO3 + M

656 OH+ + NO3- + M --> HNO4 + M

657 OH+ + OH- + M --> H2O2 + M

658 OH+ + H2O --> H2O+ + OH

659 OH+ + H2O --> H3O+ + O 

660 OH- + O --> HO2 + e  
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661 O+ + OH- + M --> HO2 + M

662 OH- + O2+ --> OH + O2

663 O2+ + OH- + M --> OH + O2 + M

664 OH- + O3 --> O2- + HO2 

665 OH- + N --> HNO + e

666 NO+ + OH- + M --> OH + NO + M

667 NO+ + OH- + M --> HNO2 + M

668 OH- + NO2 --> NO2- + OH 

669 NO2+ + OH- + M --> OH + NO2 + M

670 NO2+ + OH- + M --> HNO3 + M

671 H2O+ + OH- + M --> OH + H2O + M

672 HO2 + O --> OH + O2 

673 HO2 + O2(a) --> OH + O2 + O 

674 HO2 + O3 --> OH + O2 + O2 

675 HO2 + N --> OH + NO 

676 HO2 + N --> NH + O2

677 HO2 + NO --> HNO + O2 

678 HO2 + NO + Ar --> HNO3 + Ar

679 HO2 + NO + N2 --> HNO3 + N2

680 HO2 + NO2 + N2 --> HNO2 + O2 + N2

681 HO2 + NO2 + O2 --> HNO2 + O2 + O2

682 HO2 + NO2 + Ar --> HNO4 + Ar

683 HO2 + NO2 + N2 --> HNO4 + N2

684 HO2 + NO2 + O2 --> HNO4 + O2

685 H2O + O(1d) --> H2 + O2 

686 H2O + O+ --> H2O+ + O 

687 H2O + O- --> H2O2 + e

688 H2O + O2- --> H2O + O2 + e

689 H2O + N(2d) --> OH + NH 

690 H2O + N+ --> H2O+ + N

691 H2O + N+ --> NO+ + H2

692 H2O + N2+ --> N2 + H2O+ 

693 H2O + N4+ --> N2 + N2 + H2O+

694 H2O + N2O3 --> HNO2 + HNO2

695 H2O + N2O5 --> HNO3 + HNO3

696 H2O + H2O+ -->H3O+ + OH

697 H2O + ArH+ --> H3O+ + Ar

698 H2O(v) + N2 --> H2O + N2

699 H2O(v) + O2 --> H2O + O2

700 H2O(v) + Ar --> H2O + Ar 

701 H2O+ + O- + M --> O + H2O + M

702 H2O+ + O- + M --> H2O2 + M

703 H2O+ + O2 --> H2O + O2+

704 H2O+ + O2- + M --> H2O + O2 + M

705 H2O+ + O3- --> H2O + O3

706 H2O+ + O3- + M --> H2O + O3 + M 

707 H2O+ + N --> NO+ + H2 

708 H2O+ + NO2 --> NO2+ + H2O  
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709 H2O+ + NO2- + M --> H2O + NO2 + M

710 H2O+ + NO3- + M --> H2O + NO3 + M

711 H3O+ + O- --> H2O + H + O 

712 H3O+ + O2- --> H2O + H + O2 

713 H3O+ + O2- --> H2O + H + O + O 

714 H3O+ + NO --> H2O + H + NO+ 

715 H2O2 + O --> HO2 + OH

716 H2O2 + O --> H2O + O2 

717 H2O2 + N2(aa) --> OH + OH + N2 

718 H2O2 + NO3 --> HO2 + HNO3

719 NH + O --> H + NO

720 NH + O --> OH + N

721 NH + O2 --> HNO + O

722 NH + O2+ --> H + NO2+ 

723 NH + N --> H + N2 

724 NH + NO --> H + N2O

725 NH + NO --> H + N2 + O 

726 NH + NH --> H + N2 + H 

727 HNO + O --> OH + NO 

728 HNO + O --> O2 + NH 

729 HNO + O2 --> HO2 + NO 

730 HNO + N --> NH + NO 

731 HNO2 + O --> OH + NO2

732 HNO2 + NO3 --> HNO3 + NO2

733 HNO3 + O --> OH + NO3

734 HNO3 + O- --> HNO4 + e 

735 HNO3 + O- --> HNO2 + O2-

736 HNO3 + O2- --> NO3- + HO2

737 HNO3 + NO2- --> NO3- + HNO2 

738 HNO4 + O --> HO2 + NO3 

739 HNO4 + M --> HO2 + NO2 + M

740 ArH+ + O- --> Ar + O + H 

741 ArH+ + O- + M --> Ar + O + H + M

742 ArH+ + O- + M --> Ar + O + H + M

743 ArH+ + O2- --> Ar + O2 + H 

744 ArH+ + O2- --> Ar + O + O + H 

745 ArH+ + O2- + M --> Ar + O2 + H + M

746 ArH+ + O3- + M --> Ar + O3 + H + M

747 ArH+ + NO2- + M --> Ar + NO2 + H + M

748 ArH+ + NO3- + M --> Ar + NO3 + H + M

Radiation

749 Ar(4p) --> Ar(3p2)

750 Ar(4p) --> Ar(3p1)

751 Ar(4p) --> Ar(3p0)

752 Ar(4p) --> Ar(1p1)

753 Ar(3p1) --> Ar

754 Ar(1p1) --> Ar

755 Ar2(ex) --> Ar  
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756 OH(ac) --> OH

757 H2NO2+ + e --> H2O + NO

758 H4NO3+ + e --> 2H2O + NO

759 H6NO4+ + e --> 3H2O + NO

760 NO+ + H2O --> H2NO2+

761 H2NO2+ --> NO+ + H2O

762 H2NO2+ + H2O --> H4NO3+ 

763 H2NO2+ + O --> NO2+ + H2O

764 H2NO2+ + OH --> NO2 + H3O+ 

765 H4NO3+ --> H2O + H2NO2+

766 H4NO3+ + H2O --> H6NO4+ 

767 H6NO4+ --> H2O + H4NO3+

768 H6NO4+ + H2O --> H7O3+ + HNO2 

769 H2NO2+ + O- + M --> NO2 + H2O + M

770 H2NO2+ + O2- + M --> NO3 + H2O + M

771 H2NO2+ + NO3- + M --> NO2 + NO2 + H2O + 

772 H2NO2+ + H- + M --> HNO + H2O + M

773 H2NO2+ + OH- + M --> HNO2 + H2O + M

774 H4NO3+ + O- + M --> NO2 + 2H2O + M

775 H4NO3+ + H- + M --> HNO + 2H2O + M

776 H4NO3+ + OH- + M --> HNO2 + 2H2O + M

777 H6NO4+ + O- + M --> NO2 + 3H2O + M

778 H6NO4+ + H- + M --> HNO + 3H2O + M

Water cluster ion collisions

779 H4O2+ + e --> H2O + H + OH 

780 H2O3+ + e --> O2 + H + OH 

781 H5O2+ + e --> H2O + H + H + OH 

782 H7O3+ + e --> 2H2O + H + H + OH

783 H9O4+ + e --> 3H2O + H + H + OH

784 H11O5+ + e --> 4H2O + H + H + OH

785 H15O7+ + e --> 6H2O + H + H + OH 

786 O2+ + H2O --> H2O3+

787 H2O3+ --> O2+ + H2O

788 H2O3+ + H2O --> H3O+ + OH + O2 

789 H2O3+ + H2O --> H4O2+ + O2

790 H2O3+ + NO --> NO+ + H2O + O2

791 H4O2+ + H2O --> H5O2+ + OH

792 H3O+ + H2O --> H5O2+ 

793 H5O2+ --> H3O+ + H2O

794 H5O2+ + H2O --> H7O3

795 H7O3+ --> H5O2+ + H2O

796 H7O3+ + H2O --> H9O4+

797 H9O4+ --> H7O3+ + H2O

798 H9O4+ + H2O --> H11O5+ 

799 H11O5+ --> H9O4+ + H2O 

800 H11O5+ + H2O --> H13O6+ 

801 H13O6+ --> H11O5+ + H2O

802 H13O6+ + H2O --> H15O7+  
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803 H15O7+ --> H13O6+ + H2O 

804 H2O3+ + O- + M --> O2 + O + H2O + M

805 H4O2+ + O- + M --> O + 2H2O + M

806 H4O2+ + O2- + M --> O2 + 2H2O + M

807 H4O2+ + O3- + M --> O3 + 2H2O + M

808 H4O2+ + NO2- + M --> NO2 + 2H2O + M

809 H4O2+ + NO3- + M --> NO3 + 2H2O + M

810 H5O2+ + O- + M --> O + H + 2H2O + M

811 H5O2+ + O2- --> H + 2H2O + O2

812 H5O2+ + O2- --> H + 2H2O + O + O 

813 H5O2+ + O2- + M --> O2 + H + 2H2O + M

814 H5O2+ + O3- --> H + 2H2O + O3 

815 H5O2+ + O3- + M --> O3 + H + 2H2O + M

816 H5O2+ + NO2- + M --> NO2 + H + 2H2O + M

817 H5O2+ + NO3- --> H + 2H2O + NO3 

818 H5O2+ + NO3- + M --> NO3 + H + 2H2O + M

819 H5O2+ + OH- --> H + 2H2O + O + H 

820 H5O2+ + OH- + M --> OH + H + 2H2O + M

821 H7O3+ + O- + M --> O + H + 3H2O + M

822 H7O3+ + O2- + M --> O2 + H + 3H2O + M

823 H7O3+ + O3- + M --> O3 + H + 3H2O + M

824 H7O3+ + NO2- + M --> NO2 + H + 3H2O + M

825 H7O3+ + NO3- + M --> NO3 + H + 3H2O + M

826 H7O3+ + OH- + M --> OH + H + 3H2O + M

827 H9O4+ + O- + M --> O + H + 4H2O + M

828 H9O4+ + O2- + M --> O2 + H + 4H2O + M

829 H9O4+ + O3- + M --> O3 + H + 4H2O + M

830 H9O4+ + NO2- + M --> NO2 + H + 4H2O + M

831 H9O4+ + NO3- + M --> NO3 + H + 4H2O + M

832 H9O4+ + OH- + M --> OH + H + 4H2O + M

833 H11O5+ + O- + M --> O + H + 5H2O + M

834 H11O5+ + O2- + M --> O2 + H + 5H2O + M

835 H11O5+ + O3- + M --> O3 + H + 5H2O + M

836 H11O5+ + NO2- + M --> NO2 + H + 5H2O + M

837 H11O5+ + NO3- + M --> NO3 + H + 5H2O + M

838 H11O5+ + OH- + M --> OH + H + 5H2O + M

839 H13O6+ + O3- + M --> O3 + H + 6H2O + M

840 H13O6+ + NO2- +M --> NO2 + H + 6H2O + M

841 H13O6+ + NO3- + M --> NO3 + H + 6H2O + M

842 H13O6+ + OH- + M --> OH + H + 6H2O + M

843 H15O7+ + O3- + M --> O3 + H + 7H2O + M

844 H15O7+ + NO2- +M --> NO2 + H + 7H2O + M

845 H15O7+ + NO3- + M --> NO3 + H + 7H2O + M 

846 H15O7+ + OH- + M --> OH + H + 7H2O + M  
 
Species containing carbon—created out of atmospheric CO2—are not taken into 
account. Several electronically, rotationally and vibrationally excited states are included 
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in the model. Electronically excited states are important to consider because they often 
play a crucial role in the plasma chemistry, for example in stepwise electron-impact or 
Penning ionization. Note that, at atmospheric pressure, due to a high collision 
frequency, it is unlikely that high electronic energy levels become populated and 
therefore these are not included. Rotational and vibrational excitations, on the other 
hand, are important processes since electrons lose energy in this way. As a 
consequence, this influences the average electron temperature significantly. In the 
reaction set, rotationally and vibrationally excited states only participate in electron-
impact excitation and de-excitation reactions, as well as in physical quenching by the 
background gas. The reason is that the rotational and vibrational energy is usually too 
low to induce a fast chemical change in its collision partner. Three factors for the 
selection of excited states in the model are considered: metastability, high cross 
sections and low energy threshold for excitation from the ground state, or states that 
have been reported to be important in this type of plasmas. For example, for the 
hydrogen molecules, the magnitude of the vibrational excitation cross sections roughly 
drops with one order of magnitude for each next vibrational quantum number. 
Therefore, although the excitations to more energetic states still show a threshold value 
within the typical electron energy range of the simulations, these collisions are not 
included. The possibility of positive water ion clustering is included in the reaction set. 
Negative ion clustering is not included in the model [30]. 
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