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ABSTRACT

The recent advances in the field of experimental construction of quantum computers with
increased fidelity components shows that large-scale machines based on the principles
of quantum physics are likely to be realized in the near future. As the size of the fu-
ture quantum computers will be increased, efficient quantum circuits and design methods
will gradually gain practical interest. The contribution of this thesis towards the design
of efficient quantum circuits is two-fold. The first is the design of novel efficient quantum
arithmetic circuits based on the Quantum Fourier Transform (QFT), like multiplier-with-
constant-and-accumulator (MAC) and divider by constant, both of linear depth (or speed)
with respect with the bits number of the integer operands. These circuits are effectively
combined so as they can perform modular multiplication by constant in linear depth and
space and consequently modular exponentiation in quadratic time and linear space. Mod-
ular exponentiation and modular multiplication operations are integral parts of the impor-
tant quantum factorization algorithm of Shor and other quantum algorithms of the same
family, known as Quantum Phase Estimation algorithms. Important implementation prob-
lems like the required high accuracy of the employed rotation quantum gates and the local
communications between the gates are effectively addressed. The second contribution
of this thesis is a generic hierarchical synthesis methodology for arbitrary complex and
large quantum and reversible circuits. The methodology can handle more easily larger
circuits relative to the flat synthesis methods. The proposed method offers advantages
over the standard hierarchical synthesis which uses Bennett's method of "compute-copy-
uncompute”.

SUBJECT AREA: Quantum Computing
KEYWORDS: Quantum Computer Architectures, Quantum Arithmetic Circuits, Quantum
Fourier Transform, Quantum Circuits Synthesis, Reversible Circuits Synthesis






NEPIAHWH

O1 TTpOo@ATEG £EENIEEIC OTOV TOUEA TNG TTEIPAUATIKAG KOTAOKEUNG KBAVTIKWY UTTOAOYIOTWV
ME €CapTApaATa augnuévng agloTTioTiag Oeixvel OTI N KATAOKEUN TETOIWV HEYAAWV uNXaAvWV
Baoiouévwy OTIC ApXES TNG KPAVTIKAG QUOIKAG ival TTIBavr) 0To KOvTIVO JéANoV. KaBwg To
MEYEBOG TWV PHEANOVTIKWV KPBAVTIKWY UTTOAOYIOTWY Ba augdveTal, n oxediaon atmodoTIKO-
TEPWV KBAVTIKWV KUKAWUATWY Kal pEBOdwV oxediaong Ba atrokTrioel oTadIoKd TTPAKTIKO
evdlapépov. H ouveiopopd g dlaTpIBAG oTnv Kateubuvon Tng oxediaong atrodoTIKWV
KBAVTIKWV KUKAWPATWY gival dITTA: H TTpwTn €ival n oxediaon KAIVOTOPWY aTTOd0TIKWV
apPIBUNTIKWY KBAVTIKWY KUKAWPATWY Baciouévwy otov KBavTiké MetaoxnuaTiopo Fourier
(QFT), 6mmwg mmoAAatTAaciaoThg-pe-otabepd-cuocowpeutis (MAC) kai diaip€Tng Ye oTa-
Bepd, ME YPAPUIKO BABOG (1) TaXUTNTA) WG TTPOG TOV ApIBUd Yn@iwv Twv aKEPaiwv. Autd
TA KUKAWPATA 0UVOUAZOVTaI OTTOTEAECUATIKA WOTE va €MITEAECOUV ThV TTPAEN Tou modulo
TTOAATTAQCIACPOU PE OTABEPA PE YPAUMIKN TTOAUTTAOKOTNTA XPOVOU Kal XWPOU KOl OUVE-
TTWG UTTOPOUV va eTTITEAECOUV TNV TTPAEN TNS modulo ekBeTIKoTTOINONG (Modular exponen-
tiation) pe TeTpaywvikr) TTOAUTTAOKOTNTA XPOVOU KAl YPAMMIKE TTOAUTTAOKOTNTA XWwpou. Ol
TPAagelg TN modulo ekBeTIKOTTOINONG KAl Tou modulo TToOAAaTTAaCI00POU gival avaTTooTra-
oTa YEPN TOU onPavTikoU KBavTikoUu aAyopiBuou trapayovtotroinong Tou Shor, aAAd kai
GAAWV KBavTIKWV aAyopiBuwyv TnG idlIag OIKOYEVEIOG, YVWOTWV WG KPAVTIKA EKTIUNON @A-
ong (Quantum Phase Estimation). AvTigeTwtrifovTal uE aTTOTEAECUATIKO TPOTTO GNUAVTIKA
TTPoBAAPaTa UAOTTOINONG, TTOU OXETICOVTAI JE TNV ATTAITAON XPNONGS KBAVTIKWY TTUAWV TTE-
PIOTPOPNG UWNARG akpiBeiag, Kabwg Kal TNG XProng TOTTIKWY ETTIKOIVWVIWY. H deuTepn
ouvelopopd Tng dIaTPIBAG gival pia yevikh peBodoAoyia IEpapXIKAG ouvBeons KBAVTIKWY
KAl QvTIOTPEWIMWY KUKAWHATWY auBaipeTng TTOAUTTAOKOTNTAG Kal peyEBous. H 1epapxikn
MEBODBOG ouvBeong XelpifeTal KAAUTEPA PEYAAD KUKAWMOTA O OXEON ME TIG ETTITTEDES ME-
B6doug ouvBeong. H TTpoTeivopevn HEBODOGC TTPOCPEPEI TTAEOVEKTANATA O OXEON WE TIG
OUVNAOBEIS IEPAPXIKEG OUVBETEIC TTOU XPNOIUOTTOIOUV ThV UEBODO "UTTOAOYICHOG-aVTIYPOPN-
QAVTIOTPOPOG UTTOAOYIONOG” Tou Bennett.

OEMATIKH MNMEPIOXH: KBavTikr YTTOAOYIOTIKN)

AEZEIZ KAEIAIA: ApxitektovikéG KBavTikwy YtroAoyioTwy, KBavTikd ApiBuntiké KukAw-
paTa, KBavTtikdg MetaoxnuaTiopog Fourier, 20vBeon KBavTikwyv KukAwPAaTwy, 20vBeon
AvTIOTPEWIHWY KUKAWPATWY






2TNV YVAHN TWV YOVIWV Jou
Anfuou kai lpiyéveiag,

oTnv Kartepiva kal 0Toug
AnpoaBévn kai QiATTTO.

Eav taic yAwooalg v avOewnwv AaA® Kat Twv &yYEéAwv, aydannv 0¢ un éxw,
Yéyova XaAkog XV 1 kOUPaAov dAaAdlov. Kat éorv Exw moodnteiav kat eldw ta
HLOTIOLX TTAVTA KL TIACAV TV YVQOLV, KAl €0V €Xw Taoav TV ToTy, Wote 0Qn
HeQloTavery, Ayammny de pr) €xw, OLDEV elpL Katl Eov PwUlow TIAVTA T VTTAQXOVTX
HOV, KAl €av TaQad@ TO OWHA HOL (var kavOnoopal ayamnv de ur) éxw, ovdev
wdeAovual.






EYXAPIZTIEZ

Tn onuepivr) 10X TOU PEYAAOU aVTAYWVIOUOU PETAEU TWV EPEUVNTIKWY OUAdWYV yia on-
pooiguon ammoTeAeOUATWY aAAG Kal avalATnong XPNHATOOOTOUNEVWY EPEUVNTIKWY TTPO-
YPOUMATWY, ATTAITEITAI N OTOXEUON O€ £EEIBIKEUNEVEG TTEPIOXEG OTTOU N EPEUVNTIKA OPGda
EXEI ATTOKTACEI ONPAVTIKA EUTTEIPIO AAAG Kal n dnpioupyia Kpioiung HACag atTaoXoAOUE-
VWV gpeuvnTwy. Me autAv Tnv €vvola n €pEUVNTIKI EVAOXOANON PE BEPATA OXETIKA OAAG
OXI Kal OTO KUPIO PEUPA EVOIAPEPOVTWY TNG OPAdAG Bewpeital TTOANEG POPEG OTTATAAN
XpPOvou.

Mautd 1o Adyo euxapioTw Tov KaBnyntr Tou TuAuaTog MANpo@opikAg Kal TnAETTIKOIVW-
VIV Ko AnuniTtpn MKICOTTOUAO yia TNV €UTTIOTOCUVN TTOU PoU €0€IEE Kal OEXBNKE va ETTI-
BAEwel TNV TTapouca diatpIfr. H euTTIoTOOUVN AUTH OUVEXIOTNKE KAB'OAN TN dIAPKEIQ TNG
d1aTPIRrG OTTOU Pou APnoe TTOAAOUG BaBuoUg eAeUBEPIOG KIVACEWY WG TTPOG TNV KATEU-
Buvon Tng dIaTpIPRG, aKOUa Kal OTav UTTApXav TTPOOKAIPa TTPORANMATA OXETIKA UE TNV
atrodoxn Twv dNPOCIEUoEWV. H guTTEIpia, N ETTIMOVE KAl N aPIEpWON XPOVOU aTTO HEPOUG
TOU fTAV KPIioIJa OTOIXEIO yIa TNV OWOTH TTAPOUCiaon TwWV OTTOTEAECHATWY WOTE va Yi-
VOUV QTTOOEKTA OTTO TOUG KPITEG TWV TTEPIODIKWYV KAl CUVEDPIWY OTTOU ATTOCTAABNKAV YIa
onuoaicuon. O evbouolaoPog Tou, CUXVA PEYAAUTEPOG aTTd TOV BIKO Pou, €0Ive BAppog
yIO TNV CUVEXEIA TNG TTPOOTIABEING. TO ONUAVTIKOTEPO OUWGS OTOIXEIO TTOU CUVERAAE OTNV
oAokAApwaon TNG dIaTPIBAS ATAV N TTPOCWTTIKOTNTA TOU, N OTTOIA ETTETPEWYE VA UTTAPXEI
QyaOoTr ocuvepyaaoia JETALU Pag Kal HETETPEWE TNV dladikaagia ekTTévnong TNG dIaTpIRAG o€
Mia euxaplotn evaoxoAnon.

EuxapioTieg opeilovtal kai atov KaBnyntr Tou Tunuarog ®uoikig ko MavwAn PAwpdro.
H ouvepyaaoia 1mou &ekivnoe padi Tou TTEPITTOU OTO PECO TNG €KTTOVNONG TNG dIATPIRAG
Aavoige véeg KaTeubuvoelg yia TNV eKUETAAAEUON Twv PEBOdOAOYIWY TTOU avaTITUXOnKav
KOl CUVEICEQEPE OTNV WUXOAOYIKA EvOAppuvon yia TNV TTEPATWOT TNG.

ETriong, euxapioTtw Toug Ettikoupoug KaBnynTtég Tou MavetmioTnuiou Meipaitwg MixaAn Ya-
pakn kai MNwpyo MToéAn yia TNV KPITIKA avayvwaon TUNUatwy tng d1atpifAg.

H d1atpIBry autr) oAoKANpwONKe xapn OTNV UTTOPOVI] KAl avoxn TTou €0€ICE N OIKOYEVEI
Mou, Katepiva, AnpooBévng kai PiATTTog, OAa autd Ta Xpovia Kal yia autoé BEAw va Toug
EUXAPIOTACW, 181AITEPA OPWG TNV KaTEpiva TTOU ETTWHIOTAKE TO HEYOAUTEPO BAPOG.
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2YNOITIKH NAPOYZIAZH

H Ocwpia KBavTikAg MAnpogopiag kal n KBavTikr YTToAoyioTiKr gival dIoKAAdIKA Epeu-
vNTIKA TTEdia TTOU ouVvOUAZouV e BIAPOPETIKA Bdpn TIG TIOTAMES TNG PuoIKA, TNG MAN-
POYOPIKA Kal Twv MabnuaTikwy, avdAoya PE TNV OTITIKA ywvia TTou B€AEI KATTOI0C va Ta
Tpooeyyioel. H KBavTikry YTTOAOYIOTIKI) OEwpEiTal OXETIKA TTPOCQPATO £PEUVNTIKS TTEDIO, av
Kal N Otwpia KBavTikng MNMAnpogopiag £xel Eekivioel va avatrTuooeTal €dw Kal 40 xpo-
VIO, META ATTO ONPAVTIKA ATTOTEAEOUATA OUVOEONG TNG KAQOIKAG Otwpiag MAnpogopiag
ME TRV KBavTik Mnxavikr (aviodTnTeg KRavTIKwy evipomwy [1, 2, 3], ppdyuata Holevo
yIa XwpnTIKOTATA KavaAiwyv KBavTIKAG TTAnpogopiag [4, 5], ppayua Bekenstein [6], K.a.).

H Bewpnrikr) ouvdeon KBavTikng Mnxavikng pe Tn @cwpia YTToAoyiopou €yive Tn dekae-
Tia Tou 1980 [7, 8], ka1 emITTAéov WONON 066nke TN dekaeTia Tou 1990 pe Tnv emvénon
atrodoTikwyv KBavTikwyv AAyopiBuwv [9, 10, 11], dnAadn aAyopiBuwy TTou eKTEAOUVTAI O€
UTTOAOYIOTIKEG uNXavES (KBavTIKoUg YTTOAOYIOTEG) TTOU EKUETAAAEUOVTAI BACIKEG KBAVTIKEG
1I016TNTES TNG PUONG OTTWG N UTTEPBEON (superposition), Kal 0 evayKaAouog 1 SIEUTTAOKN
(entanglement). O1 ammodoTikoi KBavTIKoi aAyopIOuol JTTopoUV Va ETTIPEPOUV GNUAVTIKI
MEIWON TNG XPOVIKNAG TTOAUTTAOKOTNTAG, WOTE O€ APKETEG TTEPITITWOEIG, TIPOBAAUATA TTOU
Oev emMOEXOVTAI AUCT) O€ TTOAUWVUUIKO XPOVO PE TOUG WG TWPA YVWOTOUG aAyopiBuoug yia
KAQGIKOUG UTTOAOYIOTEG, va €TTIAUOVTAI O TTOAUWVUUIKG Xpovo atrd €vav KBavTiKO UTro-
AoyioTH TToU eKTEAED évav KPavTIKO aAyopiBuo. ‘Eva yvwoTd TTapddelyua ue onUavTIKEG
eQapuoyéG oTnv Kputrtoypagia givail n TrapayovToTroinon evog oUvOETOU akePAiou OTOUG
TTPWTOUG TTaPAyovTEG Tou (aAyopiBuog TTapayovtotroinong Tou Shor) [10]. AANAa onua-
VTIKQ TTapadeiyyarta €ival n armrodoTIK TTPOCOP0IWaN TNG CUPTTEPIPOPAS KBAVTIKWY Qu-
OIKWV CUCTAPATWY JE APKETOUG BaBPoUs eAcuBepiag (OTTWG Eva OUVOETO XNUIKO POPIO),
UTTOAOYIOHGG TTOU Eival TTPAKTIKA AVEQPIKTOG JIE OUUPBATIKOUG UTTOAOYIOTEG [12].

H @uoikr uAoTroinon evog KBavTIKoU UTTOAOYIOTH, VW BewpnTIKA gival EQIKTR, ATTAITE Hia
TTOAUCUVOETN TEXVOAOYIKA TTPOCTTABEIO TTOU OQEIAEl VO QVTIUETWTTIOEI SIAQOPA TTPAKTIKA
TpoBARpaTa. ‘Eva onuavTtiko TpoRAnNua gival 011 o1 opEiG TNG KBAVTIKAGS TTANpopopiag, Ta
qubits (quantum bits), €ival TTOAU euaioBnTa oTnv €mmidpacn Tou TTEPIBAANOVTOG Kal gival
TTOAU BUOKOAO va diatnpnbouv o¢ pia dedopévn KATAOTAON YyIa €va AEIOTTOINCIUO XPO-
viKé didoTtnua. O1 uoikoi Qopeic TNG TTANPOQoOpIag uTTopEi va gival wTévia, dtoua, 16vTa,
TTUPFVEG KOl YEVIKA MIKPOOKOTTIKA BeeAIdN CUCTAPATA OTA OTTOIQ UTTOPOUV VA TTaPATN-
pnNBoUV KBavTIKA paivopeva '. To TpORBANUA TNG EUAIOBNCIAS TWV POPEWY OTNV ETTIOPACN
TOU TTEPIBAAAOVTOG €ival yWwOTO WG aTTOCUNPWVia (decoherence) TTou OUCIACTIKA YTTOPEI
va BewpnBei oav 1o atroTéAeopa Bopuou Tou TTEPIBAAAOVTOG. To TTPORANUA TG ATTOCU-
Qwviag evTeiveTal 600 augaveTtal To TTANB0G Twv qubits TNG PvrAPNG Tou KPAVTIKOU UTTOAO-
yioTr. ETriong, o1 Baoikég povadeg emmegepyaciag Twy qubits, ywwoTEG Kal WG KPAVTIKEG
TTOAEG (quantum gates), eilcdyouv €vav emTTAéov TTapdyovTa aAAoiwong TnG KPAVTIKAG
TTANpo@opiag dIOTI N AsiToupyia Toug TTOANEG QOPEG TTPOOEYYiCel TNV 10aVIK BewpNnTIKA
OUNTTEPIPOPA TOUG PE OPAAUA TTOU OEV ETTITPETTEI TNV KATAOKEUN KBAVTIKWY UTTOAOYIOTWV
peyaAou TTARBoug qubits. To o@daApa autd ptropei va BewpnOei emiTTAéov B6puBog TTou
€l0AyeTal ATTO TO TTEPIBAAAOV KOl PETATPETTEI TIG IDAVIKES TTUAEG O€ «BopuPwdeig». 'ETol,
TTap’ 6A0 TToU aTrd Ta TEAN TNG deKaETiag Tou 1990 péx Pl Kal oruEpa £Xouv eTTIOEIXOEI TTpay-
MOATIKOI KBAVTIKOI UTTOAOYIOTEG XPNOIUOTTOIVTAG BIAPOPES TEXVOAOYIES (QWTOVIA, TTAYIOES
10vTWYV, eTTa@Eg Josephson k.a.), autoi Trepiopi¢ovtal o€ mrepitrou 10 qubits [15, 16, 17, 18].

To TTPORANPA TNG ATTOCUPQWVIAG EXEI AVTIMETWTTIOTEI BewpnTIKA ATTO TNV OEKAETIA TOU
1990 e@apudlovTag Kal eTTEKTEIVOVTAG I0€EC aTTO TNV KAAOIKN Otwpia Kwdikwv Ai6pOw-

"Ta mo eAmdopopa atrd autd sival ol TTayideg 1I6VTwV (ion traps) [13] Kol 0 HIKPOOKOTTIKOI UTTEPAYWYOI
Josephson [14]



onG ZQAAPATWYV Kai atroTéAeopa v mmivonon KRavTtikwyv Kwdikwv Aiopbwong ZeaAud-
Twv [19, 20, 21]. T€T0101 KWAIKEG PTTOPOUV VA XPNOIMOTTOINBOUV £T01 WOTE VA ouvdua-
oTOUV TTOANEG «B0pUBWOEICH YUOIKES KBAVTIKEG TTUAEG yIa va ouvBEoouv pia 1Idavikr KBa-
VTIKI AOYIKA TTUAN, ®nAadn va eTITpEWPOUV TN dnuioupyia KBAVTIKWY TTUAWY AVBEKTIKWY O€
o@aAyaTta (fault tolerant gates). Auto ptTopei va yivel KATw atrd KATTOIEG TTPOUTTOBETEIG,
ONPAVTIKOTEPN ATTO TIG OTTOIEG €ival OTI TO TTOOOOTO TOU BopUBoU TTOU €I0AYEl N AEITOUP-
yia TNG KABE QUOIKAG TTUANG TTPETTEI va gival KATw atTd éva KatweAl (KBavTikd Ocwpnua
Katw@Aiou — Quantum Threshold Theorem) [22]. 2¢ pia TETOIO TTEPITITWON PE TN XPAON
TTAeovaopou Xwpou (spatial redundancy), dnAadn pe xpAon TTOAAWY QUOIKWYV KPAVTIKWY
TTUAWV, UTTOPEI va KATOOKEUQOTEI pia 1davikr) Aoyikr) KBavTikr TTUAN. Ta TeAeuTaia xpovia
EXEl eVvTAOEi N TTPOOTTABEIN YIa TNV KATACKEUN KBAVTIKWY TTUAWY UWNANG agloTTioTiag, Té-
TOIOG TTOU VA ETTITPEWEI TNV KATAOKEUR KBAVTIKWY UTTOAOYIOTWY IKAVOTTOINTIKOU UEYEBOUG
OTO KOVTIVO HEANOV. Ta aTTOTEAEOUOTA AUTWYV TWYV TTPOCTTABEIWY Eival TTOAU EVOOPPUVTIKA.

H 810aKTOPIKr oUVEICPEPEI 0€ BUO oNUAvTIKA Béuata NG KBavTiKAG YTTOAOYIOTIKAG:

» 2xedioon KAIVOTOUWY Kal ATTOBOTIKWY KPBAVTIKWY KUKAWMATWY (CUCTOIXIEG dlIACUV-
OedEPEVWV KPBAVTIKWVY AOYIKWV TTUAWV), YIa BACIKEG apIBUNTIKEG TTPAEEIS AKEPAIWY
KaBwg Kai Tov ouvduaoud Toug o€ UYPnAOTEPO ETTITTEDO IEPAPXIAG YIa TNV UAOTTOINON
KUKAWMNATWY TTI0 oUVOETWY apIOunTIKWV TTPAgEwV. H KaivoTopia Twv KUKAWPATWY
TTOU TTPOTABNKAV EYKEITAI OTNV ETTECEPYATIA TWV AKEPAIWY aPoU £xEl TTponynOEi Ka-
TAANAOG KBaVTIKOG peTaoxnUaTiIopnog Fourier (QFT), emtuyxavovTag €101 BEATIW-
pévn ammédoon o€ 6poug TaxuTnTag (f) 1c0duvapa Baboug Tou KUKAWPATOG). Mpo-
BAAuaTa TTou oxeTiCovral ue TN xprion tou QFT og apiBunTik& KUKAWPOTA OTTWG N
aTTaiTNON YIa TTUAEG UWNARG akpiBeiag Kal n EAAEIYN TOTTIKOTNTAG OTIG ETTIKOIVWVIEG
METAEU TWV qubits, €TTiONG AVTIMETWTTICOVTAI ATTOTEAECHUATIKA PE TIG HEBOGOOUG TTOU
TTPOTABNKAV oTa TTAQicIa TNG dIATPIPRNAG.

* MAAQpPNG Kal atrodoTIKY PeBodoAoyia 1IEPAPXIKIG OUVOEONG KPAVTIKWY KOl AvTIOTPE-
WIMWV ApXITEKTOVIKWYV. H TTA€I0vOTNTA TWV PEBOOWY auTopaTOoTTOINUEVNG OUVOEDNG
gival eTiTredeg, ONAAdI AEITOUPYOUV OTO XOUNAOTEPO ETTITTEDO TWV AOYIKWY TTUAWV
Kal £X0UV TO JEIOVEKTAMA OTI OeV gival KATAAANAEG yia peyAAa KUKAWPATA apou £Xouv
EKOETIKEG ATTAITAOEIG JVANNG KAl XpOvou eKTEAEONG TNG ouvBeong. H evowpdtwon
IEPAPXIKAG OUVBEONG O€ EPYAAEia TTOU XPNOIUOTTOIOUV £TTITTEDEG HEBODOUG OUVOEDNG
xpnoiuotrolgi Tn ouvABn pebodoAoyia Tou Bennett. H ué6odog Tou Bennett epapudlel
01ad0XIK& KAVOVIKOUG UTTOAOYIOHUOUG, QVTIYPO®N TWV EMOUUNTWY OTTOTEAECUATWY
O€ LEXWPIOTOUG KATAXWPENTEG KAl KATOTTIV AVTIOTPOPOUG UTTOAOYIOHOUG TTOU £TTA-
Va@EPOUV OAOUG TOUG KATAXWPNTEG, EKTOG ATTO AUTOUG TNG AVTIYPAPNAG, OTIG OPXIKEG
TOoUuG KaTaoTAoEIG. Mg auTdVv TOV TPOTTO TA TUXOV EVOIAUECT ATTOTEAECUATA £XOUV UnN-
devioTei e avTioTpéWiuo TpoTTo. H uéBodog Tou Bennett em@éper empBdapuvon otnv
XPNOIMOTTOIOUKEVN VAN KAI TNV TaXUTNTA TOU TEAIKOU KUKAWMATOG. H TTpoTEIVOUEVN
MEBOBOG 1EPAPXIKNG OUVOEONG KBAVTIKWY KAl AVTIOTREWIMWY KUKAWUATWY TTPOCPE-
PEI TTAEOVEKTIUATA O€ OPOUG TaXUTNTAG KAl ATTAITOUMEVNG UVAMNG TOU TTapayOuEVOU
KUKAWMOTOG, £vavTl auTwv TnG BIBAIoypagiag TTou XpnolyoTroiouv Tn néBodo Ben-
nett. 2 KATTOIEG TTEPITITWOEIG TO TTAEOVEKTNUA Eival TTEPITTOU YICH PVAMN Kail dITTAGCIA
TaxuTnTa.

2710 TTAQiC10 TNG DIATPIRAG, OI TTUAEG TTOU XPNOIUOTTOIOUVTAl BEwpouvTal aglOTTIoTES (AOYIKO
ETTITTEDO) TTOU £XOUV TTPOKUWEI ATTO PBACIKEG QUOIKES TTUAEG PE XPAON OTTOI0CONTIOTE TE-
XVIKAG 816pBwaong o@aAudTwy. ETTopévwg, n diaTpiry agopd 1o AoyIKO eTTiTTESO Kl OXI TO



XOUNAOGTEPO QUOIKS ETTITTEDO TNG KATAOKEUNG TWV PBACIKWY KBAVTIKWY TTUAWV O€ pia ou-
YKEKPIYEVN TEXVOAOYIQ. ZUVETTWGS oI EBodOI TTou TTpoTEivovTal 0T dIBAKTOPIKY dIaTPIRA
MTTOPOUV VA EQAPPOOCTOUV O€ OTTOIAdNTTOTE QUOIKK TEXVOAOYIO KATAOKEUNG.

Q¢ Baoikd KPITAPIO TNG ATTOdOONG TWV PEBGBWYV TTOU TTPOTABNKAV OTN dIBAKTOPIKN dIa-
TPIBA XpPNOIPOTToIEiTAlI N TaXUTNTA TOU UTTOAOYIOHOU, YVWOTH Kal ws BA60G Tou KUKAWUA-
T0G (circuit depth), dnAadr o apIBuog Twv BnudTwy TTOU ATTAITOUVTAI VIO VA OAOKANPWOEI
0 KBavTIKOG UTTOAOYIOUOG. AUTO €ival Eva OnUAvTikKo KpITHPIO attédoong OTav HEANOVTIKA
Ba eival €QIKTA N KATAOKEUN KBAVTIKWY UTTOAOYIOTWYV peydAou peyéBoug oe Opoug PVA-
MNG. ZTNV TTEPITITWON TNG TTPOTEIVOUEVNG MEBODOU 1EPAPYKIKAG OUVOEONG TTAEOVEKTHATA
0€ OPOUG UVNHNG, EKTOG TNG TaXUTNTAG, ETTIONG ETTITUYXAVOVTAI.

Ta TpoTeivoueva KBAVTIKG UTTOCUCTHATA aPOPOUV BACIKEG ApIBUNTIKES TTPAEEIC AKEPQIWY,
OTTWG TTOANATTAQCI0OUO OTABEPAG PE akEPAIo Kal cuoowpeuaon (multiply-and-accumulate
— MAC) ka1 diaipeon akepaiou Ye oTaBepd (Upeon TTNAIKOU Kal UTTOAOITTOU) TTOU XPNOl-
MOTTOIoUVTAI € ONUAVTIKOUG KBavTIKOUG aAyopiBuoug. H uAoTToinon emmTuyxXaveTal Xpnoi-
MOTTOILVTAG EVAANOKTIKEG AVATTOPACTACEIS TwV akepaiwv oTo TTedio Fourier (dnAadn pe
xprion Tou KBavTikoUu petaocynuatiopou Fourier — QFT), avTi Tng ouvriBoug avarmmapdoTa-
ong otnVv uttoAoyIoTIKA Baon. KBavTiK& KUKAWMPATA TTOU XPNOIKJOTTOIOUV UETAOXNUATIONO
Fourier gival yvwoTtd otn BiBAIoypagia, aAAG TrepiopiovTal pdévo o€ aBpoIoTES dIaPOpwV
TUTTWV [23], evWw N TTpo@avi uhotroinon evog MAC pe avatrapdotacn Fourier xpnoipo-
TTOIWVTAG TETOIOUG 0BPOIOTEG [24] cixe TETPAYWVIKO BABOG WG TTPOG TO PEYEBOC TWV aKE-
paiwv. AvtiBeta, o TrpoTeivouevog MAC €xel uévo ypapuikoé Bdabog, 1d1aitepa onUAvTIKN
1I016TNTA yIa peYAAoUG (Gpa Kal TTPAKTIKA XPAOINOUG) KBAVTIKOUG apiBuoug. Q¢ 1Tpog Ta
KUKAwpaTta diaipeong, eAaxioTol diaipETeg epu@avicovtal otn BiBAIoypaia Kal Kupiwg gival
TTEPIOPICHEVOI VIO EIBIKEG TTEPITITWOEIG (TT.X. Yo owpoTa Galois GF(2™), dnAadn diaipéTeg
TTOAUWVUHWYV hE ouvTeAeoTéG O kal 1). 'Evag diaipéTng Baciopévog o HeTaoXnUATIoud
Fourier TTou €ival yvwoTog [25], €xel KUBIKO BABog evw av n diaipeon yivel ye otabepd
TOTE TO BABOG eAaTtTwveTal O TETPAYWVIKO. O TTpoTEIVOUEVOS aTnV dISAKTOPIKN dlIaTPIRA
dIaIpETNG PE OTABEPA €XEI KAl TTAAI HOVO YPauuIKO BABOGC.

Ta dUo TTapATTAVW KUKAWPATA, KATAAANAa cuvduaouéva, JTTopouv va XpnoldoTroinouyv
YO KATAOKEUA AAAWYV TTIO CUVBETWY KUKAWPATWY XPrOIHWY O€ dIAPOPOUG ONUAVTIKOUG
KBavTIKoUG aAyopiBuoug. 2Tnv Trapouca dlaTtpiBA katadeikvueTal OTI gival duvaTth n Ka-
Taokeur TToAAaTTAaCIa0T) modulo N o o1roiog €ival Bacikd cuaTaTIKO yia TNV TTPAEN TNG
uywaong o€ duvaun modulo N 1} aAAIwg ekBeTIKOoTTOINONG Modulo N (modular exponenti-
ation). H uywaon og duvaun gival n Mo XpovoRopa TTpdagn o€ évav arrd Toug o Onua-
VTIKOUG KBaVTIKOUG aAyopiBuoug, Tov aAyopiBuo tTapayovTotroinong Tou Shor, aAAd Kai
o€ akyopiBuoug Tng idlag oikoyévelag. H TpoTeivopevn oxediaon mtuyxavel Badog O(n?)
EVW N TTAEIoOYN@ia TwV KUKAWPATWY TNG BIBAIOypaiag BpioKkeTal oTnV TTEPIOXN METAEU
O(n*logn) Kal O(n®) KAl CUVETTWG N TIPOTEIVOUEVN OXediaan TTPoo@EpEl IBIaITEPA JEYAAT
TIAEOVEKTAUATA TAXUTNTAG YIa HEYAAOUG KBAVTIKOUG apIBuoUg. KAtrola KUKAWPATA TETPA-
YWVIKOU BABoUG i JIKPOTEPOU £XOUV TO PEIOVEKTNUA EITE TNG AUENONG TNG ATTAITOUPEVNG
MVAUNG KaTd TAEN uEYEBOUG, €iTE TOU UTTOAOYIOUOU KATA TTPOCEYYIoN VW N oxediaon TnG
d1aTpIRNG TTapEXEI AKPIPr) UTTOAOYIOUO.

MNa TNV ekTipnon TNG aTTrodoTIKOTNTAG VOGS KUKAWMATOG (EiTE WG TTPOG TO XPOVO EITE WG
TIPOG TO XWPO) TTPETTEI va AauBAvovTal UTT OYIV KAl T XOPAKTNPIOTIKA TNG QUOIKNG UAO-
TT0INOTG TOU OTO XAUNAOTEPO ETTITTEDO. 'EVa TETOI0 XOPAKTNPIOTIKO €ival n Utrapgn duvaro-
TNTAG Y1 KABOAIKY) aAANAETTIOpacn HeETAEU TwV qubits TTOU CUPPETEXOUV OTOV UTTOAOYIOUO
N avTiBETA 0 TTEPIOPIOHOG TNG AAANAETTIOpaCNG O€ YEITOVIKA qubits povo, yia TTapddelypa o€
uAoTTOiNON HOVOdIACTATNG YPAMMIKAG cuaTolxiag qubits 61Tou To KABE éva pTTOpEi va aAAn-



Aemdpdoel povo pe Ta duo yerrovikad Tou (1D-LNN,1D Linear Nearest Neighbourhood). H
TTPOTEIVOUEVN APXITEKTOVIKN YIa TOV aAyépiBuo Tou Shor, TTap’ OAO TTOU €K TTPWTNG OWEWG
QaiveTal va atraITel KABOAIKEG ETTIKOIVWVIEG METALU Twv qubits, atrodeIkvUeTal OTI PTTOPEI
VO TTPOCAPUOCTEI O€ QUOIKEG INXAVES TOTTIKAG OAANAETTIOpaonG e oTabepn empBapuvon
oT1o Bd&Bog, dnAadn dev uTTApXEl aUENON TOU apXIK& UTTOAOYIOHEVOU TETPAYWVIKOU BABOUG.
AVTIBETA, O TIEPICTOTEPES APXITEKTOVIKEG XAUNAOU BABoUg O(n? log n) OTAV TTEPIOPIOTOUV
O€ UNXAVH TTOU OTTAITET YEITOVIKEG ETTIKOIVWVIEG augdvouv To BABog (T1.X. O(n*) oe 1D-LNN
i O(n*\/n) o 2D-LNN) [26].

H emeepyaoia oto medio Fourier TTou e@apudlouv Ta TTPOTEIVOPEVA KUKAWMPATA £XOUV
oav aTmmoTEAETHA TN XPNoN €AeyXOMEVWY KBAVTIKWY TTUAWY TTEPIOTPOPNG (controlled ro-
tation quantum gates) pe ouykekpIpéVveES YwvVieS. 'Eva yvwOoTO PEIOVEKTNUA TETOIWV TTU-
Awv gival 0TI OV AVAKOUV OTNV KATAYOPIa TwV TTUAWY TTOU JTTOPOUV VA YiVOUV AVOEKTIKEG
oTa OQAAUATA, EKTOG KAl av atrodounbouv o akoAouBia TTUAWYV TToU €ival avOEKTIKEG O€
OQAAPaTa (TT.X. O€ TTUAEG H, T). Mia T€To10 a1TTO0dOUN0N OUWGS Ba CUVETTAYOTAV ONUAVTIKA
emMPBAapuvon o1o BAB0GC TOU GUVOAIKOU KUKAWMATOG EKBETIKOTTOINONG KATA Wia TAEN uEYE-
Boug, dnAadn amod O(n?) oe O(n®). MTopei dpwg, OTTwg deixvel n dlaTpIRN, n emPRapuUvVon
va yivel TTOAU PIKPOTEPN e éva TEAIKO BaBog O(n? logn), Ue Tn Sla@opd dUWG OTI Ol UTTO-
Aoyiopoi Ba yivovTal TTpooeyyIoTIKA, AAAG ETTITPETTOVTOG OTNV £Qapuoyr] (aAyopIOuog Tou
Shor) va Aeitoupynoe€l Je eEAAXIoTN UTTORABUIoN WG TTPOG ThV TTIBavOTNTa £mTITUXiOG. ETOl,
N TTPOTEIVOUEVN APXITEKTOVIKN €ival dia atrd TIG TTIO AVTAYWVIOTIKEG WG TTPOG To BAbog,
1Id1aiTepa av epapuooTtei o€ 1D-LNN 3 2D-LNN @uaoikég unxavég, TTou ival Kal o TTavo
va UAOTTOINBOUV OTO PEAAOV.

H oxediaon KBaVTIKWY KUKAWPATWY UIOBETEI 1I0€€C ATTO TN OXEQIAOT KAAGIKWY AOYIKWYV KU-
KAWPATWY TTOU PTTOPOUV VA cUVOUOOTOUV PETAEU TOug. MIKPpG KUKAWUATA 1) KUKAWUATO
TTOU £XOUV ETTAVOANTITIKEG MIKPEG OOPEG PTTOPOUV VA OXEDIOOTOUV EITE KATA TTEPITITWON
(ad hoc) gite pe ouoTnuaTikég HEBOGdOUG ouvBeong pe BAon TIG TTPOdIAYPAPES AEITOUPYiag
(17.X. TTiVaKEG AANBEIAC). TNV TTEPITITWON TWV KBAVTIKWY KUKAWUATWY UTTAPXOUV avAaAo-
YEG MEBODOI KATAOKEUNG ME BAon TTPOdIaYPaPES TTOU OTHN YEVIKN TTEPITITWON Eival TETPA-
YWVIKOI povadiaiol TTivakeg [27, 28]. Ze €IOIKEG TTEPITITWOEIG OTTOU £vVa KBAVTIKO KUKAWUA
TTEPIYPAPETAI ATTO TTIVAKA PE OTOIXEIA ATTOKAEIOTIKA O Kal 1, uTTopouv va XpnoIhoTIoIn-
BoUv péBodol aUvBsonG avTIoTPEWIHWV? (reversible) AoyiIKwv KUKAwPATwyY [30]. TEToIEg
TTEPITITWOEIS KBAVTIKWY KUKAWPATWY CUVAVTWVTAI OTAV TO KUKAWMPA UTToAoyilel yia apiB-
MNTIKA 1} AOYIKI) ouvapTnon oTnv UTTOAOYIOTIKN Baon (T1.X. TTpOCcBeon).

2€ ONeG QUTEG TIG TTEPITITWOEIG O HEBOBOAOYIEG AUTEG €ival KOTAAANAEG yia PIKPA KUKAW-
MOTa JOVO, YIaTi N UTTOAOYIOTIKA 10XUG KOl N VAN TTOU ATTAITEITAI VIO TNV EQAPPOYH TOUG
augavetal eKOETIKA pe To PéyeBog Tou TTpoBARpaTog. H TTpogavrg AUon gival n IEpapxIKni
oxediaon TTou EQaPUOLETAl KAl O€ KAQOIKA KUKAWUATA. 2TNV IEPAPXIKT OXediaan, €@’ doov
N €MOUPNTA AEITOUPYIQ UTTOPEI VO TTEPIYPAPET OAV CUVAPHOYI ATTAOUCTEPWY AEITOUPYIWYV,
n oxediaon EekIvael atrod 1o XapuNASTEPO ETTITTESO Kal TTPOXWPAEI TTPOG TO uwnAoTEPO. H
eQapuoyn Hiag Tétolag peBddou o€ KPavTIKA KUKAwPaTta gival duvarr) aAAd atraitei 1d1ai-
TEPN METAXEIPION TWV EVOIAPNECWY ATTOTEAEOUATWY TOU UTTOAOYIOUOU Ta OTTOIa OE XPEIACO-
vTal 0TO TEAOG. H 1I81QITEPOTATA OPEIAETAI OTO YEYOVOGS TOU OTI TA EVOIAPECQ ATTOTEAECUATA
0ev PTTOPOUV aTTAWG va ayvonBouv ato TEAOG OIOTI YeVIKA BpiokovTal o€ KBavTiKr Ole-
MTTAOKA pE Ta €mBuUUNTA atroTeAéopaTa. AuTo TTou TTPETTEN va Yivel gival va eTTavéABouv
OTNV apxIKf Toug KaTdotaon PEow avtioTpopou uttoAoyiopou. H pébodog Tou Bennett
[31] eival pia yvwoTA péBodOG TETOIOU AVTIOTPOPOU UTTOAOYIOHUOU TTOU dIaTnpEi Ta €TTIOU-
MNTA atroTeAéopaTa JEOW avTiypagng. To KUPIO XapakTnPIoTIKO TNG €ival OTI dITTAac1adel

2510 avTIoTPEWIMA AOYIKA KUKAWPATA atrd kaBe Tmbavr) £€080 cival SuvaTth n e€aywyr TNS avTioToIxng
€10000uU, dnAadn dev uttdpxel aTTwAEIa TTAnpoopiag [29].



Ta Briparta utTtoAoyIopoU (euBUG UTTOAOYIOUOG, AVTIOTPOYOS UTTOAOYICHOG) KOl ATTAITE ETTI-
TAEoV pviun, 6on ammaitouv Ta TEAIKA atroTEAEOUATA, Adyw TNG avTIypa®nig.

H péBodog 1EpapyIknG oxediaong Tou TTPoTABNKe oTn dIOAKTOPIKA dIaTPIRr TTPOCPEPE!
TIAEOVEKTAUATA O€ OXéon UE TN HEBODO Bennett og poug TG00 TaxUTNTAG OGO KAl UVAUNG
ToUu TEAIKOU KUKAWMPATOS. O1 TTpodiaypa@EéG TOU KUKAWMATOG TTOU TTPOKEITAI VO GUVTEDEI
TTapExovTal oav pia akoAouBia ouvaptioewy (apiBunTtikwyv i Aoyikwv). O1 ouvapTAoEIG
atroTeAOUV PEPOG pia BIBAIOBNAKNG KBAVTIKWY UTTO-KUKAWHATWYV. H BIBAIOBKN auTh P1TO-
pei va dnuioupynBei pe xpron GAAwv peBSdwWY ouvBeong XaUNAGTEPOU ETTITTEDOU (TTUANG),
Va TTEPIEXEI YVWOTA aTTd TNV BIBAIOYPOQPIO TTAPAPETPOTTOINUEVA WG TTPOG TO PEYEDOG KU-
KAwuata (T1.X. abpoIoTEG) 1 va EUTTAOUTIOTEI PE VEQ KUKAWMPATA aT1TO TNV id1a 1EpAPXIKN
pEBODO. ETTiong, n BIBAIOOAKN TTEPIEXEI KAI TA AVTIOTPOPA KUKAWMPATA YIA TIG AVAYKES TTOU
TEPIYPAPNKAV VWPITEPA. To TEAIKO ATTOTEAEOUA TNG OUVOECNG OE HOPPr KATEUBUVTIKOU
OKUKAIKOU ypAa@ou TTepIypA@el TO €TTIOUUNTO KUKAWMA, OTTOU oI KOPBOoI Tou ypd@pou ava-
TTAPIOTOUV TA £TOINA UTTOKUKAWPATA TNG BIBAIOBNAKNG KAl OI GKPES TTEPIYPAPOUV TIG dIACUV-
0€o€Ig NETAEU TWV UTTOKUKAWUATWY. H u€Bodog ouvBeong atraitei TTOAUWVUUIKOG XpOVOo Kal
MVAUN o€ oXéon JE TOV apiBud Twv CUVOPTHOEWYV TTOU XPNOIKMOTTOIoUVTaIl KOl 0€ KABE TTE-
PITITWON TTapAyel KUKAWPaTa KaAuTepng r) idlag atmédoong BABoug kal yvAung o€ oxEon
ME TN Baoiki nEBodO Tou Bennett.

H doun Tng didakTopikng dlatpIBAG ival n akdAoudbn: To KepdAaio 2 gival pia eicaywyn
otnv Trepioxn TNG KPavTikAG YTToAOyIOTIKAG evw To KepdAalo 3 ouvodeuduevo ammod 1o
Mapdaptnua A gival n avaAuTikr TTEPIYPA@r] Tou aAyopiBuou Tou Shor. H ouveio@opd Tng
d1aTpIBNG gekivael oTo Kepdahaio 4 GTTou TTEPIYPAQOVTAl TA YPryopa KBAVTIKA apiOunTIKA
KUKAWPATa TToU Bacifovtal o€ avatrapaoTacn aKEPAiWV PE XPON TOU KPAVTIKOU PETO-
oxnuaTiopou Fourier. To Ke@dAaio 5 trepiypdgel Tn peBodoAoyia TTpocEyyiong autwy Twv
KUKAWPATWYV PE KBAVTION ywviag KaBwg Kal TV TTPOCAPHOYR TOUG O€ QUOIKA unxavr) Jo-
vodIdoTaTng dIATAgNG YEITOVIKWYV ETTIKOIVWVIWYV. To KepdAaio 6 trepiypd@el Tnv ueBodoAo-
yia iepapxikig oxediaong KBavTikwyv KUKAwPaTwy. TéEAog, To KepdAaio 7 ival pia avaoko-
TTNON CUPTTEPACUATWY Kal TTIOAVEG HEAAOVTIKEG KATEUBUVOEIG EPEUVAG OTA OUYKEKPIPEVA
Bépara NG d1aTPIPAG.
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Design and Synthesis of Efficient Circuits for Quantum Computers

1. EXTENDED SUMMARY

Quantum Information Theory and Quantum Computing are interdisciplinary research fields
that combine different doses of Physics, Informatics and Mathematics depending on which
aspect someone focuses. Quantum Computing is a relatively recent research field, al-
though Quantum Information Theory has already been developed for the last 40 years,
after important results which connect classical Information Theory to Quantum Mechan-
ics (quantum entropies inequalities [1, 2, 3], Holevo bounds for capacities of quantum
channels [4, 5], Bekenstein bound [6], etc.)

The theoretical connection of Quantum Mechanics to the Theory of Computation achieved
in the 80’s [7, 8], while more boost came in the 90’s with the invention of efficient quantum
algorithms [9, 10, 11], which can be executed on computing machines (quantum comput-
ers) exploiting fundamental quantum properties of nature, like superposition and entan-
glement. Such efficient algorithms can achieve important reduction of time complexity, so
that in many instances, problems that cannot be solved in polynomial time on a classi-
cal computer with the currently known algorithms, can be solved in polynomial time on
a quantum computer. A famous example, with important applications in Cryptography, is
the factorization of a composite integer into its prime factors (Shor’s algorithm)[10]. An-
other important example is the efficient simulation of quantum physical systems with many
degrees of freedom (like a complex chemical molecule), a computation which is not prac-
tically achievable in a classical computer [12].

The physical realization of a quantum computer, while in principle is feasible, requires a
complex technological effort to overcome practical problems. An important problem is that
the carriers of quantum information, the qubits, are very fragile under the influence of their
environment and it is very difficult to maintain them in a constant state for a long enough
duration so as they can perform a useful computation. The physical carriers of informa-
tion can be atoms, ions, nuclei and in general any microscopic system on which quantum
mechanical effects can be observed’. The disturbance effect on the qubits under the envi-
ronment influence is known as decoherence and can be thought as an environment noise
effect. Decoherence problems increase as the number of qubits increases. Additionally,
the basic processing elements of qubits, the quantum gates, introduce another factor of
disturbance of quantum information, because usually their operation approximates the
ideal theoretical operation with errors which don’t allow the construction of useful large
quantum computers. These introduced errors can be thought as an additional environment
induced noise, converting the ideal gates to noisy or erroneous ones. Thus, although real
quantum computers have been already developed using various technologies (photons,
ion traps, Josephson junctions), they are limited to about 10 qubits [15, 16, 17, 18].

The decoherence problem has been theoretically addressed in the 90’s by exploiting and
extending results from classical Error Correcting Codes Theory, leading to the invention
of Quantum Error Correcting Codes [19, 20, 21]. Such codes can be applied by combining
many noisy quantum physical gates so as to build an ideal quantum logical gate, that is
they allow the construction of fault tolerant quantum gates. This can be accomplished un-
der some conditions, of which the most important is that the noise percentage introduced
by each physical quantum gate is lower than a threshold (Quantum Threshold Theorem)
[22]. In such a case, an ideal quantum logical gate can be constructed by using redun-
dancy, that is using many physical gates. During the recent years, the effort to build high
reliability quantum gates has been intensified, so as to permit the construction of quantum
computers of adequate size in the near future. Results of these efforts are very encourag-

"Currently, some of the most promising are ion traps [13] and Josepshon junction superconductors [14]

39 A.Pavlidis



Design and Synthesis of Efficient Circuits for Quantum Computers

ing.
This thesis contributes two-fold:

» Design of novel efficient quantum circuits (arrays of interconnected quantum logical
gates) for integer arithmetic operations and their combination to a higher hierarchy
level to achieve more complex arithmetic operations, like modular exponentiation
which is an integral part of Shor’s algorithm and important algorithms of the same
class. The novelty of the proposed circuits lays in the usage of Quantum Fourier
Transform (QFT) on the integers states prior to their processing, resulting in im-
proved efficiency in terms of speed. Problems related to the usage of QFT in arith-
metic circuits, such as the requirement for high precision quantum gates and the lack
of communications locality between the qubits, are also effectively addressed.

A generic hierarchical quantum and reversible circuits synthesis methodology. The
majority of existing automatic synthesis methods are flat; they operate on the lowest
level of gates and while in many cases they lead to optimal or suboptimal results, they
have the disadvantage of not being suitable for large circuits as they have exponen-
tial requirements in memory usage and run time. The straightforward incorporation
of hierarchical synthesis methods into tools of flat methods uses the methodology of
Bennett. In contrast, the proposed hierarchical method offers advantages in terms
of derived circuit speed and memory, relative to the few hierarchical ones of the
literature.

In the context of this thesis, the used gates are assumed to be reliable (logical level) which
have been derived from elementary physical quantum gates incorporating any method of
error correction. Thus, the thesis concerns the logical level of quantum gates and not the
lower level of physical gates. Therefore, the proposed methods of this doctoral thesis can
be applied to any technology of physical realization and fault tolerant implementation of
logic gates.

We adopt the computation speed, which is known as circuit depth, as the main criterion
of efficiency of the proposed methods in this thesis, and it is the number of required steps
to complete the computation. This is an important efficiency criterion when construction of
large size, in terms of memory, quantum computers become feasible in the future. In the
case of the proposed synthesis method, advantage in terms of memory (qubits require-
ment), except of speed, are also achieved.

The proposed quantum subsystems concern basic arithmetic operations on integers, like
multiplication of a constant with an integer and accumulation (MAC) and division by con-
stant (quotient and remainder calculation) which are used in important quantum algo-
rithms. The implementations is accomplished by using alternative representation of inte-
gers in the Fourier domain (that is we use the Quantum Fourier Transform) instead of the
usual representation in the computational basis. Quantum circuits using QFT exist in the
literature, but they are limited to various kind of adders only [23], while the straightforward
implementation of a MAC with Fourier representation using such adders [24] has quadratic
circuit depth relative to the integer size. In contrast, the proposed MAC offers linear depth,
a considerably important property for large (and thus practically useful) quantum numbers.
Regarding the division circuits, just a few quantum dividers exist in the literature and they
are chiefly limited to special purposes (e.g. for Galois fields GF(2™), that is dividers of poly-
nomials with coefficients 0 and 1). A known general quantum divider based on QFT [25]
has a cubic depth, while if the divisor is constant its depth can be reduced to be quadratic.
The proposed constant divider in this thesis offers a linear depth.
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The above two circuits, effectively combined, can be used to construct other more com-
plex circuits useful in various important quantum algorithms. In this thesis we show how
it is possible to construct a multiplier modulo N, which is a fundamental element for the
operation of modular exponentiation. Modular exponentiation is the most time consuming
operation in one of the most important quantum algorithms, the factorization algorithm of
Shor, and also in other algorithms of the same family. The proposed design achieves a
circuit depth of O(»n?), while the majority of the circuits in the literature ranges between
O(n*logn) and O(n*), and consequently the proposed design offers important speed ad-
vantage for large numbers. Some of the circuits in the literature offering quadratic or less
depth have the disadvantage of increasing excessively the required space (number of
qubits) in order or they have the disadvantage of performing approximate calculation.

In the estimation of the circuit efficiency (being in time or space) we must take into account
the physical implementation constraints. Such a constraint is the capability of global inter-
actions between the qubits or the limitation of this interaction to neighborhood qubits only,
e.g. in a linear one-dimensional array implementation of qubits, where each one can inter-
act only with its two neighbors (1D-LNN, 1D-Linear Nearest Neighborhood). The proposed
architecture for Shor’s algorithm, while at first sight seems to require global communica-
tions between the qubits, it can be adapted in physical machines requiring local interac-
tions with constant overhead in depth, as we show. That is, we don’t have any increase
in the quadratic order of depth. In contrast, most of the low O(n? log n) depth architectures
when applied in a machine that requires local communications increase the depth (e.g. to
O(n*/n) in 2D-LNN or to O(n?*) in 1D-LNN) [26].

The Fourier domain processing of the proposed circuits requires the usage of controlled
rotation quantum gates with specific angles. A known drawback of such gates is that they
do not belong to the category of gates that may constructed fault tolerantly, unless they
are decomposed in a sequence of fault tolerant capable gates (e.g. H and T gates). But,
such a decomposition implies considerable overhead in the depth of the whole modular
exponentiation circuit up to an order, that is to O(n*) from O(n?). Yet, it is possible, as it
will be shown, to have a much lesser overhead of O(n*logn) by permitting approximate
computation which allow the Shor’s algorithm to operate with minor degradation concern-
ing the probability of success. Therefore, the proposed architecture is one of the most
competitive in terms of depth, especially if it is applied to 1D-LNN or 2D-LNN physical
machines, which are the most probable to be implemented in the future.

Design of quantum circuits adopts ideas from classical logical design. Small circuits or
circuits with repetitive structure can be designed either ad hoc or with formal synthesis
methods based on specifications (e.g. truth tables). In the case of quantum circuits there
exist similar synthesis methods based on specifications which in the general case are uni-
tary matrices [27, 28]. In special cases where a quantum circuit is described by a matrix
with elements exclusively 0 and 1, then reversible circuits? synthesis methods can be ex-
ploited [30]. Such quantum circuits cases are met when the circuit computes an arithmetic
or logical function in the computational basis (e.g. integer addition).

In such cases, these methodologies are suitable for small circuits only, because the re-
quired computation power and memory required for their application increases exponen-
tially with the circuit size. The obvious solution is the hierarchical bottom-up design which
is applied in classical circuits. In the hierarchical method, if the desired operation can be
described as a splicing of simpler operations, the design starts from the lowest level of

2|n areversible circuit, for every possible output, the respective input can be derived, that is no information
erasure happens [29].
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simpler operations towards the higher level of the more complex operations. The applica-
tion of the hierarchical method to quantum circuits is possible but requires special handling
of the intermediate computation results that are not useful at the end. The particularity is
caused due to the fact that these intermediate results cannot be simply discarded at the
end because, in general, they are quantum entangled with the desired results. They must
be reset to their initial state by inverse computation. Bennett’'s method is a well known
method that keeps the desired results through copying and resets the intermediate re-
sults through uncomputation [31]. Its main characteristic and drawback is that it doubles
the computation steps (forward computation and the reverse computation) and it also re-
quires more memory space, equal to the space needed by the desired results due to the

copying.

The hierarchical design method we propose in the doctoral thesis offers advantages rela-
tive to Bennett’s method in terms of speed and memory of the target circuit. The specifica-
tions of the synthesizable circuit are given as a sequence of arithmetic or logic functions.
These functions are supposed to be part of a library of quantum circuits. The library can be
constructed by using other lower level synthesis methods, or contain known parametrized
circuits of the literature (e.g. adders) or be populated with new circuits of the same hierar-
chical method. Also, the library contains the inverse circuits due to the necessity described
above. The end result of the synthesis in the form of directed acyclic graph describes the
target circuit, where the nodes of the graph represent the modules of the library and the
arcs of the graph represent the interconnections between the modules. This synthesis
method requires polynomial execution time and memory space in relation to the number
of the functions of the specifications and in any case it produces circuits of equal or better
performance in terms of depth and space in compared to the basic Bennett’'s method.

The structure of the doctoral thesis is as follows: Chapter 2 is an introduction to Quantum
Computing, while Chapter 3 accompanied with Appendix A is a detailed description of
Shor’s algorithm. The contribution of the thesis begins in Chapter 4 where the fast quantum
arithmetic circuits based on the Fourier representation of integers is presented. Chapter
5 describes the approximation methodology of these circuits with angle quantization and
their adaptation on a physical machine of one-dimensional linear array of nearest neigh-
borhood interactions. Chapter 6 describes the hierarchical synthesis method of quantum
and reversible circuits. Finally, Chapter 7 is a review of conclusions and potential future
research directions in the subjects of the thesis.
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2. INTRODUCTION TO QUANTUM COMPUTING

An impressive progress in every field of computer science has been observed since the
invention of the first digital computers in the 40’s: hardware, algorithm design, software
applications and networking. Moore’s law, introduced in 1965 [32], predicted a doubling in
the transistor density every two years with nearly equivalent consequences in computa-
tion power, energy decrease per computation step, etc. Moore’s law has remained invari-
ant until today, but various technological problems, such as power consumption, process
variation, electromigration, etc., raise doubts if such a rate will continue. E.g. a power con-
sumption related law known as Dennard'’s law [33] stated that, similarly to Moore’s law, the
computation power per energy unit would raise exponentially as time passed. But this law
is no longer valid from about 2006, mainly due to current leakages. Apart from the various
technological problems, there are fundamental limits that prohibit the ongoing miniatur-
ization as quantum mechanical effects will come to forefront. E.g. the silicon dioxide gate
insulator used in MOS transistor has a thickness of about 5 silicon atoms and the quantum
mechanical effect of electron tunneling leads to current leakage towards the channel of
the transistor raising the power consumption.

Besides hardware limitations, there are fundamentals software limitations, because there
exist problems that classical algorithms cannot solve efficiently (in polynomial time with
respect to the problem size). Quantum computing is a fundamentally different approach,
both in hardware and algorithm design, which can exploit quantum mechanical effects to
solve efficiently problems that are hard to be solved using classical computers.

2.1 Classical Computing

The formal notion of algorithm can be described by the definition of the Turing machine
(TM) introduced in 1936 and the Universal Turing Machine (UTM) which is a general TM
that can simulate any TM [34]. Essentially, UTM corresponds to a programmable com-
puter for which any given problem is solved by a different program. Any problem that can
be solved by an existing algorithm can be also treated by a Turing machine designed to
solve the particular problem (or a UTM that has been programmed to solve this problem).
Conversely, for any given problem which can’t be solved by an existing TM, no algorithm
exists . This is known as Church-Turing thesis. A problem that can be solved by a TM is
said to be computable or decidable, otherwise it is said to be non-computable or unde-
cidable. The Halting problem’ is a well known example of an undecidable problem [34].
Thus, the Church-Turing thesis partitions the various problems in the two broad classes
above.

2.1.1 Complexity Classes

Although TM is an abstract mathematical/logical model of computation, it contains some
inevitable physical assumptions such as space, time and power requirements for its oper-
ation. Space requirements are related to the tape cells?> consumption, while time require-
ments are related to the finite transition time in each step. Power requirements are related
to the possible information erasure when writing a cell. Computational complexity deals
with partitioning problems into various classes depending on these requirements [35, 34].

Time and space requirements are defined with respect to the input size » of the problem
to be solved. A broad class consists of problems that are efficient or tractable to solve on
a TM. These problems need at most polynomial time in » and the set of all these problems

'The Halting problem is the problem to decide whether a given algorithm fed with a particular input will
terminate or not.
2Tape cells in a TM are analogous to the memory in a conventional classical computer
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define the P complexity class. E.g., the greatest common divisor of two r-digit integers can
be found by the Euclid algorithm in time which is proportional to .

A technique to solve some problems outside the P class, in polynomial time, is to introduce
randomness in an algorithm. In the TM model this is accomplished by extending the model
so that it becomes indeterministic and the transition function is dependent on a probability
distribution function (probabilistic TM). The Boundary Probability Polynomial class (BPP) is
the class of problems that are solved in polynomial time on such a probabilistic TM. Thus,
P C BPP, although it hasn’t been proven that the inclusion is not strict. The introduction of
the BPP class led to a new definition of the Church-Turing thesis [36].

Definition 2.1. (Strong Church-Turing thesis) Any reasonable model of computation is
efficiently simulated by a probabilistic TM.

Thus, any problem in the P or in the BPP class is efficiently solvable in any reasonable
model of computation as this model is asserted to be polynomially simulated by a proba-
bilistic TM.

Problems for which no efficient algorithm is known to exist are said to be hard or inefficient.
The Non-deterministic Polynomial complexity class, or NP, falls in the category of hard
problems. The NP problems are defined as the ones that have polynomial time verifiability,
meaning that even if there is no known polynomial time algorithm to solve them, yet a
solution can be verified in polynomial time. An example is the factorization problem of
an integer into its prime factors. The best known factorization algorithm is the General

Number Field Sieve, which has complexity O(exp({/% n)exp(log n)3), where n is the bits

length of the integer. However, a possible factor can be verified in polynomial time using
the division algorithm.

An equivalent definition of an NP problem is that it can be solved in polynomial time
by a non-deterministic Turing Machine (NTM), justifying the name NP (Non-deterministic
Polynomial). A NTM (not to be confused with the probabilistic TM) is a modified TM in
which each transition may lead to different configurations of the machine by replicating
the machine itself. A NTM is believed not to be physically realizable model of computa-
tion. It can be proven that any TM cab be simulated on a NTM in polynomial time, thus
P C NP, though the relation between NP and BPP is not known.

A subclass of NP problems are the NP — complete problems. These are the "hardest” prob-
lems of the NP class in the sense that the solution of any NP problem can be reduced
in polynomial time to the solution of an NP — complete problem. Consequently, if any of
the NP — complete problems is proven to be in P then every NP would be in P, resulting in
NP =P.

Concerning the space complexity, an important class is the PSPACE. This class consists
of problems that can be solved using polynomial space (computer memory or TM cells)
with respect to the size of the problem. It can be proven that P C PSPACE and NP C
PSPACE. Thus, the following ordering of classes is known to be valid, without any proof if
any inclusion is strict or not.

P C NP C PSPACE (2.1)

In Section 2.4 another complexity class relevant to the quantum computing will be asso-
ciated with the above defined classes.
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The abstract model of TM is usually realized on computers as a digital logic sequential
circuit. Moreover, it is proven that a TM is equivalent to combinational digital logic circuits
(circuits that have no memory element and feedback) with polynomial cost in space and
time [37, 38, 39]. Thus, the efficiency of a problem is preserved if it is solved on a com-
binational circuit. A similar equivalence holds for the quantum computation case between
the Quantum Turing Machine model (subsection 2.2.6) and the Quantum Circuit model
(section 2.3) of computation.

2.1.2 Irreversible and Reversible Computing

The energy resources required by a computation are directly related to the information
loss that takes place during the computation. Landauer [40] showed that there is a fun-
damental lower limit of energy loss (Landauer limit) when information processing is done
in an irreversible manner. For each bit of information loss at least kT'In 2 Joules of energy
are dissipated, where T is the environment absolute temperature in Kelvin and % is the
Boltzmann constant (~ 1.38 - 10~} Joules/Kelvin). Conventional computing is done irre-
versibly as it is based on irreversible operations. For example, a NAND gate irreversibly
processes information because the information of two inputs is lost as it cannot be re-
covered by the knowledge of the output. Thus, the power loss due to information loss is
irrelevant to implementation technology aspects. The general TM computation model also
suffers from information loss because two transitions may lead to the same configuration
of the machine, thus it is an irreversible model of computation.

The question whether computations can be done in a reversible manner, that is without
information loss, was answered by Bennett [31] when he introduce the Reversible Turing
Machine (RTM). He proved that any irreversible TM can be simulated by a RTM with
polynomial cost in space and time. Namely, an irreversible TM with O(T) and O(S) time
and space requirements, can be simulated by a RTM with O(T) and O(ST) time and space
requirements.

A more practical model for reversible computation is the reversible circuit introduced by
Toffoli [29]. A reversible circuit is a logic combinational circuit implementing a function
f:B" — B", where 3{0, 1}, nis the number of input and outputs and 1" is a bijective function
or equivalently a permutation. This means that there is an inverse function /! : B" — B",
which for each x giving f{x) = y then f~!(y) = x. A reversible circuit is constructed by
combining logic reversible gates selected from a reversible library. In a reversible circuit
no fanout is allowed at the output of each gate (each output line must be connected to
only one input of another gate). Also, as in the conventional combinational circuits, no
feedback connections are allowed.

Reversible circuit designs find application in a variation of emerging technologies and
computation paradigms, such as low power design [29], quantum computation [41], opti-
cal computing [42], DNA computing [43]. E.g., optical computing could exploit sooner the
zero energy loss of reversible computing compared to computing using conventional elec-
tronics. The reason is that the power loss occurring due to other non fundamental reasons
(technological imperfections) in optical devices is lower than the respective power loss of
semiconductor devices.

The libraries used to build reversible circuits often contain the following reversible gates:
NOT,Controlled-NOT (CNOT) and Toffoli. These are one, two and three bit gates, respec-
tively, with truth tables shown in Table 2.1 and symbols depicted in Figure 2.1.

The first input and output line ¢ of the CNOT gate is called the control bit, while the second
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Table 2.1: Truth tables for NOT, Controlled-NOT and Toffoli reversible gates.

ctin cén tin c?ut Ctz)ut tin
0O 0 O 0 0 O
R 0 0 1|0 0 f1
in || out 0O O 0O O O 1 O 0 1 0
0 1 0 1 0 1 o 1 1 0 1 1
1 1 0 1 1 1 0 O 1 0O O
17 1 1 0 1 0 1 1 o 1
1 1 0 1 1 1
1 1 1 1 1 O
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Figure 2.1: Symbols for NOT, CNOT and Toffoli reversible gates

line ¢ is called the target bit. The operation of a CNOT gate is to invert the target bit iff3
the control bit has logical value 1, while the control bit remains unaffected. The inverse
computation, that is to extract the input from the output, is accomplished by connecting a
second CNOT gate to the outputs of the first gate as the inverse CNOT is itself.

Toffoli gate is an extension of the CNOT gate to three bits. Now, the first two lines ¢, and ¢,
carry the control bits while the last line ¢ is the target bit. Its operation is to invert the target
bit iff both control bits have a logic value 1, while both the control bits remain unaffected.
The inverse gate of a Toffoli gate is itself. Toffoli gate is a universal gate in the sense that
any reversible circuit can be constructed using exclusively Toffoli gates. A Toffoli gate can
emulate the irreversible AND gate, if its target input is set to 0. Then the target output will
be the logical AND of its two control bits. Similarly, by appending two NOT gates to each
control input of a Toffoli gate and setting its target to 1 we can simulate an OR gate.

Sometimes, the function to be emulated in a reversible circuit does not have equal number
of inputs and outputs or it is not bijective, thus itis irreversible. E.g. The original irreversible
AND gate has two inputs and one output. Its reversible emulation requires the addition
of two more input lines and one output line, as the Toffoli gate is a mapping of three
inputs to three outputs. The above emulation of an irreversible function by a reversible
one can be generalized. In general an irreversible function has the form /. B" — B™,
where m < n and/or there are k > 1 input vectors x; € B", i = 1...k mapped to the
same output combination, that is f{x;) = ... = f{x;). Such an irreversible function can
be transformed to a reversible one by embedding it into another constructed reversible
function g : B"* — B™*¢ having ¢ additional inputs and g additional outputs relative to the
irreversible function 1. The reversibility requirement of equal number of inputs and outputs
leads to the relation n + ¢ = m + g. The n inputs and m outputs are the primary ones,
while the additional g outputs are the garbage ones. The possible addition of ¢ constant
variables due to the requirement of the addition of garbage outputs leads to the increment
of lines carrying these variables in the implemented circuits. These lines are the ancillae
of the circuit. The ancilla lines must be reset back to a known constant state, usually the 0
state, in order to be reused later as a constant input to a larger circuit, otherwise they are

3”iff” stands for "if and only if’
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Table 2.2: Embedding of the irreversible AND function into a reversible function.

a x ryijz & &
0O 000 O O
00 10 0 1
01 00 1 O
o1 1)1 1 1
10 01 0 O
10 1)1 0 1
11 01 1 O
11 10 1 1

part of the garbage lines set.

A simple embedding example is shown in Table 2.2 for the AND irreversible function,
where the embedded AND function subtable is shown in bold. In this case the number
of inputs (x and y) is n = 2 and the the number of outputs (z) is m = 1 . Observe that
three different input combinations (00,01 and 10) of x and y lead to the same output value
z = 0. For this reason it is not adequate to add only one output to satisfy the requirement
of equal number of inputs and outputs. Instead, two garbage outputs g; and g, are added
to discriminate these three different input combinations. With the additional two garbage
outputs an additional constant input « is required to keep the number of inputs equal to the
number of outputs. The garbage output values are chosen so as to be different in each
input combination that leads to the same output value (z = 0) and the rest of the output
values are chosen so as no same pattern appears twice in the truth table [29].

Quantum computation is inherently reversible, as it will be discussed in the next section.
Thus there is a relation between reversible computation and quantum computation. Re-
versible computing is a subset of quantum computing and procedures used in reversible
design can be used in the design of quantum algorithms. However, a major difference be-
tween reversible and quantum computation is that, a possible garbage generation during
the quantum computation cannot be simply discarded at the end of the computation as
could be done in the reversible case (with the cost of energy loss), as this would affect the
outcome of the computation because of the entanglement (see subsection 2.2.5) of quan-
tum bits. For this reason, proper handling of garbage outputs is important in the quantum
computation.

2.2 Quantum Mechanics and Computation

Inherent in the assumption of the Strong Church-Turing thesis for the efficient solution
of problems is that the operation of a TM (being deterministic or probabilistic) relies on
the classical view of the physical laws. This may pose restrictions on the computational
power capabilities of the TM model. However, the laws of physics are quantum mechanical
in principle. Feynman [44] noted that the simulation of an arbitrary quantum mechanical
system by a classical computer (TM) is in general inefficient as it requires exponential
resources with respect to the size of the system. Thus, he conjectured that if somehow
computers based on the quantum mechanical laws could be build, then they would offer
an advantage of computational power relative to classical computers.

The incorporation of the quantum mechanical way that nature works in an abstract man-
ner into the computational processes requires a minimum mathematical framework. This
framework will be briefly given in the form of four postulates [41, 45].
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2.2.1 State of a closed quantum system

Postulate 2.1. Every closed physical system is associated to a complex Hilbert space
known as state space of the system. At any time the system is completely described by
its state vector of unit norm in the state space.

Definition 2.2. (Hilbert Space) A complex Hilbert space is a complete complex vector
space with inner product.

Dirac’s ket notation |y) will be used extensively in this thesis to denote an element (vector)
of a Hilbert space. In matrix notation, an element |y) of a d-dimensional Hilbert space H*
is a vector of the form [ag,ay,...,a,|" where a; € C (C is the set of complex numbers)
and the symbol 7 denotes transposition.

Definition 2.3. (Computational Basis) The set of vectors in H¢

1 0
1 0

B=S100=| . | =], |, =] (2.2)
0 0 1

is a basis of H¢ and it is called the computational basis.

Any state vector of the form |y) = [ag, a1, . .., a,1]" can be written as a linear superposition
of basis states vectors as

V) = a0l0) + ai[1) + -+ + ag1]d — 1) (2.3)
where the complex coefficients a; are called the amplitudes of the superposition.

Definition 2.4. (Inner product) An inner product in a complex vector space H¢ is a function
of two vector arguments from this space which takes complex values, that is (-,-) : H? x
H? — C, with the following properties:

Linearity (Jw), > cilen) = >oiallw), lei)
Conjugate Symmetry (l). o)) = (le), )
Positivity (|w), |w)) > 0 (equality iff |y) = 0).

Note that the linearity holds for the second argument only. The first argument has the
property of the anti-linearity.

The dual vector of [ag, ay, . . . ,a,1]" is defined as its complex conjugate transpose in matrix
notation, thatis [a, a}, . .., a;_,]. The bra notation is used for this vector, thatis (| = (|y))T
where the symbol T denotes conjugate transposition. Using the bra-ket notation for vectors,
one can define an inner product of two state vectors |y) and |¢) as (|w), |¢)) = (w|p), which
satisfies the above three properties.

Definition 2.5. (Norm) The 2-norm of a state vector is defined as ||y| = \/{y|y).

The unit norm requirement of Postulate 1 when applied in Eq. (2.3) gives ), |a,]* = 1
which is related to the probabilities interpretation of quantum measurement in Postulate
2.3.
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Figure 2.2: Representation of a qubit on the Bloch sphere

The completeness requirement of a set like ¢ means that any sequence of vectors in this
space converges to a vector belonging to the same space. A counterexample is the set
of rational numbers Q which is not complete, as the sequence (1 + 1/n)" € Q, Vn € N,
while nli)Igo(l +1/n)"=e=2.718... ¢ Q.

Note that Postulate 2.1 applies to closed systems only; systems that don’t interact with
their environment. Yet, it is general enough to be used to study open systems if the open
system together with its environment is thought to be another closed system.

The simplest quantum physical system is the one associated to a two dimensional Hilbert
space H>. Such a system is called qubit or quantum bit and its state can be described as

W=a0 b= | 3] abec laP+pP- 2.4

The constraint |a]> + |b|> = 1 permits the equivalent representation

lw) = € (cos §|O) + e sin§|0>) : 0<O<zm 0<¢p<2r (2.5)

The factor ¢ is physically unobservable by any measurement and thus the unit state
vector of a qubit depends only on the two real parameters 6 and ¢ and consequently lies
on the surface of a unit radius sphere called the Bloch sphere [41]. Figure 2.2 depicts the
Bloch sphere, the basis vectors |0), |1) (located on the North Pole and the South Pole
respectively) and an arbitrary state vector |y). Bloch sphere is a useful visualization tool
for understanding the operation of various single qubit gates such as the ones discussed
in next section.

The physical realization of a qubit can take various forms. E.g. a qubit can be realized
as the spin of an electron or the energy level of an atom. In the former case a spin up
would correspond to |0) state and a spin down to |1) state. Similarly, the ground state
of an atom would correspond to |0), while the first excited state would correspond to |0).
Some examples of physical realizations of qubits are discussed in section 2.5 .
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2.2.2 Unitary evolution of a closed quantum system

The change of a closed quantum system over time can be stated in its most general form
with the following.

Postulate 2.2. The time evolution of a closed system is defined by a unitary transformation
U applied on its state vector as

vy = Ulw,) (2.6)
where |y,) and |y,) are the initial and final states, respectively.

Unitarity of operator U means that U'U = U'U = I and this implies that every quantum
evolution is reversible as for each operator U its inverse always exists and it holds U~! =
U'. The unitary operator U is compatible with the dimensions of the state and for a 4-
dimensional system it can be expressed by a unitary matrix of dimension d x d.

The above formulation is known as the Schrédinger picture because its continuous time
restatement has essentially the solution form of the Schrodinger equation [41]. An alter-
native formulation is the Heisenberg picture of quantum mechanics where the state is
constant and the operator is time dependent, although the two forms are equivalent [46].
The Schrodinger picture is more convenient for the quantum circuit model to be introduced
in the next section, as the operator U corresponds to various quantum gates used in the
model.

2.2.3 Projective Measurement

The first two postulates deal with closed systems. Except from being an ideal model, a
closed system is not useful from the computational perspective. If someone is to obtain
computation results then he/she has to interact with the system and perform a measure-
ment through establishing correlations of "his/her own” system to the system under mea-
surement. The third postulate sets the measurement issue in the quantum mechanical
view.

Postulate 2.3. A quantum measurement of a physical system is described by a set of
projective matrices P,,,m = 1. ..n satisfying the completeness equation

> P,=1 (2.7)

If the state of the system before the measurement is |y) then the result after the measure-
ment will be m with probability

Pr(m) = (y|Puly) (2.8)
and the post-measurement state of the system will be
Py, Py,

) = 29 Pulv) (2.9)

\/ Pr(m) (w|Puly)

The transformation of the state before the measurement state to the post-measurement
state is a non unitary transformation and is also called state collapse or state reduction.

The dimensions of the projective matrices are compatible (d x d) with the dimension d of
the system under measurement 7“. The completeness relation (2.7) assures that the sum
of probabilities is 1. The projectivity property of P,, means that (i) P2, = P,, and (ii) P! = P,
(Hermitian matrix). The first property assures that a second measurement immediately
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after the first gives the same result with probability 1. Two states like |w) and ¢|y) which
differ by a global phase factor ¢'* are unobservable by any measurement because the
measurement probability remains unaltered; Pr(m) = (y|e ¢ |P, | |y) = (y|P.|w) for any
projector P,,.

The above kind of measurements are known as projective measurement or Liiders mea-
surement [45]. When each projection operator leaves the post-measurement state to a
one-dimensional subspace of #¢, meaning that rank(P,) = 1, then we have a complete
measurement. In this case, the completeness relation (2.7) forces the equality n = d,
that is the number of different measurement results equals the dimension of the system.
This could happen if the projectors were of the form P, = |y, )(y,,| where |y, ) form an
orthonormal basis of 7 like the one of Eq. (2.2). This special case of projective measure-
ment is called von Neumann measurement. Throughout this thesis the measurements are
assumed to be von Neumann on the computational basis of Eq. (2.2).

2.2.4 Composition of closed systems

Postulate 2.4. The state space H“ of a composite closed system consisting of n subsys-
tems with state spaces H¢', i = 1...n is their tensor product H? = H{' @ HE @ - - - @ H.

Moreover, if each subsystem is in the state |y;), i = 1...n, then the state of the composite
system is the tensor product |y) = |y,) ® |y,) @ -+ Q |p,,).

The dimension of the composite systemis d = d,d, - - - d,. The tensor product of two vectors
in column format |a) = [a1a, ... a,]" and |b) = [b1b, ... b,]|" is defined through the Kronecker
product

a1b1

albz

ay bl a1|b> ab

. a b, a2|b> lq

ek |T e T =] =] (2.10)

: : : ab

ap b, ap|b) aib;

| ayby |

The generalization to tensor products of more than two vectors is straightforward through
the associativity law |a) ® |b) ® |¢) = |a) @ (|b) ® |¢)) = (la) ® |b)) ® |c¢) which holds for
tensor products. Equation (2.10) can be used to define a basis for the composite system
H? from the bases of the subsystems #*.

The above definition can be extended to tensor products of operators acting on the sub-
systems. Then, the tensor product is the equivalent operator that acts on the composite
system. For example, let 4 and B be operators acting on subsystems #7 and #{, respec-
tively. Then, U is the equivalent operator acting on the composite system #?? = Hi @ H1
and it is given in matrix block form as

AuB AiB A,,B
dppge | P ARE oAb (2.11)
AnB AnB ... A B
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where 4;; are the elements of matrix 4. The generalization to tensor product of more than
two matrices is again straightforward using the associativity law.

Some useful identities that will be used extensively in this thesis are the following, assum-
ing that ¢ is a scalar complex, |x), |x1), |x2) € HY, [v), |v1), [v2) € Hi, 4, C operators in H/
and B, D operators in 1

c(lx) @ 1) = (clx)) @ y) = |x) @ (cly)) (2.12)
(et} + 2)) @ [y) = 1) @ [y) + [x2) @ y) (2.13)
) @ (Iy) + [y2) = [x) @ ) + 1) @ [y2) (2.14)
(4 B)(lx) @ |y)) = Alx) @ Bly) (2.15)
(A®B)(C® D) =AC® BD ( )

A composite system consisting of n qubits is essentialy associated to a Hilbert space of
2" dimensions. The computational basis of this system consists of the tensor products of
all the possible combinations of state basis vectors of each qubit. The 2" computational
basis states of the composite system are

0) =10)®---®|0)® |0) = 0...00)
1) =10)®---®|0)®|1)=]0...01)
2)=10)®---®|1)®|0)=]0...10)
3)=10)® --®[)@[1)=]0...11) (2.17)
2" =2y =)@ ---@[1)®]0) =[1...10)
- =@ - l)@|1)=]|1...11)

Thus the basis state |k) where k = 0...2" — 1 of n qubits is the tensor product of the qubit
basis states |0) and |1) arranged so as to reflect the binary representation of integer «.
In Eq. (2.17) shorthand notations |y, )|w,) and |y,w,) are introduced for tensor product of
states, instead of |y,) ® |w,). These three notations for tensor product states are used
interchangeably in the literature and throughout this thesis text.

The exponential growth 2" of the composite system dimensions as a function of its size n
is the reason why, in general, no efficient simulation of a quantum system can be achieved
by a classical computer. It is also one of the reasons for the power of quantum computation
as it is shown subsequently.

2.2.5 Entanglement

Postulate 4 states that when the subsystems states |y,) that compose a larger system
are known, then the state of this larger system is the tensor product of these states, e.g.
®"_,|w;). The opposite is not true. That is, it is not always possible to write down the state
of a composite system as a tensor product state. E.g. the bipartite system state |y) =
3(00)+[01)+[10)+|11)) can be written in product form as |y).s = —5(|0)+[1)) 5 (/0) +[1)).
On the other hand, the state |®") 3 = %(\Om +|11)) cannot be decomposed in a product
state (it is always a sum of product states). This is an example of entanglement. The
entangled state |®*) 3 is one of the so called four Bell states [41].

Definition 2.6. (Entangled state) Two subsystems H% and H% composing a larger system
H% whose state is |y ) are said to be in entangled state when the state of the larger system
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is not of the product form, that is it cannot be expressed as |y) = |w,) ® |wz) where
) € H and [yy) € H.

Entangled states occur when the subsystems are allowed to interact. The non-separability
property of an entangled state means that even if the closed whole system is in a defi-
nite state, its subsystems aren’t in a definite state in the sense of Postulate 1, and this
is understandable because these parts are no longer closed due to their interaction. This
phenomenon has no classical counterpart. Entanglement, which is a manifestation of su-
perposition, is believed to be one for the reasons for the power of quantum computation.

A system can always be partitioned in two parts #/; and H}, where p and ¢ are the dimen-
sions of the two subsystems, and its state can be expressed as

P

W)as = _ ail@ialyi)s (2.18)

i=0

where |¢;)4 is an orthonormal basis of #%, |y;)s have unit norm and >*_ |a;|* = 1. Then,
a projective measurement on the orthonormal basis of subsystem 4 alone would give a
result m with probability |a, |* and leave the state of the whole system in |,,)4|v.)5- Thus,
the state of the system after the measurement is unentangled and both the subsystems
are in a definite state, provided the result of the measurement is known, even if only one
of the subsystems was measured. The instantaneous influence on one of the subsystems
(definite state after measurement) by acting on the other subsystem (measure) was con-
sidered first as a thought experiment by Einstein-Podolsky-Rosen [47] and thus pairs of
qubits in states such as %(!00) +|11)) are referred as EPR pairs.

Entanglement is not only exploited in the design of quantum algorithms but also in quantum
cryptography [48], quantum teleportation [49], quantum error correction [50] etc.

2.2.6 Quantum Turing Machine

Deutsch in [7] proposed that Church-Turing thesis should be modified so as to define that
computable functions (algorithms) are the ones that can be computed by a real physical
system. Then a TM should be modified so as to take into account the quantum mechanical
laws of nature. He introduced the Quantum Turing Machine (QTM) by incorporating the
above postulates in its operation. He proved that this machine can simulate any TM and
that it can also simulate any finite physical system. He also showed that this machine
could perform parallel processing exploiting the superposition principle but he pointed
out that it couldn’t outperform a classical TM from the complexity point of view, as these
computations could offer only one result at the end due to the measurement collapse. The
QTM model was improved in [36] and it was shown that it could simulate any classical TM
with polynomial cost.

2.3 Quantum Circuit Model and Quantum Gates

The universal QTM model of computation, although useful as a theoretical study model, is
still cumbersome and can’t easily lead to practical implementations of algorithms. Deutsch
in [8] introduced the quantum circuit model and later [51] its equivalence with the QTM
model was shown .

The quantum circuit model of quantum computation is a directed acyclic graph whose
nodes correspond to quantum gates operating on one or more qubits and the edges cor-
respond to the qubits themselves. A quantum circuit model is a one-to-one mapping of
a sequence consisting of unitary evolutions and measurements which operate on qubits
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Figure 2.3: An example of quantum circuit model

to a graphical representation like the one shown in the example of Figure 2.3. The initial
joint quantum state |y,) of the qubits evolves in time from left to the right of the figure and
becomes |y,) = Uly,). The unitary evolution U is a product of unitary operators U;, where
each operator acts on a snapshot of the joint state |y,). In the example shown in Figure
2.3, U = U;U,U,. The unitary operators U, then, are tensor products of the operators act-
ing on each qubit or set of qubits in the respective snapshot. When no such operator acts
on some of the qubits (simple wire) the identity operator 7 is implied. Thus, Uy = AR IQ I,
U, =B®I, U; = I®I® Cand the whole evolution of the quantum circuit in Figure 2.3 can
be decomposed as

U=(I®I®2C)BNARIRI) (2.19)

A, B and C are quantum gates acting on one,two and one qubits, and can be described
by unitary matrices of dimensions 2 x 2, 4 x 4 and 2 x 2, respectively. Below we define
a set of quantum gates used frequently in quantum circuits descriptions. These gates are
categorized depending on the number of qubits they act on.

2.3.1 Single Qubit Gates

The Pauli gates 7, X, Y and Z are defined by their respective matrices as

ST ENE

SR

The identity gate / takes no action on a qubit (that is simply a wire that leaves a state
intact). The X gate (also called NOT gate) is the quantum analog of a classical NOT gate

on the computational basis of one qubit; it evolves |0) = |1) and |1) <> |0). The operation
of the X gate on a superposition is a|0) + b|1) <> b|0) + a|1). The other two gates have

—r@] RO —[r(0)

Figure 2.4: Symbols for various single qubit gates

(2.20)
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no classical analog and their operation on a superposition is a|0) + b|1) =N —ib|0) + ia|l)
and a|0) + b|1) =N a|0) — b|1). The operations of the X,Y and Z gates can be visualized on
the Bloch sphere in Figure 2.2 as angle # rotations about the x,y and z axes, respectively,
justifying thus their names. The inverses of these gates are the gates themselves, because
itholds X2 =1, Y» =7and 22 = I.

A generalization of the above three non trivial Pauli gates X,Y and Z are the single qubit
rotation gates R, (), R,(0) and R.(6) where the angle 6 specifies rotation about the x,y and
z axes, respectively. They are defined by the matrix exponentials

—ibX [ g —isin(¢
R(0) =e™ = —Czosil(rlz()g) coss(g()zq (2.21)
—igY 9y —gin?
|
R.(0) = e7§€Z _ e;)iz e(l)g] (2.23)

The inverse gates of the three rotation gates are the gates themselves but with the oppo-
site sign in their angles, e.g. R;'(0) = R,(—0), where a € {x,y,z}.

Two special cases of the R, (0) gate are the Phase gate and the = /8 gate, also encountered
as S and T gates, respectively. Their matrices are defined as

S= [(1) 9} T= F O} (2.24)

I 0 e+

It is obvious that they occur as R,(6) gates with 0 = z/4 and 6 = =/8, respectively, if we
ommit a global phase of ¢/ and ¢'%, respectively. We have seen that such a global phase
on a quantum state is unimportant with respect to measurement.

Finally, the Hadamard gate H is another important single qubit gate used frequently and
it is defined as

H= % “ _111 (2.25)
The Hadamard gate when applied to a computational basis state of a qubit results in an
equiprobable superposition, |0) N %(\m + (1)) and |1) 4, %(!0) —11)). The inverse of H
is itself, as H? = 1.

The symbols for the various single qubit gates introduced above are shown in Figure 2.4
2.3.2 Two-Qubit Gates

The two-qubit gates allow interaction between two qubits. The most important two-qubit
gate is the CNOT gate (or controlled-NOT gate). The CNOT gate acts on two qubits called
control and target. On the computational basis state of both qubits, it inverts (applies the
NOT gate) the state of the target qubit iff the control qubit is |1), otherwise it leaves the

target intact. In compact form |c)|7) e, lc)|c @ t) where the @& symbol denotes modulo-
2 addition and ¢ and ¢ take values of 0 or 1, corresponding to the states of control and
target qubit. Linearity of the operator extends this operation to superpositions. E.g. (a|0) +
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DR

Figure 2.5: Symbols for CNOT gate, controlled rotation gate and general controlled gate.

CNOT

b|1))(c|0) +d|1)) — ac|0)]0) + ad|0)|0) + bc|1)|1) 4+ bd|1)|0). The unitary matrix definition
for the CNOT gate is

CNOT = (2.26)

SO O
S O = O
—_—_o O O
oS = O O

It holds that CNOT~! = CNOT.

The notion of a general controlled two-qubit gate can be easily understood if one recog-
nizes that Eq. (2.26) can be written in block structure form as

(L0
CNOT = [0 X} (2.27)
where /is the 2 x 2, 0 are zero 2 x 2 matrices and X is the matrix describing the X gate. We
can replace X with any unitary operator on a qubit and define any controlled-U gate (c-U).
Such a ¢-U gate would apply the operator U on the target qubit iff the control qubit is in the
state |1), otherwise it leaves the target qubit unaffected. In the computational basis of the

control qubit, it can be stated that |c)|y) e, lc)Uly) where ¢ = 0, 1. As in the previous
cases, linearity extends this operation to superpositions states.

Unitarity of U and the structure of Eq. (2.27) assure the unitarity of the ¢-U gate. Its inverse
c-U~! has the same form of Eq. (2.27) if we replace U with U~' = U'.

The controlled rotation gates are special cases where the R.(6) unitary matrices take the
place of the general U matrix of Eq. (2.27). Namely we define

cR(0) = [é RZ?G)] (2.28)
The controlled rotation gates are used in the Quantum Fourier Transform circuit and they
are used frequently throughout this thesis text as components for various arithmetic cir-
cuits. In such cases, the alternative notation c-R;, & € Nis used instead of c-R(3F). Sym-
bols for the CNOT gate, the controlled rotation gate c-R; and the general ¢-U gate are
shown in Figure 2.5.

The SWAP gate is a special gate that exchanges the states of two qubits. It performs
the transformation |y,)|w,) SHAP, lw,|w,). The SWAP gate symbol is shown in Figure 2.6.

Jah)
N

A N
€U U

Figure 2.6: SWAP gate and an implementation using three CNOT gates.
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Depending on the physical realization, it can be implemented using three CNOT gates
(depicted on the right of the Figure) or by physical movements of the qubit carriers (e.g.
movement of ions).

2.3.3 Three-Qubit Gates

Extending the notion of the CNOT gate to three qubits (two of them acting as control and

one as target qubit) someone can define the Toffoli gate as |c1)|c2)|7) LN lc1)|e2) |e1ca®t).

The target qubit is inverted iff both the control qubits are in state |1). Toffoli gate is also
called CCNOT. In matrix form its definition is given by

1 000 0O0O0O0
01 00O0O0OO0TDO 0
0010O0O0OO0TO0
.10 001 00O0O0

CCNOT = 00001000 (2.29)
000O0O0OT1TUO0OTPO
0 00O0O0O0ODO01
000000 1 0]

or in block form
.10

CCNOT—[OX} (2.30)

where [ is the 6 x 6 identity matrix and 0 are zero matrices of appropriate dimensions.
Like in the case of two qubits, this block form leads naturally to the definition of a double
controlled-U gate (c?-U) if X is replaced by any unitary 2 x 2 matrix U. The definition of a
double controlled rotation gate is

AR(6) = [é RZ?G)} (2.31)

Finally, the Fredkin gate (or controlled-SWAP gate) acts on one control and two target
qubits by swapping the states of the two target qubits iff the control qubit is in the |1) state.

In the computation basis of the control qubit it can be described with the transformations

10Y ) |wa) 22 10Y )Y |wa) @nd (1) ]y, )ws) % |1)|y,)|w,). The Fredkin gate can be

decomposed into three Toffoli gates, like the SWAP gate is decomposed into three CNOT
gates.

Symbols for the Toffoli gate, the general ¢>-U gate and the Fredkin gate are shown in
Figure 2.7.

—— —o¢—

—o— U}

Figure 2.7: Symbols for Toffoli gate, general ¢>-U gate and Fredkin (controlled SWAP) gate
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2.3.4 Measurement

The quantum circuit model contains special measurement gates to extract classical re-
sults of the quantum computation. The symbol of the one qubit measurement gate for the
complete projective measurement on the computational basis {|0), |1)} is shown in Figure
2.8. Classical results of the measurement are denoted with the double line wire after the
measurement gate and can be used when they classically control a quantum gate after
the measurement.

Figure 2.8: Symbol for the computational basis measurement gate.

2.3.5 Universal Gates and Synthesis of Quantum Circuits

The quantum circuit model, being equivalent to the QTM model, is adequate for any quan-
tum computation task. The next question is which are the required gates to be used in the
composition of any quantum circuit. These gates form a set called universal set of gates,
the same way as the NAND or the NOR gate is a universal gate for the classical logic
circuits.

Definition 2.7. A set of quantum gates G = {G,, G,, ..., G,} is called universal set if it can
approximate with arbitrary low error any quantum circuit.

The notion of the above definition is that a sequence of gates drawn from this set can be
used to approximate a quantum circuit represented by a unitary matrix U so as the derived
circuit U is as close to U, e.g. it has the property Ve > 0,3U : max,, ||(y|(U — U)|p)]| < e.

The introduction of the quantum circuit model in [8] was accompanied with the proof of
the existence of a universal gate, called Deutsch gate. This is a three-qubit parametrized
gate defined in block matrix form by

Oa) = {é D(()a)] (2.32)
where
o= [ o) 23

and a is an irrational number. Thus, this universal set is G; = {Q(a)} for some a € R — Q.

DiVincenzo in [52] improved this result proving that a family of two-qubit gates are uni-
versal. This universal set is G, = {X,c-R(0), c-R,(6),c-R.(0) | 0 € R}. In this set, c-R(0),
c-R,(0) and c¢-R.(0) are controlled rotation gates of the form 2.31 with the substitutions
R.(0), R,(0), R.(0) in place of the lower right block, respectively. This is an important result
from the implementation perspective, because quantum gates with more than two qubits
usually involve the interaction of more than two physical subsystems at a time instance,
something which is hard to achieve in a controlled manner.

A result that narrowed down a possible universal set proved by Barenco et al. in [53] states
that the set G, cxor = {CNOT, R((0),R,(6),R.(0)|0 € R} is universal. This set consists of
single-qubit rotation gates of Eq. (2.21), (2.22), (2.23) and the CNOT gate. This result
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contributes to practical realizations of quantum circuits because only one kind of two-qubit
gate is required and the single qubit gates are relatively easily implemented.

The set G, cvor is uncountable (there is no one-to-one mapping with any subset of the
natural numbers). This may pose implementation problems as in a particular technology
only a finite set of gates may be realizable. Moreover, fault tolerance requirements com-
pels the usage of a finite discrete universal set. For this reason, it would be desirable to
approximate with arbitrary low error any quantum circuit with a sequence of discrete set of
gates. Indeed, it has been shown [54, 55] that almost any two-qubit gate is universal (one
member set). Yet, this universality comes at a large cost in the number of the required
gates, .e.g. exponential with respect to the required accuracy log(1/e¢).

Solovay-Kitaev theorem [56, 57] and improvements [58, 59, 60] come to resolve this sit-
uation. Expressly, these results can be used to approximate any single qubit gate of the
set G, cvor With @ sequence of single qubit gates drawn from a discrete set at a polynomial
costin log(1/¢). A discrete set of gates frequently used to synthesize a quantum circuit is
the Gr = {H, T, CNOT} because these three gates can be relatively easily built in a fault
tolerant manner [50], although other discrete sets can be used as well. The design of a
quantum circuit satisfying a particular specification can exploit these results.

The specification of an » qubits circuit can be in the form of the unitary matrix U with dimen-
sions 2" x 2". Then, the design can be accomplished with an automatic quantum synthesis
procedure taking as input the specification and giving as output a network consisting of
quantum gates drawn from a universal set and a connection between them. Usually, such
a synthesis is performed in two steps: First, the large matrix U is gradually decomposed
in a sequence (products and tensor products) of smaller dimension matrices up to reach-
ing the dimensions covered by the universal set (single and two-qubit gates). This step is
an exact low-level synthesis down to the primitive quantum gates of the universal set. If
the universal set used is an uncountable one then a second step follows to transform the
continuous set of gates to an approximation with a sequence of gates from a discrete set.
This kind of synthesis incorporating these two steps can be described as flat synthesis
and the approach is a top-down one.

The are some other approaches to design a quantum circuit. Quantum circuit synthesis
differs from reversible circuit synthesis in the specifications and the set of gates used
to synthesize the circuit. Boolean specifications in the computational basis are adequate
when the target circuit is an arithmetic one or a logical one due to the linearity and the
superposition principle. Thus, reversible circuit methodologies can be used and then gate
transformation can be applied to convert the reversible set of gates to a quantum set
of gates (if they differ). For example, the design of a quantum adder circuit of two n-bit
integers a and b can be specified by the input-output mapping |a)|b) — |a)|b + @) when
|a) and |b) are states in the computational basis {|0), |1),...,|2" — 1)} without mentioning
its unitary matrix. The quantum adder circuit can be designed using well known results
from classical digital circuits (taking into account reversibility requirements) or classical
reversible circuits using gates such as CNOT, Toffoli etc. Adders in [61, 62] are examples
of such designs.

Other design methods exploit the availability of already designed blocks and combine
them ad-hoc or automaticaly to gradually build larger circuits climbing the complexity lad-
der . These methods fall in hierarchical synthesis category. A novel hierarhical synthesis
method will be described in Chapter 6.

Important characteristics (defined in next subsection) of a particular synthesis method re-
lated to the circuits generated are the quantum cost, the depth of the circuit, the ancilla and
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the possible garbage generated. Another important factor to account for is the execution
time and memory requirements of the synthesis algorithm itself.

2.3.6 Quantum Circuit Characterization

Elementary gates are the ones that can be easily implemented in a given technology and
they must form a universal set. Not all the elementary gates have the same implementation
cost in terms of area, speed operation and other resources in a given technology. E.g.
single qubit gates are more easily constructed in various technologies. This estimation
changes if one takes into account the fault tolerant implementation requirement. In this
case single qubit gates X,Y,Z,S,H and CNOT gates can be assumed to have roughly the
same cost, while the T'gate is thought to be harder to implement, as its fault tolerant version
is more complicated.

The performance study of various quantum circuits and architectures involves several
metrics. The most important and most frequently used ones are:

Width Total number of qubits used in the circuit, including ancilla ones.

Quantum Cost A weighted sum of the elementary gates used. The weight of each gate is
related to its fault tolerance implementation cost. A unit cost is assigned
to the less costly gate.

Depth The largest weighted sum of elementary gates acting on any input-output
path where the calculated weight is related to the speed of the gate. This
metric is related to the latency of the circuit. A unit weight is assigned to
the faster gate of a particular physical implementation.

Ancilla The number of qubits that participate in the intermediate steps of the com-
putation but are not part of the input nor of the end results. They are the
analogous of the temporary variables in classical computation. A qubit
is characterized as ancilla if its state before and after the computation is
constant (usually zero) and irrelevant to the input given to the quantum
circuit.

2.4 Quantum Algorithms

Computation based on the quantum mechanics laws offers parallelism due to the super-
position of basis states (2" states for » qubits) that are allowed in principle. The evolution
principle then, leads the state to a superposition of states, where each state of the super-
position is the value of a function corresponding to a different basis state. However, the
measurement postulate prevents us from reading all these results. The first evidence that
we can exploit this exponentially grown parallelism was shown by the Deutsch algorithm
[7] which is a very simple algorithm with no practical application.

2.4.1 Deutsch’s algorithm

The statement of the problem that Deutsch’s algorithm solves is the following: Given a
function /': {0,1} — {0, 1} find if fis constant, f{0) = f{1), or balanced, f{0) = f{1). The
complexity metric will be how many times it is required to call the function evaluator, which

is called oracle. In a classical computer two such evaluations are needed.

Figure 2.9 shows the quantum algorithm to solve Deutsch’s problem in the form of a quan-
tum circuit. Two qubits are used in this circuit, three Hadamard gates, a measurement gate,
and a two-qubit quantum oracle U, whose internal structure doesn’t concern us here. The
purpose of this oracle is to evaluate the function fin a unitary manner so as to satisfy the
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unitarity evolution postulate. The operation of the unitary U,can be described in the compu-
tational basis of the two qubits as U(|x)[y)) = |x)[y@&f(x)) where x,y € 0,1 and & is the sym-
bol for addition modulo 2. Clearly, Uy is unitary as UU/(|x)|y)) = |x)[y ©fx) Ax)) = |[x)|y),
thus Uy = U;'. Also, Ur = Uy and we conclude that Uy = UL

The initial state for top and bottom qubit is |0) and |1) , respectively. The joint initial state
is their tensor product |w,) = |0)|1). The evolution through the two left Hadamard gates
leads to

v1) = (H® H)ly,)

— H|0) @ H|1) (2.34)
1 1
- ﬁ“m + |1>)ﬁ(’0> — 1))

The action of U, when the top qubit is in one of the computational basis states |x), x =0, 1
and the bottom qubit is in the state \%(|O> —|1)) is described by

Uf(\x>7<ro> - rl>>) - \X>7(!0@f(X)> )

—1>f<x (|0y — [1)) (2.35)
= (- >f<x>|x> f<|0> — 1))

In the last equality of Eq. (2.35) the phase factor (—1)™ is transfered from the amplitude of
the second qubit to the amplitude of the first one, due to the tensor product property of Eq.
(2.12). This phase transfer is referred to as phase kick-back and will be used repeatedly.

Now the state |w,) on Figure 2.9 can be calculated by combining Eq. (2.34) and (2.35) as

|W2> = Uf“//1>

o>1 BT v L ey
(1)t (f<ro> rl>>)+< 1 fm(ﬁ(\m \1>>)
—(<—1>ﬂ°\ )+ 1) |o )

= -1V

(2.36)
\/— (10) + (—=1)YOD1)) % (10) —[1))

The last step before the measurement is to apply a Hadamard gate on the top qubit and
this gives the joint state

ro>U
f
1) —{HH

o) lwi) lwa) lws)
Figure 2.9: Quantum circuit for Deutsch’s algorithm
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w3) = (HR D|y,)

— (-1)OH (%m - <—1>f<°>@ﬂ”|l>) © (10) = 1)) (2.37)

1
= (—1YOI0) @ 1)) —=0) — |1
(=1)*7IA0) ﬂ)>\/§|> 1)
Observe that when the function fis constant, then f{0) (1) = 0 and (—1/0%) = 1, while
when the function f'is balanced, then f{(0) @ f{1) = 1 and (-1 = 1,

The measurement of the top qubit gives the result 0 with probability 1 if {0) &£{1) = 0 which
occurs iff fis constant, otherwise it gives the result 1 with probability 1 if f{0)©f(1) = 1 which
occurs iff f'is balanced. (The global phase (—1)9) is unobservable in the measurement
process). We conclude that Deutsch’s algorithm decides with certainty if the function f'is
constant or balanced using only one evaluation of f'whereas a classical algorithm uses
two evaluations.

The presented formulation of Deutsch’s algorithm is an improvement that appeared in [63].
The original formulation of [7] lacks the Hadamard gate on the lower qubit, thus the state
fed to the Uyis %(’(» +11))|0) and then after the application of the U, two Hadamard gates
were used to both qubits before a measurement of both of them, instead of a single qubit
measurement. This resulted in a % probability to decide if fis constant or balanced and
another % probability to fail, which is no succesful decision. This result could be proba-
bilistically obtained on a classical computer as well, with only one evaluation of fand so
the original Deutsch’s formulation offered no advantage relative to a probabilistic classical
computation.

2.4.2 Generalizations - Phase Estimation Algorithms

Deutsch’s algorithm has no practical application, nor does it offer any significant speed-
up (one evaluation of the oracle instead of two). Nevertheless, through its generalization
it opened the way to more useful algorithms such as Shor’s algorithm. Below, some key
aspects of Deutsch’s algorithm that remain invariant in a whole family of algorithms, known
as phase estimation algorithms, are presented [63].

Superposition In Deutsch’s algorithm the state of the top qubit is set to a superposition
of the computational basis state |0) and |1) using a Hadamard gate. In
general a collection of n control qubits, collected as a control register,
are set in a superposition of their computational basis states - S

using n Hadamard gates, each one operating on a qubit of this control

register.
Target The bottom qubit can be generalized in a collection of m qubits, called the
Register target register.
Oracle A quantum subcircuit U, that operates on both the control and target reg-

ister is used, and its purpose is to evaluate a function f of the state of the
control register |x) by altering the target register accordingly, in general
as Uyx)|y) = |x)|g(»,.fx)). In Deutsch’s algorithm g(-,-) = (- & ).

Eigenvalue & Observe thatin Eq. (2.35) the state \/LE (|0) —|1)) of the target registeris an

Phase eigenstate of the operator Uj, if this operator is thought as an operator act-
Kick-Back ing on target register only and controlled by the control register. Moreover,
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the eigenvalues depend on f{x) and in the particular Deutsch’s algorithm
they are (—1)™. These eigenvalues are kicked-back on the control regis-
ter as amplitudes on the superposition of the computational basis states

|x).

Interference & Deutsch’s problem can be defined as a problem of estimating amplitude

Phase phases of the control register superposition as shown in Eq. (2.36). E.g.

Estimation the state of the control register can be written as \/LE S, €2™x) and the
phase parameter » takes values 0 or 1/2, depending on if the function
fis constant or balanced, respectively. Thus, the problem is reduced to
the estimation of the phase parameter w. This estimation is done by in-
terfering the parallel branches of the computation that occur due to the
superposition and combining the various amplitudes so as to enhance or
cancel them. In Deutsch’s algorithm this interference is accomplished with
the Hadamard gate on the right, just before the measurement. In a gen-
eral setting of quantum phase estimation, as it will be shown in Chapter
3, the interference is accomplished using the Quantum Fourier Transform
(QFT). In Deutsch’s special case, the Hadamard gate performs the QFT
on just one qubit.

The Deutsch-Josza algorithm [64] is an example that uses a non trivial control register.
This problem is described as follows: Given a Boolean function f of n variables f: B" — B
and the promise that it is constant or balanced (half of its values are 0 and the other half
are 1), decide in which one of the two categories it falls in. The quantum algorithm shown
in quantum circuit representation is depicted in Figure 2.10. The oracle U, applies the

transformation |x)|y) 9, Ix)|y @ fx)) where x € B, that is a string of bits representing the
n qubits computational basis or equivalently an integer between 0 and 2" — 1. An analysis
similar to the previous case of the simple Deutsch’s algorithm leads to the conclusion that
a measurement of the control register gives the integer 0 with certainty, iff fis constant,
while it gives with certainty a value different from 0, iff /is balanced. Thus, with only one
invocation of U, the problem can be solved with certainty.

On a classical computer the same problem would be solved with 2"~ + 1 queries, in the
worst case. Yet, it can be shown that there is a classical probabilistic algorithm that solves
this problem with » + 1 queries and zi probability of error. An arbitrary low probability of
error can be achieved with linear number of queries, thus this problem is not considered
as a hard problem, even if deterministically it needs exponential number of queries as a

function of its size n.

0)
0)

BAJIN

El

0)

1)

Figure 2.10: Quantum circuit for Deutsch-Josza algorithm

#
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o)
f
1) ]

Figure 2.11: Quantum circuit for Simons’s algorithm

One of the problems that showed a clear superiority of quantum relative classical com-
putation in terms of complexity was Simon’s problem [9]. This problem is described as
follows: We are given a function f: B” — B” with m > n and the property that f'is xor
invariant under some mask s, thatis Vx # x',3s € B" : flx) = fiX') © X' = x®s. The @
symbol is now the operation of bitwise XOR. The problem is to find the mask s. Note that,
in the case of s = 0 the function fis 1-1.

Figure 2.11 shows the circuit for the quantum part of Simon’s algorithm. Qubit lines of con-
trol and target registers are not shown individually, but instead, they are shown collectively
as a single line with the width of each register attached to it (» and m for the control and
target register, respectively). The notation H#*" is the tensor product of » Hadamard gates,
each one acting in paallel on one qubit of the respective register. The oracle U, computes

|x) ) A lx)|y & f(x)) where & stands for the bitwise XOR operation.

Simon’s algorithm consists of a repeated execution of the quantum part depicted in 2.11
about »n times and then classical post processing of the measurements results with O(»?)
complexity. It has been proven that it can solve with success probability at least 2/3 the
problem of bitwise XOR masking as posed above. On the contrast it can be proven that
any classical algorithm solves the same problem with success probability at least 2 /3 using
Q(2"/3). Thus, Simon’s problem was one of the first problems that showed a superpolyno-
mial superiority of the quantum computation relative to classical computation.

At the same time, Shor announced [10] his famous quantum algorithm which, among
others, solves the hard problem of factoring an integer into its prime factors in polynomial
time. This algorithm belongs to the same family of quantum phase estimation algorithms
and it is extensively discussed in Chapter 3. Variations of this algorithm solve the discrete
logarithm problem and the more general hidden subgroup problem.

An important point about these algorithms is that their circuits must be efficient. Until now,
the oracles were presented as black boxes without mentioning their inner implementation
details. Fortunately, it is proven that such oracles can be constructed efficiently (polyno-
mial circuit cost,depth etc). In Chapter 4 a set of novel efficient quantum arithmetic circuits
(multipliers/accumulators, multipliers, dividers,etc ) is presented and the way they can be
combined to build a fast quantum modular exponentiator circuit which is an integral part
of Shor’s algorithm and the quantum phase estimation algorithm in general, is shown.

2.4.3 Other quantum algorithms and applications

While Shor’s algorithm offered a superpolynomial speed-up in relation to classical algo-
rithms, its applications are restricted mainly in cryptanalysis and algebraic problems. A
quantum algorithm that is general enough and applies to a varied field of applications is
Grover’s algorithm [11]. This is a quantum search algorithm in an unstructured "database”.
The database consists of a large number N of "objects” indexed by anintegerk = 0... N—1.
Each object has a property that is satisfied or not. An oracle is available which, given an
index k of the object, it can answer whether the object has the satisfying property, e.g. it
computes the function /: {0...N— 1} — {0, 1} where f(k) = 1 if the k indexed object is a
solution, otherwise f(k) = 0. The problem is to find all the objects (indexes) in the database
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Figure 2.12: Quantum circuit for Grover’s algorithm. Dashed boxes are the Grover operator while G
is the Grover diffusion operator.

that satisfy the required property.

Figure 2.12 depicts Grover’s algorithm in a very abstract level. The top » qubits register,
with n chosen such as that 2" > N, is the index register whose state after the » Hadamard
gates becomes % St [k). The oracle is fed with this superposition and the state \/Li(|0> -
|1)) om the lower qubit. The operation of the oracle is to compute the function fas follows:

1
V2

Thus, the solution is again encoded in the phases of the first register while the lower qubit
remains unaltered. Assuming that s is the only solution, then after the application of U,
on the superposition states of the first register and ignoring the lower qubit as it stays
unaltered, we have the following state for the index register

) —=(10) — 1)) = (—1)“")Ik>%(lo> =) (2.38)

1 N—1 .
v) =5 | -l +2 i) (2.39)

1

The amplitude of the basis state |s) which belongs to the solution is —

N while the ampli-
tudes of every other basis state are \/17 The purpose of the G operators (Grover’s diffusion
operator) in Figure 2.12 is to gradually increase the absolute amplitude of the solution
state’s |s) while at the same time to decrease the other amplitudes of the non solution
states |k), k # s. This procedure is called amplitude amplification. The detailed operation
of the diffusion operator G is not explained in this thesis, but it is enough to give its defini-
tion as G = H®"(2/|0)(0| — I)H®". Each dashed box in Figure 2.12 which contains Uyand G
is called Grover’s operator. It can be proven that an iteration of O(v/N) Grover’s operators
(and thus the same number of U, oracle invocations) is adequate to amplify the absolute
value of the solution state |s) so as at the end, a measurement gives the solution s with

high probability.

A classical algorithm must query the oracle N times to find the desired objects. On the
contrast Grovers’s algorithm finds the solution by invoking O(v/N) queries. Although this
quadratic speed-up is not as dramatic as the superpolynomial speed-up of Shor’s algo-
rithmm, this search algorithm is quite general. E.qg. it can be applied to various NP problems
having a complexity of O(2") to lower it to O(2"/?), an improvement which may be adequate
for many applications.

Another family of quantum algorithms which are related to Grover’s search algorithm are
the quantum walks algorithms. These are the quantum analogue of classical random walk
algorithms and they find applications in various problems. They offer superpolynomial
(welded-tree [65], hidden non-linear structures [66]) or polynomial speed-up (triangle prob-
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lem [67], element distinctness [68], verifying matrix products [69], etc.) compared to clas-
sical computation. Overwiews of quantum walks algorithms can be found in [70] and [71].

In general, the various quantum algorithms developed for specific problems fall into two
broad categories: Quantum Phase Estimation like Shor’s algorithm and search based like
Grover’s and quantum walks algorithms. An updated collection of quantum algorithms with
references can be found on-line at [72].

Simulation of quantum systems (quantum physics,quantum chemistry) will probably be the
most promising application of quantum computation. Anyway, the simulation of physical
systems at the quantum mechanical level was the initial stimulus for the study of whether
quantum computers as exposed by Feynman and others are feasible. The purpose of the
simulation of a quantum system is to predict its time evolution given some initial state. The
time evolution of a closed system as predicted by Eq. (2.6) of Postulate 2 is essentially
the solution of the Schrodinger differential equation

ih () = Hly (o) (2.40)

where |y(¢)) is essentialy the wave function, 7 is Planck’s constant and H is the so called
Hamiltionian of the system which represents its energy. The solution given in Eq. (2.6) is
valid for the initial condition |y,) = [y(0)) and gives the final state [y,) = |w(¢)) for every
t. The unitary matrix U is related to the Hamiltonian as U = ¢/ for some specific z. The
difficulty of such a simulation in a classical computer arises from the fact that the dimension
of system’s state |y(¢)) grows exponentially as system’s size n, namely 2", as implied by
Postulate 4. This means that there is an exponential requirement of memory resources.
Moreover, the dimension of the Hamiltonian H grows also exponentially (2” x 2") which
means that the matrix exponentiation and multiplication needs exponential running time.

The simulation of quantum systems by a quantum computer based on the quantum circuit
model can be done efficiently on the conditions that (i) the initial state |y;) can be prepared,
(i) the unitary matrix U corresponding to the particular Hamiltonian A can be efficiently ex-
pressed in a polynomial cost and depth quantum circuit, and (iii) useful information can be
extracted by an efficient measurement of the final state |). Fortunately, due to existence
of local interactions in many physical systems it is pointed out that such simulations are
feasible [12, 73, 74, 75, 76, 77].

Although the simulation of a variety of quantum systems can be done efficiently on a quan-
tum computer, at the end some measurement must be performed to retrieve useful results,
but this measurement lead to the collapse of the state vector. Thus, only part of the infor-
mation simulated up to the moment of the measurement is available. Yet, this information
may be related to properties such as energy gaps, eigenvalues and eigenvectors, corre-
lation functions and spectra. If the full quantum state estimation is required then quantum
state tomography [41] methods could be used but they have the disadvantage that they
scale exponentially on the problem size.

The applications of quantum simulations lie on a very wide field (nuclear physics, atomic
physics, condensed matter physics,quantum field theory, cosmology, quantum chaos,
quantum chemistry,etc.). Reviews on the subject of quantum simulation can be found in
[78] and [79]. The quantum simulation of physical systems is a very promising application
of quantum computation and in fact it will be the first application of quantum computers.
The reason is that a few tens of qubits are adequate to simulate physical systems of in-
terest outperforming the current classical computer capabilities. In contrast, to factor a
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1000 bits integer using Shor’s algorithm would require (accounting the necessary error
correction involved) some millions of qubits. In Section 2.5 recent advances on some ex-
perimental set-ups related to this promising application are summarized.

2.4.4 Quantum Complexity

The evidence that quantum computation may solve problems that are believed to be in-
tractable for classical quantum computation brings the need to define a new complexity
class related to quantum computation. This class is called Bounded-error Quantum Poly-
nomial time or BOP [36].

Definition 2.8. (BOP complexity) The Bounded-error Quantum Polynomial time complex-
ity class consists of all the problems that can be solved in polynomial time on a quantum
computer with probability of error at most % for all instances of the problem.

The probability of % is arbitrary and in fact every real number 0 < £ < % leaves the BOP
set imperishable. The above definition is the quantum analog of the classical BPP class.
The proven relations between BOP and other complexity classes are that BPP C BQP
and BOP C PSPACE [36]. Figure 2.13 shows the relations of BQP class to other classical
complexity classes. In this figure all of the inclusions are shown as strict (otherwise all
the classes would collapse to only one), although the fact that these inclusions are proper
is not yet proven, but it is widely believed to be so. An exception is the conjecture that
P = BPP.

Some consequences of possible proofs of whether some of the above inclusions are strict
or not follow. The most important one is that if the suspected superior power of quantum
computers compared to classical ones is proven (BPP # BQP and consequently P # BOP)
then P £ PSPACE, which is a problem that remains unsolved until today. The proof that
BQOP +# BPP would also invalidate the Strong Church-Turing thesis. On the other hand, if it
will be ever proven that P = PSPACE then this would automatically mean that P = BPP =
BQP and thus a quantum computer would not offer any computational power advantage
over a classical computer.

Observe that it is not known even if BOP C NP. The problem of Recursive Fourier Sampling
[36] gives indications that it may not be so and for this reason part of the ellipsis denoting
the BOP class lies outside the circle of the NP class. If, on the other hand, it holds that
BQOP C NP then the rigorous proof of the quantum computation advantage BPP # BQOP
would lead to the conclusion P # NP.

PSPACE

NP-complete

-————
- -

Figure 2.13: The suspected relations among various classical complexity classes and BQP.
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Looking for the inverse relation between BOP and NP, it is not known whether every NP
problem can be solved efficiently on a quantum computer. In fact none of the efficient
quantum algorithms in the literature solve any NP — complete problem. If any efficient al-
gorithm will ever be proposed for any NP — complete problem then this would mean that
NP C BOP.

2.5 Physical Implementations

The feasibility of building real devices that perform quantum information processing tasks
relies on the choice of a particular quantum mechanical system capable to process and
store quantum information. In the last thirty years much progress has been made in experi-
mental realization of quantum information processing devices and even some commercial
products have appeared, but they are limited to small scale blocks. E.g. quantum cryptog-
raphy systems, quantum teleportation demonstrations, quantum gates implementations
and quantum computers of a few qubits. Yet, the physical implementation of a large scale
quantum computer operating on thousands of qubits is still away from current technologi-
cal capabilities.

The physical representation must meet some minimum requirements if it is to be consid-
ered a candidate for a large scale quantum computer implementation. DiVincenzo [80]
introduced five criteria that must be met by any implementation technology. These criteria
are briefly exposed below

1. Scalable physical system with well-characterized qubits.

Usually, the physical system representing the qubit may lie in a Hilbert space which
is larger than the desired dimension of the qubit which is two dimensional. E.g. if
the energy state of the atom is chosen to represent a qubit, with the mapping of the
ground state to |0) and of the first excited state to |1), there is still a much larger space
on this system corresponding to the higher energy states. The "well-characterization”
requirement means that this system must not make a transition to any other dimen-
sion except the required ones, that is |0) and |1). Also, the selected physical system
for the representation of the qubit must be easily expanded to a large number of
qubits and additionally each qubit must be easily handled individually and indepen-
dently.

2. Ability to initialize the state of the qubits to a simple fiducial state, e.g. |[00...0).

This requirement comes due to the quantum circuit model definition which mandates
the initialization of a quantum register or storage element to a definite state before
any computation takes place. Except from the preparation of a quantum register
to a definite state at the initialization of the computation, such a preparation is also
required during the whole computation run by the error correcting procedures applied
to the circuit.

3. Long relevant decoherence times, much longer than the gate operation time.

Decoherence or quantum noise is the undesirable degradation of a quantum state,
due to non unitary evolution, to a statistical mixture of states. A qubit is a very fragile
entity, whatever its implementation may be, as it unavoidably interacts in an uncon-
trollable way with its environment and other neighboring qubits. The quantum circuit
model assumes only unitary evolution (except at the final measurements) and thus it
is an idealization of a real quantum circuit. In a real quantum circuit the evolution be-
comes non-unitary because the system can no longer be assumed a closed system.
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The consecutive accumulation of errors in a real quantum circuit during the computa-
tion makes the final result useless. Decoherence increases as time evolves, leading
to the notion of decoherence time which can be thought as the time that transforms
a well defined state to a completely mixed state. This implies that long processing
tasks would be impossible due to the accumulation of errors. Thus, it is important
that the decoherence time is long enough so as at the end of the computation the
accumulated decoherence in each timestep of computation does not degrade the
final state excessively.

Fortunately, various quantum error correction codes have been invented which make
the restoration of a distorted state of one or more qubits possible, at the expense of
using redundancy [19, 21, 20]. Nevertheless, it is not obvious that the usage of error
correcting codes can lead to fault-tolerant quantum gates because the entailed re-
dundancy may introduce more errors during the error correction than the errors cor-
rected. The incorporation of fault tolerance to quantum computation is achieved by
(i) choosing a quantum error correcting code, (ii) applying directly on the codewords
the quantum operations corresponding to the usual elementary gates like X,Z,CNOT,
etc, as well as measurements and state preparations and (iii) applying error cor-
rection after each operation. The operations on the encoded states must be done
without the errors spread on more qubits than the code can handle. As an example,
when using the Steane [[7, 1, 3]] code, one encoded logical qubit (quantum code-
word) is represented by seven physical qubits. The basis states of a logical qubit are
represented by the seven qubit states

1
= —=(/0000000) + {1010101) + |0110011) + [1100110
7510000000} + [1010101) + 0110011) + [1100110)

+]0001111) + [1011010) + [0111100) + [1101001))

0)2

and

1
= —(|I111111) + ]0101010) + |1001100) + |0011001)+
(1111 +[0101010) + [1001100) + ooT1001)+ )

+[1110000) + [0100101) + [1000011) + [0010110)),

DL

respectively, while a general superposition state of a logical qubit is a|0); + b|1);.
The distance of this code is 3 and it can detect and correct any kind of error in any
one of its seven qubits, but no more than one error. The correction on a codeword is
achieved by suitable syndrome extraction circuits using ancilla qubits and measure-
ments on them so as to orchestrate the recovery of the correct codeword. Special
care must be taken so as the ancilla are prepared faithfully and the measurements
are applied fault tolerantly without introducing new errors.

The computation is achieved by applying logical gates on each logical qubit on the
condition that they are fault tolerant, that is they don’t propagate an error appearing
on anyone of the seven physical qubits to another physical qubit of the same block
code, as this code cannot correct more than one error in a codeword. An example of
a fault tolerant gate on this code is the X gate which can be implemented transver-
sally by applying seven X gates on each physical qubit as X; = XX®- - -®X. Clearly,
an error on anyone of the seven physical qubits cannot propagate to another qubit.
Similar constructions can be accomplished other elementary gates as well as for
the logical CNOT gate where seven CNOT qubit gates are applied qubit-wise be-
tween two seven qubit codewords. Not all members of a universal set of gates can
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be implemented transversally. An example is the T gate where its fault tolerant im-
plementation requires additional ancilla qubits specially initialized and verified and
fault tolerant measurements. Thus, the T gate is counted as a more costly gate than
the transversal gates H,X,Z,S and CNOT.

After the application of each logical fault tolerant gate, fault tolerant error correction
is applied on each code block being part of the logical gate operation. Also, error
correction must be applied periodically on idle logical qubits. The above coarsely
described scheme of error correction can be applied recursively at a higher level
leading to concatenated coding. E.g. seven logical qubits of the first level error cor-
rection are combined to offer a second level logical qubit consisting of 7> = 49 phys-
ical qubits, etc, until an adequate probability of error can be reached for a particular
computation.

An important result known as Quantum Threshold Theorem [22] gives the adequate
condition for fault tolerant quantum computation. This may be simplified as follows
[50]: A quantum computation of arbitrary duration can be done with arbitrary small
error probability in the presence of noise and using imperfect quantum gates if the
storage of qubits and the physical gates used to perform the computations have
error probabilities less than a threshold value P, known as the accuracy threshold.
The higher the lower bound is for the accuracy threshold, the less challenging is
the actual physical gate construction relative to induced decoherence . The exact
lower value of this threshold depends on various assumptions for the error model,
the error control codes used etc. Some improvements on the initially estimated lower
bound for this threshold can be found in [81] giving a threshold of 2.73 - 107> for the
simple Steane [[7, 1, 3]] 7 qubits - distance 3 code [21], or in [82] giving a threshold
of 1.32 - 1073 for a Golay [[23, 1, 7]] 23 qubits - distance 7 code.

Topological or surface codes suggest another promising method for fault tolerant
quantum computation [83, 84]. Recent results [85] suggest an accuracy threshold of
about 1.4 - 102 for these kind of codes. An additional advantage of these codes is
that they require local interaction only between the qubits in the block code, relaxing
the communication cost requirement.

4. Ability to implement a universal set of quantum gates.

In Section 2.3.5 the notion of a universal set of gates was introduced and it was also
noted that a discrete set of gates supporting fault tolerance can be used to approxi-
mate any quantum gate with arbitrary accuracy. The chosen physical representation
must support the operation of this set of gates and also implement them so as its re-
liability or fidelity (small probability of error) is under the accuracy threshold defined
above.

In general, interaction between two systems, each one representing a qubit, is more
difficult to be controlled in a manner corresponding to a two-qubit gate than the con-
trol of a single qubit gate. This may pose restrictions to the architecture of the system,
such as allowing local interactions only. Another restriction which may have impor-
tant impact to fault tolerance and speed of the circuit is the ability of performing
parallel operations of the gates.

5. A qubit-specific measurement capability.

At the end of the quantum computation, classical results must be extracted by mea-
suring particular qubits on a particular basis. Except from this, measurement is also
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involved in the error correction used in the fault tolerance. For this reason the mea-
surement must be reliable and fast.

An additional requirement, as noted in [80] is reliable quantum communication from one
place of the quantum computer to another. This could be accomplished with real transport
of the physical carrier of the qubit or using quantum teleportation.

A particular technology cannot always sufficiently fulfill all the above requirements and in
fact some of them may contradict each other. E.g. the requirement to build a two-qubit
gate means that these two qubits can easily come to an interaction. On the other hand
this means that they can be easily decohered. A striking example is the usage of photons
which can very robustly represent a qubit but cannot easily be involved in a two-qubit gate
construction.

In general, trade-offs between various architecture parameters must be accounted for in
order to study whether the proposed architecture is feasible for a future quantum computer.
These parameters may be the number of qubits available, the physical gates operation
and decoherence times, error control codes used, the particular quantum algorithm imple-
mentation targeted, communication costs, total running time, etc. The interplay of all these
parameters is complicated enough so as to make any analytical study on performance vs
resource requirements of a candidate quantum computer on a particular physical imple-
mentation. For this reason various software tools have been developed to make feasibility
studies [86, 87, 88].

A brief presentation of various technologies that have been proposed and tested as im-
plementation candidates on various aspects follows:

Trapped lons The physical carrier of quantum information is the energy level of charged
atoms which are confined in a small area with the help of static electri-
cal potential and radio frequency radiation. The ions are kept in an ultra-
vacuum, ultra-cold environment to minimize their kinetic energy and in-
teraction with other atoms. Laser pulses of appropriate wavelength and
duration can initialize the state, perform one qubit gate operation and mea-
sure a particular ion. The ions can form one dimensional chain and the
Coulomb interaction between them combined with laser pulses can be
exploited for a two-qubit gate implementation as first proposed in [13].
Recent experiments [91] have shown that ion traps can offer excellent fi-

(i)
Figure 2.14: lons Trap microfabricated chips: (i) Sandia National Laboratories. [89], (ii) Department
of Physics, Oxford University. [90]
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delity of initialization and measurement with probability of error 7 - 1074,
single qubit gate operation with error probability 10~¢, while the two-qubit
gate is implemented with an error of about 10~2.

In the last 20 years extensive experimentation with trapped ions has de-
livered promising results concerning the scalability of these systems. En-
tanglement of six qubits was observed in [92] and [93]. Trapped ions were
demonstrated on semiconductor fabrication MEMS technology in [94].
Universal quantum simulation with ion traps of six qubits was demon-
strated in [95]. Shor’s algorithm with three qubits (Kitaev’s version) ex-
perimentally worked on ion traps [96]. Entanglement of 14 qubits was
achieved in [97]. Number 15 was factored in its primes using 11 qubits
as reported in [15].

A Josephson junction is formed when two superconductors are coupled
with a thin insulator. Current can flow through the insulator in the absence
of any applied voltage, while microwave current oscillations, whose fre-
quency depends on the voltage applied, appear. Resonant microcircuits
(LC) are formed with their inductances (L) implemented as superconduc-
tors with Josephson junctions. These microcircuits behave as individual
atoms in the sense that their stored energy is quantized representing thus
a superconducting qubit [14]. Microwave pulses can alter the quantum
state and electrical measurements are used to perform quantum mea-
surements.

Universal set of high fidelity quantum gates based on Josephson junc-
tions reported in [98]. Probability of error 8- 10~ for single qubit gates and
6 - 1073 for two-qubit gates were measured. Also, entanglement on five
qubits was demonstrated. Together with the ability to prepare and mea-
sure a state with high fidelity, these results show that combined with the
usage of surface codes, this technology is viable for large scale quantum
computation.

In [99], Shor’s algorithm was implemented using three Josepshon junc-
tions qubits and succesfully factored integer 15. Simulation of fermionic
systems was reported in [16] using four qubits.

Figure 2.15: Nine superconducting qubits integrated circuit fabricated at University of California -
Santa Barbara [100].
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Optical Photons of optical wavelengths can be another qubit carrier. The polar-

Photons ization of the photons or their path can represent the qubit value. Mirrors,
beam splitters, phase shifter crystals etc. can be used to implement any
single qubit gate. Photons are very robust qubit carriers as they do not
have strong interactions between them and with matter. Yet, this is also a
drawback, as the construction of two-qubit gates becomes difficult. Indi-
rect interaction between photons could be achieved with Kerr crystals to
build two-qubit gates, but this method leads to low fidelity gates. Another
problem faced with photon implementations for quantum computation is
the requirement for single photon sources for state preparation and single
photon detectors with high efficiency for the measurement.

A scheme that uses only linear optics (Kerr crystals are non-linear) and
teleportation is presented in [101]. The linear optics implementation pro-
posal requires single photon detection on demand and high efficiency sin-
gle photon detectors.

Shor’s algorihm was implemented to factor integer 15 with linear optics
and using four qubits in [102] and [103]. A similar experimental setup was
demonstrated in an integrated silicon photonic chip [17]. Integer 21 was
factored in [104] using only one qubit and a qutrit (a qutrit operates on
three dimensions instead of two).

Nuclear Nuclear magnetic resonance manipulation is a well established method to

Magnetic direct manipulate nuclear spins using magnetic fields and radio frequency

Resonance radiation. Due to the tiny strength of the inherent magnetic field produced
by an individual nucleon, a sample of many molecules is used, in con-
trast to the case of trapped ions. Every molecule in the sample is a tiny
quantum computer and each average behavior is manipulated. The inter-
actions between the nuclei in each molecule are exploited to define the
quantum gates. Effectively, the architecture of the quantum computer is
hardwired in a molecule. The drawback here is that this scheme does not
scale well. Trivial implementation of Grover’s algorithm using NMR was
shown in [105]. An implementation of Shor’s algorithm using seven qubits
was reported in [18].

These were but a few proposals to real quantum computation. Many other proposals are
under investigation (cavity quantum electrodynamics, neutral atoms etc. [106, 107]). Only
recently a two-qubit CNOT gate was demonstrated using quantum dots in conventional
silicon fabrication [108].

Another approach to computation and simulation is the adiabatic quantum computation
[109]. It is a special purpose method which solves specific global optimization problems
using quantum annealing. Quantum annealing is computationally more efficient than clas-
sical simulated annealing.

D-Wave Systems announced in 2011 a product which was claimed to be the first com-
mercial quantum computer. In fact it is a system that performs modest quantum annealing
and it is not a programmable quantum circuit model computer. The first computer named
D-Wave One was a 128 qubits computer (sold to Lockheed Martin). In 2013, D-Wave
Two version was released incorporating 512 qubits (sold to Google) and in 2015 more
than 1000 qubits were announced for the D-Wave 2X product. Superconducting qubits
are used in all three products but without any fault tolerance incorporated.
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Criticism has been raised concerning D-Wave Systems machines, in two aspects, in re-
lation with each other. The first is whether these machines are real quantum computers
in the sense that entanglement, which is believed to be a prerequisite for quantum com-
putation, is observed. A study [110] showed entanglement in groups of eight local qubits,
but not throughout the machine, and this is due to the low fidelity of the qubit operations
and the lack of error correction. The other question is whether any quantum speed-up
is offered. While some studies showed that D-Wave outperforms classical solution (but
in constant factors) [111], others showed no real quantum speed-up [112, 113]. It is un-
clear yet if any of the machine’s outperformance to solve some problems instances can
be attributed to quantum entanglement as this entanglement is not global.
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Figure 2.16: D-Wave Systems 1000 qubits quantum annealing processor.

The progress achievements of the last years, both in theory and experimentally, bring
closer the possibility of the appearance of practical quantum computers in the near future
(at least for simulation purposes), something that a few years ago was not surefooted.
Still, much effort remains to be devoted.
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3. SHOR’S ALGORITHM

While Simon’s problem [9] was the first one that manifested a super-polynomial speed-up
of a quantum computer relative to a classical one, it had no practical applications. At the
same time, Peter Shor inspired by Simon’s work, introduced a quantum algorithm that of-
fered super-polynomial speed-up and had also important applications [10], [114]. Shor’s
algorithm deals with the problems of integer factorization and discrete logarithm. Both of
them find applications in the cryptanalysis domain that is to decrypt an encrypted message
without prior knowledge of the decryption key. The security of many public key cryptogra-
phy systems [115] rely on the assumption that the integer factorization and discrete log-
arithm problems are intractable for a classical computer. Shor’s quantum algorithm, com-
bined with classical pre-processing and post-processing, achieves to solve these prob-
lems in polynomial time with respect to the problem size, which is the bits length of the
number to be factored. In the following subsections we describe the algorithm in detail.

3.1 Preprocessing: Reduction of Factoring to Period Finding

The factorization problem of a composite odd integer ~, which is not a prime power, can
be reduced to a period finding problem (see Appendix A.1 for proofs). Namely, given the
integer N, a random integer « is chosen such that 1 < ¢ < N and the greatest common
divisor ged(a, N) is calculated. If ged(a, N) # 1 then, by the definition of GCD, a factor
p = ged(a, N) of N is found and the algorithm finishes. If on the other hand ged(a,N) = 1
holds, then the smallest period » of the sequence f(x) = ¢* mod N is calculated. If » happens
to be even and also a:*! mod N # 0, then the a factor of N is p = gcd(az — 1,N) and the
algorithm finishes with success. If » is not even or a2*! mod N = 0, the previous steps are
repeated by choosing another random a.

The above steps are shown compactly in Table 3.1. The subroutines used in the algorithm
are gcd, modular exponentiation and the period finding of a sequence FindPeriod . Euclid’s
algorithm is a polynomial complexity algorithm which can be used for the calculation of
the greatest common divisor. The modular exponentiation can also be calculated with
polynomial complexity. The algorithm of Table 3.1 successfully finds factors of N with a

Table 3.1: Probabilistic algorithm to factorize an odd, non prime power integer, N by finding the
period of sequence ¢ mod N. The output p is a factor of N. The probability of success can be made
arbitrary close to 1 with a constant number of iterations.

INPUT N
a = Random(1,... ,N—1)
g = ged(a, N)
IF g #1 THEN
pP=8
ELSE
r = FindPeriod(a* mod N)
IF » mod 2 = 0 AND a2*! mod N # 0 THEN
p = ged(a? — 1,N)
ELSE
GOTO LINE 2
12: END IF
13: ENDIF
14: OUTPUT p
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probability arbitrary close to 1 with constant number of iterations, on the condition N is
odd and not a prime power, that is not of the form N = p™ where p is a prime (this case
can be solved efficiently using a classical algorithm). Thus, the presented factorization
algorithm can factorize an integer efficiently on the condition that the period finding routine
is efficient. There is not known efficient classical algorithm for the period finding procedure,
yet an efficient quantum algorithm for the period finding can be used instead and thus
the problem of factoring can be solved efficiently on a quantum computer. This is the
contribution of Shor’s algorithm.

3.2 Quantum Fourier Transform

The Quantum Fourier Transform (QFT) of size L is a linear transformation from #* to itself.
It transforms a general superposition state |y) = x¢|0) +x;|1) + - - - +x,_1|L — 1) to another
state |p) = »[0) +»1|1) + -+ +y._1|L — 1) according to

L—-1

) 25 o) = Z<f2x,afk> 1K) (3.1)

where w;, = ¢'7 is the L-th primitive root of unity. The parenthesis in Eq. (3.1) is the
amplitude y; of the transformed state |y), that is

L—1

1
Yk = ﬁ ZXJCU]Lk (3.2)

j=0

and this is a modified definition® of the Inverse Discrete Fourier Transform (IDFT) applied
on the {x;} sequence; y;, = IDFT{x;}.

The transform in Eq. (3.1) is unitary and its inverse is given by

L—1

’ >QFT1 ‘ > Z(\/—Zyk% > - (33)

Similarly, the amplitudes of |y) superposition are given by the Discrete Fourier Transform
(DFT) of the {y,} sequence; x; = DFT{y,} which is given by

1 L—1 i
Xi=—= Y no, (3.4)
\/Z k=0

Thus, the QFT and its inverse are essentially IDFT and DFT applied on the amplitudes of
a superposition. When working with » qubits, the size L of the QFT is L = 2". Then, any
computational basis state |j), j = 0...2" — 1 can be written as |j) = |j;)|2) - - - |j.) Where
(jij2 - - -ja) is the binary representation of j, that is j = j;2"~! + j,2""2 + ... +,2% It can
be proven (see Appendix A.4) that the application of QFT to any basis state |j) can be
described as the n qubits product state [116]

1Usually, in Signal Processing Iiterature the DFT is defined by DFT{x;} = 1 ¥°/7 xj0; ", while the IDF T is

defined by IDFT{y;} = Zl 0 yka)L In the Quantum Computation context the pairs of Eq. (3.4) and (3.2) are
used instead, mainly due to the amplitude normalization requirement; the initial state |w) and the transformed
state |¢) must have unit norm.
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Figure 3.1: Quantum Fourier Transform circuit on » qubits. The normalization factor ﬁls not shown
at the output states. The order of the qubits must be reversed at the end.

1)

1 (0.
) 5 5 (10) + R0

V21

1>) (’0> + 27(0u—1jn)

1>) ce (|O> + ei2”(0J1j2--Jl1)

1)) (3.5)

In Eq. (3.5) the binary notation (0.jj,., ...j,) is used to represent the fractional number
Y/ W T / T
2 4 n=IFT+

The above product form representation helps to construct a circuit (see also Appendix
A.4) which computes the QFT on n qubits [117] as shown in Figure 3.1. The controlled R,
gates (k = 2...n) depicted are c-R.(#) gates, where the abbreviation R, = Rz(g—’;) is used.
Observe that the output product state of the circuit is given in reverse order, e.g. the state
|0) + 70| 1) results at the bottom qubit instead of the top one. A reordering of the qubits
using 5 SWAP gates is not shown in this figure.

The circuit of the inverse QFT can be easily built by mirroring horizontally (flipping about
the vertical axis) the whole QFT circuit (including the SWAP gates) and using opposite
signs in the ¢-R.(0) gates.

3.3 Discrete Fourier Transform and Periods

We define the comb sequence of finite length L and period r as

[Z/r]—1
Comb, . (j) = Z oG—nr), 0<j<L-—1 (3.6)

where 4(j) is the impulse sequence defined by

. )1, j=0
5(/)—{07 20 (3.7)

Proposition 3.1. The DFT of a comb sequence of length L and period r, when r di-
vides L, is another comb sequence of length L and period £. That is, DFT{Comb,x(j)} =
Comby (k)
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Figure 3.2: Comb sequence of length . = 128 and period » = 8 (top), magnitude of the corresponding

DFT (bottom).

Proof.

e = DFT{Comb, . (/) }

L—1 L/r—1

2250

jOn
L/r—1

Z e
L/r

L/r

0

27rmk
L

1

7

1 —iwnl

nOe

rk mod L # 0

rkmod L =0
rkmod L=1+#0

{ , rkmod L =0
VL -

]

In other words, the impulses of the DFT appear at integer multiples of L/r, when r divides
exactly the length L of the initial comb sequence. These impulses have equal values (as
well as absolute values or magnitudes) @
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A comb sequence of length L = 128 and period » = 8 and its respective DFT magnitude
is depicted in Figure 3.2. The DFT has a period of L/r = 16 and the magnitude of the

impulses occuring at integer multiples of 16 is |@\ ~ 1.414.

If someone knows the index & of any DFT peak, then together with the knowledge of L,
he may possibly find the period ». From Eq. (3.8), this index is of the form & = %n for
n=0...r—1.Then, £ = 2 Reducing the fraction £ into its lower terms p and g so as % = 2

leads to g = m and thus the periodis r = ¢ = m. This is valid on the condition that

2 is already expressed into its lower terms or equivalently that ged(n,r) = ged(%,r) = 1.
In the example of Figure 3.2 the knowledge of £ = 48 (fourth peak) leads to the correct

estimation {55 = ¢ = 8 for the period because it holds ged (5, 8) = 1. But when
k ; 32, an incorrect estimation r = 2355 = 55 = 4 is extracted because ged(f55,8) =
2 #1.

In the more general case where the period » of a comb sequence does not fit exactly its
length L (r does not divide L), its DFT still shows peaks at about integer multiples of the
ratio L/r, however the overall pattern is somehow distorted. The DFT for this case follows
by defining s = |L/r|

vk = DFT{Comb, ,(j)} =

1 et —

It is easy to see that the above DFT reduces to Eq. (3.8) if |L. Figure 3.3 depicts a comb
sequence as defined in Eq. (3.6) with length L = 128 and period » = 6. In the same figure
the magnitude of its DFT is shown. Although » does not divide L, large amplitudes are
concentrated close to integer multiples of L/r = 21.33... and this concentration can be
exploited to infer the period r as it will be shown later.

It is useful to define a slightly modified version of the comb sequence in Eq. (3.6) so as to
contain one more impulse :

Comb', 1 (j) = Comb,(j) + (| L/r]r), 0<;<L-1

LL/r] (3.10)
=) d(j—nr), 0<j<L-1
n=0

Taking into account that DFT{6(j — |L/r|r)} = ﬁa)*”", where again s = |L/r|, and using
Eq. (3.9), the DFT of this modified comb sequence can be found
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Figure 3.3: Comb sequence of length L = 128 and period » = 6 (top), DFT of magnitude sequence
(bottom).

Vi = DFT{Comb’,VL (])}

_ 1 Wy o 1 —rsk
Vi L
1 wfrsk —1 + a)frkwfrsk _ wfrsk (31 1)
N VL " —1
1 a)L—r(S—H)k 1
o ﬁ wL—rk -1

The pair of the modified comb sequence and its DFT is shown in Figure 3.4. The DFT of this
sequence is slightly different from the one of Figure 3.3, but the qualitative observations
about the location of the peaks still holds. Namely, the peaks appear near integer multiples
of the ratio L/r, except that all the terms of the derived DFT sequence are up-level shifted
by an amount ﬁ ~ 0.088 because of the extra term J(|L/r|r) in Eq. (3.10).

A useful property of the DFT is its magnitude invariance under cyclic shift. If x; is any
sequence of length L, then the same sequence shifted by an amount 1 is defined to be
X(j—1) mod L~ It CAN be proven that

—i2nh

DET{x(-s)moar} =€ ¢ DFT{x;} (3.12)

and consequently the DFT magnitudes of the original and the shifted sequence are the
same; |DFT{x(_j) moar}| = |[DFT{x;}|
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Figure 3.4: Modified Comb sequence of length L = 128 and period » = 6 (top), DFT of magnitude
sequence (bottom).

A more general definition of a comb sequence of length L and period r that takes into
account possible shifts by an amount 1 in the range 0...r — 1 is given below where ¢ =
L mod r

s—1
Comb, ;1 ;(j) = Zé(] —nr—A)+ (G —nr—24)

=0 (3.13)
B {comb'r,L((j— MHmodL), 0<Ai<t—1

Comb, (j—A) mod L), t<i<r-—1

Thus, the generalized definition of the comb sequence is the cyclic shift by 4 of the comb
sequences of Eq. (3.6) or Eq. (3.10), depending on the value of 1. The DFT of the gener-
alized comb of Eq. (3.13) can be obtained by combining Eq. (3.9) and Eq. (3.11) with the
DFT shift property of Eq. (3.12)

—r(s+])/\'_1

' %Zw—”f‘% o, 0<2<r—1
Vi :DFT{Combr,L.A(])} = . /lkwf; 5 (314)
ﬁa)’ a)Lf"kfl’ l‘SiSl"—l
L

Thus, the magnitude of the DFT of a generalized comb sequence of length L = 128 and
period » = 6 for a shift of 1 = 0,1 is the one depicted in Figure 3.4, while for a shift of
A=2...5is depicted in Figure 3.3.
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The reason for the definition of the generalized comb sequence of Eq. (3.13) is thatits DFT
of Eq.(3.14) corresponds to superposition amplitudes of a quantum register just before the
measurement in the quantum part of the order finding algorithm and this fact will be used
in the next section.

3.4 Quantum Period Estimation

The purpose of the quantum part of Shor’s algorithm is to find efficiently the period » of
the modular exponentiation sequence f(x) = a* mod N, x € N, for given integers N and
a. Quantum superposition is exploited to compute f{x) in a superposition of x values, and
then interference using QFT is used to find the period with a constant probability.

A high level quantum circuit for the period finding problem is shown in Figure 3.5. The bot-
tom (target) register |y;) consists of n qubits, while the top (control) register |y ;) consists
of 2n qubits, where n = [log, N]. The U, quantum subcircuit acts on both registers and
computes the modular exponentiation function as follows

Ud|x)|z)) = |x)|za" mod N) (3.15)

Initially, the two registers are in the states |0) and |1). The first step is to apply 2» Hadamard
gates to each qubit of the top register and obtain the superposition

1 L—1
o) = ﬁ;w (3.16)

for L = 2*". The same state could be obtained by applying the forward QFT because of the
particular initial state |0). Thus, a symmetry on Figure 3.5 could be observed. The state
of the bottom register remains |y;), = |1) and the application of the U, block on the joint
state of both registers results in

wwwﬁw%iww

L—-1

= 7> W) (3.17)

The above equation can be reformulated, exploiting the periodicity property of £, in a form
which is more convenient for the application of the QFT at next step. The running index
0 <x < L-—1 cansubstituted by twoindicesm =0...r—1land/=0...s—1asx = Ir+m,
where r is the period of f, s = |L/r| and t = L mod r. Then Eq. (3.15) becomes

10) //211 e OFT"!

Uf

1) -

Figure 3.5: Quantum circuit for period finding algorithm
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The second line of the above equation is due to the periodicity of £. The third line is derived
because the superposition amplitudes of the top register are zero except for the states
|Ir+m) and |sr+m). The last line results by the definition of the generalized comb sequence
given in Eq. (3.13).

The next step, which is the applications of the inverse QFT on the top register, can be
derived by exploiting Eq. (3.14) which gives the DFT of the generalized comb sequence.
Thus, the joint state of both registers after this step is

r—1 L—1

1
1
[wr)slwg)s =(QFT @ 1) \/Z;;Comb X)rLmlX) [ flm)) =

r—1
\% S oFr! <Z Comb(x), 1.» yx>> f(m)) = (3.19)

m=0
1 L-1 /t-1 a)fr(erl)k —rks -1
Z <Z w—mk L _rk ‘|‘ Z —mk L_rk — ) |k)|f(m))

k=0 m=0

The last step is the measurement of the top register in the computation basis {|k), k =
0...L — 1}. The superposition amplitudes ¢, ,, of both registers in Eq. (3.19) are

L —r(s+1)k 1
w_mL,T, m=0...t—1
Chm = 4 (3.20)

—mkop -1
C()MkT, m=t...r—1
o, "—1

Nl— I—

and consequently the probability to obtain the result k is Prob[k] = 37" |ci..|?. This
probability can be calculated analytically by taking into account the trigonometric identity
e — 1] = 4sin*(9)

10 —r(stDk _ 2

Prob [k] = Z — 2L

e
m=0 @ 1

tsin® (2% (s + 1)) + (r — 1) sin® (25)
L?sin® (%)

r—1 —rks
1 —mk P — 1
D

m=t

—rk

(3.21)
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Figure 3.6: Measurement probabilities of period finding algorithm for L = 1024 and period r = 6 (top),
zoom in the range &k = 844 ...862 (bottom).

As it was in the case of the DFT amplitudes of modified comb sequences, the probability
is high for indices & that are close to integer multiples of L/r. If such a & is obtained by a
measurement, then together with the knowledge of the L value, the period » can be found
with constant probability of success using the method of continued fraction expansion
(CFE) which is explained in section 3.5 and further analyzed in Appendices A.2 and A.3.

For the special case where r divides L the probabilities are
1 1
Problk] = =% 6(k—n-)= —Comb (k) (3.22)
r r r’

which are the squared DFT values of Eq. (3.8), ignoring the normalization factor 1/r.

Figure 3.6 depicts the measurement probabilities when applying Shor’s period finding
quantum algorithm with parameters ¢ = 2 and N = 21. In this case 2° mod 21 = 1 and
thus the period is = 6. The top register which is measured after the inverse QFT con-
sists of 2n = 10 qubits as n = [21] = 5, consequently the range of the measurements
results is between 0 and 1023. Clearly, the peak probabilities occur close to integer mul-
tiples of L/r = 1024/6 = 170.66... , namely 0, 171, 341, 512, 683 and 853. A zoom of the
probabilities is shown at bottom of Figure 3.6 near the last probability peak that occurs at
k = 853, which is close to 5-1024/6 = 853.33 ... The period r = 6 can be extracted by the
knowledge of the measurement £ = 853 together with the knowledge of L = 1024, using
the CFE method.
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3.5 Post-Processing: Retrieval of the exact period

The continued fraction expansion representation of a given rational number ¢ is given by

1
cot+t——7F— (3.23)
L+ 7 —
‘2+4.4+$
which is symbolized in compact form as [cy, ¢y, ..., cz]. The j—th convergent of the CFE
is the rational ¢; = [co,c1,...,¢],/ = 0...R and it can be always written in fraction

form ¢ = % The period r is found by searching through trial an error over all the con-

vergents’ denominators d; of CFE representation for £/L. In the example above, where
k/L = 853/1024 the convergents are

0145 424 853

The denominator of the fourth convergent is the desired period » = 6.

REDUCTION TO QUANTUM PERIOD CONTINUED FRACTION
ORDER FINDING FINDING EXPANSION
INITIALIZE INITIALIZE
INPUT N E— 1S —»_ L L i
lvrlve) =7 21X at] &t] i-0
RANDOMLY COMPUTE j=i+1
—p CHOOSE 1< COMPUTE —
1<a<N [wrvs) -7 2 fxfa moan) ;
j=i+1
COMPUTE COMPUTE
FT{yr)) A pla=d
I’=q
MEASURE k
|vr) NO
YES

Figure 3.7: Shor’s integer factoring algorithm flowchart. The algorithm is divided into the three
grayed shades submodules; the probabilistic reduction of the factoring problem to period finding,
the quantum computation for the period finding and the exact extraction of the period using the
continued fraction expansion method (Appendix A.2).
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The CFE computation can be accomplished using a classical computer in polynomial time
with respect to n, where n is the number of bits which are adequate to represent the mod-
ulus N of the function f(x) = a* mod N.

Not every peak leads to a succesful retrieval of the period ». In Appendices A.2 and A.3
the sufficient conditions and the probability of successful retrieval is given. Moreover, the
random nature of the measurement does not guarantee a k that is close to an integer
multiple of L/r. Thus, the success probability of the quantum part of the period finding
algorithm depends on these factors, and it is shown that it has a lower bound of Q(m).
Consequently, O(loglog N) = O(log n) iterations of the quantum part are adequate to lead
to a constant probability of success to find the unknown period.

The quantum part essentially consists of the QFT which has polynomial space and time
complexity with respect to » and the modular exponentiation part which also has polyno-
mial complexity. Thus, the quantum algorithm combined with classical calculations can
solve the period finding problem in polynomial time and consequently it can factor an in-
teger N in polynomial time with respect to the number of its digits.

The summary of Shor’s factoring algorithm combining both classical and quantum com-
putations is shown in the flowchart of Figure 3.7.

3.6 Decomposition of Quantum Modular Exponentiation

The efficient implementation of the quantum period finding circuit shown in Figure 3.5
requires that the modular exponentiation circuit U, described by Eq. (3.15) can be imple-
mented polynomially both in space and time with respect to n. A step towards the imple-
mentation of Uy is to consider that the modular exponentiation function ¢* mod N can be
decomposed as

a* mod N = (¢* mod N)® - (¢* mod N --- (¢*" mod Ny mod N (3.24)

where x;, (j = 0...2n—1) are the bits of the x’s binary expansion, thatis x = (x2,—1 .. .x1x0).
Each factor of Eq. (3.24) has the exponent x;, and thus takes the form of (a¥ mod N) if
x; = 1, or the constant 1 if x, = 0. Consequently, the operation of U, given by Eq. (3.15)
can be reformulated in the computational basis as

Ud|x)|z)) = |xan—1 .. xxo) (@@ mod Ny - -+ (a® mod N)*z mod N) (3.25)

The definition of » + 1 qubits controlled modular multipliers ¢-U , with control qubit |c) and
n qubits target register |y), which operate in the computational basis as

CU,(|e)ly)) = [¢)|(a”)°y mod N) (3.26)
leads to the equivalent design for quantum period finding algorithm shown in Figure 3.8.

The above modular exponentiation decomposition not only helps to construct the U, op-
erator by reducing the problem to the construction of controlled modular multipliers, but
also offers an alternative interpretation of Shor’s algorithm as a quantum phase estimation
procedure [118],[63], which is explained briefly in Appendix A.5.

The efficient implementation of the modular multipliers of Eq. (3.26) is the subject of Chap-
ter 4 where an overview of the literature is given and various efficient quantum arithmetic
circuits are proposed, which when combined together they can offer fast quantum modular
exponentiation.
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Figure 3.8: Decomposition of the quantum modular exponentiation into quantum modular multipli-
cation in Shor’s algorithm.

3.7 Generalizations and the Hidden Subgroup problem

In [10], Shor also described a quantum algorithm which solves efficiently the discrete log-
arithm problem. This problem can be stated as follows: Given two elements ¢ and b = 4*
of a the multiplicative group Gy, where k is an integer, find k. In general, no efficient clas-
sical algorithm is known for this problem. This problem can be reduced to period find-
ing problem, where the periodic function has now two arguments. Namely, the function
flm,n) = b"a" = a™*" mod N is periodic in its arguments m and »n, with period (1, —k) be-
cause fim+1,n—k) = a™*+"=% = fim n). Thus, the extraction of the period (1, —k) directly
leads to the discrete logarithm of 4 in the base a.

A high level quantum circuit description of the discrete logarithm algorithm is given in
Figure 3.9. It consists of two control registers (top) and a target register (bottom). The
size n of the registers depends on the order r of the base 4. The blocks U, and U, that
are controlled by the two top registers are quantum modular exponentiators of modulus
N with parameters a and b respectively, and they can be decomposed as a sequence of
controlled modular multipliers. Inverse QFT is applied on the control registers and then
measurement of both can lead to the answer «.

Quantum algorithms such as Deutsch’s, Deutsch-Josza, Simon’s, Shor’s period finding
and discrete logarithm can be described in a common framework under the Hidden Sub-
group Problem.

Definition 3.1. (Hidden Subgroup Problem) Let G is a finite generated group, and f a
function with domain the group G and with range another set X. If f is constant and dis-
tinct in each coset gH, the hidden subgroup problem is to find the subgroup H through its
generators.

The cosets gH of the subgroup H with respect to the element g are defined as gH =
{gh:heH}.

In Deutsch’s problem the group is G = {0, 1} and it has two subgroups H; = {0} and
H, = G. If the function f'is balanced then f'is constant and distinct in each coset of Hj,
while if fis constant, then f'is constant in each coset of H,. The problem to decide if fis
balanced or constant is to find the subgroup H, or H,, respectively.

In Shor’s quantum period finding, the group G is Z and the subgroup His rZ = {0,r,2r, ...},
where r is the period of f. The function f(x) = a* mod N is constant with distinct values in
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Figure 3.9: Quantum circuit of the discrete logarithm algorithm

each coset rH and the generator of »Z is r itself, which is the period.

In the discrete logarithm problem, the group G is Z, x Z, and the hidden subgroup is H =
{(m,n) € G : km +n =0 mod r}. A generator of H is (1—, k) which reveals the logarithm «.

Some other problems that can be also casted under the Hidden Subgroup formulation are
the Hidden Linear functions [119] and the Abelian Stabilizer problem [118]. The common
characteristic of all these problems is that in their Hidden Subgroup formulation the group
is Abelian (commutative). In this particular case of Abelian groups, general procedures
that lead to efficient quantum algorithms exist [120] and the structure of their circuits is
similar to that of Figure 3.9. The Hidden Subgroup problem for non-Abelian groups can
be solved only for some special cases of groups. A review of this non-Abelian Hidden
Subgroup problem can be found in [121].

A.Pavlidis 88



Design and Synthesis of Efficient Circuits for Quantum Computers

4. FAST QUANTUM MODULAR EXPONENTIATION

This Chapter, which is our first contribution in this thesis, is devoted to quantum arithmetic
circuits, especially those that are useful in modular exponentiation, which is the most com-
putational intensive part of the very important Shor’s factoring and discrete logarithm al-
gorithms. An overview of elementary quantum arithmetic and modular exponentiation de-
signs is provided and novel elementary quantum arithmetic circuits are proposed. These
novel circuits are based on the representation of an integer in the Fourier domain using
QFT and they can be integrated together to offer fast quantum modular exponentiation
with quadratic depth and linear space. Expressly, the proposed modular exponentiation
circuit has a depth of about 700x> and requires 9n + 2 qubits (or 8z + 2 in an improved
version discussed in section 4.7), where »n is the number of bits of the integer. The total
quantum cost of the proposed design is 400x° for single or two-qubit gates counting. These
characteristics refer to the case where the modular exponentiation is applied to Shor’s al-
gorithm. A general case modular exponentation circuit exposed in section 4.4 has inferior
characteristics in cost, space and time. The main contributions of this Chapter are :

+ A QDT based quantum controlled multiplier/accumulator by constant, based on pre-
vious work done by Draper [23] and Beauregard [24], offering the advantage of linear
depth instead of the original quadratic. This reduction is achieved by exploiting the
fact that one factor of the product is constant, decomposing doubly controlled rota-
tion gates to simply controlled rotation gates [53] and then suitably rearranging them
so as many of them can be executed concurrently.

* A quantum divider by constant based on the division by constant classical algorithm
proposed by Granlund and Montgomery [122]. The quantum divider incorporates
QFT based arithmetic blocks like adders and the uncontrolled version of the previ-
ous multiplier/accumulator. This quantum divider has also linear depth. A controlled
version of the quantum divider is also presented.

* By combining the two previous building blocks we achieve to build a quantum con-
trolled modular multiplier with linear depth which is then used as the basic building
block for the quantum modular exponentiation circuit of quadratic depth.

We provide detailed complexity analysis both in terms of space and time along with com-
parisons with other circuits presented in the literature. Implementation difficulties related
to fault tolerance and local interactions between the qubits are also discussed and proce-
dures to address them are given in Chapter 5.

4.1 Background and related work

We have already shown in section 3.6 how to decompose the quantum modular expo-
nentiation part into a sequence of controlled modular mutlipliers defined with Eq. (3.26).
Similar decompositions are used to break the controlled modular mutlipliers to simpler cir-
cuit stages down to quantum adders. These intermediate circuits may use ancilla qubits
for the computation of some temporary results. It is of crucial importance that all these
ancilla qubits are reset back to a constant state (e.g. |0)) so as the end result of modular
exponentiation does not contain garbage information. This is because the derivation of Eq.
(3.18) relies on the fact that an equal superposition of |x) states is entangled with states
given by a periodic function [f(x)). If garbage states |g(x)) are generated additionally to
the modular exponentiation computation |f(x)), then the joint state [f{x))|g(x)) is no longer
periodic with respect to x and the superposition
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1 L—-1
v) = 7 z:; ) 1f1x))g(x)) (4.1)

cannot lead to any period extraction by applying an inverse QFT on the left register.
4.1.1 Modulo adder,constant adder and controlled constant adder

Any abstract quantum adder design from the literature, e.g [61, 62, 123], can be used
to describe the usual design hierarchy of these controlled modular multipliers. This ab-
stract adder has two operating registers of n qubits, initially in the states |a) = |a,_; . .. ao)
and |b) = |b,_: ...by). Usually, another ancilla n qubits register is needed for the carries
calculations, although designs with no ancilla have appeared [123, 23]. This register is
initialized in the zero state and through uncomputation goes back again to the zero state.
The adder operation is to leave the first register intact in the state |a), and write the sum
(modulo 2") to the second register, that is

ADD(|a)|b)) = |a)|(b + a) mod 2") (4.2)

This operation is unitary, and the inverse operation ADD~! which is subtraction (modulo
2"),

ADD™'(|a)|b)) = |a)|(b — a) mod 2") (4.3)

can be easily implemented by reversing the order of gates used in the adder circuit and
using in their place, the respective inverse ones.

When the two n qubits integers are considered unsigned, the most significant qubit |5, ;)
of the second register could be used as an overflow indicator for the range [0 Lt 1] ,
in a subtraction operation. Consequently, the subtractor could be used as a comparator
too, by checking this most significant qubit.

The adder of two integers a and b can be transformed to a controlled constant adder; it
adds a constant integer N to a register initially in state |») conditioned on a control qubit
lc) as

c-ADDy(|c)|b)) = |¢)|(b + ¢N) mod 2") (4.4)

The modulo 2" operation will be implied from now on in an adder or subtractor operating
with » bits numbers. Figure 4.1 shows the transformation of a general adder to a controlled
constant adder. The controlled blocks ¢-N act on an »n qubits target register and perform
the operation |x) — |x & cN) where |c) is the control qubit state. When |x) is initially |0), on
the condition that |c) = |1), the register is loaded with the value |N), otherwise it remains
|0). It can be realized by using up to » CNOT gates depending on the binary representation
of constant N. Thus, N is hardwired in the internal structure of ¢-N. On the other side, the
action of a ¢-N circuit on a register with initial state |N) is to reset it to the state |0), when
the control qubit is |1). When the control qubit of Figure 4.1 is |1), the top register of the
adder ADD which is initially in state |0) is fed with the constant value N and afterwards is
reset again to |0). The lower register contains the sum b + ¢N, thatis b if c = 0, or b + N if
c=1.

A similar construction can be employed to build a constant adder without any control. E.g.,
a normal adder fed with the constant value N on one register and afterwards reseting this
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Figure 4.1: Quantum circuit for controlled constant addition.

register with suitable arranged X gates. Another option would be to discard the register
carrying the constant value and reorganize the internal structure of the adder depending
on this constant value.

Normal adders, constant adder and controlled constant adder can inter-operate as shown
in Figure 4.2 to build a modulo N adder whose operation is defined by

c-ADDM\(|a)|b)) = |a)|(b + a) mod N) (4.5)

Two n qubits registers and an ancilla qubit are shown in this construction. It is assumed that
n is chosen so that 0 < a,b < N < 2"~'. The first adder alters the state of the two register
to |a)|b +a). The constant inverse adder ADD;,', which is effectively a constant subtractor,
evolves the state of the second register to |a + 5 — N). The most significant qubit of the
second register gives an indication whether an overflow has occurred, thatis a + 5 < N.
In such a case its state would be |1), otherwise (when a + b > N) it state would be |0). The
CNOT gate targeting the single ancilla qubit at the bottom of the circuit is controlled by this
most significant qubit. Thus, a state |1) on the ancilla qubit indicates overflow, while a state
|0) indicates no overflow. The ancilla qubit containing the overflow information, controls the
constant adder ADDy, altering the second register state to |b+a—N+N) = |b+a) ifa+b < N,
orto|b+a—N),ifa+b > N. Both states are equal to |+ a mod N), due to the assumption
0 < a,b < N. At this point the joint state of the circuit is |a)|b + a mod N)|[(b + a)/N]),
where notation [ (b + a)/N] indicates the undeflow information.

The purpose of the last two adders and the CNOT gate is to reset the ancilla qubit holding
this overflow information back to |0) without disturbing the two registers. The effect of the
inverse adder and the last adder on both registers is the identity operation (no effect) and
consequently both registers wiil remain at the state |a)|6 + @ mod N) at the end. Yet, in
between these last adders, the state of the second register is |(( + @) mod N) — a). Thus,
its most significant qubit is in state |0) if an overflow had occurred previously, as long as
in such a case (b+a) mod N=>5b+a, ((b+ a) mod N) —a=band b < N by assumption.
The modified CNOT gate with the white circle on the control qubit (which is again the most
significant qubit of the register) resets the ancilla state back to |0) and thus the ancilla qubit

|a) - |a)

ADD ADD™! ADD
|b) #* H ADD;,' ADDy T — |a + b mod N)
10) &b S5 0)

Figure 4.2: Quantum circuit for modular addition. The white circle of the second CNOT gate denotes
inversion of its target qubit iff the control qubit is |0). Control qubits of both CNOT gates emerge from
the most significant qubit of the register on which they are attached. Ancilla qubits of the various
adders used in this figure are hidden inside their symbols.
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can be reused. If no overflow occured, again the ancilla qubit remains in state |0) as the
control qubit of the white circled CNOT gate is |1).

4.1.2 Controlled modulo multiplier

The controlled modular multiplier of Eq. (3.26) can be broken down to a sequence of
modular adders. For each modular multiplier CU ,;, defined in Eq. (3.26), the argument y
to be multiplied by the constant ¥ can be expanded as y = 2"y, +2" 2y, _»+- - - 2y + 0,
where (y,_1v.—2 - .. ¥1)0) is the binary representation of y. After this observation, we define
a controlled modular multiplier/accumulator CV_, with

CV (le))]2)) = le)y)|z + (¥ )ey mod N)

_ _ _ 4.

= |e)2" " (z + a®)eyuo1 + 2" (a¥ )eya-z + -+ (¢ )cyo mod N) o
The above equation suggests a conditionally iterated modulo N addition of the constants
A = 2%¢% mod N, for k = 0...n—1to an n qubits register initialized to zero. The condition to
execute the addition of 4; is that both ¢ and y, must be 1. A step towards this construction is
the circuit of Figure 4.3. A modulo N adder is sandwiched between two double-controlled
Ay blocks which are controlled by qubits |¢) and |y). They affect the first register of the
modulo N adders, which is initialized to |4,) before each addition and reset back to |0)
after each addition. The implementation of the doubly controlled 4, circuit is similar to the
implementation of the simply controlled blocks ¢-N used in the constant adder of Figure
4.1, but it requires Toffoli gates instead of CNOT gates.

The circuit of Figure 4.3 implements a slightly different operation from the desired one
described in Eq. (3.26). It can achieve the controlled modular multiplication if the register
that contains the |y) argument is reset to zero and the last register is initialized to |z) = |0).
If constant a is co-prime with N, which is the case in Shor’s algorithm, then there exist its
inverse ! soas a-a~' mod N = 1. An inverse of 4? also exists, namely a2 . The circuit
CV , combined with its inverse CV 1 - can be used to implement the desired controlled
modular multiplier of Eq. Eq. (3. 26) ThIS inverse block subtracts instead of adding and
has parameter a2, thus it computes

vl (1)) = le))lz = (@ )ey mod N) (4.7)

Figure 4.4 shows a combination of CV , with its inverse CV;zj and a Fredkin gate that
derives the controlled modular multiplication which is essential for the modular exponenti-
ation circuit as decomposed in Figure 3.8. When the control qubit is |0) the circuit outputs

[9) c)
|yn—1> |yn—l>
bﬁ) |)/1>
vo) vo)
0) 44 Ao H4 A k-4, 4, 1 -0
10) Ao 4ppmy XY 4ppi,, (g ADDM)y {4ni} 10)
|lz) A2—o : |z + cay mod N)

Figure 4.3: Quantum circuit for controlled accumulation of modular multiplication. Ancilla qubits of
the modular adders used in this figure are hidden inside their symbols.

A.Pavlidis 92



Design and Synthesis of Efficient Circuits for Quantum Computers

) 1 )
) —" i %‘ -1 |a¥“y mod N)
o Y,
0) -1 " “ —|0)
Figure 4.4: Quantum circuit for controlled modular multiplication. Ancilla qubits are not shown in
the symbols of the two blocks.

the state [y) on the top register and |0) on the bottom register. When the control qubit is
1), the two registers after the CV_,; block evolve in the joint state |y)|a®y mod N). Fredkin
gate swaps the contents of the two registers and the CV;ZJ. block evolves its swapped

input joint state |¢®y mod N)|y) to |a¥y mod N)|y — a=?a”y mod N) = |a*y mod N)|0).

The standard modular exponentiation decomposition, for modulus N which has a length
of n bits, needs O(n) controlled modular multipliers. Each controlled modular multiplier
needs in turn O(n) adders, thus O(n?) adders are required for the modular exponentiation.
The total depth of the quantum modular exponentiation for the standard decomposition
described above depends on the particular adder implementation and in general it ranges
between O(n* logn) and O(n?).

The space cost (number of qubits required) of the standard modular exponentiation is 7n+1
qubits, of which 4n+ 1 qubits are ancilla. These ancilla are broken down as follows: n qubits
for the internal carries of each adder, 1 qubit for the sign extraction for modular addition,
n qubits for the constant N, n qubits for the constants 2*a¥ mod N and last, » qubits for the
conversion of the controlled modular MAC in Figure 4.3 to the controlled modular multiplier
in Figure 4.4. The working qubits consist of a 2xn qubits register holding the superposition of
x’s while an n qubits register holds the computation of the modular exponentiation ¢* mod
N. The number of the ancilla registers could be reduced if we exploit the fact that some
of them are fed with constant values depending on N and a. This reduction is possible if
these constants are "hardwired” inside each adder by suitably reorganizing its structure.
In this case the space requirements can be reduced to 5n + 2 qubits. Usage of adders
which have no ancilla qubits for the internal carries (like the ones in [123, 23]) leads to
circuits of 4n + 2 width for the modular exponentiation.

Further reduction of the space can be achieved by exploiting the semi-classical QFT im-
plementation and the fact that the controlled modular multiplier blocks CU _,; mutually com-
mute. Therefore, the circuit of Figure 3.8 can be re-designed into that of Figure 4.5 which
uses only one qubit for controlling 2n CU  gates instead of using 2» different control qubits
[24, 120, 124].

0) {H}— A koA T - —y—{He A
my m

mpu—1
/n P _
| 1 > 7 (]a20 Uazl Ua22n 1

Figure 4.5: Design of modular exponentiation circuit using only one qubit to control the modular
multipliers. The phase shift gates R depend on all previous measurement results and implement the
inverse QFT, while the X gates are negations conditioned on the result of the previous measurement.

4.1.3 Prior Work

Several designs for quantum exponentiation have been proposed in the literature. In gen-
eral, they adopt the top-down approach of the previous subsection which reduces the
construction down to adders. For this reason, most of the effort in the literature has been
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devoted to the design of the quantum equivalent of a digital adder and its improvement in
terms of complexity: reduction of the total number of required quantum gates and qubits
(ancilla and working) and reduction of the circuit depth (total number of steps required to
complete the computation).

Many of the quantum addition circuits introduced in the literature are inspired from their
known classical counterparts through the design of reversible versions of them. The most
important of these approaches are the Vedral-Barenco-Ekert (VBE) ripple-carry adder
[61], the Beckman-Chari-Devabhaktuni-Preskill (BCDP) ripple-carry adder [62], the Cuc-
caro-Draper-Kutin-Moulton (CDKM) ripple-carry adder [125], the Draper-Kutin-Rains-Svo-
re (DKRS) carry-lookahead adder [126], the Takahashi-Kunihiro (TK) ripple-carry adder
[123], the Gossett carry-save adder [127], the Zalka carry-select adder [128] and the Van-
Meter-Itoh (VI) carry-select adder and conditional-sum adder [129]. Some of the above
proposals for quantum addition circuits emphasize on minimizing the number of required
qubits, while other methods try to minimize the circuit depth. Other efforts concentrate
on building architectures restricted on the condition of local communications between the
qubits eitherin 1D-NTC (1-Dimension, linear Nearest-neighbour, Two qubit gates, Concur-
rent execution) such as those of Fowler-Devitt-Hollenberg (FDH) [130] and Kutin’s [131],
or in 2D-NTC such as those of Choi-VanMeter (CV) [132] and Pham-Svore (PS) [133].

The method to build a complete modular exponentiation circuit based on a particular ad-
dition circuit is not unique, and various studies concerning the trade-off between space
(number of required qubits) and time (depth of the circuit) have been reported as in [129].
Not all previous publications provide a complete modular exponentiation circuit, but as-
suming we can build one using the previously discussed hierarchy (adder)-(modular ad-
der)-(modular multiplier)-(modular exponentiator), we can make rough approximations
about the design complexity in each case and comparisons with our proposed exponen-
tiation design (see Section 4.6 for the comparisons).

Notable exceptions of the above top-down trend that builds a complete modular expo-
nentiation circuit from the quantum equivalent of classical binary adder are circuits that
use the Draper's QFT adder [23] like Beauregard'’s circuit [24], Fowler-Devitt-Hollenberg
circuit (FDH) [130], and Kutin’s first circuit of [131]. These three circuits implement the ad-
dition of two integers by converting one of them in the Fourier domain using QFT and then
converting the sum back to the binary representation. Another method which surpasses
the common hierarchy of computation is Zalka's FFT multiplier [128] that implements a
multiplier using the FFT method of computing a convolution sum.

4.1.4 QFT adders

We first describe the four QFT adders [23] that will be extensively used in our modular
exponentiation design. Since in every iteration of Shor’s algorithm the randomly picked
number « in Eq. (3.15) remains constant, we need an adder receiving a quantum inte-
ger (that is a potential superposition of integer x as required by the algorithm) as its first
operand and a constant classical integer as its second. Three variations of this adder
are required for the multiplier/accumulation unit: the constant QFT adder (®ADD), the
controlled constant QFT adder (C®ADD) and the doubly controlled constant QFT adder
(CCPADD). A generic QFT adder for adding two quantum integers will be also used sub-
sequently in the quantum divider circuit. These four QFT adders will be denoted in all
figures with ®ADD as they can be easily differentiated by the quantum wires connected
as inputs and outputs on their symbols. Figure 4.6 shows the simple (uncontrolled) con-
stant QF T adder ®ADD. It adds the n-bit constant integer a to an n-qubit quantum integer
|b) = |bu—ir) -+ |b1)|bo) = |bu1) ® -+ @ |by1)|bo). Integer b must be already transformed in
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or1(0)) o lnab+a)
on2()) a3 ln-alb+a)

eu(b) ol +a)

Figure 4.6: ®ADD adder circuit of depth 1. This circuit adds a constant integer « to the quantum
integer b, when 5 is already in the Fourier domain. The value of integer « is hardwired in the angles
of the phase shift gates 4;, j = 0...n — 1 as defined in Eq. (4.10)

the Fourier domain by a QFT block before entering the ®ADD block through the relation:

2"—1

1) == 19(5)) = |0,—1 (D)|0,_2 (D)) - 9o (b)) = % > ) (4.8)

The individual j” qubit lp;(b)) of the quantum Fourier transformed integer is given (see
also Eq. (3.5))by the relation:

1

V2

The single qubit gates shown in Figure 4.6 are rotation quantum gates described by the
equation (with R, is denoted the phase shift gate R.(27/2%)):

9,(b)) = —=(|0) + & 7*|1)) (4.9)

VAL I 0
Ai=TIR", Ri= { ] (4.10)
k=1

0 e

Therefore, it can be shown that the output of the ®ADD circuit is |¢(b + a)), the quantum
Fourier transformed sum & + a. The sum can be recovered in the computational basis by
applying an inverse QFT afterwards. Excluding the forward and inverse QFT, the circuit

) —1 2

on-1(8)) (o [fer(b+ ca)

[or-2(b)) ) (fralb+ ca)
ea(b) (40— Iulb+ca))

Figure 4.7: COADD controlled adder circuit of depth ». This circuit adds the constant « to the quan-
tum integer b when the control qubit |¢) is |1). Again, the constant value « is hardwired in the con-
trolled rotation gates as defined in Eq. (4.10).
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|on—1(b + c1c2a))
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|on—2(b + c1c2a))

Po(B)) (o }— lgolb + c1020))

NG
Figure 4.8: The doubly-controlled adder circuit CC®OADD of depth ». This is an extension of the
C®ADD circuit where the addition is performed when both the control qubits |c;) and |c,) are |1).

has a complexity of » qubits and a depth of 1 because the rotation gates can all operate

in parallel.

An extension of the constant adder ®ADD circuit can be done if we use controlled rotation
gates with same rotation angles as those defined in Eq. (4.10). This circuit is depicted in
Figure 4.7. It has a common controlling qubit |c¢) for each rotation gate and performs the

following transform

P — D HEHE i)

) - . - R

" S T

o) - | e
o ®)) (R (:) o) Ro Yt [ai(b+ @)
onal6) (1) (R e a6+ )
o ) - (») () — L ata)
o) On — ——— loolb+a)
seps y e

Figure 4.9: Generic adder ®ADD circuit and its symbol. The top bus consists of the qubits

|ao), - .., |a,—1) that control the rotation gates.
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CPADD([e)|p(b))) = |c)lop(b + ca)) (4.11)

The COADD circuit performs the addition only when the controlling qubit |¢) is |1) giving the
result |p(b+a)), otherwise the result is the input |¢(b)). The COADD adder uses n+1 qubits
and its depth is » (excluding the required QFT and inverse QFT) because the controlled
rotation gates must operate sequentially as they have a common controlling qubit.

A further extension is shown in Figure 4.8, which is the doubly-controlled ®ADD circuit
(CCOPADD). The circuit is similar to the COADD, but it uses doubly controlled rotation
gates. The two controlling qubits of each rotation gate are |¢;) and |c,). The CCOADD
circuit applies the transform:

CCPADD,(|er)|ea)|o(b))) = len)|ea)lo(b + c1c2a)) (4.12)

That is, it computes the addition only when both the controlling qubits |¢;) and |¢c,) are |1)
and gives |p(b + a)), otherwise the result is the input |¢(b)). The CCOADD adder uses
n + 2 qubits and like the COADD has a depth of n because the doubly-controlled rotation
gates must operate sequentially as they have common controlling qubits.

Finally, we give in Figure 4.9 the circuit diagram of the generic QF T adder (PADD) which
adds two quantum integers. The circuit diagram of Figure 4.9 is the parallel version of the
adder and it has depth n. The operation of the circuit is to add two quantum integers, each
one of n qubits, and is described by Eq. (4.13):

PADD(|a)|p())) = |a)|o(b + a)) (4.13)
) ———— o)
| on-1(b)) — |@nalb+a)) |2n-1(b)) — |@na(b+ca))
| Pn—2 (b» — D | Pn-2 (b + a)) | Pn-2 (b» ] D | Pn-2 (b + Ca))
: :
o o
| Po (b» —] a | polb+ a)) | Po (b» — a | polb+ ca»
0) (ii)
lan) —e— |ans)
[2n-2) |an-2)
lo) ——e——1a) i ) i
) ————|c) |20) |a0)
|(0n—1(b)> ] | ¢nfl(b + clola)) |¢n—l(b)> - |¢n—1(b + a))
| @02 (b» — o) |#n-2 b+ 01023» |@n-2 (b» — o) |@n-2 (o+ a))
- :
© o
lo) — @ | polb+cico2) leo) — @ |o(b+a))
(i) (iv)

Figure 4.10: Symbols for the four introduced QFT adders. (i) Adder with constant «, (ii) controlled
adder with constant ¢, (iii) doubly controlled adder with constant ¢ and (iv) adder of two quantum
integers « and 5.
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The top input bus of the circuit consists of the qubits |ay), .. ., |a,_1) that control the rota-
tion gates R;. These qubits remain unaltered by the ®ADD unit. As shown in Figure 4.9
and Eq. (4.13) one of the integers must be already transformed in the QFT domain prior
the application of the circuit and then inverse QFT transformed to deliver the sum in the
computational basis. The depth of the generic adder is also n.

Figure 4.10 shows the symbols of the four QFT adders that will be used throughout this
Chapter for the construction of more complex arithmetic units. The thick bars on the right
of each symbol denote addition. Inverse version of the four adders (that is subtractors)
can be built by using opposite sign in the angles of each rotation gates used in each one
of the circuits. These inverse blocks will be denoted with a thick bar on the left side of each
symbol.

4.1.5 Fourier Multiplier/Accumulator - ®MAC

In this section we describe a quantum circuit given in [24], which from this point onwards
we name ®MAC,; it utilizes the CCPADD adders described in the previous subsection and
accumulates the product of a constant »-bit integer a with a quantum r-qubit integer, |x) to
a quantum 2n-qubit integer |b), giving the accumulation result |» + ax). Furthermore, the
circuit has a controlling qubit |c), that enables (when |c) = |1)) or disables (when |¢) = |0))
the accumulation operation (in the latter case the result is |b)). Hence, the circuit uses a
total of 3n + 1 qubits and its operation can be described as:

OMAC,(|c)|x)|b)) = (|e)|x)|b + cax)) (4.14)

Taking into account the binary expansion of integer x = (x,_1,...,x1,x0), we can write the
product ax as:

ax = xoa +x12a + - +x,.12" 'a (4.15)

Therefore, the accumulation of the product ax with 5 can be achieved by the successive
addition of n constant integers a, 2a, ..., 2" 'a, each one being added conditionally on the

qubit value x;, j = 0,1,...,n — 1, respectively. Hence, the ®MAC circuit can be built as
) o)
[%00) %1 _|
"9.72) ‘Xn—|2> —
%) \x1>: 2
%) %) — 2
‘ ¢2n—1(b)> — ‘ Panalb+ cax)) ] >
‘ Pon-2 (b)>_ a a) ) ‘ Pon-2 (b + cax)) ] 9‘
: 9 I
o © ©
‘wo(b» — a 2n-2a 2n-la ‘%(b"cax)) — a
0) (i)

Figure 4.11: Block level design of the multiplier/accumulator unit ®MAC and its symbol. The basic
blocks depicted here are the CC®ADD units of Figure 4.8. A detailed diagram of the above circuit is
provided in Figure 4.12.
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Figure 4.12: Detailed design of the initial multiplier/accumulator ®MAC unit which has a depth of
2n°. The depth improvement of this circuit is described in Section 4.2 and the improved ®MAC is

depicted in Figure 4.15.
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shown in Figure 4.11, assuming that the lowest 2n qubits (those that participate in the ac-
cumulation) are already transformed in the QFT representation by a previous QFT block.
Actually, the circuit comprises a series of CCPADD blocks described in the previous sub-
section, each one adding in succession the integers a, 2a, . . ., 2"~ 'a, and controlled by their
two controlling qubits. The first controlling qubit |¢;) is common to all the CCPADD blocks
and becomes the controlling bit for the ®MAC block. The second controlling qubit |¢;) of
the j adder CC®ADD corresponds to input qubit |x;), j = 0,...,n — 1 of the PMAC.

The detailed design of the ®PMAC block that consists of doubly controlled rotation gates,
is depicted in Figure 4.12. The j CC®ADD block adds the constant integer c¢/) = 24 to
the 2n qubits that hold the accumulation result (in the QFT field). The bits c’[ corresponding
to the binary expansion of ¢) = 24 are given by:

D =a; 1=0,...21—1,j=0,...,.n—1 (4.16)

assumingthata_,a_,,...,a_, = 0. Taking into account Eq. (4.10) we can deduce that the
doubly controlled rotation gates A,(’) in Figure 4.12 affect the /" qubit of the accumulation
register by using the following rotation matrix (if both the controlling qubits are in state |1).

. 1 I+1 1 0
Al(j):HR;H_]_k:HRZI-H_k_j: i271'l§:1”/+1;k7j A=0,....2n—1,j=0,....,n—1
k=1 k=1 0 e :

k=1

(4.17)

Thus, constant number a parametrizes each adder of the ®MAC unit through Eq. (4.17),
by determining the rotation angle of its doubly controlled rotation gates.

4.2 Depth-Optimized Fourier Multiplier/Accumulator - ®MAC

In this Section we improve the ®MAC unit which is one of the basic bulding blocks of
the proposed modular exponentiation design. We modify the multiply/accumulate circuit
reducing its depth from O(»n?) to O(n).

The circuit of Figure 4.12 is composed of n CCPADD adders, each consisting of 2r doubly-
controlled rotation gates with rotation matrix Al(") as described by Eq. (4.17), requiring a
total of 2n* such gates. All these gates have one common control qubit |c), which is the
control qubit of the ®MAC unit. Apparently, this fact restricts the execution of all these
gates to be sequential and thus leads to a O(»n?) depth. However, if we decompose each
doubly controlled rotation gate into a network of single controlled gates [53] as depicted
in Figure 4.13, we can re-arrange the rotation gates of the whole circuit so as to have a
revised circuit with smaller depth.

Figure 4.14(i) depicts this decomposition applied on the j-th CCOADDC adder of the
OMAC unitz while 4..14(ii) depicts the re-arrangement that leads to the smaller depth.
Matrices Vf’) and VE’)T of the controlled rotation gates in Figure 4.14 correspond to the

decomposition of matrices AU), and they are given by the following equations:

1 0
P = \/aP = { iﬂ§al+lkk,],10,...,2n1,j0,...,n1 (4.18)
0 e =1 2
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Figure 4.13: Doubly controlled three-qubit gate decomposition to a network of two-qubit gates.

_ —t 1 0

Yt =\ /4Y) = [ L ] 1=0,...2n—1,=0,....n—1 (4.19)

ok
0 e &=

A closer look of the subcircuit of Figure 4.14(i) that corresponds to the adder of constant

a2 (the subcircuit corresponding to qubits |c), |x;), [¢,,_1) - - - [@1), l@,)) reveals that all the

“first” 2n VY) gates controlled by qubit |x;) can be moved to the left of the subcircuit of
Figure 4.14(ii), because they are all controlled by the same qubit |x;) upon which a CNOT
gate controlled by qubit |c) has acted an even number of times. This is equivalent to no
CNOT gate acting. Similarly, all the “odd numbered” 2n CNOT gates that correspond to
the decomposition of each A,(’) gate can be replaced by exactly one CNOT gate affecting
qubit |x;) and controlled by qubit |c).

Next, all the V}m gates controlled by qubit |x;) can be moved exactly after the CNOT gate
as shown in Figure 4.14(ii), because their control is done by the qubit |x;), upon which a
CNOT gate controlled by qubit |c) has acted an odd number of times. This is equivalent to
only one CNOT gate. Also, the “even numbered” group of 2n CNOT gates corresponding
to the decomposition of each A}D gate are merged to a simple CNOT gate exactly after the
grouping of the controlled V}m gates. Finally, using the same arguments as before we can
merge the “last” 2n V,U) gates controlled by qubit |c) at the right of the subcircuit of Figure
4. 14(ii).

After these transformations, we can combine the » quantum adders CC®ADD in a highly
parallel circuit as depicted in Figure 12 for the case » = 3. Figure 12 refers to the case
of multiplying a three bit integer constant a with a three qubits quantum integer |x) and
accumulating the resulting product into a six qubits quantum register. This circuit is built by
successively connecting n CCOADD blocks and exploiting the fact that all the controllable
rotation gates commute. Furthermore, the last V}” gates acting upon qubit |p,) can be
merged (as long as they are all controlled by qubit |¢) ) to a single controlled gate ), with
rotation matrix:

n—1
wi=]]v.1=0.....2n—1 (4.20)
j=1
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Figure 4.15: Fully decomposed and rearranged ®MAC unit with linear depth of 8« for the case n = 3.
In this case it requires 8 - 3 = 24 timesteps as shown in the figure. The rotation gates angles are
determined by the constant a (see Eq. (4.18), (4.19) and (4.20)).
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A circuit depth analysis for the ®MAC unit of Figure 4.15 shows that if the two-qubit gates
acted upon and controlled by different qubits operate in parallel, then for the “first” Vf”
gates a total of 2n computation steps are required, for the “odd group’ CNOT gates and
the VY)T, 3n more computations steps are required, for the “even group” CNOT gates n
more computation steps are required, and for the W, gates, 2n more computation steps
are required. Consequently, the total computational steps required for the proposed im-
plementation of the multiplier/accumulator unit is linear in size and has a depth of 8x. The
total quantum cost is 4n(n + 1) gates. The proposed circuit uses exclusively two-qubit ro-
tation gates, instead of three-qubit gates, making it more suitable for physical realizations
[52, 134, 135, 136, 137]. Fault tolerance aspects of the circuit depth are not taken into
account. This point is separately addressed in Section 4.6 and section 5.1.

A ®MAC unit with no control is easily obtained by discarding the control qubit of Figure
4.12 and using simply controlled rotation gates, instead of two-qubit controlled gates. In
this case, the described decomposition is not needed to achieve the depth reduction. A
re-ordering of the gates shown in 4.12, so as n gates are applied at each instance, gives
a depth of 2n. The quantum cost for the uncontrolled PMAC is 2r* gates.

4.3 QFT Divider by constant - GM®DIV

The proposed modular exponentiation design does not use a modular adder to construct
the multiplier/accumulator unit but it is rather based on simple adders. For this reason, we
are forced to implement the modular operation after the multiplication by incorporating a
divider module. Dividers are the most complex elementary arithmetic operation circuits in
terms of computation time, but for our Shor’s algorithm circuit design we can again take
advantage of the fact that only divisions by the integer to be factored, N, are required.
Integer N is constant throughout each quantum iteration of Shor’s algorithm and thus a
simpler division module suffices.

There are a few quantum dividers known, among them there are some [138, 139] which
are suitable for multiplicative inversion in the Galois field GF(2™) with depth of O(»*) and
O(nlogyn), respectively. Another divider suitable for integer division appears in [25], it is
based in QFT and offers depth of O(»*). This divider receives two quantum integers and
gives the quotient and the remainder. If one tries to convert it to a divider by constant then
its depth can be reduced to O(#n?).

We searched the literature for constant division classical algorithms that could offer im-
proved time complexity over the general division algorithms. Various algorithms for classi-
cal division of an integer by constant have been appeared in the literature, such as those
in [122] and [140]. In this section we describe a quantum version of an algorithm proposed
by Granlund and Montgomery in [122]. This algorithm divides a 2x bits integer by an » bits
constant integer and generates an r» bits quotient and an » bits remainder, subject to the
constraint that the quotient is less than 2”. The algorithm can be easily modified to an un-
constrained algorithm that divides an » bits integer by an » bits constant integer by simply
resetting the upper » bits of the dividend. The algorithm in [122] utilizes multiplications,
additions, logical operations such as shifting and bit selections. It has a constant time
complexity. Table 4.1 shows the algorithm in pseudocode format as presented in [122].

This division algorithm takes as input the unsigned integer z (dividend) and divides it by
the constant unsigned integer d (divisor) giving as results the quotient ¢ and the remainder
r. The three computation steps of the initialization (lines 1-3 of Table 4.1) are to be done
once, as they depend only on the constant divisor d. These initialization steps are “hard-
wired” in the quantum version of the algorithm and reflect a particular divisor which is the
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Table 4.1: Granlund-Montgomery division-by-constant algorithm [122]. Comments, after //, in some
of the lines show equivalent arithmetic operations.

/* Declaration of input and output variables */

udword z; // Dividend (input)
uword ¢; // Quotient (output)
udword r; // Remainder (output)
const uword d; // Divisor (constant)
/* Initialization (given uword d, where 0 < d < 2") */
1: uword /=1+ |(log,d|; /] 2PN <d <2
2: uword m' = [(2"(2' —d) - 1)/d|; /o om = [(2" —1)/d] —2"
3: uword d,, = SLL(d,n—1); // Normalized divisor d - 2"~/
/* Start of main procedure */
4: uword n, = SLL(HIGH(z),n — [)+SRL(LOW(z),/);
5: uword mjo = SLL(LOW(z),n —1);
6: sword n; = —XSIGN(ny);
7: uword nuy = nyo+AND(—ny, dyorm — 2"); /] Ngg = nio+ny - (duorm — 2)
8: uword ¢y = my+HIGH(m' - (ny + ny) + nug);
9: sdword dr=z—-2"-d+(2"—-1—¢q)-d; /] dr=z—q -d—d,—d<dr<d
10: ¢ =HIGH(dr) — (2" —1—gq;) +2"; // Add 1 to quotient if dr > 0
11: r=LOW(dr)+ AND (d — 2", HIGH (dr)) ; // Add d to remainder if dr < 0

number to be factored. The computation steps of the main division procedure (lines 4-11)
are executed whenever a new dividend must be divided by the constant divisor, that is
at each iteration of the quantum part of Shor’s algorithm for each new random number a.
An explanation of the meaning of the variables and data types of the algorithm along with
the various logical operations follows in Table 4.2. Also, the required number of ancillae
is shown for each operation, so that it can be done reversibly.

The three shift operations (SLL, SRA, SRA) can be easily implemented reversibly (without
discarding any bit) with the help of an ancilla register initialized with value 0. As shown in
lines 4 and 5 of the algorithm, the result of the shifting must be added to a value 0 or added

Table 4.2: Explanation of the various logical operations and data types used in the classical version
of the division by constant algorithm.

Operation Meaning Input Output Ancilla
Data Type (# of bits) (# of bits) (# of bits)
SLL (x, 1) Logical left shift of x by i bits n n n
SRA (x, 1) Arithmetic right shift of x by i bits n n n
SRL (x, ) Logical right shift of x by i bits n n n
XSIGN (x) -1ifx<0,0ifx>0 n 1 1
AND (x,y)  Bitwise logical AND of x and y n n 0
HIGH (x) Upper half of integer x 2n n Oorn
LOW (x) Lower half of integer x 2n n 0
uword n bits unsigned integer

sword n bits signed integer

udword 2n bits unsigned integer

sdword 2n bits signed integer
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one after the other to a value 0, thus we can just select the desired bits to drive the control
input of the generic ®ADD unit of Figure 4.9, while the QFT transformed input of the same
@®ADD unit is the ancilla register. The original input to be shifted will remain intact in the
initial register. Of course the ancilla register has to be set back to the zero value somehow
at a later time when the shifted value has been used at a following computation step.

The XSIGN operation is simply a copying of the most significant bit (the sign bit) of a register
holding a signed integer, to an ancilla qubit. Similarly, this ancilla has to be reset later.

The AND operations are implemented as the arithmetic operations shown in the comments
of lines 7 and 11 of the algorithm of Table 4.1, that is additions on condition of the value
of n; and dr, respectively.

The LOW operations at lines 4 and 5 of the algorithm are just the selection of the relevant
bits to be “shifted” and then added by the QFT adders as described above. The third LOW
in line 11 of algorithm is done implicitly as an addition shown in the comment of line 11.

The HIGH operation at line 4 is implemented with the help of an ancilla register, initially in
value 0. The upper half bits are copied via CNOT gates to the ancilla register and later
this ancilla must be reset to the zero value. The HIGH operation at line 11 is accomplished
similarly to the LOW as the addition shown in the comment.

A quantum division by constant circuit implementing the algorithm of [122] is depicted in
the two diagrams of Figures 4.16 and 4.17 (subsequently referred as Figures 4.16-4.17).
A quantum circuit for this algorithm needs a few ancilla qubits because of the intermediate
variables used in its classical counterpart, like m’, d,om, 12, no, 11, nag, q1, dr and these
ancilla qubits must be reset again (assuming initial zero state) at the end of the computa-
tion, since we want to reuse them for subsequent computations. Figures 4.16-4.17 show
a quantum circuit that implements the algorithm of Table 4.1 for the case » = 4 and for a
constant divisor d = 5. The extension for other sizes of » and different constant divisors d
is straightforward; we refer to such division circuits as GM®DIV.

4.3.1 Building blocks and registers of the quantum divider.

A generic GM®DIV circuit will have a total of 7n + 1 qubits, 57 + 1 of which are the ancilla
qubits. The GM®DIV unit uses the following blocks and their inverses (inverses are noted
with the same symbol with the thick bar on its left side instead of its right side):

* QFT for computing the quantum Fourier transform.

» Three types of adders ®ADD, that is adder with quantum integer, adder with con-
stant and controlled adder with constant. Their inverses are simply the reverse circuit
(signal flow from output to input) with the angles of rotation gates having the opposite
sign.

 Multiplier/accumulator ®MAC with no control and its inverse which is simply the re-
verse circuit with opposite sign angles in its rotation gates.

* CNOT, X (NOT) gates and SWAP gates (implied by the rerouting of the registers
around the third ®MAC unit).

The input qubits of the GM®DIV circuit are grouped in a 2n qubits register (Reg0:Reg1),
five n qubits registers (Reg2,...,Reg6), most of which are ancillae, and a single ancilla
qubit (Aqgbit) as shown in Figures 4.16-4.17. We give below a description of the purpose
of each register:
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* Reg0:Reg1: We distinguish two cases:

1. In the generic divider case, where we divide an n qubits integer by an » bits
constant, this register initially contains the dividend z in the qubits of its lower
half, while the upper half is initially set to zero. This way we conform to the
constraint that the quotient must be less than 2. At the end of the computation,
this register will contain the remainder r in its lower half and zero in its upper
half. The upper half acts essentially as an ancilla register.

2. In the special case where we divide a 2" qubits integer by an » bits constant,
under the restriction that the quotient is known to be less than 2x, both Reg0
and Reg1 will contain the upper and lower part of dividend, respectively. Since
both cases of division differ only in the permitted type of initialization in registers
Reg0 and Reg1, otherwise they have the same circuit network, we distinguish
these cases by different symbols as shown later.

* Reg2: This register contains the quotient ¢ at the end of the computation. It is initial-
ized in the zero state.

* Reg3: Ancilla register holding the intermediate variable ¢,. Initialized and end up in
zero state.

* Reg4: Ancilla register used to successively hold the values n,, n, + ny, n,, 0, ny, O.
Initialized and end up in zero state.

* Reg5: Ancilla register used to hold the value HIGH(m'(n; + ny) + nyg). Initialized and
end up in zero state.

* Reg6: Ancilla register used to successively hold the values g, n,g, LOW(m' (1, +ny) +
Rady)-

Aqgbit: Ancilla qubit used to hold the sign »,. Initialized and end up in zero state.

Next a brief description of the whole circuit is given. Part of the circuit is dedicated to for-
ward computations, while another part is dedicated to “restoring” the ancilla qubits back
to the zero state, so as the whole circuit is reversible without generating any garbage.
The latter part stands out as the gray shaded area. We begin describing the forward com-
putations. For simplicity we refer to the values of the registers as integers regardless of
being integers in the computational basis or being their respective values in the quantum
Fourier transform domain, in other words we ignore in the description the various QFT
blocks present in the register buses. In essence QFT and inverse QFT blocks are needed
at the buses before and after, respectively, each arithmetic block that process integers
in the Fourier domain. These are: one of the bus of each adder (PADD, COADDC) and
the accumulator bus of each PMAC block. Whenever two adders are connected one after
the other in order to successively add different values to a quantum integer, there is no
need to transform from the QFT domain back to the computational basis and then again
perform the forward transform. The schematic diagram is adequate to distinguish when a
bus has an integer in the computational basis or in the Fourier domain.

4.3.2 Forward computations of the quantum divider.

Initialization steps (Lines 1, 2, 3, of the Algorithm)

As noted before, the circuit of Figures 4.16-4.17 refers to the case of 4 = 5. The initializa-
tion steps in lines 1, 2 and 3 of the algorithm of Table 4.1 result in the following values of
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[ =3, dwm = 10 (and d,,,., — 2" = —6) and m’ = 9. The initialization is computed “offline”
and these values are “hardwired” in the circuit, i.e. m’ = 9 is hardwired as the constant
parameter of the first DMAC unit, d. = d,,,,, —2" = —6 is hardwired as the constant param-
eter in some of the COADD units and / = 3 is hardwired in the logical shift section. The
logical shift sections are indicated by dashed arrows pointing from the logical operation to
the adders performing the shift.

Computation of n,, nyo, n;. (Lines 4, 5, 6 of Algorithm)

The first operation in the diagram is to compute the value of SLL(HIGH(z),n — ) = (z4z5240),
and then added to Reg4. Indeed, we select these three qubits of from Reg0 along with
a zero qubit from ancilla Reg5 and add them to Reg4 through the use of a @ADD unit.
(This operation is to be done only in the special case -2- of the divider mentioned above
where both halves of the dividend may contain non-zero values. In the general case -
1- where the upper half contains zero values this operation becomes gratuitous). The
next adder affecting Reg4 is the one that selects three zero qubits from Reg5 as most
significant qubits and the qubit z; from Reg4 to add them, that is to add SRL(LOW(z),I)=
SRL(LOW(z), 3) = (000z3). This way we have computed in Reg4 the quantity . In the same
manner we compute in Reg6 the value of n;,. Having computed n,, it is straightforward to
compute the sign »n; in the Agbit by using a CNOT gate controlled by the most significant
qubit of Reg6 and targeting the Aqgbit.

Computation of .4, g1 (Lines 7,8 of Algorithm)

Now, we add the constant d. (that is d,,,,, — 2") to Reg6 (which already has the value n,)
conditioned on the value of n;, thus forming the quantity »,,. Also, we add n, to Reg4,
forming the value n, + n;. Now the first DMAC(m') unit has at its accumulator input (high
qubits at Regb, low qubits at Reg6) the value n,; and has at its multiplicand input (Reg4)
the value n, + n;. Thus, the ®MAC outputs have Reg4=n, + n, and (Reg5:Regb6)=m'(n, +
ni) + n.q. By copying with CNOT gates the content of Reg5 to Reg2 we have at Reg2 the
value HIGH(m'(ny + ny) + nyg). Then we can add to Reg2 the value of Reg4, which is still
ny + n; and then we subtract n; leaving as end result the desired ¢, = n, + HIGH(m'(n, +
m) + Nagy).

Computation of 4, (Line 9 of Algorithm)

The second ®PMAC(-d) unit has at the accumulator input (Reg0:Reg1) the dividend z and
at the multiplicand input (Reg2) the value ¢, forcing the output (Reg0:Reg1)tobez—d- ¢,
and after subtracting the constant d becomes d, =z—d - g, — d.

Computation of the quotient ¢ (Line 10 of Algorithm)

Now that we have computed the d, value we are ready to proceed to the last steps of
the algorithm of Table 4.1 doing a sign check to the quantity dr as these steps suggest
and this is equivalent to checking the most significant qubit of Reg0:Reg1. For this reason
we add the integer 1 to the Reg2 conditionally on the inverted most significant qubit of
Reg0:Reg1. This way we have formed at the Reg2 the quotient ¢, because if d. > 0 then
its inverted most significant qubit will be 1 thus adding the value 1 to ¢, otherwise it adds
nothing.

Computation of the remainder  (Line 11 of Algorithm)

Meanwhile ¢, has been copied to Reg3 by CNOT gates and becomes the multiplicand
input of the third ®MAC(d) unit. Its accumulator register Reg0:Reg1 has become again
z —d - q, after the addition of d, and the end result for the accumulator register after the
third ®MAC(d) is to restore its initial value of the dividend z. The last ®MAC(—d) unit
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Figure 4.16: The GM®®DIV circuit (first part) for 8 or 4 qubits dividend and constant divisor d = 5.
Intermediate variables are shown at places where they have been computed (in computational basis
or QFT transformed).

109 A.Pavlidis



Design and Synthesis of Efficient Circuits for Quantum Computers

Continued from previous Figure

Qo N
I Bl ==
~ @®ADD 9 =
=2l ®
e ol|lZ|| T
g 2||5||E
140 - IR
x S IEIE
3 Zl| 1|7
C) T ===
D ! ]
+ ! [ I'
> ’ M H
R ’
S ’ n 1
= / moo
’ 1
oFT S
, ]
o I,,'/
P S,
,, l, l’
“
4 ’
s
. 2 v
. ’ 45 0
4 . 2
. . Sl 0
Pl 1 )
- ’ 4 1
- . s
- 1 R
b . 1 4 ]
-
- P . , ’
.- S -1 ’ h
- . - ’
b b Pl 2 ’
1-- Al 4 ’
- b Pid P I
-1 “l.-T 4 ’
=" -1 /
i —":—‘ e U
-
‘| /
- - 4
e~ Jo '1
a=” e
[ 3 - ;]
| ’
. ’
|
— ’
’
’,
P id v
-
L
’
177 ’
- L
F ’
’
4
/)
4
’
’
7’
.
4
’
L
.
= 1
S .
.
o -1
QFT -7
b
4”
b
-
aave =
140 erEr
o
e OVN®
140
© o o o o © o o o © o o o o ooo a9 aaa S - & & © 0o oo
RN 2 T T T ~ T T ST o EN s SN ST
N N

Figure 4.17: The GM®DIV circuit (second part) for 8 or 4 qubits dividend and constant divisor d = 5.
Shaded areas indicate computations for resetting the ancilla qubits.
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acts on this register again, subtracting the product ¢ - d, giving thus the remainder r at its
lower half (Reg1) while its upper half (Reg0) becomes zero, thus completing the forward
computations. Note that in both the generic case (dividend of » qubits) and in the special
case (dividend of 2n qubits subject to the constraint that the quotient is known to be less
than 2") the upper half (Reg0) becomes zero.

4.3.3 Ancilla Resetting.

It remains to show the computations that reset the ancilla qubits. The ancilla qubits to be
reset are those in registers Reg3, Reg4, Reg5, Regb and the single qubit Agbit.

* Reg3: The first reset occurs at Reg3 which contains ¢;. This is accomplished if we
subtract from it the quantity n, + n, (stored in Reg4) and adding », (stored in Agbit)
leaving a value of HIGH(m'(n, + n;) + n,g). But this value is already stored in Reg5,
consequently a “qubitwise” CNOT operation controlled by Reg5 and targeted to Reg3
effectively resets Reg3.

* Reg5: Then we reset Reg5 through the usage of an ®MAC(—mn'), that is we add
to the accumulator registers (Reg5:Reg6) containing m’(n, + n;) + n,y the quantity
—m'(ny + ny) leaving the result n,,. But n,; is an uword and consequently the upper
register (Reg5) becomes zero. The lower accumulator register (Reg6) contains 7,,;.

* Reg4: Next we reset Reg4 by subtracting from it the quantities n, and »,. Quantity
nyo is formed again easily from Reg0:Reg1 which now contains again the dividend
z, by using the same method of shifting and additions we used in the forward com-
putations. The value of n;, is needed to reset the Agbit as described below. Then by
substracting n;, we end up in the zero value in Reg4.

* Reg6: This register, which contains #n,4, is reset by subtracting the constant d. con-
ditioned on n; and subtracting n,.

» Agbit: To reset qubit Agbit we use the value n;, formed in Reg4 at the step just before
we reset it for the second time and use its most significant qubit as the control of the
CNOT gate targeting the Agbit.

Note that the proposed QFT divider does not include any controlling qubit, but this is not
required for the construction of the modular multiplier as it will be shown. A symbol for the
GMO®DIV for the generic case, that is dividend and divisor of z bits wide, is shown in Figure
4.18 with the name GM®DIV1. This symbol shows only the qubits used for input (dividend
with the upper qubits having initial value of zero) and outputs (quotient and remainder),

o GM®DIV1

Figure 4.18: The symbol of the GM®DIV1. It receives an n qubits dividend to divide it by the constant
divisor d of n bits. The underlying circuit uses 7n + 1 qubits, including 5» + 1 ancilla qubits which are
not shown.
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leaving hidden the other ancilla qubits. In section 4.7 a modification of the circuit is given
that converts it to a controlled divider.

Regarding the GM®DIV circuit, a thorough depth analysis leads to a depth of 74n — 6 (the
initial depth of 244n — 8 reported in [141] was an overestimation mainly due to miscalcula-
tions in QFT depths and ignoring the fact that uncontrolled PMAC are used). In this study
we have take in account the following facts. Each QFT unit has a depth of 2n — 1 (through
parallelization of its rotation gates), the constant adder ®ADD has a depth of 1, the con-
trolled COADD and the adder ®ADD have a depth of » and the uncontrolled PMAC as
analyzed in the previous section has a depth of 2x . In this depth analysis we have also
taken into account that many of the blocks can be executed in parallel. Total number of
gates used in the GM®DIV is 44n> + 76. Fault tolerance and implementation aspects are
discussed in a separate paragraph in section 4.6 and in section 5.1.

4.4 Generic Modular Multipler/Accumulator and Modular Multiplier

In this Section we employ the blocks described in the previous subsections to build two
quantum circuits; the generic QFT based controlled modular multipler/accumulator and
then we proceed to a generic quantum controlled modular multipler which can be used as
the basic building block for the modular exponentiation circuit as shown in Figure 4.5.

4.41 Generic QFT Modular Multiplier/Accumulator - ®MAC_MOD1

Controlled modular multipliers/accumulators can be built using the ®MAC and GM®DIV1
units as their basic blocks. Such blocks can realize Eq. (4.21), and then can be used
as described in subsection 4.4.2 to realize a controlled modular multiplier as that of Eq.
(3.26). When the multiplicand input of the ®MAC unit is n qubits wide its accumulator is 2n
qubits wide. These 2n qubits must be fed as input to the dividend input of the GM®DIV1 to
compute the modulo N result. Therefore, the size of the GM®DIV1 unit must such that it
can receive a dividend of 2xn qubits, which means that the dividend input must be 4n qubits
wide and its upper half 2n qubits should be zero. Therefore the required ancillae number
for the GM®DIV1 grows from 5z + 1 to 10n 4 1. Note that a simple interconnection of the
two units, PMAC and GMFDIV1, in succession is not adequate to give a result that follows
Eq. (4.21) because the GM®DIV1 unit gives at its outputs both the remainder which is the
useful part of the computation and the quotient which contains garbage qubits that must
be coherently reset to keep the garbage-less reversibility of the circuit and then reused at
a later time.

PMAC_MOD1,(|¢)[9)0)) = [€)]y)|cay mod N) (4.21)

The proposed architecture of the generic controlled modular multiplier/accumulator by
constant, named ®MAC_MOD1, is shown in Figure 4.19. This circuit diagram shows 6n+ 1
qubits, but there are 10n + 1 more “hidden” qubits in the GM®DIV1 symbol (the ancillae of
the first divider can be reused in the second one, as the second one cannot be operated
in parallel to the first) which we don’t show for the clarity of Figure 4.19. The input lines
with a slash symbol in the figure correspond to “buses” of n qubits. It is straightforward
for the reader to understand the equivalence between the symbols with individual qubits
presented in previous sections with the ones in Figure 4.19 having buses as inputs and
outputs. Apart from the two basic blocks and the QFT units there is a group of CNOT
gates in this diagram. These units operate on a “qubitwise” basis, i.e. the first qubit of the
controlling bus controls the CNOT of the first qubit of the target bus, etc. An analysis of
this circuit follows for the two cases of the controlling qubit |¢) = |1) and |¢) = |0). As in the
previous section, we will not care of the various QFT blocks present in the register buses
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Figure 4.19: (i) The full diagram of the generic controlled modular multiplier/accumulator
®MAC_MOD1 and (ii) its symbol. A total of 6» + 1 qubits are shown, but there are 10n + 1 more
ancilla qubits not shown in the GM®DIV1 symbol.

and we give the integers values as if they were not QFT transformed.

For the case of |¢) = |1) both DMAC units are enabled. Initially all the » ancilla qubit buses
are in state |0) while the value y, the number to be multiplied by the constant 4, is fed
to the multiplicand input of the first ®MAC(a) unit. After the operation of this ®PMAC(a)
unit the multiplicand qubits are still |y) while the 2n qubits of its accumulator go to state
|0+ay) = |(ay))u|(ay))L, where subscripts U and L denote upper and lower register qubits,
respectively. These 2n qubits feed the dividend input of the GM®DIV1(N) giving as outputs
the remainder |(ay mod N))y|(ay mod N)), = |0)|(ay mod N)), and the quotient |q)u|q).,
where N is again the number to be factored. It is assured that the upper 2n — n = n qubits
of the remainder are zero because N is n bits wide. The remainder is copied with the aid
of the CNOT gates group to the bottom » qubits bus and then becomes the output of the
®MAC_MOD1 block. The original remainder bus is fed to an inverse GM®DIV1(N) unit
whose other input is the quotient || (ay)/N|) computed by the first GM®DIV1(N) unit. Such
an inverse divider can be easily designed by reversing the signal flow of the normal divider
and setting the angle of every rotation gate of the inverted GM®DIV1 to the opposite of
the original angle. By feeding the quotient and the remainder in an inverse GM®DIV1
we have available at its output the input that would give this remainder and quotient, that
is |ay) at the top 2r qubits and |0) at the bottom 2n qubits (an inverse divider effectively
becomes a multiplier). The second ®MAC(—a) unit, which is the inverted PMAC(a), takes
as multiplicand input the state |y) and as accumulator input the output of the previous
inverted GM®DIV1(N), |ay). Similarly, the outputs of this inverted ®MAC(a) are the inputs
that would lead a normal ®MAC unit to give as outputs the inputs being fed to the inverted,
that is |y) at the top n qubits and |0) at the lower 2n qubits. This way we achieved to clear
the useless, in our application, quotient. At the same time, we have the desired remainder
|(ay mod N)) available along with the initial input |y).

The case of setting the control qubit |¢) = |0) is simpler than the previous one. Both the
OMAC units are disabled and they simply pass their inputs unmodified to their outputs.
Also, the dividend input of the first divisor is zero. Therefore, input |y) traverses the circuit
through the ®MAC units while the ancilla buses remain in the zero state.

4.4.2 Generic QFT Modular Multiplier - ®MUL_MOD1

The last step in the construction of the modular multiplier required by Shor’s algorithm is
to reset the state |y) at the output of the modular multiplier/accumulator so that we can
successively connect several modular multiplier units as shown in Figure 4.5. Figure 4.20
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Figure 4.20: Generic modular multiplier ®MUL_MOD1. The circuit requires 16n + 1 qubits, where 14n
of them are ancillae hidden in the blocks of the lower levels of hierarchy.

shows a method for clearing the undesired |y) [24, 62, 61]. Two ®MAC_MOD1 units are
used in this diagram, with a block of controlled SWAP gates (Fredkin gates). The second
®MAC_MOD1 unit is a reverse unit with multiplication parameter a—', where the inverse
a~! is defined with respect to the operation of multiplication modulo N, that is it must hold
a-a'(modN) = 1. Such an inverse always exists, because the randomly picked number
a is selected based on the restriction that it must be co-prime with V.

The analysis of this circuit for the case of |¢) = |0) is very simple as both the PMAC_MOD1
units and the CSWAP gates are disabled. Thus, input state |y) remains unmodified and
passes to the output, while all the ancilla qubits remain in the zero state. In the case of |¢) =
1), the first DMAC_MOD1(a, N) unit gives as result the input |y) and the remainder |r) =
|ay mod N). This remainder is then fed, through the CSWAP gates, to the multiplicand input
of the second ®PMAC_MOD1(a"!, N) unit, while the accumulator input of this second unit
is [y). This way the multiplicand output of ®MAC_MOD1(a"', N) becomes the remainder
|¥) while the accumulator becomes |y — a~!(ay mod N) mod N) = [y —y) = |0).

Combining the two case of |¢) = |0) and |c) = |1) we have the transformation :

OMUL_MOD1,x(|c)[¥)]0)) = |c)|a‘y(modN))|0) (4.22)

which has exactly the same form as Eq. 3.26, if the ancilla qubits are not taken into account.
The final result is that we can combine many ®MUL_MOD1 units of Figure 4.20 as shown
in Figure 4.5 to build a quantum modular exponentiation circuit.

4.5 Optimized Modular Multipler/Accumulator and Modular Multiplier

Exploitation of the specific application where the modular multiplier is to be used can be
advantageous in terms of both depth and space requirements. The following paragraphs
present optimized versions of the modular multiplier/accumulator and modular multiplier.

The second version of the modular multiplier / accumulator, which we denote as ®MAC_-
MOD2, applies to Shor’s factorization algorithm. As shown in Figure 4.5, each modulo
N multiplier unit takes as input the output of its previous unit which is again a modulo N
multiplier block (or the integer 1 for the first unit) and thus this input is always less than N.
This input is to be multiplied by an integer which is again always less than N. Therefore,
the product of these two integers, being less than N?, has to be divided by N to calculate
the remainder. The quotient of this division is of course again less than N. Taking as
n = [log, N| the number of qubits for the division circuit we can see that for this specific
case the quotient is less than 2”. In other words, the restriction imposed for the operation
of the Granlund-Montgomery division algorithm holds. For this reason we can use the
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o GM®DIV2

Figure 4.21: Symbol of GM®DIV2 that receives a dividend of 2 qubits, subject to the constraint that
the quotient is less than 2. The underlying circuit uses 7n + 1 qubits.

division circuit of Figures 4.16-4.17 with a size of only = bits, that is a dividend of 2r qubits
(the upper half is not necessary to be zero) and quotient and remainder sizes of n qubits,
instead of using the double sized generic divider of the previous section.

We introduce a new symbol for the same divider in Figure 4.21, merely reflecting the fact
that all of the 2n qubits are reserved for the dividend, in contrast to the symbol of Figure
4.18 where half of them where set to zero in order to comply with the restriction of the
quotient being less than 2”. All the other internal aspects of the GM®DIV2 are the same
as of GM®DIV1. This second version of the divider is to be used exclusively in a Shor’'s
quantum algorithm architecture where the quotient is expected to be always less than 27,
while the first version of the divider can be used whenever a general quantum divider by
constant is needed.

The proposed architecture of the second version of controlled modular multiplier / accumulator
by constant, named ®PMAC_MOD?2, is shown in Figure 4.22. The circuit diagram shows a
total of 4n + 1 qubits but there are 5n + 1 more “hidden” qubits in the GM®DIV2 symbols
which are not shown for the shake of clarity of Figure 4.22. Again, the input lines with a
slash symbol in the figure correspond to buses, each bus consisting of » qubits. Using
similar arguments as in the previous section we give a brief analysis of this circuit.

For the case of |c) = |1) both ®MAC units are enabled. The accumulator register output
of the first ®MAC(«) unit is in state |ay)y|ay),, while its multiplicand register still holds the
multiplicand |y). The product |ay)y|ay), is then fed to the first GM®DIV2(N) to produce
the remainder (upper bus of GM®DIV2(N)) and the quotient (lower bus of GM®DIV2(N)).
The remainder is copied to the bottom bus which is the output ®PMAC_MOD?2 circuit. The
quotient and the original remainder buses are fed to an inverted GM®DIV2(N) unit, giving
again |ay)ylay), at its output. The second (inverted) ®MAC(a) unit has then at its multi-
plicand input the [y) and at its accumulator input |ay)y|ay),, setting its accumulator out-

le * * lc) le) — l)
n N

Iy [v) |y) 40 g v)
s
9 g 9 o
s : =
0 N N 0 3

|00 () lcaymodN) |04 L |caymodN)
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Figure 4.22: The optimized controlled modular multiplier/accumulator ®MAC_MOD?2 and its symbol.
A total of 4n + 1 qubits are shown in this figure, but there are 5» + 1 more ancilla qubits not shown in
the GM®DIV1 symbol.
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Figure 4.23: Optimized modular multiplier ®MUL_MOD2. The circuit requires the 41+ 1 qubits shown
in the diagram, plus 5z + 1 ancilla qubits hidden in the divider units.

put to state |0). Now, as in the case of ®MAC_MOD1, we have the desired remainder
|(ay mod N)) available along with the initial input |y). Similarly, the case of |¢) = |0) leads
the top qubits bus to have the initial input |y), while all the other buses are set to the zero
state.

A design of a modular multiplier based on the optimized multiplier/accumulator ®MAC_-
MOD?2 is shown in Figure 4.23. This design is very similar to the generic case of subsection
4.4.2 using the generic ®PMAC_MOD1 unit and for this reason we don’t analyze the circuit.

4.6 Complexity Analysis

In this section we analyze the depth (speed), width or space (the required number of
qubits) and the quantum cost (total number of single or two-qubit gates) of a quantum
modular exponentiation circuit, when implemented using either the ®MUL_MOD1 unit, or
the optimized ®PMUL_MOD2 unit. We also compare the two proposed designs with other
designs proposed in the literature, in terms of depth and width. The derived complexities
are with respect to n = [log, N], the bits size of the factorizable integer N.

We begin the depth analysis for the case of the ®MUL_MOD1 controlled modular multiplier
as top level unit for the modular exponentiator. The ®MUL_MOD1 block consists of the
two ®MAC_MOD1 units and controlled SWAP gates (Fredkin), while each ®PMAC_MOD1
unit consists of the units QFT, ®MAC, GM®DIV1, whose depths are already analyzed,
and CNOT gates. Figure 4.19 indicates that none of these units can operate in parallel,
because each one gets its inputs from the previous one, so the depth of this modular
multiplier/accumulator is merely the sum of each unit’s depth. We note here that the depth
of the CNOT unit used in ®MAC_MOD1 is 1 since the gates of this unit can operate in
parallel and the depth of the CSWAP unit used in ®MUL_MOD1 is about 5» (a CSWAP
gate consists of two CNOT gates and a Toffoli gate). The size of the four QFT units used
is 2n qubits and the size of the two GM®DIV1 units is for 2r bits dividend even if the
divisor N is n bits wide, therefore the depths of the QFT and GM®DIV1 units used in the
OMUL_MOD1 unitare 2-2n— 1 =4n—1and 74 - 2n — 6 = 148n — 6, respectively.

In Table 4.3 we summarize the depth of each unit used in the modular multiplier unit (we
have take into account that each modular multiplier unit uses two multiplier/accumulator
units), the number of units of each type that are used, the depth contribution of each
type of unit and finally we calculate the total depth for the controlled modular multiplier
OMUL_MOD1 which is 661n — 30. Since the complete modular exponentiator circuit con-
sists of 2n ®PMUL_MOD1 blocks successively connected in series, its depth is about
2n-661n ~ 1300n°. Discrepancies between Table 4.3 and the respective Table of [141] are
due to miscalculations in the GM®DIV unit (both in depth and cost) and miscalculation of
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Table 4.3: Units used in the ®MUL_MOD1 design, depth of each unit, number of gates in each unit,
number of units used for each type, gates contribution and depth contribution of each unit type to
the total quantum cost and depth of the modular multiplier.

Unit Depth/unit Cost/unit  # of units Cost Depth
QFT(2n) 4n —1 2n* +3n 8 160 +24n  32n—8
®MAC(n) 8n 4n + 4n 4 16n° + 16n 32n
GM®DIV1(2n) 1481 —6  176n*> 4 152n 4 704n* + 608n  592n — 24
CNOT(n) 1 n 2 2n 2
CSWAP(n) Sn Sn 1 Sn Sn
Total 7361 + 6551 661n — 30

the QFT cost which was overestimated.

Concerning the number of qubits required for the complete modular exponentiator circuit
(PEXP1), we see that in the case of the ®PMUL_MOD1 unit, it requires the same number
of qubits as the controlled modular multiplier, that is 6n + 1 qubits plus the hidden ancilla
bits of the GM®DIV1 not shown in Figure 4.19. The ancilla qubits for a GM®DIV1 unit of
size 2n is 10n + 1 qubits, so the total qubits required for the circuit is 16n + 2.

The quantum cost for the ®MUL_MOD1 modular multiplier calculated from Table 4.3 is
about 75012, and thus the cost of the first modular exponentiation circuit PEXP1 is about
15007°.

A similar depth analysis for the second, optimized design of the complete modular ex-
ponentiator ®EXP2, which utilizes the ®PMUL_MOD?2 is presented in Table 4.4. When
the optimized modular multiplier is used, we get an improved depth for PEXP2 of about
2n - 365n ~ 700n?, that is about half the depth when using the generic ®MUL_MOD1 mul-
tiplier.

However, the most important gain in using the ®MUL_MOD?2 is that the required qubits
are only the 4n + 1 qubits shown in Figure 4.22 plus the 5» + 1 qubits hidden inside the
symbol of GM®DIV2, that is a total of 9n + 2, a significant improvement over the 16n + 2
qubits if using the ®PMUL_MOD1 modular multiplier.

Similarly, the quantum cost for the ®MUL_MOD2 modular multiplier is about 200n2, hence
the quantum cost for the modular exponentiator circuit PEXP2 is about 4007°.

We compare the two proposed designs to various quantum modular exponentiation cir-
cuit designs found in the literature. Table 4.5 shows the abbreviated names of the basic

Table 4.4: Units used in the ®MUL_MOD2 design, depth of each unit, number of gates in each unit,
number of units used for each type, gates contribution and depth contribution of each type of unit
to the total quantum cost depth.

Unit Depth/unit  Cost/unit  # of units Cost Depth
QFT(2n) 4n — 1 2n* + 3n 8 16n° + 24n 32n—38
®MAC(n) 8n 4n’ + 4n 4 16n* + 16n 32n
GMO®DIV2(n) 74n — 6 44n* + 76n 4 176n* +304n  296n — 24
CNOT(n) 1 n 2 2n 2
CSWAP(n) Sn Sn 1 Sn Sn
Total 208n* +351n 3651 — 30

117 A.Pavlidis



Design and Synthesis of Efficient Circuits for Quantum Computers

building blocks for each exponentiation circuit as given in subsection 2.2, a description of
its main iterated building block, the number of qubits required for the full modular expo-
nentiation circuit and an estimation of its depth. The two circuits proposed in this paper
are referred in Table 4.5 as PEXP1 and ®EXP2. The design PEXP1 is the modular ex-
ponentiation circuit built from the generic components GM®DIV1 and PMAC_MOD1 and
has inferior performance to the ®EXP2 because it doesn’t exploit the property mentioned
in Section 4.5. It appears to the comparison table just for reference.

Regarding the circuit depth, it is referred to the depth of single qubit gates or two qubits
gates. Whenever three-qubit gates are encountered (e.g. Toffoli gates) their depth is rough
approximated to an equivalent depth of one-qubit or two-qubits gates by assuming each
three-qubit gate can be replaced by five one-qubit or two-qubits gates. Not all designs of
the literature provide a full circuit; thus some estimations are rough and they are based on
[129, 132] and our assumptions. For example to calculate the depth of a full exponentiation
circuit based on an particular adder if a full circuit for the exponentiation operation is not
given, we made the assumption that a modular adder for the exponentiation circuit needs
five normal adders to be built as described in Section 4.1. At this point we have to warn
that some depths referred by some authors are not to be taken as is, as these authors tend
to make their calculation not by counting single qubit, two qubit gates and converting the
depth of the Toffoli gates to an equivalent depth, but they rather group together various
gates and count computation steps for each group. Also, in some of the previous works
the depth is calculated as two qubit interactions, e.g. an arbitrary sequence of gates on
two adjacent qubits is measured as having depth 1. This assumption, depending on the
specific physical implementations, may not hold. For the above reasons (not full or detailed
circuit given, adjacent qubit gates depth assumption), some entries of Table 4.5 have
depth measures in O(+) notation instead of expressions with leading order constants.

Similar remarks apply for the estimation of the width (number of qubits) and especially the
quantum cost (total number of gates) of the circuits.

We can see in Table 4.5 that the ®EXP2 circuit outperforms in terms of speed in most
cases all the circuits that are based on ripple carry adders, carry look-ahead adders and
outperforms Beauregard’s, Fowler-Devitt-Hollenberg and Takahasi-Kunihiro QFT based
circuits, while at the same time requires qubits of the same size order.

Algorithms D, E and F of Van Meter and Itoh (VI) try to improve the depth by applying
various techniques such as better depth modulo calculation, indirection [129] but the main
improvement is done by operating in parallel many modular multipliers at the cost of a
respective increase of the qubits. As many tuning parameter are used in the VI algorithms,
the expressions giving the qubits number and the depth are complicated. In Table 4.5 we
show the asymptotic depth when the largest number of qubits (27%) can effectively be
used by these algorithms [142] that is when we take advantage of the highest offered
concurrency. In this case algorithms D and E can achieve a depth of O(nlog,n) which is
asymptotically better than the proposed ®EXP2 design but this improvement will require
O(n*) space. Algorithm F has for the same number of qubits (2r*) a depth of 100n*log,n
which is asymptotically worst than the proposed design. If we relax the space requirements
of the three VI algorithms D, E and F to be linear O(n), then algorithms D and E offer an
asymptotical depth O((nlogyn)(n/s+1log,s)) where s is the number of concurrent multipliers
used and algorithm F offers a depth of O((nlogyn)(n/s + log,s)). These depths are worst in
order than the asymptotical depth of the ®EXP2 architecture if s is set constant.
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Gosset’s carry save adder circuit has smaller depth than ®EXP2 circuit but with a large
penalty in space because the number of qubits bits it requires depends quadraticaly on
the size of the number to be factored.

The same applies for the Pham and Svore (PS) two-dimensional architecture which has
a O(log,n)* depth but requires a tremendous O(n*) space. The second two-dimensional
architecture (CV) which requires space of about 4n has also asymptotically worst depth of
O(n*\/n).

Zalka’s FFT multiplier circuit performs better than ®PEXP2 but only for numbers to be fac-
tored with more than 10kbits in size due to its big depth constant. Also it uses much more
qubits than ®EXP2. Zalka’s first circuit (using carry select adder) is comparable to PEXP2
in terms of both depth and qubits required, the ®EXP2 being faster but using twice the
qubits number of Zalka’s circuit. At this point we have to mention that Zalka’s first circuit
makes only approximate calculations of the modular exponentiation function.

The other architecture which has comparable asymptotical depth to PEXP2 is Kutin’s one-
dimensional architecture based on QFT addition, being an approximate calculation circuit
like Zalka’s first circuit. The second one of Kutin’s circuit is slightly worse in terms of depth
and makes the same approximation as its first.

To conclude the complexity analysis, the ®EXP2 circuit has the lowest asymptotical depth
among the circuits that require a linear number of qubits smaller than 10» and are based
on exact (as opposed to approximate) calculations.

The ®EXP2 circuit natively uses almost exclusively two-qubit gates (the only exception
are the CSWAP gates which use Toffoli gates). This is an advantage over most of the
architectures of Table 4.5 (apart from Beauregard’s circuit which can be also transformed
to use almost exclusively two qubit gates) because physical implementations of quantum
gates of three qubits is difficult [52]. Even recent proposals of Toffoli gate implementation
in various technologies [134, 135, 136, 137] essentially resolve this problem by decom-
position into two qubit gates.

Of particular interest is the depth-width product metric, which is related to the fault toler-
ance demands of the circuit, the smaller this product is the smaller the error correction
demanding [144]. The proposed circuit has among the smallest depth-width products, of
the order O(n*), among the circuits which perform exact calculations. The only circuits
that have the same depth-width product are the ones of Zalka’s and Kutin’s which perform
approximate calculations.

On the other hand, concerning the implementation, the proposed architecture seems to
have two major weaknesses. The first comes from the fact that it uses extensively con-
trolled rotation gates and there are known problems concerning the fault tolerance ca-
pability of such gates [129] and their implementation if small rotation angles are desired.
The rotation gates used in the described arithmetic circuits may have very small angles
like 27/2" and it is difficult to realize physical gates of such accuracy. Also, the rotation
gates are not included in the family of gates that can be realized in a fault tolerant manner
using known quantum error correcting codes, e.g. Steane codes. But even if they are not
inherently fault tolerant capable they can become such, if a decomposition into a set of
fault tolerant gates is applied to them exploiting the Solovay-Kitaev theorem [56].

The problem of decomposing an arbitrary quantum single qubit gate into a pre-determined
set of fault tolerant gates is important because for such a decomposition a cost have to be
paid related to the sequence length of gates to realize the decomposition and consequently
it is related to a depth increment of the total circuit. The Solovay-Kitaev theorem states that
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given a small constant ¢, an arbitrary gate U can be approximated by a finite sequence of
gates equivalent to a gate S up to an approximation error ¢ (that is d(U, S) < ¢, where d
is a distance function), the length of this sequence being O(log‘(1/¢)). The constant c is
somewhere between 1 and 2. As the smallest rotation angle in the rotation gates of the
proposed architecture is of the order z /2", the required approximation error is of the same
order (otherwise we would use the identity gate instead [145]) and the depth cost is of the
order n°.

Much research has been done in the area of this problem. Some of this work is oriented
to improve the constant factor ¢, that is to improve the cost and depth of the decomposed
circuit. In [145, 146] a decomposition of a controlled rotation gate into two single qubit
rotation gates and a CNOT gate is applied, and then the single qubit rotation gate is ap-
proximated, up to an error constant ¢, by a sequence of H and T (z/8) gates. It is shown
that this approximation sequence has a length linear in O(log(1/¢)), that is the constant ¢
is equal to 1, but the major drawback of this method is the synthesis time required, which
is exponential in 1/¢.

Recently, a very intense research activity has been observed in the area of efficiently
synthesizing arbitrary gates using fault tolerant primitive gates. Some work is oriented
in trading-off circuit complexity with synthesizing time complexity, other work is diverted
between building arbitrary gates with and without ancillae, and some other work is directed
to using not standard primitive gate set. A non exhaustive list of such work includes [60,
59, 147, 148, 60, 149]. In summary, these results show that an arbitrary gate can be
approximated with linear length with respect to log(1/¢) and with linear synthesis time with
respect to log(1/¢). The constant factor in the complexity of the approximation circuit is
about 10 for the most promising proposals. As the desired error ¢ is of the order of the
smallest angle 2z /2", the depth overhead factor is of the order O(n). Thus, the depth of
the overall modular exponentiation circuit would become O(n?).

Nevertheless we could achieve a better depth performance if we relax the approximation
error requirement. In section 5.1 we show that by permitting ¢ in the order of O(1/2'°¢") =
O(1/n") for a suitable constant 7, we could still achieve adequate probability of success in
the quantum period finding. This choice of ¢ leads to an overall depth of O(n? log ) for the
quantum modular exponentiation.

The second weakness of the proposed architecture seems to be at first sight that it does
not account for the possible constraints on the communication distance between the qubits
that may imposed by the underlying physical implementation. For example in [26] it is
shown that the physical mapping of any quantum adder of Q(/og,n) depth to a k-dimensional
nearest neighbors architecture limits its theoretical depth to Q(/x). Such depth limitations
are due to the additional SWAP gates needed to convert from the abstract concurrent
architecture to the nearest neighbor architecture.

This is not the case for the proposed architectures PEXP1 and PEXP2. Section 5.2 gives
an adaptation procedure to an one dimensional linear array physical machine with parallel
gates execution capability (1D-NTC) which leaves the overall depth to O(»n?) before the
fault tolerance transformations discussed previously and detailed in section 5.2.

Other models of quantum computation more suitable for long distance communication
between gates are the measurement based quantum computation (MBQC) [150] where
the interaction between distant qubits can be accomplished in constant time. In [151] the
DKRS carry look-ahead adder is redesigned in the MBQC context and it is shown that
its logarithmic depth can be maintained but with a substantial overhead in space require-
ments. Surface code quantum computing is another promising scalable architecture which
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also permits long distance interactions [152, 153, 154].

In general, the estimation of area and speed of a quantum algorithm is a cumbersome task
when considering the real physical implementation of the algorithm, including the error-
correcting codes which achieve the required fault-tolerance. In this view, the comparison
between the various designs exposed in Table 4.5 is only indicative for their performance.

It is important to note that the ®EXP2 circuit can be made about three times faster if the
approximate QFT method of performing the additions [23, 155, 156] is utilized. This hap-
pens because significant part of the constant divider GM®DIV consists of QF T adders and
the constant divider has the dominant depth contribution. This gate pruning may be incor-
porated as part of the approximation procedures described in section 5.1. Unfortunately,
the approximate QFT method can not be applied to the the ®PMAC blocks because the
angles in every rotation gate in this block is a sum of angles in a range from the bigger to
smaller angle, depending on the numbers to be multiplied (see Eq. (4.17)).

In conclusion, even if the modular exponentiation architectures PEXP1 and PEXP2 seem
to have the two disadvantages mentioned above in relation to the fault tolerance and their
usage in a local interaction physical implementation, they can address these disadvan-
tages as proposed in Chapter 5 and still achieve a low depth of O(n*logn). In contrast,
some seemingly O(n*logn) depth architectures that are based on fast adders of depth
O(log n) loose their depth advantage when applied on 1D-NTC or 2D-NTC architectures.
We think, as these results suggest, that the proposed fast quantum modular exponentia-
tion could be a candidate architecture in the future if someone gives priority to depth, i.e.
the performance of the circuit.

4.7 Divider Improvement and Extension

After the publication of [141] it was realized that a more efficient design of the proposed
quantum divider by constant can be achieved. This improved divider is shown in Figure
4.24 and requires 6n + 1 qubits, instead of the 7»n + 1 of the original design exposed in Fig-
ures 4.16-4.17. Depth and quantum cost are similar to the original divider. The incorpora-
tion of this improved divider into the proposed architecture for the modular exponentiation
leads to space requirements 8x + 1 qubits for Shor’s algorithm.

A slight modification of this circuit, with the addition of one more qubit, leads to a controlled
version of a divider. Figure 4.25 is the modified circuit of the controlled divider GM®DIV,
where the control qubit is added on the top of the figure and denoted with |c¢). The operation
of this circuit is to give the quotient and the remainder if |c) = |1), otherwise it gives the
dividend |z) in their place. The control qubit affects the two top buses (the one which
normally would deliver the quotient and the bus of the dividend high qubits) as follows: The
CNOT gates copying the |¢,) state on the top bus are promoted to Toffoli gates controlled
additionally by the added control qubit of the divider. Also, the two X gates operating on the
most significant qubit of the dividend are promoted to CNOT gates and they are additionally
controlled by the same control qubit of the divider. It is easy to ascertain that the case
lc) = |1) leads to identical operation as in the case of an uncontrolled divider. On the
other side, when |c) = |0), the top bus normally carrying the quotient at the end of the
computation, remains in its zero initial state. This is because the Toffoli gates are disabled
and the same applies for the controlled adder of constant 1, as the most significant qubit
of the dividend is always zero, both in the case of GMFDIV1 and GM®DIV2 modes of
operation. The ancilla buses remain in their initial states of zero due to the symmetry of
the computation - uncomputation effect. The dividend bus remains in the iniitial state due
to this symmetry and the fact that the last ®MAC unit has no effect on it, as the top bus
remains in zero state.
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5. IMPLEMENTATION ISSUES OF QFT BASED ARITHMETIC
CIRCUITS

In this Chapter we address the two major weaknesses of the proposed arithmetic quantum
circuits which are based on the QFT representation of an integer. First, the fact that the
requirement to implement fault tolerant rotation gates of high accuracy angle of order
(1/2") 1, leads to a depth increase from O(n) to O(n?) for components like PMAC and
GM®DIV, and consequently to an overall depth increase from O(n?) to O(»*) for the whole
guantum modular exponentiation. In section 5.1 we show that we can relax the angle
accuracy requirement, using angles of accuracy O(1/n) instead of (1/2") and accomplish
depths of O(nlogn) for the ®MAC and GM®DIV, leading to a depth of O(n? log n) for the
whole modular exponentiation. This accuracy relaxing does not degrade significantly the
operation of the quantum period finding algorithm in terms of success probability, as we
show.

The second implementation issue is the interaction topology between the qubits. The ba-
sic arithmetic blocks proposed in the previous Chapter imply distant interactions between
qubits (e.g. up to a distance of 3xn for the ®MAC). Yet, the physical implementations in
various technologies are usually one-dimensional or two-dimensional arrays of qubits re-
stricted to nearest neighbors interactions (1D-LNN or 2D-LNN). In section 5.2 we show
that the various blocks like PMAC and GM®DIV can be mapped to such local interactions
topologies through the usage of SWAP gates and still achieve depths of the same order,
that is overhead of constant factor.

5.1 Angle Quantization of Rotation Gates

The problem with the small angles rotation gates usage has been investigated in the con-
text of QFT application [156, 155, 145, 146], because QFT is an integral part of Shor’s al-
gorithm. Those works study the effect on the performance of the period finding algorithm,
in terms of success probability to find the period, that has the usage of the approximated
QFT. In an approximated QFT with parameter b, all the rotation gates with angle smaller
than 2z /2°*! are discarded. This elimination of gates is also called QFT banding due to
the shape of the remaining gates in the resulting approximated QFT circuit. An approxi-
mated QFT with banding » = » — 1 of the n qubits QFT corresponds to the regular QFT
(all the gates are present), while at the other edge a banding » = 0 corresponds to a QFT
circuit in which only the Hadamard gates are left. The above works concluded more or
less that using a » = O(log n) is adequate to extract the period with acceptable probability
of success. These results were also refined and verified with simulations in more recent
works [157, 158, 159].

Recently, an interest appeared to extend the method of pruning rotation gates to other cir-
cuits as well, and studied the effect on their performance in terms of probability of success.
Beauregard’s design [24] for period factoring algorithm is such an example. It implements
the modular exponentiation part by using Draper's QFT adder of Figure 4.9 as a basic
building block in order to successively build the modular adder and the modular multiplier
of the usual hierarchy described in Section 4.1. The works in [158, 160] study the effect
of simultaneously eliminating small angles rotation gates of both QFT and Draper’s adder
used in the Beauregard’s design.

In [158] a full quantum gate level simulation of Bauregard’s design was performed to factor
integers up to N = 57. The simulations covered various random « parameters of the mod-
ular exponentiation ¢* mod N. The results showed that if all the rotation gates with angles

'See for example Eq. (4.18), (4.19) and (4.20).
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smaller than /2 are discarded, using » = 4 and b = 5 for the QFT part and the modular
exponentiation part, respectively, the algorithm still succeeds to factorize with degradation
of about 70% relative to the algorithm operation if no gate pruning would happen. These
results were extended in [160] where both banding in the QFT and Draper’s adder is ap-
plied and at the same time the remaining gates are allowed to have defects modeled as
fluctuations about their real angles values.

All the above results suggest a significant robustness of circuits that have a QFT like struc-
ture to both banding and gate defects. The proposed architecture of Chapter 4 is based
almost exclusively on building blocks that have such a QFT like structure. In the following
sections it is shown that this architecture is robust to another kind of approximation, which
we call angle quantization of rotation gates. In this procedure, the angle value of each rota-
tion gate is changed to the nearest value of the set {j : j = 0...2° —1}. This is equivalent
to permit an angle error of at most z/2° in each gate. It is shown that if parameter b of this
quantization is chosen logarithmic in n, where n is the length of the factorisable integer,
then adequate probability of success is maintained.

The consequence of this result is that the gate and depth overhead of the circuit super-
vened due to the required conversion of the rotation gates to sequence of gates that admit
fault tolerant implementation, is logarithmic, instead of linear as it would seem at first sight.
Thus, including the conversion to a fault tolerant set of gates, the modular exponentiation
circuit analyzed in Chapter 4 has a depth O(n? log ) instead of O(»*) that it would have if
not using the proposed angle quantization method.

5.1.1 Definitions and basic properties

The induced 2-norm of an operator U acting on a d-dimensional Hilbert space #¢ is defined
by

200 Ml

= max || Uly) ||,
)

(5.1)

= lmax ( Uf U)

where |||, is the 2-norm of a state vector in 7? defined by

w1l = v/ (ylw) (5.2)

and 1,..x(-) denotes the largest eigenvalue of an operator.

The above operator norm will be used to quantify the distance between a target quantum
gate or circuit U when it is approximated by another gate or circuit V. The approximation
error between the two circuits U and V' is defined by

EWU, V) = U=V, (5.3)

This definition is justified by the fact that the distance between the probability distributions
Probylk] and Proby[k] (k = 0...2¢ — 1) generated at the outputs of the two circuits for
the same projective measurement is at most the approximation error E(U, V'), where the
distance between probability distributions is the Total Variation Distance [161]
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241

TVD(Proby, Proby) = % Z |Proby[k] — Proby[k]| (5.4)
k=0
Thus, we have
TVD(Proby, Proby) < E(U, V) (5.5)

It can be proven [161, 41] that if a sequence of d-qubits gates U, . . ., U, is approximated by
another sequence of gates 11, . . ., V; with approximation errors between each pair £(U;, ;)
forj = 1...k, then the total error between each product of the sequence is at most the
sum of errors of each pair

k
E(UUs—y - Uy ViViey - V1) <Y E(UL ) (5.6)
j=1

A large quantum circuit of d qubits can be thought as a sequence of d qubits gates U, . .. U;
as described above, but usually the elementary gates used in the circuits act on a single or
two qubits alone. A first step to handle this case is to consider that an elementary gate U
of n qubits is embedded to a larger circuit of d = m + n qubits, in which it acts on the lower
n qubits and the identity gate acts on upper m qubits as shown in left of Figure 5.1. Let
A = " ® U be the embedding of U and ¥V is the approximation of U. Then the embedding
B =" @ V of ¥ has the same distance to 4 as has V'to U,

|[FreoUu—-rFrev|,=U-", (5.7)

Proof. By Eq. (5.1), the value of ||I®" @ U —I*" @ V]|, is the largest eigenvalue of (4 —
B)'(4 — B). The calculation of (4 — B)"(4 — B) follows (for simplicity 7™ will be denoted by
1)

(A—B)A-B)=(IU—-IoN(IeU-IaV)
—(IoUYIU) - (I WVIoU) -(IxUNIQV)+ I VI V)
—IQUU-IVMU—-IUV+Ix VY
=1 (UU-VU-UV+ 1P
=12 (U-NU-)

U V

Figure 5.1: Left circuit 4 = /® U approximated by the right circuit B = /@ V. The distance |4 — B||, be-
tween the two five-qubits circuits is the same as the distance between the two gates alone | U — 7).
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The eigenvalues of I (U—V)T(U— V) are the same with the eigenvalues of (U— V)1 (U—V)
as the eigenvalues of 7 are all 1. Consequently, A,..((I ® (U — V)1(U = V)) = Amax((U —
V)i(U— 7)) and thus [P @ U—F" @ V]|, = |[U - V], O

It is easy to generalize the above result by allowing the » qubits of U and I gates to
correspond to any qubits of the largest n+m qubits circuit, instead to be the least significant
qubits as Figure 5.1 implies. This is accomplished by inserting suitable SWAP gates at the
beginning and at the end of the original circuit 4 and the approximating circuit B to derive
the corresponding 4’ = P! - 4. P and B = P~! . B - P circuits. The P operator and its
inverse P~! are permutations that correspond to the effect of SWAP gates inserted at the
beginning and at the end of circuit. Figure 5.2 is an example of this equivalence where ¢-R
is used as an example of a two-qubits gate U.

It is easy to see that

|4 — B|, = HP*I A-P—P'.B. PH2 = |4 — B, (5.9)

because P and P~! are unitary.

In the same line of reasoning, if C; ... C,, C, ... C, are unitary operators and U is approxi-
mated by ¥, then

Cre GUC, -+ €= Gy GGy |y = U= V] (5.10)

The Uand Vin the above equation may be of the form of A" and B’ of Eq. (5.9), respectively.

Combining the previous results we can state the following

Proposition 5.1. Let O a quantum circuit and O an approximating quantum circuit which
is derived from Q by replacing some of its gates ljl, U,, ... U, with the respective gates
Vi, Va, ... Vy. The 2-norm distance between Q and Q is upper bounded as

k

lo-9||, < 10 il (5.11)

J=

Proof. The proof is straightforward taking into account Eq. (5.6),(5.9), (5.10) and the fact
that every quantum circuit is represented by a product of tensor products of unitary oper-
ators. O

= I

1R

Figure 5.2: Equivalence of a five qubits circuit 4’ containing a two-qubit gate c-R acting in some of
the middle qubits (left) to another five qubits circuit 4 in which the same gate acts on the two lowest
qubits. Swap gates are used to interchange the order of the qubits.
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M M

Figure 5.3: The left circuit is approximated by the right circuit by replacing gate U with V.

An example of the previous results is shown in Figure 5.3. The left circuit is 4 = (I*? ®
M)(P~'UP)(L®I*?) and it is approximated by the right circuit 4 = (I*>*@ M) (P~'VP) (L& I*?)
where P is a suitable permutation matrix which models the fact that U and 7 gates act on
the two middle qubits. The distance of these two circuits is |4 — B, = ||U — V..

5.1.2 Approximation of the multiplier/accumulator ®MAC.

The ®MAC presented in Section 4.2 is a basic bulding block for both the modular multiplier
®OMUL_MOD and the divider by constant GM®DIV used in the modular exponentiation.
It consists of 4n* controlled rotation gates given by Eq. (4.18) and (4.19), 2»n controlled
rotation gates given by Eq. (4.20) and 2n CNOT gates. These equations show that each
one of these rotation gates has an angle ¢ which is a sum of angles between 2z /2" m =
1...2n and the sum depends on the multiplication constant a, so that each angle ¢ is an
integer multiple of 2z /2%". Thus, there isn’t any set of these gates guaranteed to have small
angles so as to apply the banding procedure as it can be applied to the approximated QF T
case or the QFT adder of two quantum integers.

Instead, we can uniformly "quantize” the ¢ angles with quantization step of 2z/2° so as
they are all multiples of 2z /2° instead of 2z /2*", for a suitable constant » < n. Namely, a
controlled rotation gate c-R.(y) is approximated by the gate ¢-R.() using the relation

20 2
¢ = round ((p%> 2—71)[ (5.12)

It is clear from the above relation that the distance between the desired angle ¢ and its
quantized value ¢ is half the quantization step,

lp— ol <= = (5.13)

The distance between a desired controlled rotation gate c-R.(y) and its approximation
c-R.(p) is

lo-Re(p) = -Re(), = mawe [diag (00,0, = &%) Iy,

_ ip P

<“;_¢T | (5.14)
N T

<5

We choose the quantization parameter b to scale logarithmically with respect to », e.g.
b = clogn. By applying Proposition 5.1 we can estimate the distance of the original DMAC
and the approximated ®MAC with the following upper bound
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4n2+2n
@MAC—@A\CH < Ue—V,
| < 2 =i,

4n(n+1)

T (5.15)
S Z Jclogn

k=1
5

ne-

<

2

In the above formula, Uj, are all rotation gates of the original PMAC embedded in the whole
Hilbert space #*" of ®MAC, that is they are modeled with

Uy =P, (I®c-R.(¢1)) Py (5.16)

The V, gates are the respective ones for the approximation ®MAC circuit and are given
similarly as

Uy =P (I®c-R.(¢r)) Py (5.17)

5.1.3 Approximation of the Fourier adders and QFT.

Similar analysis can be applied to the two kind of adders used in the quantum divider
and the QFT. In all the cases, the angles of all the rotation gates used in each block
are approximated with quantization parameter b = clogn. The distance between each
original block and its approximation is related to the quantum cost of each block as stated
in Proposition 5.1.

The controlled constant adder COADD of » qubits uses » rotation gates and consequently
its distance to the approximating circuit is

HC@ADDC - Cgﬂﬁ)CH2 < % (5.18)

The distance for the general adder ®ADD of two quantum integers of » qubits is

T

H@ADD—@)H < X (5.19)
2 ne
because it conists of ”(”2—“) rotation gates.
Similarly, the distance for any QFT (and its inverse) of n qubits is
HQFT— QFTH <L (5.20)
2 nc-

Note that in the last two cases (adder of two quantum integers and QFT) the angle quan-
tization with parameter b corresponds to banding, because the angles of all the rotation
gates are of the form 2z /2™ for m = 1...n, instead of sum of such angles as it was the
case of ®MAC.

A.Pavlidis 130



Design and Synthesis of Efficient Circuits for Quantum Computers

5.1.4 Approximation of the whole modular exponentiation.

The GM®DIV divider consists mainly of a constant number of blocks like QFT, ®ADD,
CPADD, ®MAC that can approximated as described in the previous sections, and some
constant number of other gates that are not approximated.

Taking into account Eq. 5.15,5.18,5.19 and 5.20 which give the approximation error if the
quantization of angles with 5 = clog n is adopted, we derive the approximation error of the
whole divider as

H GM®DIV — GMPDIV

< O (5.21)
2

Constant C, depends on the number of the various blocks used in the divider, but it is
estimated to be somewhere above 89, because the dominant contribution to the error
comes from the ®PMAC, ®ADD and QFT blocks (order of n2~¢) and a GM®DIV block uses
5 ®MAC units, 8 ®ADD units, 16 QFT units of n qubits and 10 QFT units of 2xn qubits.

Error of the same order is found for the controlled modular multiplier COMUL_MOD as
this block consists of two dividers and two ®PMAC

HC@MUL_MOD _ CQBMﬁLfMODH < Coprt (5.22)
2

Similar reasoning, leads to an estimation of the C,, nearto 2 x C;+ 2 -5 =~ 198. Thus, the
total approximation distance of the whole modular exponentiation circuit ®EXP is

HcﬁEXP — @Hz < Co¢ (5.23)

because it uses 2n modular multipliers, where C, is above 2 x C,, = 396.

The whole Shor’s algorithm circuit includes a QFT at the end which can be approximated
too, with error O(n*~¢). Thus, taking into account Eq. (5.23) which gives the dominant
distance, the Total Variation Distance for the approximated Shor’s circuit proposed is given

by

TVD(Probsor, Probg—) < C;n’~* (5.24)

for C; above 396. The above upper bound for this distance can be arbitrary low for large n.
It is a measure of quality between the probability of success for the quantum period finding
using the original circuit and the approximated one. (The probability of success is about
4/7* as shown in Eq. (A.14)). Let K, be the set of the "good” measurements (the peaks
appeared after the final QFT), Probg,.. the probability of success when using the original
circuit and Probge the probability of success when using the approximating circuit. Then,
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Probgyee — Probggee = Z PTObShor[k] - Pl"Obg]\or[k]

kelCq
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A choice of ¢ > 3 for any n leads to the conclusion that if the angle quantization step 27 /2°
is smaller than 2z /n*, then the probability of success of Shor’s algorithm can be as close
we want (depending on the choice of constant ¢) to the original one if no angle quantization
is applied. In more detalil, let the desired difference between the probabilities of success
be smaller than §P. This can be accomplished if 2C;n*~¢ < JP. A little algebra leads to the
requirement that

oP log 0P — log 2C;
o< 2 o >3- 8 08

2C; logn (5.26)

Then, the quantization parameter » = clogn must be at least 31logn + log2C; — log JoP.
E.g. for 6P = 0.1 (no more than 10% degradation in probability of success) a choice
of b > 3logn + 9.7 + 3.3 = 3logn + 13.0 is adequate, while for 6P = 0.01 we derive
b > 3logn+ 16.3.

The proposed angle quantization does not need to be performed explicitly. Instead, it can
be integrated to the Solovay-Kitaev like synthesis algorithms incorporated to the physical
realization design flow which transforms the rotation gates to a sequence of gates ad-
mitting fault tolerant realization. In this case, the error parameter ¢ of the approximation
synthesis algorithm is set to about the half the quantization step, ¢ ~ =/n°. An efficient
synthesis algorithm, like these of [59, 60, 149], approximates the rotation gates with a se-
quence of length O(log 1/¢) = O(log n). In other words, a logarithmic overhead of depth is
feasible (instead of linear) related to the length of integer to be factored , if fault tolerance
aspects are taken into account.

5.2 Communications Localization

The various modules used in the construction of the modular exponentiation based on
Fourier arithmetic can be converted to modules that use local communications only; they
can use local interactions between neighboring qubits. In particular, the proposed trans-
formation is adapted for an one dimensional linear array of qubits, in which each qubit
interacts with its two neighboring qubits only, while concurrent execution of gates applied
on different qubits is allowed (1D-NTC architecture). SWAP gates are used extensively to
circulate the different qubits around the array. The depth overhead in the basic modules
with local communications compared to the depth of the original modules with global com-
munications is linear in the number of the qubits, that is a constant multiplicative factor.
For example, the QFT, ®ADD, ®MAC and GM®DIV modules retain their linear depth,
although with a larger multiplicative constant. Thus, the overall depth of the modular ex-
ponentiation PEXP1 or ®EXP2 circuits remains quadratic.

Some basic blocks are introduced to describe the localization of the ®PMAC. The “inter-
leave” block shuffles 2n qubits initially in the order a,_,...,a0,b,_1,...,by SO that their
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interleave

Figure 5.4: Qubits interleaving using local interactions.

order becomes a,_,b,_1,an —2,b,_,, ..., a9, by. The example shown in Figure 5.4 is for
the case n = 6. The generalization to other values of n is straightforward. The SWAP gates
from now on will be denoted by crossing qubit wires (X symbol) to better keep track the
exchanging of qubits in the array. The inverse block is the same circuit reflected vertically.
The depth of the "interleave” is n — 1 steps.

Another useful block is the "exchange” block which exchanges the first » qubits of a group
of 2n qubits with the last » qubits. Figure 5.5 shows the "exchange” block for the case n = 6.
Observe that the "exchange” block consists of an "interleave” and an inverse "interleave”
block which have n SWAP gates between them. The depth of the "exchange” block is
2n — 1.

The shifted control block "sc” can be used when » different two-qubit gates must be suc-
cessively applied to pairs of a common qubit ¢ and » different qubits @, ..., a, in order.
The qubits @, ..., ay must successively appoach ¢ before the respective two qubit inter-
action. Figure 5.6 shows how this can be accomplished in 3n — 2 steps. The two-qubit
gates are denoted with a vertical line with two dots between two neighboring qubits. The
initial order of the qubits ¢, a,_1,...,a is settled down at the end. At each step is shown
the qubit that has become neighbor of c. The symbol of the shifted control shown con-
tains a parameter 4 which is a vector the matrices determining the n two-qubit gates, e.g.
A=(4,,...4,).

When the two-qubits gates 4, . .. 4, mutually commute, their execution order is irrelevant
so that a smaller 2n depth circuit like the "scc” of Figure 5.7 can be constructed. Such a
case occurs when the gates are controlled rotation gates or when the gates are CNOT
gates.

Equipped with the above localized modules we can proceed to transform the Fourier based
multiplier/accumulator ®MAC of Section 4.2 so as it operates using local communications
only. Figure 4.15 shows that in general, the ®MAC operates on 3n+ 1 qubits in five stages.

& [£]L

Y

e

exchange

P

s

interleave interleave™

Figure 5.5: Exchange of two quantum registers using local interactions.
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Figure 5.6: Shifted control circuit ”sc”. Two-qubits gates (denoted with vertical lines with dots at
their ends) are applied consecutively between qubit c and g,

&[£ ]

To simplify the notation, we rename the » qubits carrying the multiplicand |x) in Figure 4.15
as a,, ai, ap and the qubits of the accumulator as bs, . . ., by. With this notation in mind, the
five stages of the PMAC operations are as follows:

1. Rotation gates applying Vf’) to the target qubit 5, and controlled by qubit g; for / =
0,....2n—1and;j=0,...,n—1.

2. Sequence of n CNOT gates having a common control qubit ¢ which target the differ-
ent n qubits a,_, ..., a.

3. Rotation gates applying V}’” to the target qubit 5, and controlled by qubit a; for / =
0,....2n—1and;=0,...,n— 1.

4. Sequence of n CNOT gates having a common control qubit ¢ which target the differ-
ent n qubits a,_1, ..., ag.

5. Sequence of rotation gates W, for [ = 0,...,2n — 1 having a common control qubit ¢
which target the different 2n qubits b,, 1, ..., b

Stages 2,4 and 5 have the same pattern of operation: a common qubit ¢ successively
controls n or 2n qubits which are adjacent each other. This pattern of operation can be
performed with local communications as shown in Figure 5.7 where CNOT gates are used
in stages 2 and 4, while controlled 7, gates are used in stage 5, and W, is given by Eq.
(4.20)

Stages 1 and 3 have a different pattern of operation. Namely, the n qubits a,_,a, > ..., aq
concurrently interact with the n qubits b, _ 14/, b, 241, - - . , boes iN 2n stepswhere/ =0...2n—1
denotes the step. The & symbol denotes addition modulo 2xn. On other words, all the g,
qubits interact with n qubits b, in a rotating pattern, e.g. for a, control qubit the sequence
of the target qubits is by, b3, by, bs, by, by .

The above concurrent operation of gates in rotating pattern can be accomplished with
local interaction and in linear depth with the circuit "rc” of Figure 5.8 for the case n = 3.

(g}
(¢}

& {% 3 a ) 2 a 35 I
3 3y A
a, o)
a, % ]
a 3 @
3 %

Figure 5.7: Shifted control circuit ”scc” for commuting gates. The gates applied between qubit ¢
and ¢; mutually commute.
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Figure 5.8: Rotating pattern control circuit ”rc” using local interactions.

The first "interleave” block interleaves the upper bs, b4, b3 qubits with the a,, a;, ay qubits.
The first triad of two-qubit gates correspond to the gates ng), fo), V§0> of Figure 4.15. The
three following SWAP gates allow the local interaction between the three pairs of qubits
a> — by, a; — by and ap — by, that is the local operation of gates ¥\, 14", 1\ of Figure 4.15,
etc. This sequence of swapping and concurrent gates application cannot proceed further
so as to allow the interaction of a, with b, and b,. Also, it remains for qubit g, to interact
with qubits 5, and b5, while for qubit g, to interact with qubits b5 and b4. The purpose of the
next two "exchange” blocks is to reshuffle the qubits in order to achieve this. The inverse
“interleave” blocks and the two "exchange” blocks at the end reorder all the qubits in their
initial configuration.

The topology of Figure 5.8 can be used for both stages 1 and 3 of the ®MAC with suitable
choice of two-qubits controlled rotation gates. The depth of this rotating pattern control
circuitis 12n — 10.

The parameter [4] of the symbol "rc” is a matrix of n x 2n blocks, where each block is a
4 x 4 matrix representing a two-qubits gate. In the case of stages 1 or 3, the element [A]j,

corresponds to the matrix of controlled rotation described by V,U) of Eq. (4.18) or VY)T of
Eq. (4.19), respectively.

Combining the previous results we can build a ®MAC circuit that uses local communi-
cations as depicted in Figure 5.9. The first stage is implemented with a rotating pattern
control circuit "rc” with parameter [V];, = diag(/, VY)) as described above. The second stage
is an ”scc” block with parameter X = (CNOT,...,CNOT). The third stage is an "rc” block
with parameter [V]ﬂ = diag(Z, Vf’”) and the fourth stage is the same as the second. It
remains to apply the fifth stage which can be implemented with an "scc” block with pa-
rameter W = (Wan_1, ..., Wy) where W, is given by Eq. (4.20). Yet, the qubits order must
be rearranged so as the b qubits of Figure 5.9 are adjacent to the control qubit ¢. This is
accomplished by the two "exchange” blocks that precede the last "scc” block. The two last
"exchange” blocks finalize the order of the qubits in their initial position.

C C C C C
3 t t D5 D5 D5 &
a, X X D, 0, | \» D, A
) W )

2 V] § NT] § o | by D by | 2 [ &
D5 S| & 0, | o a| 8 |Dbs
0, 1l & D, 7 a | b
b ° & & [& S| ° @
B 2 2 b,| & [= & [D b,

2 2 o 2 c 2 2
D, D, | R [ & 1 b N
Do b | © [2 ® [y Dy

Figure 5.9: ®MAC circuit using local communications.
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Figure 5.10: ®ADD on two 6 qubits integers using local communications.

The depth of the localized ®MAC of Figure 5.9 is 40n — 4 compared to the depth 8x of the
original ®MAC of Figure 4.15, that is about five times deeper.

In order to retain the linear depth of the modular multipliers of Chapter 4 when imple-
menting them in a 1D-NTC architecture, localization of other blocks except the ®PMAC
is essential. The GM®DIV block which is used in the modular multipliers consists of the
®MAC and also of QF T,®ADD (adder of two quantum integers) and COADDC (controlled
adder of a quantum integer with a constant). Below we describe local interaction versions
of the adder ®ADD and the QFT. An inspection of Figure 4.7 shows that the the case
of the PADDC is handled with the topology "scc” of Figure 5.7. This scheme is slightly
different form the one proposed in [130] as we want at the end to retain the qubits order.
Thus, the depth of a localized ®PADDC becomes 2n instead of n.

Figure 5.10 is the localized version of the ®ADD of Figure 4.9 (see also [130]). Controlled
rotation gates c-R, are applied between pairs of qubits a; and b, for k = 1...n. For a
particular k, n+ 1 — k pairs a; and b; interact, namely the pairs that their index j and / satisfy
j—Il=k—1land/=k—1.

The "interleave” block in the circuit of Figure 5.10 makes adjacent all the pairs a; and b,
with j = [ so as all the ¢-R, can be applied concurrently. Afterwards, SWAP gates make
adjacent qubits ¢, and b, withj = [/ + 1 forj = 0...n — 1 so as to prepare them for the
concurrent application of the gates c-R,. This scheme is repeated until the final application
of the gates c-R,. The depth of the localized ®ADD is 4n — 2 compared to the depth » of
the original ®ADD.

Finally, a localized version of the QFT [130] is shown in Figure 5.11. Hadamard gates are
included in this design and qubits labeling is attached after each SWAP gate to help keep
track the operation. Observe that this circuit achieves at the same time the required qubit
reversal of QFT. The depth of the localized QFT is 3n — 2.

The localized version of the GM®DIV dividers (Figures 4.16-4.17 or 4.24) is easily con-
structed by substituting the ®PMAC,PADD,PADDC and QFT blocks with their localized

Figure 5.11: QFT on 6 qubits using local communications.
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version exposed above. Also, some additional "exchange” blocks are needed to make ad-
jacent various registers that are distant during the computation. A rough estimation of the
overall depth of the improved GM®DIV2 divider for a divisor of n bits is about 400n steps
of which about 40n steps are due to exchange operation of registers.

Similar calculations for the modular multiplier ®MUL_MOD2 of Figure 4.23 gives a depth
of about 1800n. Consequently, the full localized version of the modular exponentiation
circuit PEXP2 becomes 3600n>.

Note that the above depth calculations are over-estimated because they don’t take into
account possible depth absorption of SWAP gates with adjacent two-qubit gates using
canonical decomposition [162, 163, 130]. An example is given in Figure 5.12. The canoni-
cal decomposition of both circuits has almost identical topology; the difference is the angle
parameters used in the single and two-qubit gates of the decomposition. Thus, addition
of a SWAP gate before or after a controlled rotation gate has inappreciable effect on the
depth of the circuit. Such a configuration of SWAP gates is encountered in part of the lo-
calized ®MAC in Figure 5.8, the localized ®ADD in Figure 5.10 and the localized QFT in

Figure 5.11 .
g RV

Figure 5.12: These two circuits have almost equal depth.

137 A.Pavlidis



Design and Synthesis of Efficient Circuits for Quantum Computers

A.Pavlidis 138



Design and Synthesis of Efficient Circuits for Quantum Computers

6. HIERARCHICAL SYNTHESIS OF QUANTUM AND REVERSIBLE
ARCHITECTURES

A novel graph-based hierarchical synthesis methodology for arbitrary large and irregular
quantum and reversible architectures is presented in this Chapter. An architecture is pre-
scribed as a sequence of elementary operations that correspond to existing quantum or
reversible components of a library. The library can be populated with new circuits syn-
thesized by the same or other methods in a multilevel hierarchical synthesis setup. This
Chapter closely follows the presentations in [164, 165].

6.1 Background and related work

While a reversible circuit operates on classical bits, e.g. on variables taking discrete values
0 or 1, a quantum circuit operates on qubits taking values in a continuous range (namely
the surface of a sphere called Bloch’s sphere). Moreover, the reversible logic gates are a
subset of the quantum gates (the reversible gates can be described by matrices having
elements the integers 0 or 1). Nevertheless, quantum circuit synthesis can exploit known
reversible circuit techniques as many quantum algorithms use arithmetic and logic op-
erations (they are Boolean). An example is Shor’s algorithm whose main parts are: (a)
a modular exponentiation computation and (b) a quantum Fourier transform (QFT). The
former part can be described in integer arithmetic terms on the computational basis and,
therefore its construction can take advantage of reversible synthesis techniques, some-
thing that cannot be applied to the latter part of the QFT. In the former case a reversible
circuit implementing the function can be invoked and then a transformation to the quantum
circuit can be applied using the available quantum gates.

In general, the reversible synthesis methods can be divided in two families: (a) optimal
or asymptotically optimal and (b) heuristic. The former methods result in a circuit that
minimizes a particular cost factor which is usually the number of gates. Optimal methods
are practical for a few bits only (e.g. 3 or 4 bits) as they demand exponentially grown
memory and time as a function of inputs [166, 167, 168]. Heuristic synthesis methods
behave better referring to the bits handling capacity at the cost of relaxing the optimality
requirement. Transformation [169, 170], search [171], cycle [172] and Binary Decision
Diagrams (BDD) [173] based methods fall under the latter category. A thorough overview
can be found in [30]. In general, most of the methods suffer from limited scalability: they do
not handle large circuits of more than 100 bits due to restrictions of memory and runtime
as they consume exponential resources in arbitrary examples cases.

Quantum synthesis differs from reversible synthesis in the specifications and the libraries
used to synthesize the circuit. Boolean specifications in the computational basis are ad-
equate when the target circuit is an arithmetic one or logical one due to the linearity and
the superposition principle. Thus, reversible circuit methodologies can be used and then
library transformation can be applied to convert from the reversible library to a quantum li-
brary. When the specifications are in the form of a unitary matrix U of dimension 2" x 2" for a
circuit consisting of n qubits then decomposition methods can be applied [53, 27, 174, 28].
In such methods the unitary U is decomposed in a sequence of single qubit and two qubit
gates where the specific gates depend on the library. Gates number is exponential in z in
general.

As discussed above the various existing quantum and reversible synthesis methods need
exponential computing resources and thus they do not scale well for large circuits. A step
towards synthesis of large circuits would be the combined use of hierarchical methods
where the circuit, being reversible or quantum, is built level by level using already synthe-
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sized functions of smaller blocks. These blocks can be ad-hoc designed if they correspond
to well known circuits involving regularity (e.g. adders or other arithmetic circuits), auto-
matically synthesized by a synthesis method chosen by the user, or synthesized by the
proposed method if a bottom up design is needed to handle a complex specification. To
our knowledge only a few hierarchical synthesis method have been presented in the lit-
erature [175, 176, 177, 178, 178]. The proposed hierarchical synthesis method applies
to both reversible and quantum circuits and eliminates intermediate bits/qubits without
excessive ancilla usage. It also supports unlimited circuit size handling capability on an
existing library of components. It applies to the quantum case whenever a classically de-
fined "oracle” arithmetic function must be embodied in the quantum algorithm.

6.2 Methodology Basics

In this section, we present a set of inter-operating algorithmic routines which synthesize
a complex reversible or quantum circuit using abstract functional blocks. Fig. 6.1 outlines
the basic steps of the methodology. The abstract blocks are part of a library and are as-
sumed to be already synthesized (using our method or other lower level methods). The
specifications of the target architecture come in the form of sequence of arithmetic/logical
instructions. The circuit is synthesized progressively in three steps. In the forward syn-
thesis part a directed acyclic graph representing the required computations by the speci-
fications is built by interconnecting various library blocks and possibly by adding ancillae
(whenever temporary variables are used), without taking into account the resetting of the
ancillae. Subsequently, possible deadlocks which prevent the next step are detected and

eliminated. The last step, reversing, is the expansion of the graph so as to reset the ancilla
states

A.Pavlidis

 nput - c Library
Sequence of ' ngut y
Functions X=
epe . X:CIVACG(X,y,C)
Specification (g r]=D VN X) :
v '.
]
1
[}
Forward :
Synthesis :
1 :
[}
- 1
- TS '
Deadlock s \‘ I
Detection & ] !
Prevention . A
Reversing 00 e - Library
Synthesis ocoe oo Expansion
O @00

Figure 6.1: High level description of the proposed synthesis methodology.
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6.2.1 Initial Specifications and Library

We consider sequences of arithmetic and logical operations describing the reversible cir-
cuit or the quantum oracle of the general form:

x = fi(x,b) (6.1)

Function faffects only one of its two input variables x and 4. Index i is an identifier used to
distinguish among the various available functions in the library. Variables x and 4 are inte-
gers of n, and n,, bits, respectively. We call variable x the affected variable and b the control
variable. There are special cases of elementary functions that fall under the description of
Eq. (6.1). In the simplest case there is no control variable (n, = 0) in the computation of
a primitive assignment such as x = NOT(x). In other cases, the bits of the variables are
partitioned into sets, where each set has its own index as shown in equation (6.2).

xgom), . .x,(:"t)} =/ ([xgm)’ .. .xl(m)} b1, - bm]> (6.2)

In this case, output variable x (denoted as x(°*)) is partitioned in k subsets of bits, each one
indexed as variable x'*, i = 1,...,k and consists of n,, bits. Similar description applies
to variables x(") and b. As an example consider the function of dividing a 2x bits affected
input variable by a constant integer resulting in an » bits quotient and an = bits remainder
whenever the quotient is less than 2x. In this case k£ = 2 and / = 1 and the bits representing

the dividend become the quotient and remainder bits of the output.

We assume that a library of quantum or reversible subcircuits implementing the classical
functions in the form of Eq. (6.1) or (6.2) like the one proposed in [179] is available. This
library can be also viewed as the instruction set of a quantum arithmetic logical unit (QALU)
and the result of our synthesis procedure can be viewed as the sequence of executions of
the quantum instructions to various quantum registers of the QALU. An example quantum
library of arithmetic and logical functions is given in Table 6.1. Various quantum circuit
representations of these functions can be found in the literature or can be synthesized

Table 6.1: Example functions of a Quantum Library.

Quantum Affected Qubits Control Qubits
Function

Input State Output State Size State Size

INP_F - 0orx n - 0
NOT X X n - 0
CNOT x x®b n b n
COPY x=0 0db=> n b n
ADDC, X x + a(mod?2") n - 0
CADDC, X x + ca(mod2") n c 1
ADD X x + b(mod2") n b n
CADD X x + ¢b(mod2") n b,c n,1
MAC, x x +ab(mod2®")  2n b n
CMAC, x x + cab(mod2*") 2n  b,c n, 1
DIV, X x/a, x mod a 2n - 0
OUT_F X X n - 0
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with known methods to further populate the library. The library can be arbitrarily extended
by including more complex functions or even new functions synthesized by the algorithm
described in this paper or other methods.

Each function shown in Table 6.1 transforms the quantum state (input state) of a qubits col-
lection to another quantum state (output state). This transformation depends on the state
of some other qubits which remain unaltered. We call the qubits that get transformed af-
fected and the qubits that remain unaltered but influence the affected qubits control qubits,
in correspondence to the affected and control variables of function fin equation (6.1), re-
spectively. In Table 6.1, for each quantum function shown in the first column the following
columns show the number of affected qubits (size), their initial state and the output (trans-
formed) state. The last columns show the state and the number of the control qubits. Since
the state of the control qubits remains unaltered, Table 6.1 does not distinguish between
input and output states for these qubits. The inverses of the functions of Table 6.1 (which
are inherently reversible) are not shown, but are also included in the library.

6.2.2 Quantum Dependence Graph

The synthesized quantum circuit is represented as a directional acyclic graph (Quantum
Dependence Graph or QDG) consisting of nodes corresponding to the quantum subcir-
cuits (blocks) of the library functions and of arcs corresponding to the individual qubits or
groups of qubits (qubit buses) connecting these blocks.

Figure 6.2 clarifies with an example the notation and the labels used in a QDG. Figure
6.2.i is a quantum addition circuit block in standard notation implementing the function
ADD(x, y). Qubits of input y remain unaffected at the output as the block is reversible and
thus they correspond to control qubits. Figure 6.2.ii is the same block in a more compact
form with the qubits organized in buses and connected in different ports. Figure 6.2.iii
represents the same block as a QDG node and its incoming and outgoing arcs. Attached
to the node are the type label which is equal to value ADD and the id label (it depends
on the relative position in a particular QDG). The bottom left arc corresponds to the qubits
carrying the x state and has three labels attached: The width of the arc (width) which is
equal to the number of the qubits », the port destination label dest which is equal to 1 as
there is only one affected input port for this block and the port source information (source)
which depends on other nodes of the QDG. Similar remarks hold for the rest of the labels

yn-l > ;
: 2 source=?
£ wi dt h=0 sour ce=1
. o wi dt h=n
i, ‘g‘ (@] dest =?
Yo Ia) o <DE
X | O
e ;
H — z
: + Q
: g = sour ce=?
X c 2 Wi dt h=n
Xy £ = dest=1
0] (if) (iif)

Figure 6.2: Representation of a quantum functional block in the QDG notation. (i) Functional block
showing all the qubits taking part in the operation along with their input and output states, (ii) the
same block with the qubits organized in buses connected to ports, and (iii) the abstract notation of
the same block as a node with arcs and their labels. The question marks mean that the respective
label depends on the specific connections of the node relative to the other nodes of the QDG.
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Figure 6.3: Mapping between the standard notation (i) and the QDG notation (ii). Affected arcs have
width >0, while control arcs have width=0.

attached to the other two arcs (control input arc and affected output arc).

The labels id and type can be represented by integers, for each type there is its negative
type which corresponds to the block performing the inverse function. Also, the constant
parameters of some of the blocks (e.g. parameter a of the function MAC,) are assumed
to be included in the type label. Later, a third label named anc (integer with values 1 or 0)
will be used also.

The affected qubits (or affected qubit buses) transformed by a node are represented by
arcs incoming to and outgoing from that node. Each affected arc, either incoming or outgo-
ing, must also include the port source (arc tail connection) and port destination (arc head
connection) information, because some nodes may have more than one input and/or out-
put qubits buses and we need to distinguish the various possible ports of each node.

Similarly, the input control qubit buses of a quantum function are represented as incoming
arcs to the corresponding node. Control arcs always have a width of O (no matter their real
qubits width) so as to be distinguished from affected arcs. The tail of control arcs emerge
from affected qubits output ports of an ancestor node. As control qubits are not altered by
any node they entered, there is no need to show their exit by an outgoing arc. Similarly
with the case of the affected qubits arcs, we need to include in each control arc the port
source and port destination information.

Input nodes of the graph represent initial qubit states (quantum variables passed to the
quantum algorithm represented by the QDG) or ancilla qubits initially set to a zero state.
For both cases, a node with the special type INP_F is used in the graph. Similarly, output
nodes of the graph represent output qubits states (final results or ancilla states). The an-
cilla states correspond to garbage qubits states or ancilla qubits reset back to their initial
zero state when the reversal procedure described later is applied. The output nodes are
represented with a node of the special type OUT_F which acts as an identity node.

In some of the functions, the control qubits are grouped in different states variables. The
same applies for the affected qubits in some of the functions. As an example, the controlled
adder CADD has the two groups of control qubits » and ¢, of » qubits and one qubit,
respectively. Also, the divider function DIV has 2r qubits wide input state, but the output
state is grouped in two qubits buses of » qubits, namely the quotient and the remainder. In
general, we allow such qubit grouping in the functions of the library because it facilitates
the initial specifications.

The separation of the qubit buses into affected and control ones simplifies the internal
representation of the circuit and the workings of the synthesis algorithm, especially the
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deadlocks detection developed later. The restriction that a node control input does not
exit the same node does not contradict the standard notation of a quantum circuit; it is just
a remapping of notation as shown in Figure 6.3.

6.3 Forward QDG Synthesis

The first phase (see Fig. 6.1) of the QDG construction is dedicated exclusively to the
forward computations, without taking into account the resetting of the possible ancillae
qubits. This step is trivial and will be explained in short.

6.3.1 Representation of Classical Algorithm

Dependencies among the sequence of functions of the classical algorithm to be mapped
as a quantum oracle exist when a variable in the list of affected output variables of a
function is used as an input variable (affected or control) in a subsequent function. These
dependencies will be reflected in the QDG through the use of an arc connecting two nodes.
Initial values and input variables of the algorithm correspond to affected output ports of
INP_F nodes, while the variables giving the final results (desired and garbage) of the al-
gorithm correspond to affected input ports of OUT_F nodes. Intermediate variables (tem-
porary) used in the algorithm for the calculations of the final results correspond mainly to
ancilla qubits.

An arbitrary classical algorithm using elementary functions of the form of equation (2) can
be equivalently described by arrays of integers and arrays of lists of size L, where L is
the total number of functions comprising the algorithm. An integer array type describes
the type of each function, arrays of lists p, m and ¢ describe the lists of affected output,
affected input and control input variables, respectively. Another array of integers, named
w describes the number of bits used by each variable. Last, array res will discriminate
which of the variables used in the algorithm are the desired final results and which are
intermediate temporary variables. This last array definition is crucial for the final phase of
the synthesis algorithm whose purpose is to reset intermediate garbage.

6.3.2 Forward Synthesis Algorithm

The main data structures used in the synthesis of the forward computations QDG are the
graph structure itself, named forwQDG, and the arrays type,p,m,c,w and res describing the
classical algorithm mentioned in the previous subsection.

The purpose of forward synthesis algorithm is to add nodes to the forwQDG (initially null),
one for each function found in the classical algorithm and connect them with affected and
control arcs based on the dependencies between the variables. In brief, the synthesis
algorithm of the forward QDG consists of the steps shown in Table 6.2 and explained
below. An example of a part of forward QDG built by such an algorithm is shown in Figure
4.

The synthesis algorithm executes the for loop of size L (lines 1,5). For each integer 1
(1=1...L) the following steps build gradually the forward QDG:

Line 2 Add a new node in the forward QDG. This node has a type label equal to the
type of the function (type [1]1). A new node id is assigned sequentially for each
node added.

Line 3 Scan the list of control input variables c [1] of this function. Then for each control
variable in the list, find every function k that includes this variable in its output
variable list p [k] and connect with an arc the two respective nodes of the QDG
corresponding to these two functions, 1 and k. As the arc connecting the two
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Table 6.2: Forward QDG Synthesis Algorithm

Operations

FOR each line | DO
Add node
Add incoming control arcs to node
Add incoming affected arcs to node
END FOR
Add terminal (OUT_F) nodes
Record the garbage terminal nodes in a list

Nogahwn=2

nodes is related to a control input connection add a width label of value 0 on
the arc. Add source and destination port labels reflecting the input and output
ports that are connected by this arc. The position of the variable in the lists p [k]
and c[1] is the source and destination port number, respectively.

Line 4 Scan the list of affected input variables m[1] of this function. Then for each
affected input variable find every function that includes this variable in its output
variable list p [k] and connect with an arc the two QDG nodes which correspond
to these two lines, 1 and k. Add labels on this arc reflecting the number of the
qubits carried by this variable (w[m[1]]) and also the source and destination
port similarly to Step 2 above. If no line with such an output variable is found
then add a new node of type INP_F and make the required connection with the
relevant labels (This means that the input variable is an input argument to the
classical oracle to be synthesized).

After the execution of the loop, two more steps are necessary to prepare the reversing
phase of the synthesis:

Line 5 For all unmatched affected output variables (this means that the variable is a
final desired result or an ancilla output) add a new node of type 0UTP_F and
make the required arc connection assigning the relevant width and port labels.

Line 6 Record in a list (GarbageTermList), the terminal node ids of the forward QDG
which carry garbage results, that is non desired final results. This discrimination
is based on the array res mentioned in the previous subsection.

6.4 Reversible QDG Synthesis

The final phase of our synthesis algorithm transforms and expands the forward QDG so
as to reset all ancilla qubits back to their initial constant states.

6.4.1 Node Inversion

The un-computation of the ancilla qubits state back to a constant state can be achieved
by successively inverting the states of ancilla qubits that appear at the output of a terminal
node through all the nodes up the respective input nodes affecting these ancilla qubits.
These terminal nodes have been recorded in GarbageTermList.

To understand the requirements and the procedure to invert the state of the affected output
qubits of a node in a QDG, we refer to Figures 6.4 and 6.5 which represent a segment of
an example forward QDG and its expansion (called revQDG), respectively. The purpose of
the expanded QDG is to uncompute the garbage ancilla states.

In Figure 6.5, nodes 4~!,B~!,C~!,D~! and H~! are the nodes required to invert the output
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forward QDG

Figure 6.4: Part of an example forward QDG node. Attached at the tail of the solid arcs is the output
state and at the head of the arcs is the width of the arc (0 for control arc). Inside the circles of the
nodes the port numbers for each case of affected input, affected output and control input arcs are
shown.

reversible QDG expansion '

Figure 6.5: Inversion of node A of the example forward QDG shown in Fig. 6.4. Legend of arc and
node labels is similar as that of Fig. 6.4.

states of node 4 of the forward QDG in Figure 6.4. Inverting states s, s,, 53 of the output
qubits of node 4 means to transform them into the states ; and r,. Figure 6.4 shows that
node A4 receives as affected inputs two arcs (with widths »; and »,) from nodes E and
F being in states »; and r,, respectively. These are controlled by state ¢, (arc of width
0 emerging from node G) and transformed into the output states sy, s,, s3. The inverse
transformation is realized by another node of the reverse QDG, namely node 4~!, which
is the inverse of node 4 (as we have previously mentioned, the quantum library contains
the inverse of every function as well). So, if the affected input ports of node 4~! are fed
with the states sy, s, s3 and its control input is fed with the state ¢, it is obvious that the
required inversed states r; and », become available at the affected output ports of node
A7

This inversion implies that states s, s, 53 and ¢4 must be available. In the example we
have shown for the forward QDG states sy, s,, s; have already been processed by the
successor nodes of 4 (nodes B,C, D) and the state ¢, has been processed by node H.
This necessitates the inversion of nodes B, C, D and H before the inversion of node 4.

The incoming arcs connections to node 4~! are as follows. Node 4 has two ports of af-
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fected input qubits, namely 1 and 2 of respective qubits width »; and »,, and a unique
control input port labeled as 1. Moreover, it has three affected output ports (1, 2 and 3)
of widths ny4, ns, and ng, respectively. The ports of the affected input qubits of the inverted
node 4~' are the ports of the affected output qubits of node 4 and vice versa. Control
port 1 of 4~ corresponds to the same port (number 1) of node 4. When connecting the
incoming arcs of node 4~! the algorithm needs the extra information of which ports are
engaged in these connections.

6.4.2 Global Considerations

The above per-node inversion procedure must be applied by taking global considerations
into account. Some prerequisites and constraints are the following:

» Selection of nodes which require inversion: Only some of the forward computation
QDG nodes need to be inverted. The reversing algorithm must select and label the
nodes of the forward computation that need inversion (using label anc with values 0
or 1 attached at each node). The reversing algorithm begins from the nodes listed in
GarbageTermList and recursively marks all the internal nodes of the forward QDG
that have a path connection to these leaf nodes as the nodes that require inversion.
These paths must comprise exclusively of affected arcs, i.e. it marks only the an-
cestors of the output nodes that directly transform the final ancilla state. The nodes
which need inversion will be called ancilla nodes and their anc label is set to value
1 (the rest of the nodes have a value 0 and will be called non ancilla nodes). This
prerequisite to mark the ancilla nodes of the forward QDG will be taken into account
later, at line 1 of the reversing algorithm shown in Table 6.6.

» Sequence of inversion: the algorithm must check that each candidate node for inver-
sion is ready and allowed for this operation. Only a subset of the ancilla nodes is able
to be inverted at each instance. This is due to the existence of data dependencies
between the various nodes. In the example of Figure 6.4, node A can be inverted only
if its children nodes are already inverted (in case they were ancilla nodes) because
node A~! requires the states s, s,, 53. These states are not available as the forward
computation has already transformed these states by applying nodes B, C and D.
The readiness condition just described is given in line 8 of the reversing algorithm in
Table 6.6.

Even if an ancilla node is ready for inversion, a postponement of this action may
be necessary. This may happen if this blocks the inversion of other nodes. E.g. the
candidate node for inversion has a control arc connection towards another ancilla
node which is not yet inverted. The purpose of updating the GarbageTermList in line
11 of Table 6.6 is exactly this.

 Tracking of intermediate states: The inversion algorithm needs to keep track of which
forward QDG node output state corresponds to the new output states computed by
each new inverted node. Referring again to Figure 6.5, when node 4~' is added to
invert node 4, the necessary information of where to find the states sy, s,, 53 must
have been recorded. These states have been computed in a previous step of the
algorithm when the inversion of nodes B, C and D took place, by adding nodes B!,
C-! and D~! and their corresponding arcs, so these latter nodes can supply the
required states sy, s,, s3.

An array of lists named revinfo is used for this purpose. A list is assigned to each
node of the forwQDG. Initially, the lists corresponding to the terminal nodes of the
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forwQDG contain as records the same terminal nodes (meaning that the output states
of the terminal nodes are available at the nodes themselves), while the revinfo lists
of the internal nodes are empty (meaning that the states of the internal nodes of the
forwQDG are no longer available as the forward computation has proceeded to the
end). Additionally, the records of a list contain arcs information such as the source
port, destination port and width. During the inversion of the nodes procedure, as
the revQDG is expanded, states of internal nodes of the forwQDG gradually become
available (new terminal nodes in the revQDG appear) while states of other nodes
are no longer available (they become internal nodes of the revQDG). Therefore, the
revinfo lists must be updated anytime a node is inverted and this update becomes
part of the node inversion algorithm shown in Table 6.3.

» Deadlocks resolution: There are cases where itis impossible to invert a given forward
computations QDG without applying a certain transformation on it. These cases are
again related to the data dependencies imposed between two nodes which prevent
the inversion of another node. Treatment of these situations is described in detail in
the following subsection.

Table 6.3: Node Inversion Algorithm

Operations

ADD New Node of type 47! in revQDG

2: ADD affected arcs in revQDG from nodes of
RevInfo(A) list towards node 4.

3: FIND the ancestors Fy,...,F, of node 4 that have af-
fected arc connections with A.

4: UPDATE the lists RevInfo(F}),..., RevIinfo(F,) with

the new added node A~!.

FIND all the nodes C4,,. .., CA4,, which control node A4.

6: ADD control arc connections in revQDG from nodes

CA;,..., CA, to node A~ .

—

o

6.4.3 Deadlocks Resolution

There are two possible cases that can lead to deadlock of the reversing algorithm. The
two cases are depicted in Figures 6.6 and 6.7. In both cases we assume that we have
already marked all the nodes of the QDG as ancilla or non ancilla nodes.

The sequence of deadlock resolution algorithms is to first apply the algorithm for the sec-
ond type and afterwards the algorithm for the first type, as it is possible the revocation of
a second type deadlock to generate a first type deadlock, but not vice versa.

Both deadlock resolution algorithm use additional ancilla bits/qubits and copy the output
port states of the nodes that cause the deadlocks to these new ancillae. This is a bitwise
copy operation which is simply performed with CNOT gates having as control the bit state
to be copied and as target the new ancilla in the zero state.

Although a real copy operation is not permitted in the quantum context due to the "no-
cloning” theorem, the purpose here is to reset an intermediate ancilla state back to zero.
If someone analyzes the global operation of the circuit he can see that as long as the
garbage states ends up in state 0 for every basis input state then the same holds for
every superposition of them. That is the garbage states become 0 and disentangled from
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the other states. Consequently, the circuit operation is the desired one when analyzed
globally (see Section 6.6 for more details).

In both deadlock cases | and Il the drawback of adding more ancilla qubits can be counter-
balanced by the reversing of other ancilla qubits which otherwise would be garbage qubits
and could not be reused. This point will be further analyzed in Section 6.6.

Deadlock Type |

The handling of the first deadlock type is depicted in Figure 6.6. Nodes 4 and B are marked
as ancilla and are connected by an affected arc (width greater than zero). Nodes C; and
C, are marked as non-ancilla and the arcs connecting node 4 with them have also a width
greater than zero (n; and n,) and emerge from different ports of node 4, namely p; and p,.
It is the affected arc between nodes 4 and B the fact that gives the ancilla property to node
A and consequently the necessity to invert it; its other children connections are towards
the non ancilla nodes C; and C,.

The deadlock condition then arises due to the fact that a node like 4 has affected arc
connections to both ancilla and non ancilla children. It is impossible to invert the ancilla
node A4 as this requires the prior inversion of nodes C; and C,, but these nodes must not
be inverted as they are non ancilla nodes and their output results must remain unaltered
up to the end of the computations. This kind of deadlock can be prevented by “copying”
the qubits emerging from ports p; and p, and thus releasing node 4 so as its output states
can be inverted as desired. The detailed required actions to revoke such a deadlock case
are described in Table 6.4 and Figure 6.6.

INP_F

Ancilla

Figure 6.6: First type of deadlock resolution. Nodes 4 and B are ancilla, nodes C; and C; are non-
ancilla and M, ,M,,N,,N,,0,,0, are the nodes added to prevent the deadlock. Next to each arc is shown
its width. Ports are shown inside the circles of some nodes.

Deadlock Type Il

The second type of deadlock is illustrated in Figure 6.7. Node 4 which is non-ancilla con-
trols via an arc (width 0) emerging from port p; of ancilla node B. As the latter node is an
ancilla node it must be inverted. This inversion need means either that the forward com-
putations must not have proceeded beyond node A4 (towards nodes E, F, G and H) or that
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Table 6.4: Detection and Resolution of Deadlock | Algorithm

Operations
1: FOR each ancilla node 4 of forwQDG DO
2: IF node 4 has affected arcs connections to both ancilla and non
anciila children nodes THEN
3: FOR each affected outgoing arc i emerging from node 4 (port p;)
and leading to a non-ancilla node C; DO

4. ADD a new node, M;, of type INP_F initializing »; qubits in
zero state. The number #; is the width of the arc 4 — C;

5: ADD a new node, N;, of type COPY whose purpose is to
copy the port p; output state of node 4

6: ADD an affectecd arc connection from node A; to node N;

of width »; (the number of qubits to be copied). The port in-
formation attached to this arc is trivial (1 for both the tail and
head) as an INP_F node has only one output port and a
COPY node has only one affected input port

7: ADD a control arc connection (width 0) from node 4 to node
N;. The tail of this arc is port p; of node 4 and the head is
port 1 as a COPY node has only one control input port

8: ADD an affected arc connection from node N; to node C;.
Arc’s destination port is the destination port of arc 4 — C;
and its width is »;. The source port of this arc is again 1 as
only one output port exists on any COPY node

9: REMOVE the arc connecting node 4 with node C;
10: ADD an OUT_F node
11: ADD arc connection from port p; of node 4 to node OUT_F
12: MARK node OUT _F as ancilla node
13: END FOR
14: END IF
15: END FOR

the output state of port p; of 4 must be available somewhere else in the QDG.

The deadlock condition arises whenever a path like 4 — £ - F — G — H (Path 1
in Figure 6.7) consists exclusively of affected qubits arcs (width greater than zero), the
nodes belonging to the path are non-ancilla and simultaneously exists a second path from
B to H (Path 2 in Figure 6.7) where the subpath B — D consists of affected arcs while the
last arc D — H is supposed to be a control arc. The nodes belonging to path B — D are
assumed to be ancilla nodes. Both paths must emerge from the same output port (shown
in Figure 6.7 as p;) of node A.

If the last arc D — H wasn’t a control arc then this case could be handled by the resolution
of type | deadlock because in such case node D, being ancilla node, would have another
outgoing arc of width greater than zero leading to another ancilla node. For the same
reason, node 4 is supposed to be a non ancilla node, otherwise we would face an ancilla
node having both ancilla and non ancilla children connected through affected arcs.

This second deadlock condition can be justified for the following reasons. If the inversion
of node B is done prior the advancement of the forward computations beyond node 4
(towards node H) then the output state of node D will not be longer available and the
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computation on node H could not be done. On the other hand as explained above, if the
forward computation has advanced up to node H (so as node D can be inverted) then the
inversion of node B cannot be done as the output state of node 4 is no longer available.

An algorithm for detection of second type of deadlocks has been developed and is briefly
described in Table 6.5. A detected deadlock can be revoked with similar actions as those
of the first deadlock case, that is addition of nodes M, N, O and some rearrangement of
arcs as depicted in Figure 6.7. Detailed resolution operations are not exposed in Table
6.5 due to the similarity with first case.

The detection of the second type is as follows: Every non ancilla node 4 is checked for
engagementin a possible deadlock (lines 1,17). For each such node alist, L0, consisting of
its non ancilla children is built (line 2) and another list, L1, consisting of its ancilla children
is also built (line 3). The purpose of the double loop defined in lines 4,17 and 5,16 is
to check if two arcs emerge from the same port p of node A towards an ancilla and a
non ancilla node (lines 6,15). This is a prerequisite for the deadlock of the second kind
and this condition corresponds to the arcs 4 — E and 4 — B in Figure 6.7. If such a
condition is fulfilled then another list, nonAncS, that contains non ancilla nodes is built (line
7). This list contains only the non ancilla successor nodes of node C0 and a modified Depth
First Search procedure can be applied for this retrieval. This modified search procedure
traverses only the affected arcs (the ones with their width greater than zero). Now, every
path from node 4 to each node S of the list nonAncS corresponds a path similar to Path1
in Figure 6.7. The final check is to find if a second path exists from node C1 to any of the
nodes recorded in list nonAncS (lines 10-13). This path must be composed of affected arcs
only except the last one (line 11) and this could correspond to Path 2 in Figure 6.7. If this
final condition is true then a procedure similar to that one exposed in Table 6.4 is applied
to port p of node 4 which causes the second kind of deadlock (line 12).

Figure 6.7: Second type of deadlock. Nodes 4,E,F,G,H are non-ancilla whereas nodes B,C,D are an-
cilla. Nodes M,N,0O added to prevent the deadlock. Width of each arc is shown.

Uniqueness of the two deadlock conditions

The previous two deadlock types are the only ones that can arise. This can be justified if
we examine all the possible connection cases of an ancilla node, e.g. B, which must be
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Table 6.5: Detection of Deadlock Il Algorithm

Operations
1: FOR each non-ancilla node 4 of the forwQDG DO
2: Generate a list L0 with the non ancilla children of 4
3: Generate a list L1 with the ancilla children of 4
4: FOR each node C1 of forwQDG in L1 DO
5: FOR each node C0 of forwQDG in LO DO
6: IF source(arc(4, C1))=source(arc(4, C0)) THEN
7: nonAncS=DFS1(C0)
8: p=source(arc(4, C0))
9: FOR each S'in nonAncS DO
10: path2=FindPath(C1, S)
11: IF path2 4 NULL AND all arcs of path2 are
affected except the last one THEN
12: Deadlock found at port p of node 4
13: END IF
14: END FOR
15: END IF
16: END FOR
17: END FOR
18: END FOR

inverted. The necessary conditions to invert node B are: (1) its incoming control states be
available at the instance of inversion and (2) its outgoing output states be also available,
as explained previously.

The first condition means to investigate the possible cases of ancestor nodes of B that
have control arcs connected to it. There are two cases: (1a) an ancestor node 4 is a non
ancilla node and (1b) an ancestor node 4 is an ancilla node. Case 1a is covered by the
type Il deadlock. Case 1b means that at least one of the successors of 4, e.g. C, with
affected arc connection from node 4 is an ancilla node. If such a connection emerges
from the same port as the arc 4 — B then node B can be inverted only if node C can
be inverted so as this case is reduced to recursively check if node C is engaged in any
deadlock. On the other hand if such a connection emerges from another port of node 4
then we can see that we fall back in a type | deadlock.

The second condition can be separated in the following subcases: (2a) All the successors
of node B are ancilla nodes. This means that this condition can be reduced to assure
recursively that the successors are not engaged in any deadlock. (2b) At least one of the
successors is a non ancilla node and this case is handled again by the type | deadlock.

Therefore, all the necessary conditions to invert an ancilla node are covered by preventing
just the two deadlock cases described previously.

6.4.4 Reversing Algorithm

The actions described previously to reset the garbage states are collected together in
Table 6.6. The initialization actions already described are the marking of ancilla nodes of
the forward QDG (line 1, subsection 6.4.2), the application of the two deadlock resolution
algorithms (lines 2,3, subsections 6.4.3 and 6.4.3) and the initialization of the revinfo lists
(line 4, subsection 6.4.2).
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The forwQDG already modified by the two deadlock resolution procedures is then copied
(line 5) to a second QDG called revQDG. New nodes will be progressively added to revQDG,
while at the same time ancilla nodes will be deleted from forwQDG. The final synthesis
product will be the revQDG graph.

The circular list, GarbageTermList, is used to store the ids of garbage terminal nodes of
forwQDG. This list is initialized during the construction of the forward QDG (subsection
6.3) and contains all the terminal nodes of the graph that carry non desired results, that
is it initially contains the terminal nodes carrying garbage. This list is updated during the
reversion algorithm by removing ancilla node ids just inverted and by adding ancilla node
ids which became terminal nodes after the removal of inverted nodes in the forwQDG. The
algorithm scans in a circular manner this list until it becomes empty (lines 6,7,13).

Each node id found (curNode) in the circular list is checked if it is ready for inversion in the
forwQDG (lines 8,12). This has been explained in Sequence of Inversion bullet in subsection
6.4.2. In such a case, a new node with inverse type and its relevant arcs are added in the
revQDG (line 9). These steps have been described in detail in subsection 6.4.1.

We then remove this curNode from the forwQDG graph (line 10). This removal is necessary
as it may release some other ancilla nodes of the forwQDG with their ids contained in the
GarbageTermList to become ready for inversion in the next execution of the loop. Thus,
this removal will be taken into account in the updating of the GarbageTermList in line 11.
The procedure of updating this list is (i) to remove the curNode and (ii) to add all the ancilla
parent nodes of curNode on the condition hey have no children (this is equivalent that they
indeed have become terminal nodes after the removal of the curNode from the forwQDG).

A last post-processing step that rearranges some of the control arcs is not shown in Table
6.6. This rearrangement changes the head connections of some control arcs so as to
emerge from the new added nodes instead of the original ones and it is based on the
revinfo lists.

Table 6.6: Reversing Algorithm

Operations

MARK ancilla nodes of forwQDG
CALL Deadlock 2 Detection and Resolution procedure
CALL Deadlock 1 Detection and Resolution procedure
INITIALIZE revinfo[] lists
COPY forwQDG to revQDG
WHILE GarbageTermList # NULL DO
FIND next curNode in GarbageTermList
IF no children of curNode with affected arcs exist in forwQDG THEN
CALL node inversion procedure (Table 6.3) for curNode of revQDG
10: REMOVE curNode and its arcs from forwQDG
11: UPDATE GarbageTermList
12: END IF
13: END WHILE

o S )

6.5 Synthesis Examples

This section presents two simple but complete arithmetic circuits synthesized by the pro-
posed algorithm to clarify the previously described procedures. The first circuit is a con-
trolled modular multiplier which is an integral part of the modular exponentiation compu-
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tation for Shor’s algorithm. Various proposals exist for the implementation of this circuit,
most of them based on the construction of a modular adder [62, 129]. The example pre-
sented is based on a recent efficient design of Shor’s algorithm [141] where the building
blocks are a multiplier/accumulator by constant and a divider by constant. The example
serves only to present the scalability of the proposed method to automatically build hierar-
chically large circuits given its specification in a classical algorithm and not to evaluate the
resulting circuit in terms of quantum gates, circuit depth or qubits count, as these aspects
depend on the components used in the library and consequently on the low level synthesis
methods employed to generate them.

A controlled modular multiplier calculates the function x = cay mod N where a and N are
constants of » bits. Control variable ¢ is 0 or 1, x is 2n bits wide and y is n bits wide. If
a multiplier accumulator by constant « (CMAC,) and a divider by constant N (DIVy) are
available in a synthesis library like that of Table 6.1 then the computation of the above
function can be done as in Table 6.7.

The second column of Table 6.7 is the sequence of the elementary functions while the
last four columns are the initial conditions passed in the synthesis algorithm in the form of
array of lists as described in subsection 6.2.2. Additional to these initial conditions and not
depicted in the table are the array of the variables width and the array defining the final
results. These are initialized as follows : w =[n,n,2n,2n,n,nJandres=[0, 0,0, 0, 0, 1]; variables
assigned the values 3 and 4 have a width of 2n qubits while the desired result is the
remainder » which is numbered as the 6-th variable.

The synthesized QDG is depicted in Figure 6.8. It consists of the forward part at the left and
the reverse part at the right. Three INP_F nodes are used in the forward part to represent
the initial states ¢,y and x = 0 with width 1, » and 2n, respectively. Nodes OUT_F with
id 6 and 7 are the output nodes added by the forward synthesis algorithm and carry the
garbage quotient state ¢ and the desired state of the remainder » = cay mod N.

The purpose of the reverse part of the synthesis is to reset the garbage state ¢ back to
a constant zero state. This means reversing node with id 6 and all its ancestors nodes
(1,2,3,4 and 5). All these nodes have been marked as ancilla nodes by the forward syn-
thesis algorithm, but nodes 1,2 and 3 did not need reversion since they are INP_F nodes.
A checking for possible deadlocks must be made before initiating the reverse algorithm.
As can be seen in the figure, a deadlock of type | is found at node 5 as it is an ancilla node
connected through affected arcs to ancilla node 6 and non-ancilla node 7. The actions of
the deadlock algorithm is to add nodes with ids 8, 9 and 10, add some arcs as described
in subsection 6.4.3 and remove the arc 5—7. After these actions take place nodes 1, 2,
3, 4, 5, 6 and 10 become ancilla. Reversion algorithm results in the right part of Figure
6.8. Nodes with ids 11, 12, 13 and 14 are the inverses of 10, 6, 5 and 4, respectively.

Table 6.7: Specifications of a controlled modular multiplier

Algorithm Initial Conditions
Line 1 Function typell]l pl[1] m[1] c[1]
1 input ¢ INP_F 1 - -
2 input y INP_F 2 - -
3 inputx = 0 INP_F 3 - -
4 x =CMAC,(x,y,c) CMAC, 4 3 1,2
5 [q,7] =DIVy(s) DIVy 56 4 -
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forward reverse

Figure 6.8: Quantum or reversible architecture result in the form of QDG (forward and reverse) for
the controlled modular multiplier. Inside each node the function type and the id are shown. Next to
each arc the state it carries is shown. Thick and thin arcs are affected and control arcs, respectively.
Ports numbering is shown inside the node, when necessary.

Subsequently, the complete QDG calculates the desired function and the resulted circuit
is identical to controlled modular multiplier accumulator proposed in Figure 4.22.

This example was a trivial one as it does not exhibit any advantage over the standard Ben-
nett’'s method discussed in next session. In fact, the circuits derived by the two methods
are identical. A second example follows which exhibits some advantages of the proposed
method.

Assume that the target function to synthesize is defined as

+b - x, <a
flx,y) = {y Y (6.3)
Y, y=za

for some constants « and b, essentially being a conditional multiplier/accumulator condi-
tioned on the value of one of the inputs y. Input arguments x and y and the constants «
and b are n bits wide integers, while the output f(x, y) is 2n bits wide and signed integers
are assumed. The above function is not invertible in any of its arguments x or y, thus both
the arguments must be supplied at the output of its reversible implementation.

It seems that the above function requires a controlled multiplier/accumulator block CMAC,
and a constant adder block ADD_, operating as a comparator in order to implement the
piecewise function f. The result of the comparison would be the most significant bit of the
subtraction y — a as signed arithmetic is assumed. We introduce two dummy blocks (they
do not perform any computation) that are useful for extraction and combination of group of
bits. The first one is a splitter (called SP) which partitions a group of » ordered bits into two
groups of k and n — k bits, by preserving their order. A splitter node with parameters £ and
n—k has an input port of » bits and two output port of £ and »n — & bits as depicted in Figure
6.9(i). The £ most significant bits appear at output port 1 in the same order, while the n — k
least significant bits appear at the output port 2, again in the same order. Its operation can
be rigorously defined as

W.z] = SPrpi(x), x=Xy1...X%0); V= (Xn—1---Xnt), 2z= (Xn—b—1,---X0) (6.4)

The inverse block of the splitter SP;,_, is the combiner CBy,_, which is depicted in Figure
6.9(ii). Equipped with these functions and a COPY function we can specify the input for
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Figure 6.9: Splitter (i) and Combiner (ii) blocks.

X= (X105 X0)

Table 6.8: Specifications of a conditional multiplier/accumulator. Bit widths of the variables x,z,y,s
are n,n,n, 1 respectively.

Algorithm Initial Conditions

Line1 Function typel[l] pll] m[1] c[1]
1 input x INP_F 1 - -

2 inputz=10 INP_F 2 - -

3 input y INP_F 3 - -

4 inputs =0 INP_F 4 - -

5 y =ADD_,(y) ADD_, 5 3 -

6 b/u,y[] :Spl,nfl(y) SPl’n,1 6,7 5 -

7 s =COPY (s, y,) COPY 8 4 6
8 y :CBl,n—l(,Vuayl) SPl,n—l 9 6,7 -

9 y =ADD,(y) ADD, 10 9 -
10 ¥ =CB, ,(z,») CB,.. 11 210 -
11 f=CMAC,(y,x,s) CMAC, 12 11 1,8

the synthesis of function f{x, y) as shown in Table 6.8.

The purpose of lines 5,6 and 7 of Table 6.8 is to extract to variable s the sign bit of the
comparison y — a. This sign bit will discriminate if the multiplier/accumulator is enabled
or not. After the operation of lines 8 and 9, variable y has its initial value and it is almost
ready to be processed by the CMAC function. Before the final processing by the CMAC an
extension of its width from » bits to 2x bits is required. This is accomplished by combining
the n bits variable z, initially in zero state, with y. Line 10 uses a combiner and results in a
variable y of 2 bits wide with the same value as the initial value of the original y. The last
line results in the final value f=y + bxifs=1(y <a), orjustyifs =0 (y > a).

The forward synthesis QDG corresponding to Table 6.8 appears in Figure 6.10. Node
CNOT which carries the sign bit requires inversion. This node is engaged in a deadlock |l
as it is controlled by non ancilla node (SP with id 6) and also controls the non ancilla node
CMAC which affects the same qubits with SP.

The QDG after this deadlock Il resolution is depicted in Figure 6.11 with the insertion of
one ancilla qubit (node INP_F with id 15).

A deadlock | came to the front after this resolution. This happened because nodes SP (id
6) and ADD _, now became ancilla nodes. The deadlock | is due to node SP which feeds
with affected qubits the non ancilla node CB (id 8). The QDG after this second deadlock
is depicted in Figure 6.12. This resolution needed the insertion of » — 1 bits (node INP_F
with id 18).
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Figure 6.11: Deadlock Il resolution for the conditional mutltiply/accumulate example.

The final stage, which is the reversion, results in the QDG of Figure 6.13. This reversion
step resets the qubit carrying the sign and brings back the argument y. This procedure
used the inverses of nodes OUT_F (it is an identity node) and CNOT which are them-
selves, the inverse of the subtractor (node id 5) which is an adder (node id 27) and the
inverse of the splitter (node id 6) which is the combiner (node id 26).

The required effective blocks (dummy blocks like OUT_F, SP, CB are not counted as
they don’t have any cost) for the implementation of function fin a reversible manner with
the presented method are three constant adders of n qubits, a CMAC and n + 1 CNOT
gates (hidden inside the COPY blocks). The dominant cost and depth contribution is due
to the CMAC block. The standard implementation with Bennett's method discussed in
next section, would require two CMAC blocks, four adders and n» CNOT gates, roughly
doubling the gate cost and the depth of the circuit. Moreover, the space requirement of
the implementation just presented is 4n + 1 bits, while the standard method would require
5n+ 1 bits.

Figure 6.14 better clarifies the above comparison between the standard Bennett method
and the proposed method. Both subfigures use the standard block notation used through-
out this thesis. Subfigure 6.14(ii) is stripped out from dummy blocks used in the synthesis
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Figure 6.12: Deadlock I resolution for the conditional mutltiply/accumulate example.

Figure 6.13: Complete synthesis of the conditional mutltiply/accumulate example after the final re-
version procedure.

procedure like IN_F,OUT _F, SP and CB. The constant adders and the CMAC units are
the ®ADDC and ®MAC, respectively, introduced in Chapter 4, although other implemen-
tations could be used instead. To simplify the notation, the required QFT and inverse QFT
blocks are absorbed in the PADDC and PMAC symbols. Thus, the depth of the complete
OMAC is 8n + 2 - 4n = 16n (it requires two QFT of width 2» and the depth of an QFT with
width n is 2n) while the depth of the complete ®ADDC is 4n + 1. Taking these depths into
account, we conclude that the depth of the second circuit is 28n + 6 compared to 48n + 7
of the first one. Similar calculation for the quantum cost gives that the proposed method
derives a circuity with cost 9n% + 20n compared to 16x> + 32n of the standard method.
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Figure 6.14: Comparison of two circuits computing the conditional multiply/accumulate example.

(i) Circuit derived by the compute-copy-uncompute method and (ii) circuit derived by the proposed
method.

6.6 Features and Comparison

In general, a direct comparison of a hierarchical synthesis method to flat (low-level) syn-
thesis methods in terms of quantum cost, qubits count and circuit depth is not meaningful
because a hierarchical synthesis is based on a previously synthesized library and the re-
sults depend on the particular low-level synthesis methods used to build the library. As
for the execution time of the proposed hierarchical synthesis algorithm, it is obvious that
the hierarchical technique of dividing a large circuit to smaller parts, gives a scalability
advantage over a low-level strategy to handle a large and complicated circuit by a flat
method.

A rough complexity analysis for the synthesis algorithm in terms of the number of lines L
of the specifications follows. It is assumed that the number of input/output ports of a node
is constant and much smaller than L (a reasonable assumption as shown in Table 6.2).
The number of nodes of the forward QDG is L while that of the final reverse QDG is at
most double. With the above assumptions we can estimate that the arcs number is O(L).
We concentrate on the reversing part as the forward part is easily shown to have a com-
plexity O(L) by investigating Table 6.2. The main part of the reversing algorithm consists
of operations in lines 7-11 with constant complexity nested in a while loop scanning the
ancilla nodes. Thus it has a O(L) complexity. It can be seen that the most computation
intensive part is the deadlock |l resolution procedure. The algorithm of Table 6.5 consists
of two nested loop each of complexity O(L) (line 1 and 9); the other loops have a constant
complexity due the above assumptions. Combining the nesting of the FindPaths proce-
dure which has a linear complexity too, we conclude that the complexity of deadlock Il
detection is O(L*). This is the dominant complexity for the whole synthesis algorithm.
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We present below a different kind of analysis that is related to the garbage generation and
indirectly related to the ancilla requirement. A top level view of a reversible or quantum
circuit U with its respective input and outputs signals is shown in the left part of Figure 6.15.
Input bits/qubits are discriminated in argument input x and ancilla input initially in a constant
state, usually zero. The ancilla qubits are used internally to assist the computation. On the
other hand, output bits/qubits are discriminated in the desired output f{x), that is the target
of the computation, ancilla output which is usually part of the ancilla input being reset back
to its initially state and the garbage output g(x) which depends on the input argument x and
thus is not constant as the ancilla output. The garbage output contains intermediate results
of the computation. When the function embedded in U is not invertible (e.g. addition of two
non-constant inetegers is not invertible) the elimination of the input argument is impossible
[31].

The garbage output is an undesired effect of the computation which is dependent on the
input argument. This means that in the case we refer to a classical reversible circuit it can-
not be simply "erased” as this would contradict the notion of a reversible circuit. On the
other hand, in the quantum circuit case the garbage output is entangled with the desired
output and a possible quantum measurement to "erase” it would affect the useful desired
output. The repeated use of a circuit such as that of U then would require an accumulation
of ancilla wires usage. On the other hand, if all the ancilla input wires emerge as ancilla
output wires then they could be reused on successively usage of the circuit block. Con-
sequently, it is important to eliminate the ancilla usage as much as possible because this
means lower cost in terms of wires which is an important factor especially in the quantum
circuit design domain.

A well known technique (Bennett’s trick [31]) to eliminate the garbage, excluding the input
argument, is depicted in Figure 6.15. The output wires of U are copied onto new ancilla
wires and then the inverse circuit U~! is applied to the outputs (desired, garbage and
ancilla) of U. The final result of this processing eliminates any garbage g(x) as shown
below and leaves only the input argument x:

(x,0,0) % (flx). g(x),0,0) < (fx), g(x). 0.g(x)) “— (x,0./x)) (6.9)

In the above formula, x belongs to an orthonormal set (e.g. computational basis) and the
same applies for the states f{x) and g(x) as f'and g are unitary transformations in the
quantum case. Although the no-cloning theorem does not allow a general copy operation
for arbitrary states, it allows such an operation for orthonormal states, in our case f(x).
Consequently, as we can eliminate with this method the garbage state g(x) for every input
state x in the computational basis, the same holds for an arbitrary of input superposition
of the computational basis.

Bennett’'s method to eliminate intermediate garbage doubles the cost in the number of
gates and depth as the inverse U~! circuit must be added. Another feature is that as many
ancilla wires as the desired output wires are required to hold the copy this output. This is
an important disadvantage especially in the cases where the number of garbage wires to
be eliminated are smaller the number of the desired output wires. This can happen when
a circuit is broken down in multiple levels of hierarchy for reason already explained.

In contrast, the proposed method selectively copies only the wires that are engaged in
the two kinds of deadlocks described in subsection 6.4.3. Essentially, it applies Bennett’s
trick locally on wires that cause deadlocks to the inversion procedure, instead to apply it
globally on the total number of desired output wires. A study of the conditions leading to
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deadlocks shows that the total number of ancilla wires needed for the deadlocks resolution
is always less than or equal compared to original globally applied Bennett’s trick. Even if
there is no gain in the ancilla usage, it is obvious that there is gain in terms of the circuit
size and its depth, as there is no need for the application of the whole inverted circuit U~
but only addition of locally inverted nodes.

The proposed synthesis algorithm has been implemented (initially in MatLab) and suc-
cessfully applied on various examples, including complex and irregular circuits such as
the divider by constant used in the implementation of Shor’s factorization algorithm pre-
sented in Chapter 4. In this specific example no gain has been observed in terms of the
qubits size (6n qubits required for an » bits constant divider) due the presence of a dead-
lock. But compared to the standard Bennett's trick the quantum cost and depth is reduced
by about 25%.

Studying other hierarchical methods appeared in the literature as part of integrated plat-
forms we can see that the drawback of RevKit [178, 180] is the excessive generation of
garbage bits for intermediate results which are not reset back to constant value [181].
The approaches of [175] (CTQG part of ScaffCC) don’t reduce ancilla significantly and
the connections between the modules must be done by the user in a description language
(structural synthesis approach as opposed to our behavioral synthesis approach). On the
other hand, Chisel-Q [177] and Quipper [176] exploit the globally applied Bennett’'s method
on each block of the hierarchy and thus in general it requires more ancilla qubits.

6.7 Conclusions

We have presented a generic hierarchical method for the synthesis of arbitrary large and
irregular arithmetic and logical quantum and reversible architectures. The architecture is
specified as a sequence of elementary operations that correspond to existing quantum or
reversible components of a library. The library can be populated with circuits synthesized
by the proposed method, or by any other method, permitting multilevel hierarchical synthe-
sis of any depth. As parts of the library could be used the synthesis output results of tools
like [178, 180] for the reversible case or tools like [175, 176, 179, 177] for the quantum
case by invoking these tools as back-end and passing them the parameters of the required
parts (function type, input and output size). Another option could be the integration of the
proposed method in the above mentioned tools.

Hierarchical synthesis methods for quantum and reversible architectures offer several ad-
vantages compared to flat gate level methods in the following aspects: (a) easier descrip-

X f(x) f(x) X
-1
U  gx Joxw U
0 0 E 0 0
0 VLT
— ,
L copy 2 !

Figure 6.15: Input and output wires definitions of a reversible/quantum circuit U (input argument
x, ancilla input and output 0, desired output f{x) and garbage output g(x)) and garbage elimination
(except the input argument) using Bennett’s trick of copying the output and applying the inverse
Ul
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tion of complex circuits, (b) efficient handling of arbitrary large size circuits and (c) short
synthesis run-time even for significantly large circuits. Our hierarchical synthesis method,
when combined with other low-level synthesis methods can deliver architectures in short
time, and compared to previous hierarchical synthesis approaches it has the important
advantage that it does not pollute the synthesized architecture with excessive numbers of
ancilla wires.
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7. CONCLUSIONS AND FUTURE WORK

In this thesis we have proposed novel quantum arithmetic circuits based on the quantum
Fourier transform representation of an integer or a superposition of integers; circuits are
utilized for a novel, depth efficient realization of Shor’s algorithm and can be also utilized
in other algorithms realization such as the Quantum Phase Estimation or the Hidden Sub-
group Problem.

We have also proposed a high level synthesis methodology (by generalizing the tech-
niqgues used in the design of the quantum arithmetic circuits). We presented a formal
procedure which uses directed acyclic graph descriptions and hierarchically synthesizes
complex high level circuits based on a quantum library of components. This high synthesis
procedure offers advantage over the standard Bennett’s method application applied on a
straightforward hierarchical synthesis.

7.1 QFT based arithmetic circuits

The first circuit is a controlled multiplier by constant and accumulator (PMAC) using 3n+ 1
qubits and having a depth of 8n, where n is the bit width of the multiplication operands. An
uncontrolled version offering a depth of 2 is easily obtained.

The second circuit (GM®DIV) is a divider by a constant integer which computes both the
quotient and the remainder. This circuit is inspired by an algorithm for classical computa-
tion given by Granlund and Montgomery [122]. The divider circuit can be operated in two
modes:

* Generic divider GM®DIV1 with no restrictions on the range of the 2n qubits dividend
and the constant » bits divisor. In this mode the depth is about 148x the space re-
quirementis 12n+ 1 qubits (of which 8z + 1 are ancilla qubits). Quantum cost counted
as the number of single or two-qubit gates is about 176r>.

+ Constrained divider GM®DIV2 of 2r qubits dividend and # bits constant divisor. In this
case the quotient must be a priori constrained to be less than 2”. In this special mode
of operation a depth of about 74n can be achieved, whereas the space requirement
is 6n + 1 qubits (of which 4n + 1 are ancilla qubits). Quantum cost counted as the
number of single or two-qubit gates is about 44#>.

The divider can be promoted to a controlled version with a slight modification using one
more controlling qubit. The overhead in cost and depth is minor.

The multiplier/accumulator and the divider can be combined to construct a controlled mod-
ular multiplier. Two kinds of modular multipliers can be derived depending on the choice
of which divider is used:

* A generic controlled modular multiplier (®MUL_MOD1) computing |x) — |a* mod N)
without restrictions in the range of integer x it gets as input and the constants « and
N. A ®MUL_MOD1 circuit for n qubits |x) and » bits width constants ¢ and N, has a
depth of about 650#, requires 14n + 2 qubits (of which 8z + 1 are ancilla) and has a
total quantum cost of about 750»* gates.

* An optimized circuit (PMUL_MOD2) suitable for Shor’s algorithm with improved depth
of about 350n, improved qubits requirement of 8#+4-2 and a total quantum cost of about
200n* gates.

163 A.Pavlidis



Design and Synthesis of Efficient Circuits for Quantum Computers

The construction of the modular exponentiator block required by Shor’s algorithm using the
optimized controlled modular multiplier (PMUL_MOD2) achieves a depth of 700x? using
8n + 2 qubits, where n is the bits width of the integer to be factored by the algorithm. Such
a modular exponentiation quantum circuit is among the fastest of the literature requiring
linear space, especially if we are restricted in physical implementations which require the
localized interactions between the qubits. One of the reasons is the regular structure of the
®MAC circuit that permits the localization of the interaction with no significant overhead in
depth. The usage of arbitrary angle rotation gates disadvantage with respect to their fault
tolerance capability can be addressed by approximating their angles in a way that the
depth advantage is sustained and still the performance, in terms of probability of success,
remains acceptable.

Quantum arithmetic circuits based on the QFT representation of integers, instead of the
usual computational basis representation, is an alternative implementation that may offer
various advantages if used properly. This is due to the fact that two of the main core blocks
are the constant adder, which has a constant depth of 1 when the computation is carried
out in a datapath that contains an already QFT transformed integer, and the controlled
constant adder which has a linear depth of n. By keeping a sequence of computations in
such a datapath without reverting back to the computational basis it is possible to maintain
a linear depth which otherwise would be impossible. This can be achieved by exploiting
properties of the controlled rotation gates such as commutativity, decomposition and suit-
able rearrangement so as to pipeline their execution. The initial direct QFT and the final
inverse QFT does not alter the linear depth as both transforms can be performed in lin-
ear depth. Thus, a computation level of hierarchy can be climbed onto (e.g. in our case,
addition to multiplication), without any respective time complexity increase.

Another advantage of using QFT based arithmetic is the lower space requirements. This
is manifested in Beauregard’s modular exponentiation [24] , where 2n + 1 qubits are ade-
quate for the full Shor’s algorithm. The reason is that no carry computations are needed in
the QFT adder as this is done implicitly with the angle additions. While this advantage is
not observed in the proposed modular exponentiation circuit due to the divider complex-
ity, it remains in the multiplier/accumulator ®MAC where no ancilla qubit is used. Also,
robustness of such circuits to gate pruning and rotation angle approximation is observed
in various instances.

All these remarks suggest that arithmetic circuits, like the proposed ones, are estimable
as building blocks for larger and more complex arithmetic circuits.

7.2 Hierarchical Synthesis

The construction of a complex and irregular quantum arithmetic circuit, such as the pro-
posed divider by constant GM®DIV of Chapter 4, was the initial motivation to formalize
the design procedure for such circuits. Usually, a classical algorithm must be transformed
in quantum circuit whose inputs (initial state of the qubits) are fed with the arguments of
the classical algorithm (or a superposition of them) and the outputs are the results of the
classical algorithm (or a superposition of the results). Thus, the description of the quan-
tum circuit can be given as a sequence of elementary arithmetic and logical operations
such as addition, multiplications/accumulations, logical shifts, controlled operations con-
ditioned on the result of a previous operation (if-then-else structures), etc. Provided that,
these elementary operations have a quantum circuit counterpart in a library, it is possible
to transform them into a larger quantum circuit that performs identical computation to the
original classical algorithm in the computational basis. The crucial difference is that while
in the classical case the values of the intermediate variables computed can be simply
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ignored, in the quantum case these values must be reset back in their initial value. The
intermediate variables of the classical algorithm correspond to the ancilla qubits of the
derived quantum circuit. A well established method to reset the ancilla qubits back to their
initial state is Bennett’s trick, that is after the computation, the desired results are copied
in the computational basis in a suitable register, and then the whole forward computation
except the copying is reversed to give back the initial state of the circuit (uncomputation).

The developed method transforms the initial specifications of the quantum circuit which
are given as arrays and arrays of list representing the classical sequence of operation
into a directed acyclic graph called forward Quantum Dependence Graph (QDG). The
nodes of the forward QDG correspond to the components of a quantum library and they
suppose to implement the elementary arithmetic operations. These components could
be known constructions from the literature (adders etc), synthesized by other low level
synthesis method, or populated by the proposed method applied to a lower level. The
arcs connecting the QDG nodes correspond to qubits or quantum registers and they are
discriminated in arcs which are affected by their successor node and the ones that control
their successor node. The final qubits state of the derived forward QDG describes the
desired result along garbage results produced during the computation.

The method adopted to reset the garbage states is to apply uncomputation locally on
each node that really needs such an inversion of computation, instead to apply it globally
as Bennett's method suggests. Namely, nodes of the forward QDG that are effectively
involved in garbage production are marked (these are the nodes which have paths with
affected arcs towards final garbage states). These marked nodes of forward QDG are
traversed backwards and an inverse of each node is appended to the QDG. The inverse
nodes are part of the library as it contains quantum circuits whose inverses are assured
to exist.

However, data dependencies between the nodes may not always allow such an inversion,
in which case we have a deadlock. Two special procedures are applied to detect and
resolve such deadlocks (type | and Il deadlocks) before the uncomputation stage. Both
procedures have the cost to introduce additional ancilla qubits but they never exceed the
additional ancilla qubits that would be needed if Bennett's method would be applied.

The advantage of the overall proposed method over the usual hierarchical methods is that
the quantum circuit represented by the final QDG may have smaller depth and quantum
cost and may also require less ancilla qubits. The quantum synthesis of a piece-wise func-
tion like the one analyzed in section 6.5 is a striking example where a substantial reduction
of depth and quantum cost is achieved. Also, in the same example a fair reduction qubits
usage is observed.

On the other side, the employment of the proposed synthesis methodology on the con-
struction of the GMFDIV does not exhibit significant improvements in depth and quan-
tum cost compared to the standard method of uncomputation. The extreme case where
both methods produce identical circuits is the construction of the controlled modular multi-
plier/accumulator of Figures 4.19 and 4.22 which correspond to the first synthesis example
of section 6.5. The difference between the first and the second example of section 6.5 is
that, in the former case a deadlock | is detected, while in the latter case a deadlock Il is
detected. Moreover, the deadlock Il of the second example appears "early” in the forward
QDG, that is the distance of the first engaged node in the deadlock is near the input nodes,
while the deadlock of the divider GM®DIV appears near the end of its respective QDG.
Also, the total depth and cost of each node engaged in the deadlock of the piece-wise
function example is a significant proportion of the total QDG depth and cost. This is not

165 A.Pavlidis



Design and Synthesis of Efficient Circuits for Quantum Computers

the case in the GM®DIV circuit.

These observations lead to the conclusion that the advantage of the proposed synthesis
method arises when deadlocks of type Il appear in the forward QDG and this advantage
is proportional to the "size” of the deadlock and the “earliest” positioning in the overall
forward QDG.

7.3 Future Directions

The obvious follow up to the QFT arithmetic circuits would be to exploit them to derive
more complex arithmetic circuits, useful for various quantum algorithms, like the constant
divider was for Shor’s algorithm. In the same branch of interest, the subject of the an-
gle quantization discussed in section 5.1 can be further investigated through simulations.
The bounds reported may be loose and better results may be obtained with numerical
simulations. Numerical simulations of the full Shor’s algorithm, like the ones performed in
[158, 159], are difficult for the case of the proposed circuit because of the requirement of
8n + 2 qubits. For example, to factor N = 15 we would need to simulate 8 - 4 +2 = 34
qubits. The joint state vector of 34 qubits consists of 234 ~ 16 - 10° complex elements lead-
ing to about 128Gbytes of memory when using single precision floating point, only for the
state vector. Yet, partial simulations can be proven useful. A simulation to derive distances
between the ®MAC and an approximated ®MAC are feasible (3n + 1 qubits), or even a
similar simulation for the whole divider (6n + 1 qubits).

Regarding the hierarchical synthesis method, a next obvious step is to develop a complete
software which would include front-end and back-end submodules. The front-end must
be a compiler accepting the description of the classical algorithm in a suitable language
and transforming it in the internal representation required by the synthesis algorithm as
described in section 6.3. The back-end must combine the final QDG representation with
information stored in the library so as to export the synthesized circuit in a low gate-level
description such as in a quantum assembly format. Equipped with such an integrated tool,
we could do a more systematic comparison with other high level synthesis tools, although
the advantages of the proposed synthesis methodology are clear even without the tool.
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A. APPENDIX ON SHOR’S ALGORITHM

This Appendix supplements Chapter 3 with definitions and proofs concerning (i) the prob-
abilistic reduction of the integer factorization problem that Shor’s algorithm solves to the
problem of period finding, (ii) the method of continued fraction expansion to find the period
from measurements acquired by the quantum period finding algorithm, (iii) the probability
analysis of the quantum period finding algorithm.

It also deals with the QFT circuit construction of Figure 3.1, and the interpretation of the
quantum period finding algorithm as an quantum phase estimation algorithm.

Most of the proofs in this Appendix can be found in [182] and [41].
A.1 Factorization reduction to order finding

Definition A.1. (Order of element and group). The order ord(a) of an element a that be-
longs to the group (G, *) is the smallest positive integer k such thata* = axax*---xa = e,

k times
where e is the identity element of the group.

The order |G| of the group is the number of its elements

It is obvious that in a finite order group, every element of the group has a finite order.

Proposition A.1. (Multiplicative group modulo N). The set Gy = {k = 1,...,.N—1 :
ged(k, N) = 1} equipped with the operation of modular multiplication, a x b = (ab) mod N,
is a group. This group contains by its definition all the natural numbers less than and
co-primes with N.

Proof. ltis sufficient to prove the following properties:

Closure By definition Va, b € Gy, ged(a,N) = 1, ged(b, N) = 1. Thus, any non-trivial
divisor d of N cannot divide a or » and consequently neither ab. Because
a * b = ab mod N, there exists an integer ¢ such that ab = gN + a * b.
This means that d does not divide a x b (as long as d is not a divisor of ab,
but divides N by assumption). Thus it is proven that gcd(a * b, N) = 1 and
combined with the fact that a « » < N, the conclusion is that a x b € Gy.

Associativity  Va,b € Gy, (axb)xc = (((ab) mod N)c) mod N = (abc) mod N = (a((bc) mod
N)) mod N=ax (axb)

Identity The identity element of (G, ) is 1 because Va € Gy, 1xa = (1-a) mod N =
amodN=a=(a-1)mod N=ax1

Inverse The operation x is injective, thatis Va, b, ¢ € Gy itholds that axb = axc —
abmod N = acmodN = a(b—c)modN =0 = b = c. The
injective property, together with the fact that the group is finite means that
the operation of a particular element a of the group with any element of
the group performs a permutation of the elements. Thus Va € Gy, Ja~! €
Gy:axa'=a'la=1.

O
According to Definition A.1 and because Gy is finite, Va € Gy, the order r = ord(a) is the
smallest positive integer r for which it holds ¢” mod N = 1. If f{x) = a* mod N, x € N is the

modular exponentiation sequence, then it is easy to see that this sequence is periodic with
fundamental period the order r of the element a, because Vx € Z
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flx+7r)=at mod N
=a'a" mod N
= ((@" mod N)a*) mod N (A1)
= ((@" mod N)a* mod N)
= (1-4a") mod N = fx)

Proposition A.2. Let r = ord(a) the order of any element a of the multiplicative group Gy
defined in Proposition A.1. If r is even and (a> + 1) mod N # 0 (N does not divide (az + 1),
then gcd(az — 1,N) # 1 and ged(a? + 1,N) # 1. (This means that N has common factors
with a> + 1 and a2 — 1).

Proof. N divides a” — 1 because r = ord(¢) = ¢’ modN=1 = (¢’ — 1) mod N = 0.
Moreover, @ — 1 = (a> — 1)(a? + 1) and by assumption r is even, thus (az — 1) and (a2 + 1)
are integers. Consequently, N divides the product (az — 1)(a2 + 1) and thus there exists
an integer k such that kN = (az — 1)(a2 + 1). But N cannot divide a — 1 as by definition r
is the smallest positive integer for which N divides a’ — 1. Also, N does not divide a2 + 1 by
the assumption of the proposition. Proof of the Proposition follows by contradiction.

(i) Suppose that ged(a2 — 1, N) = 1. Then, by Bézout's identity, there exist integers m and
n such that

ma: —1)+nN=1 —

m(a> —1)(a? + 1) +nN(@> +1) = (a> +1) =
mkN + nN(a> + 1) = (a> + 1) =

(mk+n(a® + 1)) N = (a2 +1)

which is impossible because contradicts the assumption that N does not divide (az + 1).

(i) Similarly, suppose that gcd(az + 1, N) = 1. Then, there are integers m and » such that

ma:+1)+nN=1 =
m(az +1)(a> — 1) +nN(a? — 1) = (a? — 1) =
7

mkN + nN( 1) = (a2 -1) =
(mk+n(a> — 1)) N=(a? — 1)
which contradicts too the assumption that N does not divide (a2 — 1). ]

Corollary A.1. Let N be a composite number and Gy the multiplicative group of integers
modulo N. If the order r = ord(a) of some a € Gy is even and (a> + 1) mod N # 0, then
ged(a? — 1,N) is a non-trival factor of N.

Proof. By Proposition A.2, gcd(az — 1, N) # 1, thus ged(az — 1, N) is a factor of N. Moreover
ged(az — 1,N) # N because N does not divide a2 — 1. O

It is the above Corollary that establishes the reduction of the integer factorization problem
to the period finding algorithm of Table 3.1.
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Corollary A.2. Let N a composite number which can be factored into two prime factors p
and g and Gy the multiplicative group of integers modulo N. If the order r = ord(a) of some
a € Gyiseven and (a: + 1) mod N # 0, then the prime factors p and q are given by

p =ged(a® +1,N) (A.2)
g = ged(a? — 1,N) (A.3)

Proof. By Proposition A.2, N has common factors with ged(a? + 1,N) and ged(az — 1, N).
In other words, there are natural numbers x > 1 and y > 1, such that x divides both
az — 1 and N, while y divides both a2 + 1 and N, or more compactly x = ged(a2 — 1,N) and
y = ged(a? + 1,N). Because N is a product of two primes p and ¢, then it is mandatory that
x=pandy=yq. ]

Definition A.2. The Euler (or totient) function ¢ : N* — N* js defined so that p(n) is the
number of positive integers not greater than n which are co-primes to n.

From the above definition it is clear that o(p) = p — 1 when p is a prime and that the order
of the multiplicative group Gy is |Gy| = ¢(N — 1). Also, for a prime p, p(p®) =p*~'(p— 1) =
e (1 - %) By convention, ¢(1) = ¢(2) = 1.

Theorem A.1. (Chinese Remainder Theorem). Let m,, . ..,m, positive co-prime integers.
The system of n equations x = a; mod m;, j=1,...,n has a unique solution in G, where
M=mmy- - -m,.

Proof. Let M; = M/m;, then ged(m;, M;) = 1 and thus there exists the inverse N; of M;(mod
m;), thatis M;N; mod m; = 1. The integer x = 3 7, a,M;N; is a solution because x mod ny, =
apM N, mod my + Z]’;k a;M;N; mod my, = ay - 1 + Z]’;k a;0, as long as M;N; mod m;, = 0 for
J# k.

The uniqueness of the solution up to modulo M = mm, ---m, follows. If X’ is another
solution then Vj, x —x' (mod m;), that is m; divides x — x’. Because gcd(m;, mi) = 1, j # k, it
is clear that mm;, - - - m, also divides x — x’ and consequently x = x’ mod M. O

A direct consequence of the Chinese Remainder theorem is that there is a bijection be-
tween the multiplicative group G,, and the Cartesian product of the multiplicative groups
Gp, X -+ x G,,. This bijection means that for co-primes m;, ..., m,, it holds ¢(m; - --m,) =

p(my) -+ (my).
The following two propositions establish the efficient probabilistic reduction of the integer
factorization problem to the order finding problem, namely that with arbitrary high proba-

bility of success the integer factorization problem can be solved with a constant iterations
number of the order finding problem.

Proposition A.3. Letp be an odd prime and 2 the largest power of two that divides o(p*).
Then, with probability 1/2, integer 2¢ divides the order r (modulo p®) of a uniformly random
chosen element of the multiplicative group Gy..

Proof. When p is odd, ¢(p*) = p*~!(p — 1) is even, and thus the largest power of two
that divides p(p?) is a least 2 or d > 1. The multiplicative group G,. is cyclic because p*
is a prime power. For this reason, there exists an element g (the generator) of G,. such
that any element x of the group can be written as x = g mod p* for some integer k. Let
x = g" mod p“ is the random chosen element of G, and r its order; g = 1 (mod p*).
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If kis odd then x” = g* = 1 (mod p*). The group G, is a cyclic group and its order is |G| =
©(p?), so it holds that g#*") = 1 (mod p®) with p* the smallest positive integer with this
property, and thus (p®) divides kr. By the assumption, 2¢ divides ¢ (p) and consequently

24 divides kr and thus 2¢ divides r because k is odd.

On the other side, if k is even, (g*o(l’“))k/2 = (gf‘)“”("’a)/2 =1 (mod p%). Due to the definition
of r, which is the lowest positive integer having the property (g)" = 1 (mod p) it holds
that » divides (p®)/2. By assumption, 2¢ is the largest power of 2 that divides ¢(p?), thus
2¢ does not divide ¢(p®)/2 and consequently 2¢ does not divide 7.

In conclusion, the elements of the set G, can be partitioned into two subsets of equal size,
the ones that can be written as g* with k£ odd and for which 2¢ divides r, and the ones that
can be written as g with £ even and for which 2¢ does not divide r. O]

Proposition A.4. Let N = p"p5” - - - pi'" be the unique factorization of an odd integer N into
its prime factors. If x is an element chosen at random and uniformly from the multiplicative
group Gy, and r is its order, then it holds

1
2n—1

Prob [rmod2:0 AND xr/2+1modN7éO} >1-

Proof. An equivalent relation for the above probability expression is that

Prob [rmod2#0 OR x7>+1mod N=0] < T

The bijection between the groups Gy and G,,, x - - - X G,,, deduced from the Chinese remain-
der Theorem A.1, permits to randomly choose n-tuples (xi,...,x,), from G,, x --- x Gy,
instead of directly choosing x, and requiring x = x; mod pf". Let r; be the order of x;, and 24
the largest power of 2 that divides the order r; and 2¢ the largest power of 2 that divides r.

mi

Because ris the order of x, thatis x" mod p}"p5? - - - pi» = 1, itholds that p}"' p5? - - - pi'» divides
x" — 1 and the same holds for each p;” or equivalently, x" mod p;” = 1. But, x = x; mod p;”
which gives x” = x/ mod p;” = 1.

If the order r is odd, by taking into account, that 7; is the least positive integer with the
property x/ mod p;” = 1 the conclusion is that r; divides » and thus ; is odd too, leading to
d; = 0.

The other case occurs when r is even, and thus r/2 is an integer. Then x/> +1 mod N = 0
means that p" ... pi divides x'/? + 1 and the same holds for p”, that is x'/? mod p;” = —1.
Since x = x; mod p/”, this means also that x> mod p” = —1. But , is the smallest positive
integer with the property xf” mod p,'."’ = 1, consequently ; cannot divide r/2. It is already
proven that r; divides r and because 2% divides r;, the power of two 2% divides r also. But,
bu assumption 24 is the largest power of two that divides r and consequently d; < d. On the
other side 2r; cannot divide » and for this reason d; + 1 > d. In conclusion, in this second
case it holds d; = d.

In both cases, r being odd or x'/> + 1 mod N = 0, the largest power of two 2% that divides
the orders 7; of the randomly chosen x; mod p;” is the same for all ;. This power of two 2
divides also cp(pj’.”f). By Proposition A.3, the largest power of two that divides gp(pj’."/) divides
the order of any randomly chosen element of Gp;n_, with probability 1/2. Thus, the probability

that 2% divides the order of any randomly chosen element of some Gp@,- is at most 1/2 and
the probability that 2% jointly divides the order of any randomly chosen element of all the
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Gp?’f is at most 1/2", except when n = 1. In this case, where N is a prime power, the

J

probability is 1; it can never hold that » is even and x'/2 + 1 mod N # 0. The case of N
being a prime power can be excluded from the analysis of Shor’s algorithm because it
can be handled by a classical algorithm to efficiently factorize N. To include this case the
proposition is formulated with the fraction 1/2"~! instead of 1/2". H

A.2 Continued Fraction Expansion

Definition A.3. The finite continued fraction expansion (CFE) defined by the positive in-
tegers sequence cy,cy, . .., cg IS the rational number

1
Cp,C1y...,CR = co +
[ : ] c +

1
1
+q

o+

The j-th convergent (j = 0, ..., R) to the above continued fraction is the rational number
[C(),Cl, e ,C/]

Proposition A.5. Given a rational ¢ = § its continued fraction expansion representation

[co,c1, ..., cr| can be computed by the following algorithm which terminates after O(log p)
iterations.

co =[]

$o=¢ —co

j=0

WHILE ¢; # 0 DO
¢ =z]
i1 = % AR
i=i+1

END WHILE

Proof. By the definition of the CFE it is clear that ¢, is the quotient g, of the division
p/q, while the other term, . + , IS q/r where r, is the remainder of the division p/q and
& =r0/q. Proceedlng the same way, ¢, is the quotient of ¢/ry = 1/&, while the other term
# is - /r where r, is the remainder of the division ¢/r, = 1/&,. Thus, the coefficients
c; are essentially the partial quotients of the Euclid algorithm initialized with p and ¢g. The
algorithm of Proposition A.5 is the Euclidean algorithm. The time complexity of Euclid

algorithm is known to be O(logp). O

The following proposition permits to retrieve all the convergents of a rational ¢ from its
CFE representation, in the form ¢; = ”’ where ged(py, ¢;) = 1 (numerator and denominator
are coprimes).

Proposition A.6. Each convergent &; of & = [co,ci,. .., c,) can be written in the form ”f

where p; and q; are coprimes, and the integers p; and g; can be found be the followmg
recursive relation:
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Po = Co
qo =1
p1 =cico+ 1

qi1 = a
FOR,j=2TO n DO
Pj = ¢pj—1 T pj—2
qj = ¢igj-1 t gj—2

END FOR

Proof. It is clear that the above algorithm is valid for n = 0, 1, 2. Using the compact form
of the CFE representation it can be stated that

[co,c1y v yen] = [co, 1y vy CnayCnmt + 1/ (A.4)

The left hand side is a CFE of n terms while the right hand side is a CFE of n — 1 terms.
Assuming that the algorithm is valid for n—1, it will be proven that it is valid for n by induction.
Letpj'./qj'. be the sequence of convergents of the right hand side forj =0...n — 1 as given
be the algorithm. It will be proven that for the sequence of the respective convergents of
the left hand side p;/q;, it holds that p,/q, = p,_,/q,_:-

The terms of the two CFE forms of Eq. (A.4) have equal coefficients from ¢, up to ¢,_,.
Consequently, taking into account the algorithm the following relations are true

p;fl _ (cn—l + l/cn)pn—Z +pn—3
p;zfl (Cn—l + l/cn)qn—Z + qdn—3

_ Pn—1 +pn72/cn
qn—1 + Qn72/cn (A5)
_ CnPn—1 +pn—2
Cndn—1 + dn—2
_Dn
4n
This means that ’;— = [co, €1y -y Chl O

Theorem A.2. Let¢ € R and a,b € Z with b > 0. The rational ; is a convergent of the
CFE of ¢ if the following condition holds

1
< —

a
‘5_ b| = 2

See [182] for a proof.

Corollary A.3. If a measurement result k is obtained by the Shor’s algorithm circuit of
Figure 3.5 with L = 2°" and order r of a random a, and additionally this measurement
result k is the closest to an integer multiple of L/r, that is |k —m%| < 1, m € {0,....r— 1},
then the rational number ™ is a convergent of k/L.

Proof. Taking into account that N> < L and » < N then
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i L < 1 N k _m < 1 < 1 < 1
"= 2 L |22 =22
Thus, the condition of Theorem A.2 is satisfied for & = £. O

The usage of 2r qubits at the top register of 3.5, where n = [N], is justified by the required
condition of Theorem A.2. Corollary A.3 permits the extraction of a rational m/r, where r is
the period, given a measurement result k£ on the condition that this result is the closest to a
multiple of L/r. This extraction is done in two steps. First, the convergents of L /r are found
using the algorithm of Proposition A.5. These convergents are of the form ¢y, ci,...,c;.
Then, these convergents are calculated in the equivalent form p;/q; using the algorithm
of Proposition A.6. The numerator p; and the denominator g; extracted by this procedure
are co-primes (gcd(p;, ¢;)). By Corollary A.3, one of these convergents is m/r and thus for
r = g; to be valid, it must hold that gcd(m, r). The candidate periods ¢; are verified by using
a® mod N = 1. If this verification fails for all g; then the whole quantum computation is
repeated as shown in the flowchart of Figure 3.7.

A.3 Success Probability of Quantum Period Finding

The quantum period finding algorithm successfully finds the period » searched for if two
conditions are met: (i) The measurement result k£ at the last step of quantum computation
is the closest to an integer m multiple of L/r, and (ii) the integers m and r are co-primes.
The probability of success is analyzed in this section.

Definition A.4. The set K, of "good” measurements is the set of the measurement indices
k that are the closest ones to the integers multiples of%

L
/Cgi{k:O...L—lz'k—m—

r

1
gi,mzo...r—l}

Because the integer m ranges between 0 and » — 1, its range can be reformulated as
m = round(£r) for k = 0...L — 1. By defining the residue {rk}, = rk — Lround(%), the
definition of the set /C, can be reformulated as follows

/Cg:{kzo...L—lz\rk—mMSg,mzo...r—l}:

N~

{kzo...L—lz

rk — round(lgr)L‘ < } = (A.6)

{kzo...L—13|{rk}L| Sg}

The following Proposition gives a lower bound for the probability to measure a result that
belongs to the "good” set of measurements K.

Proposition A.7. The probability to obtain a measurement k which belongs to the set of
"good” measurements K, is lower bounded as follows

& (1-1), 0<{hp<5(1-p)

P (A.7)

Prob [klk € K, > {

N =
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Proof. The relations N> < L < 2N?> and 0 < r < N are used to derive the following

inequalities, where s = |L/r|,

’I{VT]‘}L(s+1)‘ S—z(l—%) (s+1)

N

IN

IN

IA
DIy N NN

/:\

|
I
N———
VRS

—

+
iy
N———

A direct consequence is that

n{rk},

<
17 N

T
-2

Also, because rk = {rk}, + Lround(*%) the following equality is valid

. ( nrk ) . ( m{rk},
sin [ —x | = sin
L L

Using the trigonometric inequality and Eq. (3.21)

x),VxEZ

4
—0* <si® () <P, || <>
T 2

we conclude that if 0 < {rk}, < % (1 — 1) then (we remind that L = rs + 1)

tsin® (—”{rLk}L (s + 1)) + (r — t) sin? (—”{FLI‘}LS

)

Prob [k] =
L2 sin® (—”{rk}L>
L
4 [ w{rk}L 2 4 ( n{rk}s ?
f? <T<S+1)> +(V—t)p (TS>
2 >
w{rk
L2<{L}L)
4 rs?
2T
4 1 (L-r)
Cn oy L
4 1 £\2
Rl
72 r L
2
LA 141
—x?or N

(A.8)

(A.9)

(A.10)

(A.11)

(A.12)

Thus, first case of Proposition A.7 has been proved. The second case {rk}, = 0 can be
easily proven by taking into account that 0 < ¢ < »— 1 and that the probability of Eq. (3.21)

becomes
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tL? + (r — t) r’s?

Prob [k] =

LZ,,-Z
_ L 2rdr—9 (A13)
oy L2
1
Z —
r

]

The number of indices k that fulfill the condition |{rk};| < } is r, as implied by Eq. (A.6).

Combined with the fact that the number N to be factored is very large and thus (1 — %)2 ~ 1

the total probability to obtain a "good” measurement is lower bounded by
4
Prob[k € K] > — ~ 0.4 (A.14)

T

In conclusion, the total probability to obtain a measurement which is the closest to an
integer multiple of ’; something that could permit the extraction of the period r using CFE,
is at least 40%.

It remains to calculate the final probability that the CFE procedure correctly gives the
period » on the condition that a "good” measurement is obtained, that is the probability

Prob [k € KCg : ged(m,r) = 1],

where m is a function of index k as implied in Definition A.4, namely m = A(k) = round(4r).

Because the number of the "good” measurements is r there is a "one-to-one” relation
between the "good” k’s and m = A(k). This fact can be combined with the definition of the
Euler’s function ¢(n) which gives the number of natural numbers which are co-primes and
less than n. Thus, the probability to obtain a "good” measurement and at the same time
this measurement lead to a correct period estimation is given by

4 p(r) 1y’
The following result from Number Theory is used, without proof.

Theorem A.3.
©(N)

N/Inln N -
where y is Euler’s constant and it isy = 0.5777215... and e™7 = 0.561459%4 . ..

lim inf

e (A.16)

Corollary A.4.

4 e’ —eg(r) 1\’
Prob [k € Ko : ged(A(k),r) = 1] 2 InloaN (1 ) (A7)

where ¢(r) is a monotonically decreasing sequence converging to zero.

175 A.Pavlidis



Design and Synthesis of Efficient Circuits for Quantum Computers

Proof. Equivalent to Theorem A.3 is the result that —£%— = ¢ — ¢(r), where &(r) is a

r/Inlnr

monotonically decreasing sequence converging to zero. consequently,

o(r) > e’ —e(r) > e’ —e(r) _ el - e(r) > e’ —e(r) ‘ 1 (A18)
r Inlnr Inln N Inln2 +InlogN In2 loglog N

O]

Corollary A.4 can be stated in the equivalent form

Prob [k € K, : ged(A(k), ) = 1] = Q (@) (A.19)

In conclusion, the Quantum Period Finding algorithm gives the period » with a constant
lower bounded probability of error using O(log log N) iterations, where N is the number to
be factored, or equivalently, using O(log n) iterations, where n is the number of bits of V.

A.4 Quantum Fourier Transform Circuit

The derivation of Eq. (3.5) is justified by the following relations

) = 11 - ) 2 @Z Ze%z;'_ Kk )
LW
k=0 =1 (A.20)
12717/(/2 ”k
— L (10 + €20 1)) (|0) + @270 1)) (|0> T O )| 1))

V21

The first line in the above set of equations follows from the QFT definition of Eq. (3.1) and
the fact that Y| k2"~' = k, assuming that k = (kik, .. . k,) in binary notation. The second
line is just a rewriting of |k) = |kiky ... k,) = |k) ® k) ®- - - ®|k,). The third line follows from
the linearity property of the tensor product in Eq. (2.13). The last line is just the expanded
form of the third line and shows that in the particular QFT action on computational basis
states the resulting state is of product form.

The first factor of the product form —= (]O) + ¢27(071)|1)) is a reformulation of the expression
(|O> + (—1y»|1)). Taking into account that |j) belongs to the computational basis and
thus;,1 = 0 orj, = 1, this reformulation gives the state —= (\0> +11)) if [j,) = |0) and the

state 72 (|0y — 1)) if |j,) = |1). This is exactly the effect of a Hadamard gate applied on
lj.), as exposed in Eq. (2.25). This operation is depicted on the lower qubit of Figure 3.1.

The second factor of the product form is > (|0) + ¢*(*-v»)[1)). The phase factor ¢/~
can be decomposed as 27 (04n-1)+27(0.0) — i27(0,—1) o27(0-01x)  Similarly to the previous anal-
ysis, the state —= (|O> + ¢2*(%:-1)|1}) can be constructed by applying a Hadamard gate on

qubit |7, 1). The addltlonal phase factor ¢2*(*%) can be introduced by a c-R.(%) controlled
by the state |j,) because 27(0.0,) =  if j, = 1, otherwise 27(0.07,) = 0. The consecutlve
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application of the / and c-R.(}) gates is depicted in the second qubit line of Figure 3.1
which is initially in state |j,_).

Proceeding with similar analysis for the remaining factors of the product state in Eq. (A.20),
it can be shown that the operation of the circuit in Figure 3.1 performs the desired QFT
on the computational basis states |j), j = 0...2""!. Linearity of the operations and the
completeness of the computational basis assures its validity for any state |y) € H" as
described by Eq. (3.1).

(n+1)

The total number of gates of the QFT circuit is =—, while its apparent depth, assuming a
sequential operation of one gate after the other, is the same. Yet, it can be shown that by
a suitable rearrangement, the gates involved in operations of different qubits can operate
in parallel, lowering the depth of the QFT circuit to only 2n — 1 steps.

A.5 Quantum Phase Estimation

The decomposition of the U, operator in a sequence of CU , operators shown in Figure
3.8 offers an alternative interpretation of the quantum period finding algorithm as a phase
estimation algorithm, which can give more insight into other relevant algorithms. The CU
controlled operator can be decomposed in block form as

I 0
CU, = [0 UA (A.21)

where U, is the operator defined by U, (|x)) = |a*x mod N). Equation (3.26) can be
reformulated as

CU (le) ) = le) (U)" ) (A.22)
Observe that U, = (Ua)zj where U, is the modular multiplication operator defined by
U,(|x)) = |ax mod N). Let |u) be an eigenstate of U,. The corresponding eigenvalue is of
the form ¢'¢, where 0 < ¢ < 27, because U, is unitary (a is selected to be co-prime with N)
and thus U |u) = (U,)” |u) = ¢*” |u). In Figure 3.8 the controlled modular multipliers CU
are controlled by the j-th qubit of the top register. If the top register is in the computational
basis state |k) = |k,,_1 ... ko) and the bottom register is in an eigenstate |u) of U, then by
using Eq. (A.22) we conclude that the state of both registers after the application of the 2n
controlled modular multipliers will be

2n—1

— &) TT (%) u) (A.23)

2n—

= |k> ei(’p Zf:()
= k)¢ u)

)

The phase factor ¢/** can be viewed as being kicked-back to the top register as already
noted in section 2.4.2.

The top register in Figure 3.8 is initialized in an equiprobable superposition —5 SO k)
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and thus on the condition that the bottom register is initially set in an eigenstate |u), the
state of the top register just before the inverse QFT would be

1 & 1=
Uy (@; !k>|u>> = @Z 1)) (A.24)

If the phase ¢ can be described by exactly 2x bits in binary fractional notation as ¢ =
27(0.2, - - -jo) = 27j/Q (Which means that 2z divides Q ), then Eq. (A.24) takes the form

;! = -
Us (72;\@!@) = @];e [} ue) (A.25)

The application of the inverse QFT at the top register then, is by definition exactly |;). Thus
the circuit of Figure 3.8 can find the phase ¢ = 27zj/Q if the bottom register is initialized in
an eigenstate of U,,.

The initialization of the bottom register in the quantum period finding application is the state
|1). For this particular application it holds that U, = 1 where r is the order of a searched
for, because U’|x) = |xa” mod N = |x). Consequently, the r-th roots of unity e?*/" = ¢/ for
t =0...r— 1 are eigenvalues of U,. Furthermore, it can be proven that the eigenstates
lu,) which correspond to these eigenvalues are

3 —\/_Ze G (A.26)

and that the bottom register’s initial state |1) is the sum of the eigenstates u, which corre-
spond to these eigenvalues:

= fu) (A.27)
=0

In this particular case, Eq. (A.24) becomes

o1 r—1 0—1
w(%Dkw) ZZ oMY )

=0 k=0 (A.28)

When the order r divides Q, then j = Q/r is an integer (meaning that 1/ can be written
in binary fractional form of 2x bits as (0.5, .. .jo) ). The application of the inverse QFT at
the top register then leads to the joint state

%> ) (A.29)
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The final measurement of the top register gives with certainty one of the values ,—Q,t for
t = 0...r — 1 which are related to the eigenvalues phases with the relation ¢, = %%t.
When r does not divide Q, then close estimations of ¢, are performed as already pointed

out in section 3.4.

Thus the circuit of Figure 3.8 can be viewed as a quantum phase estimator of the phases
¢, corresponding to the eigenvalues ¢ of the modular multiplier U,.
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