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#### Abstract

The recent advances in the field of experimental construction of quantum computers with increased fidelity components shows that large-scale machines based on the principles of quantum physics are likely to be realized in the near future. As the size of the future quantum computers will be increased, efficient quantum circuits and design methods will gradually gain practical interest. The contribution of this thesis towards the design of efficient quantum circuits is two-fold. The first is the design of novel efficient quantum arithmetic circuits based on the Quantum Fourier Transform (QFT), like multiplier-with-constant-and-accumulator (MAC) and divider by constant, both of linear depth (or speed) with respect with the bits number of the integer operands. These circuits are effectively combined so as they can perform modular multiplication by constant in linear depth and space and consequently modular exponentiation in quadratic time and linear space. Modular exponentiation and modular multiplication operations are integral parts of the important quantum factorization algorithm of Shor and other quantum algorithms of the same family, known as Quantum Phase Estimation algorithms. Important implementation problems like the required high accuracy of the employed rotation quantum gates and the local communications between the gates are effectively addressed. The second contribution of this thesis is a generic hierarchical synthesis methodology for arbitrary complex and large quantum and reversible circuits. The methodology can handle more easily larger circuits relative to the flat synthesis methods. The proposed method offers advantages over the standard hierarchical synthesis which uses Bennett's method of "compute-copyuncompute".
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## 1. EXTENDED SUMMARY

Quantum Information Theory and Quantum Computing are interdisciplinary research fields that combine different doses of Physics, Informatics and Mathematics depending on which aspect someone focuses. Quantum Computing is a relatively recent research field, although Quantum Information Theory has already been developed for the last 40 years, after important results which connect classical Information Theory to Quantum Mechanics (quantum entropies inequalities [1, 2, 3], Holevo bounds for capacities of quantum channels [4, 5], Bekenstein bound [6], etc.)
The theoretical connection of Quantum Mechanics to the Theory of Computation achieved in the 80's [7, 8], while more boost came in the 90's with the invention of efficient quantum algorithms [ $9,10,11$ ], which can be executed on computing machines (quantum computers) exploiting fundamental quantum properties of nature, like superposition and entanglement. Such efficient algorithms can achieve important reduction of time complexity, so that in many instances, problems that cannot be solved in polynomial time on a classical computer with the currently known algorithms, can be solved in polynomial time on a quantum computer. A famous example, with important applications in Cryptography, is the factorization of a composite integer into its prime factors (Shor's algorithm)[10]. Another important example is the efficient simulation of quantum physical systems with many degrees of freedom (like a complex chemical molecule), a computation which is not practically achievable in a classical computer [12].
The physical realization of a quantum computer, while in principle is feasible, requires a complex technological effort to overcome practical problems. An important problem is that the carriers of quantum information, the qubits, are very fragile under the influence of their environment and it is very difficult to maintain them in a constant state for a long enough duration so as they can perform a useful computation. The physical carriers of information can be atoms, ions, nuclei and in general any microscopic system on which quantum mechanical effects can be observed ${ }^{1}$. The disturbance effect on the qubits under the environment influence is known as decoherence and can be thought as an environment noise effect. Decoherence problems increase as the number of qubits increases. Additionally, the basic processing elements of qubits, the quantum gates, introduce another factor of disturbance of quantum information, because usually their operation approximates the ideal theoretical operation with errors which don't allow the construction of useful large quantum computers. These introduced errors can be thought as an additional environment induced noise, converting the ideal gates to noisy or erroneous ones. Thus, although real quantum computers have been already developed using various technologies (photons, ion traps, Josephson junctions), they are limited to about 10 qubits [15, 16, 17, 18].
The decoherence problem has been theoretically addressed in the 90's by exploiting and extending results from classical Error Correcting Codes Theory, leading to the invention of Quantum Error Correcting Codes [19, 20, 21]. Such codes can be applied by combining many noisy quantum physical gates so as to build an ideal quantum logical gate, that is they allow the construction of fault tolerant quantum gates. This can be accomplished under some conditions, of which the most important is that the noise percentage introduced by each physical quantum gate is lower than a threshold (Quantum Threshold Theorem) [22]. In such a case, an ideal quantum logical gate can be constructed by using redundancy, that is using many physical gates. During the recent years, the effort to build high reliability quantum gates has been intensified, so as to permit the construction of quantum computers of adequate size in the near future. Results of these efforts are very encourag-

[^3]ing.
This thesis contributes two-fold:

- Design of novel efficient quantum circuits (arrays of interconnected quantum logical gates) for integer arithmetic operations and their combination to a higher hierarchy level to achieve more complex arithmetic operations, like modular exponentiation which is an integral part of Shor's algorithm and important algorithms of the same class. The novelty of the proposed circuits lays in the usage of Quantum Fourier Transform (QFT) on the integers states prior to their processing, resulting in improved efficiency in terms of speed. Problems related to the usage of QFT in arithmetic circuits, such as the requirement for high precision quantum gates and the lack of communications locality between the qubits, are also effectively addressed.
- A generic hierarchical quantum and reversible circuits synthesis methodology. The majority of existing automatic synthesis methods are flat; they operate on the lowest level of gates and while in many cases they lead to optimal or suboptimal results, they have the disadvantage of not being suitable for large circuits as they have exponential requirements in memory usage and run time. The straightforward incorporation of hierarchical synthesis methods into tools of flat methods uses the methodology of Bennett. In contrast, the proposed hierarchical method offers advantages in terms of derived circuit speed and memory, relative to the few hierarchical ones of the literature.

In the context of this thesis, the used gates are assumed to be reliable (logical level) which have been derived from elementary physical quantum gates incorporating any method of error correction. Thus, the thesis concerns the logical level of quantum gates and not the lower level of physical gates. Therefore, the proposed methods of this doctoral thesis can be applied to any technology of physical realization and fault tolerant implementation of logic gates.

We adopt the computation speed, which is known as circuit depth, as the main criterion of efficiency of the proposed methods in this thesis, and it is the number of required steps to complete the computation. This is an important efficiency criterion when construction of large size, in terms of memory, quantum computers become feasible in the future. In the case of the proposed synthesis method, advantage in terms of memory (qubits requirement), except of speed, are also achieved.

The proposed quantum subsystems concern basic arithmetic operations on integers, like multiplication of a constant with an integer and accumulation (MAC) and division by constant (quotient and remainder calculation) which are used in important quantum algorithms. The implementations is accomplished by using alternative representation of integers in the Fourier domain (that is we use the Quantum Fourier Transform) instead of the usual representation in the computational basis. Quantum circuits using QFT exist in the literature, but they are limited to various kind of adders only [23], while the straightforward implementation of a MAC with Fourier representation using such adders [24] has quadratic circuit depth relative to the integer size. In contrast, the proposed MAC offers linear depth, a considerably important property for large (and thus practically useful) quantum numbers. Regarding the division circuits, just a few quantum dividers exist in the literature and they are chiefly limited to special purposes (e.g. for Galois fields $G F\left(2^{m}\right)$, that is dividers of polynomials with coefficients 0 and 1). A known general quantum divider based on QFT [25] has a cubic depth, while if the divisor is constant its depth can be reduced to be quadratic. The proposed constant divider in this thesis offers a linear depth.

The above two circuits, effectively combined, can be used to construct other more complex circuits useful in various important quantum algorithms. In this thesis we show how it is possible to construct a multiplier modulo $N$, which is a fundamental element for the operation of modular exponentiation. Modular exponentiation is the most time consuming operation in one of the most important quantum algorithms, the factorization algorithm of Shor, and also in other algorithms of the same family. The proposed design achieves a circuit depth of $O\left(n^{2}\right)$, while the majority of the circuits in the literature ranges between $O\left(n^{2} \log n\right)$ and $O\left(n^{3}\right)$, and consequently the proposed design offers important speed advantage for large numbers. Some of the circuits in the literature offering quadratic or less depth have the disadvantage of increasing excessively the required space (number of qubits) in order or they have the disadvantage of performing approximate calculation.
In the estimation of the circuit efficiency (being in time or space) we must take into account the physical implementation constraints. Such a constraint is the capability of global interactions between the qubits or the limitation of this interaction to neighborhood qubits only, e.g. in a linear one-dimensional array implementation of qubits, where each one can interact only with its two neighbors (1D-LNN, 1D-Linear Nearest Neighborhood). The proposed architecture for Shor's algorithm, while at first sight seems to require global communications between the qubits, it can be adapted in physical machines requiring local interactions with constant overhead in depth, as we show. That is, we don't have any increase in the quadratic order of depth. In contrast, most of the low $O\left(n^{2} \log n\right)$ depth architectures when applied in a machine that requires local communications increase the depth (e.g. to $O\left(n^{2} \sqrt{n}\right)$ in 2D-LNN or to $O\left(n^{3}\right)$ in 1D-LNN) [26].
The Fourier domain processing of the proposed circuits requires the usage of controlled rotation quantum gates with specific angles. A known drawback of such gates is that they do not belong to the category of gates that may constructed fault tolerantly, unless they are decomposed in a sequence of fault tolerant capable gates (e.g. $H$ and $T$ gates). But, such a decomposition implies considerable overhead in the depth of the whole modular exponentiation circuit up to an order, that is to $O\left(n^{3}\right)$ from $O\left(n^{2}\right)$. Yet, it is possible, as it will be shown, to have a much lesser overhead of $O\left(n^{2} \log n\right)$ by permitting approximate computation which allow the Shor's algorithm to operate with minor degradation concerning the probability of success. Therefore, the proposed architecture is one of the most competitive in terms of depth, especially if it is applied to 1D-LNN or 2D-LNN physical machines, which are the most probable to be implemented in the future.
Design of quantum circuits adopts ideas from classical logical design. Small circuits or circuits with repetitive structure can be designed either ad hoc or with formal synthesis methods based on specifications (e.g. truth tables). In the case of quantum circuits there exist similar synthesis methods based on specifications which in the general case are unitary matrices [27, 28]. In special cases where a quantum circuit is described by a matrix with elements exclusively 0 and 1 , then reversible circuits ${ }^{2}$ synthesis methods can be exploited [30]. Such quantum circuits cases are met when the circuit computes an arithmetic or logical function in the computational basis (e.g. integer addition).
In such cases, these methodologies are suitable for small circuits only, because the required computation power and memory required for their application increases exponentially with the circuit size. The obvious solution is the hierarchical bottom-up design which is applied in classical circuits. In the hierarchical method, if the desired operation can be described as a splicing of simpler operations, the design starts from the lowest level of

[^4]simpler operations towards the higher level of the more complex operations. The application of the hierarchical method to quantum circuits is possible but requires special handling of the intermediate computation results that are not useful at the end. The particularity is caused due to the fact that these intermediate results cannot be simply discarded at the end because, in general, they are quantum entangled with the desired results. They must be reset to their initial state by inverse computation. Bennett's method is a well known method that keeps the desired results through copying and resets the intermediate results through uncomputation [31]. Its main characteristic and drawback is that it doubles the computation steps (forward computation and the reverse computation) and it also requires more memory space, equal to the space needed by the desired results due to the copying.

The hierarchical design method we propose in the doctoral thesis offers advantages relative to Bennett's method in terms of speed and memory of the target circuit. The specifications of the synthesizable circuit are given as a sequence of arithmetic or logic functions. These functions are supposed to be part of a library of quantum circuits. The library can be constructed by using other lower level synthesis methods, or contain known parametrized circuits of the literature (e.g. adders) or be populated with new circuits of the same hierarchical method. Also, the library contains the inverse circuits due to the necessity described above. The end result of the synthesis in the form of directed acyclic graph describes the target circuit, where the nodes of the graph represent the modules of the library and the arcs of the graph represent the interconnections between the modules. This synthesis method requires polynomial execution time and memory space in relation to the number of the functions of the specifications and in any case it produces circuits of equal or better performance in terms of depth and space in compared to the basic Bennett's method.

The structure of the doctoral thesis is as follows: Chapter 2 is an introduction to Quantum Computing, while Chapter 3 accompanied with Appendix A is a detailed description of Shor's algorithm. The contribution of the thesis begins in Chapter 4 where the fast quantum arithmetic circuits based on the Fourier representation of integers is presented. Chapter 5 describes the approximation methodology of these circuits with angle quantization and their adaptation on a physical machine of one-dimensional linear array of nearest neighborhood interactions. Chapter 6 describes the hierarchical synthesis method of quantum and reversible circuits. Finally, Chapter 7 is a review of conclusions and potential future research directions in the subjects of the thesis.

## 2. INTRODUCTION TO QUANTUM COMPUTING

An impressive progress in every field of computer science has been observed since the invention of the first digital computers in the 40's: hardware, algorithm design, software applications and networking. Moore's law, introduced in 1965 [32], predicted a doubling in the transistor density every two years with nearly equivalent consequences in computation power, energy decrease per computation step, etc. Moore's law has remained invariant until today, but various technological problems, such as power consumption, process variation, electromigration, etc., raise doubts if such a rate will continue. E.g. a power consumption related law known as Dennard's law [33] stated that, similarly to Moore's law, the computation power per energy unit would raise exponentially as time passed. But this law is no longer valid from about 2006, mainly due to current leakages. Apart from the various technological problems, there are fundamental limits that prohibit the ongoing miniaturization as quantum mechanical effects will come to forefront. E.g. the silicon dioxide gate insulator used in MOS transistor has a thickness of about 5 silicon atoms and the quantum mechanical effect of electron tunneling leads to current leakage towards the channel of the transistor raising the power consumption.

Besides hardware limitations, there are fundamentals software limitations, because there exist problems that classical algorithms cannot solve efficiently (in polynomial time with respect to the problem size). Quantum computing is a fundamentally different approach, both in hardware and algorithm design, which can exploit quantum mechanical effects to solve efficiently problems that are hard to be solved using classical computers.

### 2.1 Classical Computing

The formal notion of algorithm can be described by the definition of the Turing machine (TM) introduced in 1936 and the Universal Turing Machine (UTM) which is a general TM that can simulate any TM [34]. Essentially, UTM corresponds to a programmable computer for which any given problem is solved by a different program. Any problem that can be solved by an existing algorithm can be also treated by a Turing machine designed to solve the particular problem (or a UTM that has been programmed to solve this problem). Conversely, for any given problem which can't be solved by an existing TM, no algorithm exists. This is known as Church-Turing thesis. A problem that can be solved by a TM is said to be computable or decidable, otherwise it is said to be non-computable or undecidable. The Halting problem ${ }^{1}$ is a well known example of an undecidable problem [34]. Thus, the Church-Turing thesis partitions the various problems in the two broad classes above.

### 2.1.1 Complexity Classes

Although TM is an abstract mathematical/logical model of computation, it contains some inevitable physical assumptions such as space, time and power requirements for its operation. Space requirements are related to the tape cells ${ }^{2}$ consumption, while time requirements are related to the finite transition time in each step. Power requirements are related to the possible information erasure when writing a cell. Computational complexity deals with partitioning problems into various classes depending on these requirements [35, 34].
Time and space requirements are defined with respect to the input size $n$ of the problem to be solved. A broad class consists of problems that are efficient or tractable to solve on a TM. These problems need at most polynomial time in $n$ and the set of all these problems

[^5]define the $P$ complexity class. E.g., the greatest common divisor of two $n$-digit integers can be found by the Euclid algorithm in time which is proportional to $n^{2}$.
A technique to solve some problems outside the $P$ class, in polynomial time, is to introduce randomness in an algorithm. In the TM model this is accomplished by extending the model so that it becomes indeterministic and the transition function is dependent on a probability distribution function (probabilistic TM). The Boundary Probability Polynomial class (BPP) is the class of problems that are solved in polynomial time on such a probabilistic TM. Thus, $P \subseteq B P P$, although it hasn't been proven that the inclusion is not strict. The introduction of the $B P P$ class led to a new definition of the Church-Turing thesis [36].

Definition 2.1. (Strong Church-Turing thesis) Any reasonable model of computation is efficiently simulated by a probabilistic TM.

Thus, any problem in the $P$ or in the $B P P$ class is efficiently solvable in any reasonable model of computation as this model is asserted to be polynomially simulated by a probabilistic TM.

Problems for which no efficient algorithm is known to exist are said to be hard or inefficient. The Non-deterministic Polynomial complexity class, or NP, falls in the category of hard problems. The NP problems are defined as the ones that have polynomial time verifiability, meaning that even if there is no known polynomial time algorithm to solve them, yet a solution can be verified in polynomial time. An example is the factorization problem of an integer into its prime factors. The best known factorization algorithm is the General Number Field Sieve, which has complexity $O\left(\exp \left(\sqrt[3]{\frac{64}{9} n}\right) \exp (\log n)^{\frac{2}{3}}\right)$, where $n$ is the bits length of the integer. However, a possible factor can be verified in polynomial time using the division algorithm.
An equivalent definition of an $N P$ problem is that it can be solved in polynomial time by a non-deterministic Turing Machine (NTM), justifying the name NP (Non-deterministic Polynomial). A NTM (not to be confused with the probabilistic TM) is a modified TM in which each transition may lead to different configurations of the machine by replicating the machine itself. A NTM is believed not to be physically realizable model of computation. It can be proven that any TM cab be simulated on a NTM in polynomial time, thus $P \subseteq N P$, though the relation between $N P$ and $B P P$ is not known.
A subclass of $N P$ problems are the $N P$ - complete problems. These are the "hardest" problems of the $N P$ class in the sense that the solution of any $N P$ problem can be reduced in polynomial time to the solution of an $N P$ - complete problem. Consequently, if any of the $N P$ - complete problems is proven to be in $P$ then every $N P$ would be in $P$, resulting in $N P=P$.

Concerning the space complexity, an important class is the PSPACE. This class consists of problems that can be solved using polynomial space (computer memory or TM cells) with respect to the size of the problem. It can be proven that $P \subseteq P S P A C E$ and NP $\subseteq$ PSPACE. Thus, the following ordering of classes is known to be valid, without any proof if any inclusion is strict or not.

$$
\begin{equation*}
P \subseteq N P \subseteq P S P A C E \tag{2.1}
\end{equation*}
$$

In Section 2.4 another complexity class relevant to the quantum computing will be associated with the above defined classes.

The abstract model of TM is usually realized on computers as a digital logic sequential circuit. Moreover, it is proven that a TM is equivalent to combinational digital logic circuits (circuits that have no memory element and feedback) with polynomial cost in space and time [37, 38, 39]. Thus, the efficiency of a problem is preserved if it is solved on a combinational circuit. A similar equivalence holds for the quantum computation case between the Quantum Turing Machine model (subsection 2.2.6) and the Quantum Circuit model (section 2.3) of computation.

### 2.1.2 Irreversible and Reversible Computing

The energy resources required by a computation are directly related to the information loss that takes place during the computation. Landauer [40] showed that there is a fundamental lower limit of energy loss (Landauer limit) when information processing is done in an irreversible manner. For each bit of information loss at least $k T \ln 2$ Joules of energy are dissipated, where $T$ is the environment absolute temperature in Kelvin and $k$ is the Boltzmann constant ( $\approx 1.38 \cdot 10^{-23}$ Joules/Kelvin). Conventional computing is done irreversibly as it is based on irreversible operations. For example, a NAND gate irreversibly processes information because the information of two inputs is lost as it cannot be recovered by the knowledge of the output. Thus, the power loss due to information loss is irrelevant to implementation technology aspects. The general TM computation model also suffers from information loss because two transitions may lead to the same configuration of the machine, thus it is an irreversible model of computation.
The question whether computations can be done in a reversible manner, that is without information loss, was answered by Bennett [31] when he introduce the Reversible Turing Machine (RTM). He proved that any irreversible TM can be simulated by a RTM with polynomial cost in space and time. Namely, an irreversible TM with $O(T)$ and $O(S)$ time and space requirements, can be simulated by a RTM with $O(T)$ and $O(S T)$ time and space requirements.
A more practical model for reversible computation is the reversible circuit introduced by Toffoli [29]. A reversible circuit is a logic combinational circuit implementing a function $f: \mathcal{B}^{n} \rightarrow \mathcal{B}^{n}$, where $\mathcal{B}\{0,1\}, n$ is the number of input and outputs and $f$ is a bijective function or equivalently a permutation. This means that there is an inverse function $f^{-1}: \mathcal{B}^{n} \rightarrow \mathcal{B}^{n}$, which for each $x$ giving $f(x)=y$ then $f^{-1}(y)=x$. A reversible circuit is constructed by combining logic reversible gates selected from a reversible library. In a reversible circuit no fanout is allowed at the output of each gate (each output line must be connected to only one input of another gate). Also, as in the conventional combinational circuits, no feedback connections are allowed.

Reversible circuit designs find application in a variation of emerging technologies and computation paradigms, such as low power design [29], quantum computation [41], optical computing [42], DNA computing [43]. E.g., optical computing could exploit sooner the zero energy loss of reversible computing compared to computing using conventional electronics. The reason is that the power loss occurring due to other non fundamental reasons (technological imperfections) in optical devices is lower than the respective power loss of semiconductor devices.

The libraries used to build reversible circuits often contain the following reversible gates: NOT,Controlled-NOT (CNOT) and Toffoli. These are one, two and three bit gates, respectively, with truth tables shown in Table 2.1 and symbols depicted in Figure 2.1.

The first input and output line $c$ of the CNOT gate is called the control bit, while the second

Table 2.1: Truth tables for NOT, Controlled-NOT and Toffoli reversible gates.



Figure 2.1: Symbols for NOT, CNOT and Toffoli reversible gates
line $t$ is called the target bit. The operation of a CNOT gate is to invert the target bit iff ${ }^{3}$ the control bit has logical value 1, while the control bit remains unaffected. The inverse computation, that is to extract the input from the output, is accomplished by connecting a second CNOT gate to the outputs of the first gate as the inverse CNOT is itself.

Toffoli gate is an extension of the CNOT gate to three bits. Now, the first two lines $c_{1}$ and $c_{2}$ carry the control bits while the last line $t$ is the target bit. Its operation is to invert the target bit iff both control bits have a logic value 1, while both the control bits remain unaffected. The inverse gate of a Toffoli gate is itself. Toffoli gate is a universal gate in the sense that any reversible circuit can be constructed using exclusively Toffoli gates. A Toffoli gate can emulate the irreversible AND gate, if its target input is set to 0 . Then the target output will be the logical AND of its two control bits. Similarly, by appending two NOT gates to each control input of a Toffoli gate and setting its target to 1 we can simulate an OR gate.

Sometimes, the function to be emulated in a reversible circuit does not have equal number of inputs and outputs or it is not bijective, thus it is irreversible. E.g. The original irreversible AND gate has two inputs and one output. Its reversible emulation requires the addition of two more input lines and one output line, as the Toffoli gate is a mapping of three inputs to three outputs. The above emulation of an irreversible function by a reversible one can be generalized. In general an irreversible function has the form $f: \mathcal{B}^{n} \rightarrow \mathcal{B}^{m}$, where $m<n$ and/or there are $k>1$ input vectors $x_{i} \in \mathcal{B}^{n}, \quad i=1 \ldots k$ mapped to the same output combination, that is $f\left(x_{1}\right)=\ldots=f\left(x_{k}\right)$. Such an irreversible function can be transformed to a reversible one by embedding it into another constructed reversible function $g: \mathcal{B}^{n+c} \rightarrow \mathcal{B}^{m+g}$ having $c$ additional inputs and $g$ additional outputs relative to the irreversible function $f$. The reversibility requirement of equal number of inputs and outputs leads to the relation $n+c=m+g$. The $n$ inputs and $m$ outputs are the primary ones, while the additional $g$ outputs are the garbage ones. The possible addition of $c$ constant variables due to the requirement of the addition of garbage outputs leads to the increment of lines carrying these variables in the implemented circuits. These lines are the ancillae of the circuit. The ancilla lines must be reset back to a known constant state, usually the 0 state, in order to be reused later as a constant input to a larger circuit, otherwise they are

[^6]Table 2.2: Embedding of the irreversible AND function into a reversible function.

| $a$ | $x$ | $y$ | $z$ | $g_{1}$ | $g_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{0}$ | 0 | 0 |
| 0 | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{0}$ | 0 | 1 |
| 0 | $\mathbf{1}$ | $\mathbf{0}$ | $\mathbf{0}$ | 1 | 0 |
| 0 | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | 1 | 1 |
| 1 | 0 | 0 | 1 | 0 | 0 |
| 1 | 0 | 1 | 1 | 0 | 1 |
| 1 | 1 | 0 | 1 | 1 | 0 |
| 1 | 1 | 1 | 0 | 1 | 1 |

part of the garbage lines set.
A simple embedding example is shown in Table 2.2 for the AND irreversible function, where the embedded AND function subtable is shown in bold. In this case the number of inputs $(x$ and $y$ ) is $n=2$ and the the number of outputs $(z)$ is $m=1$. Observe that three different input combinations ( 00,01 and 10) of $x$ and $y$ lead to the same output value $z=0$. For this reason it is not adequate to add only one output to satisfy the requirement of equal number of inputs and outputs. Instead, two garbage outputs $g_{1}$ and $g_{2}$ are added to discriminate these three different input combinations. With the additional two garbage outputs an additional constant input $a$ is required to keep the number of inputs equal to the number of outputs. The garbage output values are chosen so as to be different in each input combination that leads to the same output value $(z=0)$ and the rest of the output values are chosen so as no same pattern appears twice in the truth table [29].
Quantum computation is inherently reversible, as it will be discussed in the next section. Thus there is a relation between reversible computation and quantum computation. Reversible computing is a subset of quantum computing and procedures used in reversible design can be used in the design of quantum algorithms. However, a major difference between reversible and quantum computation is that, a possible garbage generation during the quantum computation cannot be simply discarded at the end of the computation as could be done in the reversible case (with the cost of energy loss), as this would affect the outcome of the computation because of the entanglement (see subsection 2.2.5) of quantum bits. For this reason, proper handling of garbage outputs is important in the quantum computation.

### 2.2 Quantum Mechanics and Computation

Inherent in the assumption of the Strong Church-Turing thesis for the efficient solution of problems is that the operation of a TM (being deterministic or probabilistic) relies on the classical view of the physical laws. This may pose restrictions on the computational power capabilities of the TM model. However, the laws of physics are quantum mechanical in principle. Feynman [44] noted that the simulation of an arbitrary quantum mechanical system by a classical computer (TM) is in general inefficient as it requires exponential resources with respect to the size of the system. Thus, he conjectured that if somehow computers based on the quantum mechanical laws could be build, then they would offer an advantage of computational power relative to classical computers.
The incorporation of the quantum mechanical way that nature works in an abstract manner into the computational processes requires a minimum mathematical framework. This framework will be briefly given in the form of four postulates [41, 45].

### 2.2.1 State of a closed quantum system

Postulate 2.1. Every closed physical system is associated to a complex Hilbert space known as state space of the system. At any time the system is completely described by its state vector of unit norm in the state space.

Definition 2.2. (Hilbert Space) A complex Hilbert space is a complete complex vector space with inner product.

Dirac's ket notation $|\psi\rangle$ will be used extensively in this thesis to denote an element (vector) of a Hilbert space. In matrix notation, an element $|\psi\rangle$ of a $d$-dimensional Hilbert space $\mathcal{H}^{d}$ is a vector of the form $\left[a_{0}, a_{1}, \ldots, a_{d-1}\right]^{T}$ where $a_{i} \in \mathbb{C}$ ( $\mathbb{C}$ is the set of complex numbers) and the symbol ${ }^{T}$ denotes transposition.

Definition 2.3. (Computational Basis) The set of vectors in $\mathcal{H}^{d}$

$$
\mathcal{B}=\left\{|0\rangle \doteq\left[\begin{array}{c}
1  \tag{2.2}\\
0 \\
\vdots \\
0
\end{array}\right],|1\rangle \doteq\left[\begin{array}{c}
0 \\
1 \\
\vdots \\
0
\end{array}\right], \ldots,|d\rangle \doteq\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
1
\end{array}\right]\right\}
$$

is a basis of $\mathcal{H}^{d}$ and it is called the computational basis.
Any state vector of the form $|\psi\rangle=\left[a_{0}, a_{1}, \ldots, a_{d-1}\right]^{T}$ can be written as a linear superposition of basis states vectors as

$$
\begin{equation*}
|\psi\rangle=a_{0}|0\rangle+a_{1}|1\rangle+\cdots+a_{d-1}|d-1\rangle \tag{2.3}
\end{equation*}
$$

where the complex coefficients $a_{i}$ are called the amplitudes of the superposition.
Definition 2.4. (Inner product) An inner product in a complex vector space $\mathcal{H}^{d}$ is a function of two vector arguments from this space which takes complex values, that is $(\cdot, \cdot): \mathcal{H}^{d} \times$ $\mathcal{H}^{d} \rightarrow \mathbb{C}$, with the following properties:
Linearity

$$
\left(|\psi\rangle, \sum_{i} c_{i}\left|\varphi_{i}\right\rangle\right)=\sum_{i} c_{i}\left(|\psi\rangle,\left|\varphi_{i}\right\rangle\right)
$$

Conjugate Symmetry

$$
(|\psi\rangle,|\varphi\rangle)=(|\varphi\rangle,|\psi\rangle)^{*}
$$

Positivity

$$
(|\psi\rangle,|\psi\rangle) \geq 0 \text { (equality iff }|\psi\rangle=0 \text { ). }
$$

Note that the linearity holds for the second argument only. The first argument has the property of the anti-linearity.
The dual vector of $\left[a_{0}, a_{1}, \ldots, a_{d-1}\right]^{T}$ is defined as its complex conjugate transpose in matrix notation, that is $\left[a_{0}^{*}, a_{1}^{*}, \ldots, a_{d-1}^{*}\right]$. The bra notation is used for this vector, that is $\langle\psi| \doteq(|\psi\rangle)^{\dagger}$ where the symbol ${ }^{\dagger}$ denotes conjugate transposition. Using the bra-ket notation for vectors, one can define an inner product of two state vectors $|\psi\rangle$ and $|\varphi\rangle$ as $(|\psi\rangle,|\varphi\rangle) \doteq\langle\psi \mid \varphi\rangle$, which satisfies the above three properties.
Definition 2.5. (Norm) The 2-norm of a state vector is defined as $\|\psi\| \doteq \sqrt{\langle\psi \mid \psi\rangle}$.
The unit norm requirement of Postulate 1 when applied in Eq. (2.3) gives $\sum_{i}\left|a_{i}\right|^{2}=1$ which is related to the probabilities interpretation of quantum measurement in Postulate 2.3.


Figure 2.2: Representation of a qubit on the Bloch sphere

The completeness requirement of a set like $\mathcal{H}^{d}$ means that any sequence of vectors in this space converges to a vector belonging to the same space. A counterexample is the set of rational numbers $\mathbb{Q}$ which is not complete, as the sequence $(1+1 / n)^{n} \in \mathbb{Q}, \quad \forall n \in \mathbb{N}$, while $\lim _{n \rightarrow \infty}(1+1 / n)^{n}=e=2.718 \ldots \notin \mathbb{Q}$.
Note that Postulate 2.1 applies to closed systems only; systems that don't interact with their environment. Yet, it is general enough to be used to study open systems if the open system together with its environment is thought to be another closed system.

The simplest quantum physical system is the one associated to a two dimensional Hilbert space $\mathcal{H}^{2}$. Such a system is called qubit or quantum bit and its state can be described as

$$
|\psi\rangle=a|0\rangle+b|1\rangle=\left[\begin{array}{l}
a  \tag{2.4}\\
b
\end{array}\right], \quad a, b \in \mathbb{C}, \quad|a|^{2}+|b|^{2}=1
$$

The constraint $|a|^{2}+|b|^{2}=1$ permits the equivalent representation

$$
\begin{equation*}
|\psi\rangle=e^{i \omega}\left(\cos \frac{\theta}{2}|0\rangle+e^{i \varphi} \sin \frac{\theta}{2}|0\rangle\right), \quad 0 \leq \theta \leq \pi, \quad 0 \leq \varphi \leq 2 \pi \tag{2.5}
\end{equation*}
$$

The factor $e^{i \omega}$ is physically unobservable by any measurement and thus the unit state vector of a qubit depends only on the two real parameters $\theta$ and $\varphi$ and consequently lies on the surface of a unit radius sphere called the Bloch sphere [41]. Figure 2.2 depicts the Bloch sphere, the basis vectors $|0\rangle,|1\rangle$ (located on the North Pole and the South Pole respectively) and an arbitrary state vector $|\psi\rangle$. Bloch sphere is a useful visualization tool for understanding the operation of various single qubit gates such as the ones discussed in next section.

The physical realization of a qubit can take various forms. E.g. a qubit can be realized as the spin of an electron or the energy level of an atom. In the former case a spin up would correspond to $|0\rangle$ state and a spin down to $|1\rangle$ state. Similarly, the ground state of an atom would correspond to $|0\rangle$, while the first excited state would correspond to $|0\rangle$. Some examples of physical realizations of qubits are discussed in section 2.5 .

### 2.2.2 Unitary evolution of a closed quantum system

The change of a closed quantum system over time can be stated in its most general form with the following.

Postulate 2.2. The time evolution of a closed system is defined by a unitary transformation $U$ applied on its state vector as

$$
\begin{equation*}
\left|\psi_{f}\right\rangle=U\left|\psi_{i}\right\rangle \tag{2.6}
\end{equation*}
$$

where $\left|\psi_{i}\right\rangle$ and $\left|\psi_{f}\right\rangle$ are the initial and final states, respectively.
Unitarity of operator $U$ means that $U^{\dagger} U=U^{\dagger} U=I$ and this implies that every quantum evolution is reversible as for each operator $U$ its inverse always exists and it holds $U^{-1}=$ $U^{\dagger}$. The unitary operator $U$ is compatible with the dimensions of the state and for a $d$ dimensional system it can be expressed by a unitary matrix of dimension $d \times d$.

The above formulation is known as the Schrödinger picture because its continuous time restatement has essentially the solution form of the Schrödinger equation [41]. An alternative formulation is the Heisenberg picture of quantum mechanics where the state is constant and the operator is time dependent, although the two forms are equivalent [46]. The Schrödinger picture is more convenient for the quantum circuit model to be introduced in the next section, as the operator $U$ corresponds to various quantum gates used in the model.

### 2.2.3 Projective Measurement

The first two postulates deal with closed systems. Except from being an ideal model, a closed system is not useful from the computational perspective. If someone is to obtain computation results then he/she has to interact with the system and perform a measurement through establishing correlations of "his/her own" system to the system under measurement. The third postulate sets the measurement issue in the quantum mechanical view.

Postulate 2.3. A quantum measurement of a physical system is described by a set of projective matrices $P_{m}, m=1 \ldots n$ satisfying the completeness equation

$$
\begin{equation*}
\sum_{m=1}^{n} P_{m}=I \tag{2.7}
\end{equation*}
$$

If the state of the system before the measurement is $|\psi\rangle$ then the result after the measurement will be $m$ with probability

$$
\begin{equation*}
\operatorname{Pr}(m)=\langle\psi| P_{m}|\psi\rangle \tag{2.8}
\end{equation*}
$$

and the post-measurement state of the system will be

$$
\begin{equation*}
\left|\psi_{m}\right\rangle=\frac{P_{m}|\psi\rangle}{\sqrt{\operatorname{Pr}(m)}}=\frac{P_{m}|\psi\rangle}{\sqrt{\langle\psi| P_{m}|\psi\rangle}} \tag{2.9}
\end{equation*}
$$

The transformation of the state before the measurement state to the post-measurement state is a non unitary transformation and is also called state collapse or state reduction.

The dimensions of the projective matrices are compatible $(d \times d)$ with the dimension $d$ of the system under measurement $\mathcal{H}^{d}$. The completeness relation (2.7) assures that the sum of probabilities is 1 . The projectivity property of $P_{m}$ means that (i) $P_{m}^{2}=P_{m}$ and (ii) $P_{m}^{\dagger}=P_{m}$ (Hermitian matrix). The first property assures that a second measurement immediately
after the first gives the same result with probability 1. Two states like $|\psi\rangle$ and $e^{i \varphi}|\psi\rangle$ which differ by a global phase factor $e^{i \varphi}$ are unobservable by any measurement because the measurement probability remains unaltered; $\operatorname{Pr}(m)=\langle\psi| e^{-i \varphi}\left|P_{m}\right| e^{i \varphi}|\psi\rangle=\langle\psi| P_{m}|\psi\rangle$ for any projector $P_{m}$.
The above kind of measurements are known as projective measurement or Lüders measurement [45]. When each projection operator leaves the post-measurement state to a one-dimensional subspace of $\mathcal{H}^{d}$, meaning that $\operatorname{rank}\left(P_{m}\right)=1$, then we have a complete measurement. In this case, the completeness relation (2.7) forces the equality $n=d$, that is the number of different measurement results equals the dimension of the system. This could happen if the projectors were of the form $P_{m}=\left|\psi_{m}\right\rangle\left\langle\psi_{m}\right|$ where $\left|\psi_{m}\right\rangle$ form an orthonormal basis of $\mathcal{H}^{d}$ like the one of Eq. (2.2). This special case of projective measurement is called von Neumann measurement. Throughout this thesis the measurements are assumed to be von Neumann on the computational basis of Eq. (2.2).

### 2.2.4 Composition of closed systems

Postulate 2.4. The state space $\mathcal{H}^{d}$ of a composite closed system consisting of $n$ subsystems with state spaces $\mathcal{H}_{i}^{d_{i}}, i=1 \ldots n$ is their tensor product $\mathcal{H}^{d}=\mathcal{H}_{1}^{d_{1}} \otimes \mathcal{H}_{2}^{d_{2}} \otimes \cdots \otimes \mathcal{H}_{n}^{d_{n}}$. Moreover, if each subsystem is in the state $\left|\psi_{i}\right\rangle, i=1 \ldots n$, then the state of the composite system is the tensor product $|\psi\rangle=\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle \otimes \cdots \otimes\left|\psi_{n}\right\rangle$.

The dimension of the composite system is $d=d_{1} d_{2} \cdots d_{n}$. The tensor product of two vectors in column format $|a\rangle=\left[a_{1} a_{2} \ldots a_{p}\right]^{T}$ and $|b\rangle=\left[b_{1} b_{2} \ldots b_{q}\right]^{T}$ is defined through the Kronecker product

$$
|a\rangle \otimes|b\rangle \doteq\left[\begin{array}{c}
a_{1}  \tag{2.10}\\
a_{2} \\
\vdots \\
a_{p}
\end{array}\right] \otimes\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{q}
\end{array}\right]=\left[\begin{array}{c}
a_{1}|b\rangle \\
a_{2}|b\rangle \\
\vdots \\
a_{p}|b\rangle
\end{array}\right]=\left[\begin{array}{c}
a_{1} b_{1} \\
a_{1} b_{2} \\
\vdots \\
a_{1} b_{q} \\
\vdots \\
a_{p} b_{1} \\
a_{p} b_{2} \\
\vdots \\
a_{p} b_{q}
\end{array}\right]
$$

The generalization to tensor products of more than two vectors is straightforward through the associativity law $|a\rangle \otimes|b\rangle \otimes|c\rangle=|a\rangle \otimes(|b\rangle \otimes|c\rangle)=(|a\rangle \otimes|b\rangle) \otimes|c\rangle$ which holds for tensor products. Equation (2.10) can be used to define a basis for the composite system $\mathcal{H}^{d}$ from the bases of the subsystems $\mathcal{H}_{1}^{d_{i}}$.

The above definition can be extended to tensor products of operators acting on the subsystems. Then, the tensor product is the equivalent operator that acts on the composite system. For example, let $A$ and $B$ be operators acting on subsystems $\mathcal{H}_{1}^{p}$ and $\mathcal{H}_{2}^{q}$, respectively. Then, $U$ is the equivalent operator acting on the composite system $\mathcal{H}^{p q}=\mathcal{H}_{1}^{p} \otimes \mathcal{H}_{2}^{q}$ and it is given in matrix block form as

$$
A \otimes B \doteq\left[\begin{array}{cccc}
A_{11} B & A_{12} B & \ldots & A_{1 p} B  \tag{2.11}\\
A_{21} B & A_{22} B & \ldots & A_{2 p} B \\
\vdots & \vdots & \ddots & \vdots \\
A_{p 1} B & A_{p 2} B & \ldots & A_{p p} B
\end{array}\right]
$$

where $A_{i j}$ are the elements of matrix $A$. The generalization to tensor product of more than two matrices is again straightforward using the associativity law.

Some useful identities that will be used extensively in this thesis are the following, assuming that $c$ is a scalar complex, $|x\rangle,\left|x_{1}\right\rangle,\left|x_{2}\right\rangle \in \mathcal{H}_{1}^{p},|y\rangle,\left|y_{1}\right\rangle,\left|y_{2}\right\rangle \in \mathcal{H}_{2}^{q}, A, C$ operators in $\mathcal{H}_{1}^{p}$ and $B, D$ operators in $\mathcal{H}_{2}^{q}$

$$
\begin{align*}
& c(|x\rangle \otimes|y\rangle)=(c|x\rangle) \otimes|y\rangle=|x\rangle \otimes(c|y\rangle)  \tag{2.12}\\
& \left(\left|x_{1}\right\rangle+\left|x_{2}\right\rangle\right) \otimes|y\rangle=\left|x_{1}\right\rangle \otimes|y\rangle+\left|x_{2}\right\rangle \otimes|y\rangle  \tag{2.13}\\
& |x\rangle \otimes\left(\left|y_{1}\right\rangle+\left|y_{2}\right\rangle\right)=|x\rangle \otimes\left|y_{1}\right\rangle+|x\rangle \otimes\left|y_{2}\right\rangle  \tag{2.14}\\
& (A \otimes B)(|x\rangle \otimes|y\rangle)=A|x\rangle \otimes B|y\rangle  \tag{2.15}\\
& (A \otimes B)(C \otimes D)=A C \otimes B D \tag{2.16}
\end{align*}
$$

A composite system consisting of $n$ qubits is essentialy associated to a Hilbert space of $2^{n}$ dimensions. The computational basis of this system consists of the tensor products of all the possible combinations of state basis vectors of each qubit. The $2^{n}$ computational basis states of the composite system are

$$
\begin{gather*}
|0\rangle=|0\rangle \otimes \cdots \otimes|0\rangle \otimes|0\rangle=|0 \ldots 00\rangle \\
|1\rangle=|0\rangle \otimes \cdots \otimes|0\rangle \otimes|1\rangle=|0 \ldots 01\rangle \\
|2\rangle=|0\rangle \otimes \cdots \otimes|1\rangle \otimes|0\rangle=|0 \ldots 10\rangle \\
|3\rangle=|0\rangle \otimes \cdots \otimes|1\rangle \otimes|1\rangle=|0 \ldots 11\rangle  \tag{2.17}\\
\vdots \\
\left|2^{n}-2\right\rangle=|1\rangle \otimes \cdots \otimes|1\rangle \otimes|0\rangle=|1 \ldots 10\rangle \\
\left|2^{n}-1\right\rangle=|1\rangle \otimes \cdots \otimes|1\rangle \otimes|1\rangle=|1 \ldots 11\rangle
\end{gather*}
$$

Thus the basis state $|k\rangle$ where $k=0 \ldots 2^{n}-1$ of $n$ qubits is the tensor product of the qubit basis states $|0\rangle$ and $|1\rangle$ arranged so as to reflect the binary representation of integer $k$. In Eq. (2.17) shorthand notations $\left|\psi_{1}\right\rangle\left|\psi_{2}\right\rangle$ and $\left|\psi_{1} \psi_{2}\right\rangle$ are introduced for tensor product of states, instead of $\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle$. These three notations for tensor product states are used interchangeably in the literature and throughout this thesis text.

The exponential growth $2^{n}$ of the composite system dimensions as a function of its size $n$ is the reason why, in general, no efficient simulation of a quantum system can be achieved by a classical computer. It is also one of the reasons for the power of quantum computation as it is shown subsequently.

### 2.2.5 Entanglement

Postulate 4 states that when the subsystems states $\left|\psi_{i}\right\rangle$ that compose a larger system are known, then the state of this larger system is the tensor product of these states, e.g. $\otimes_{i=1}^{n}\left|\psi_{i}\right\rangle$. The opposite is not true. That is, it is not always possible to write down the state of a composite system as a tensor product state. E.g. the bipartite system state $|\psi\rangle_{A B}=$ $\frac{1}{2}(|00\rangle+|01\rangle+|10\rangle+|11\rangle)$ can be written in product form as $|\psi\rangle_{A B}=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle) \frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$. On the other hand, the state $\left|\Phi^{+}\right\rangle_{A B} \doteq \frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$ cannot be decomposed in a product state (it is always a sum of product states). This is an example of entanglement. The entangled state $\left|\Phi^{+}\right\rangle_{A B}$ is one of the so called four Bell states [41].

Definition 2.6. (Entangled state) Two subsystems $\mathcal{H}^{d_{A}}$ and $\mathcal{H}^{d_{B}}$ composing a larger system $\mathcal{H}^{d_{s}}$ whose state is $\left|\psi_{S}\right\rangle$ are said to be in entangled state when the state of the larger system
is not of the product form, that is it cannot be expressed as $\left|\psi_{S}\right\rangle=\left|\psi_{A}\right\rangle \otimes\left|\psi_{B}\right\rangle$ where $\left|\psi_{A}\right\rangle \in \mathcal{H}^{d_{A}}$ and $\left|\psi_{B}\right\rangle \in \mathcal{H}^{d_{B}}$.

Entangled states occur when the subsystems are allowed to interact. The non-separability property of an entangled state means that even if the closed whole system is in a definite state, its subsystems aren't in a definite state in the sense of Postulate 1, and this is understandable because these parts are no longer closed due to their interaction. This phenomenon has no classical counterpart. Entanglement, which is a manifestation of superposition, is believed to be one for the reasons for the power of quantum computation.
A system can always be partitioned in two parts $\mathcal{H}_{A}^{p}$ and $\mathcal{H}_{B}^{q}$, where $p$ and $q$ are the dimensions of the two subsystems, and its state can be expressed as

$$
\begin{equation*}
|\psi\rangle_{A B}=\sum_{i=0}^{p} a_{i}\left|\varphi_{i}\right\rangle_{A}\left|y_{i}\right\rangle_{B} \tag{2.18}
\end{equation*}
$$

where $\left|\varphi_{i}\right\rangle_{A}$ is an orthonormal basis of $\mathcal{H}_{A}^{p},\left|y_{i}\right\rangle_{B}$ have unit norm and $\sum_{i=0}^{p}\left|a_{i}\right|^{2}=1$. Then, a projective measurement on the orthonormal basis of subsystem $A$ alone would give a result $m$ with probability $\left|a_{m}\right|^{2}$ and leave the state of the whole system in $\left|\varphi_{m}\right\rangle_{A}\left|y_{m}\right\rangle_{B}$. Thus, the state of the system after the measurement is unentangled and both the subsystems are in a definite state, provided the result of the measurement is known, even if only one of the subsystems was measured. The instantaneous influence on one of the subsystems (definite state after measurement) by acting on the other subsystem (measure) was considered first as a thought experiment by Einstein-Podolsky-Rosen [47] and thus pairs of qubits in states such as $\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$ are referred as EPR pairs.
Entanglement is not only exploited in the design of quantum algorithms but also in quantum cryptography [48], quantum teleportation [49], quantum error correction [50] etc.

### 2.2.6 Quantum Turing Machine

Deutsch in [7] proposed that Church-Turing thesis should be modified so as to define that computable functions (algorithms) are the ones that can be computed by a real physical system. Then a TM should be modified so as to take into account the quantum mechanical laws of nature. He introduced the Quantum Turing Machine (QTM) by incorporating the above postulates in its operation. He proved that this machine can simulate any TM and that it can also simulate any finite physical system. He also showed that this machine could perform parallel processing exploiting the superposition principle but he pointed out that it couldn't outperform a classical TM from the complexity point of view, as these computations could offer only one result at the end due to the measurement collapse. The QTM model was improved in [36] and it was shown that it could simulate any classical TM with polynomial cost.

### 2.3 Quantum Circuit Model and Quantum Gates

The universal QTM model of computation, although useful as a theoretical study model, is still cumbersome and can't easily lead to practical implementations of algorithms. Deutsch in [8] introduced the quantum circuit model and later [51] its equivalence with the QTM model was shown .
The quantum circuit model of quantum computation is a directed acyclic graph whose nodes correspond to quantum gates operating on one or more qubits and the edges correspond to the qubits themselves. A quantum circuit model is a one-to-one mapping of a sequence consisting of unitary evolutions and measurements which operate on qubits


Figure 2.3: An example of quantum circuit model
to a graphical representation like the one shown in the example of Figure 2.3. The initial joint quantum state $\left|\psi_{1}\right\rangle$ of the qubits evolves in time from left to the right of the figure and becomes $\left|\psi_{4}\right\rangle=U\left|\psi_{1}\right\rangle$. The unitary evolution $U$ is a product of unitary operators $U_{i}$, where each operator acts on a snapshot of the joint state $\left|\psi_{i}\right\rangle$. In the example shown in Figure 2.3, $U=U_{3} U_{2} U_{1}$. The unitary operators $U_{i}$ then, are tensor products of the operators acting on each qubit or set of qubits in the respective snapshot. When no such operator acts on some of the qubits (simple wire) the identity operator $I$ is implied. Thus, $U_{1}=A \otimes I \otimes I$, $U_{2}=B \otimes I, U_{3}=I \otimes I \otimes C$ and the whole evolution of the quantum circuit in Figure 2.3 can be decomposed as

$$
\begin{equation*}
U=(I \otimes I \otimes C)(B \otimes I)(A \otimes I \otimes I) \tag{2.19}
\end{equation*}
$$

$A, B$ and $C$ are quantum gates acting on one,two and one qubits, and can be described by unitary matrices of dimensions $2 \times 2,4 \times 4$ and $2 \times 2$, respectively. Below we define a set of quantum gates used frequently in quantum circuits descriptions. These gates are categorized depending on the number of qubits they act on.

### 2.3.1 Single Qubit Gates

The Pauli gates $I, X, Y$ and $Z$ are defined by their respective matrices as

$$
\begin{array}{ll}
I \doteq\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] & X \doteq\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]  \tag{2.20}\\
Y \doteq\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right] & Z \doteq\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
\end{array}
$$

The identity gate $I$ takes no action on a qubit (that is simply a wire that leaves a state intact). The $X$ gate (also called NOT gate) is the quantum analog of a classical NOT gate on the computational basis of one qubit; it evolves $|0\rangle \xrightarrow{X}|1\rangle$ and $|1\rangle \xrightarrow{X}|0\rangle$. The operation of the $X$ gate on a superposition is $a|0\rangle+b|1\rangle \xrightarrow{X} b|0\rangle+a|1\rangle$. The other two gates have


Figure 2.4: Symbols for various single qubit gates
no classical analog and their operation on a superposition is $a|0\rangle+b|1\rangle \xrightarrow{Y}-i b|0\rangle+i a|1\rangle$ and $a|0\rangle+b|1\rangle \xrightarrow{Z} a|0\rangle-b|1\rangle$. The operations of the $X, Y$ and $Z$ gates can be visualized on the Bloch sphere in Figure 2.2 as angle $\pi$ rotations about the $x, y$ and $z$ axes, respectively, justifying thus their names. The inverses of these gates are the gates themselves, because it holds $X^{2}=I, Y^{2}=I$ and $Z^{2}=I$.
A generalization of the above three non trivial Pauli gates $X, Y$ and $Z$ are the single qubit rotation gates $R_{x}(\theta), R_{y}(\theta)$ and $R_{z}(\theta)$ where the angle $\theta$ specifies rotation about the $x, y$ and $z$ axes, respectively. They are defined by the matrix exponentials

$$
\begin{align*}
& R_{x}(\theta) \doteq e^{\frac{-i \theta X}{2}}=\left[\begin{array}{cc}
\cos \left(\frac{\theta}{2}\right) & -i \sin \left(\frac{\theta}{2}\right) \\
-i \sin \left(\frac{\theta}{2}\right) & \cos \left(\frac{\theta}{2}\right)
\end{array}\right]  \tag{2.21}\\
& R_{y}(\theta) \doteq e^{\frac{-i \theta Y}{2}}=\left[\begin{array}{cc}
\cos \left(\frac{\theta}{2}\right) & \left.-\sin \frac{\theta}{2}\right) \\
\sin \left(\frac{\theta}{2}\right) & \cos \left(\frac{\theta}{2}\right)
\end{array}\right]  \tag{2.22}\\
& R_{z}(\theta) \doteq e^{-\frac{-i \theta Z}{2}}=\left[\begin{array}{cc}
e^{-i \frac{\theta}{2}} & 0 \\
0 & e^{i \frac{\theta}{2}}
\end{array}\right] \tag{2.23}
\end{align*}
$$

The inverse gates of the three rotation gates are the gates themselves but with the opposite sign in their angles, e.g. $R_{a}^{-1}(\theta)=R_{a}(-\theta)$, where $a \in\{x, y, z\}$.
Two special cases of the $R_{z}(\theta)$ gate are the Phase gate and the $\pi / 8$ gate, also encountered as $S$ and $T$ gates, respectively. Their matrices are defined as

$$
S \doteq\left[\begin{array}{ll}
1 & 0  \tag{2.24}\\
0 & i
\end{array}\right] \quad T \doteq\left[\begin{array}{cc}
1 & 0 \\
0 & e^{\frac{i \pi}{4}}
\end{array}\right]
$$

It is obvious that they occur as $R_{z}(\theta)$ gates with $\theta=\pi / 4$ and $\theta=\pi / 8$, respectively, if we ommit a global phase of $e^{i \frac{\pi}{2}}$ and $e^{i \frac{\pi}{4}}$, respectively. We have seen that such a global phase on a quantum state is unimportant with respect to measurement.
Finally, the Hadamard gate $H$ is another important single qubit gate used frequently and it is defined as

$$
H \doteq \frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1  \tag{2.25}\\
1 & -1
\end{array}\right]
$$

The Hadamard gate when applied to a computational basis state of a qubit results in an equiprobable superposition, $|0\rangle \xrightarrow{H} \frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$ and $|1\rangle \xrightarrow{H} \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)$. The inverse of $H$ is itself, as $H^{2}=I$.

The symbols for the various single qubit gates introduced above are shown in Figure 2.4

### 2.3.2 Two-Qubit Gates

The two-qubit gates allow interaction between two qubits. The most important two-qubit gate is the CNOT gate (or controlled-NOT gate). The CNOT gate acts on two qubits called control and target. On the computational basis state of both qubits, it inverts (applies the NOT gate) the state of the target qubit iff the control qubit is $|1\rangle$, otherwise it leaves the target intact. In compact form $|c\rangle|t\rangle \xrightarrow{C N O T}|c\rangle|c \oplus t\rangle$ where the $\oplus$ symbol denotes modulo2 addition and $c$ and $t$ take values of 0 or 1 , corresponding to the states of control and target qubit. Linearity of the operator extends this operation to superpositions. E.g. $(a|0\rangle+$


Figure 2.5: Symbols for CNOT gate, controlled rotation gate and general controlled gate.
$b|1\rangle)(c|0\rangle+d|1\rangle) \xrightarrow{C N O T} a c|0\rangle|0\rangle+a d|0\rangle|0\rangle+b c|1\rangle|1\rangle+b d|1\rangle|0\rangle$. The unitary matrix definition for the CNOT gate is

$$
C N O T \doteq\left[\begin{array}{llll}
1 & 0 & 0 & 0  \tag{2.26}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

It holds that $C N O T^{-1}=C N O T$.
The notion of a general controlled two-qubit gate can be easily understood if one recognizes that Eq. (2.26) can be written in block structure form as

$$
C N O T \doteq\left[\begin{array}{ll}
I & 0  \tag{2.27}\\
0 & X
\end{array}\right]
$$

where $I$ is the $2 \times 2,0$ are zero $2 \times 2$ matrices and $X$ is the matrix describing the $X$ gate. We can replace $X$ with any unitary operator on a qubit and define any controlled- $U$ gate ( $c-U$ ). Such a $c-U$ gate would apply the operator $U$ on the target qubit iff the control qubit is in the state |1 , otherwise it leaves the target qubit unaffected. In the computational basis of the control qubit, it can be stated that $|c\rangle|\psi\rangle \xrightarrow{C N O T}|c\rangle U^{c}|\psi\rangle$ where $c=0,1$. As in the previous cases, linearity extends this operation to superpositions states.

Unitarity of $U$ and the structure of Eq. (2.27) assure the unitarity of the $c$ - $U$ gate. Its inverse $c-U^{-1}$ has the same form of Eq. (2.27) if we replace $U$ with $U^{-1}=U^{\dagger}$.
The controlled rotation gates are special cases where the $R_{z}(\theta)$ unitary matrices take the place of the general $U$ matrix of Eq. (2.27). Namely we define

$$
c-R(\theta) \doteq\left[\begin{array}{cc}
I & 0  \tag{2.28}\\
0 & R_{z}(\theta)
\end{array}\right]
$$

The controlled rotation gates are used in the Quantum Fourier Transform circuit and they are used frequently throughout this thesis text as components for various arithmetic circuits. In such cases, the alternative notation $c-R_{k}, \quad k \in \mathbb{N}$ is used instead of $c-R\left(\frac{2 \pi}{2^{k}}\right)$. Symbols for the CNOT gate, the controlled rotation gate $c-R_{k}$ and the general $c-U$ gate are shown in Figure 2.5.

The SWAP gate is a special gate that exchanges the states of two qubits. It performs the transformation $\left.\left|\psi_{1}\right\rangle\left|\psi_{2}\right\rangle \xrightarrow{S W A P}\left|\psi_{2}\right| \psi_{1}\right\rangle$. The SWAP gate symbol is shown in Figure 2.6.


Figure 2.6: SWAP gate and an implementation using three CNOT gates.

Depending on the physical realization, it can be implemented using three CNOT gates (depicted on the right of the Figure) or by physical movements of the qubit carriers (e.g. movement of ions).

### 2.3.3 Three-Qubit Gates

Extending the notion of the CNOT gate to three qubits (two of them acting as control and one as target qubit) someone can define the Toffoli gate as $\left|c_{1}\right\rangle\left|c_{2}\right\rangle|t\rangle \xrightarrow{\text { Toffoli }}\left|c_{1}\right\rangle\left|c_{2}\right\rangle\left|c_{1} c_{2} \oplus t\right\rangle$. The target qubit is inverted iff both the control qubits are in state $|1\rangle$. Toffoli gate is also called CCNOT. In matrix form its definition is given by

$$
C C N O T \doteq\left[\begin{array}{llllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{2.29}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right]
$$

or in block form

$$
C C N O T \doteq\left[\begin{array}{ll}
I & 0  \tag{2.30}\\
0 & X
\end{array}\right]
$$

where $I$ is the $6 \times 6$ identity matrix and 0 are zero matrices of appropriate dimensions. Like in the case of two qubits, this block form leads naturally to the definition of a double controlled- $U$ gate $\left(c^{2}-U\right)$ if $X$ is replaced by any unitary $2 \times 2$ matrix $U$. The definition of a double controlled rotation gate is

$$
c^{2} R(\theta) \doteq\left[\begin{array}{cc}
I & 0  \tag{2.31}\\
0 & R_{z}(\theta)
\end{array}\right]
$$

Finally, the Fredkin gate (or controlled-SWAP gate) acts on one control and two target qubits by swapping the states of the two target qubits iff the control qubit is in the $|1\rangle$ state. In the computation basis of the control qubit it can be described with the transformations $|0\rangle\left|\psi_{1}\right\rangle\left|\psi_{2}\right\rangle \xrightarrow{\text { Fredkin }}|0\rangle\left|\psi_{1}\right\rangle\left|\psi_{2}\right\rangle$ and $|1\rangle\left|\psi_{1}\right\rangle\left|\psi_{2}\right\rangle \xrightarrow{\text { Fredkin }}|1\rangle\left|\psi_{2}\right\rangle\left|\psi_{1}\right\rangle$. The Fredkin gate can be decomposed into three Toffoli gates, like the SWAP gate is decomposed into three CNOT gates.

Symbols for the Toffoli gate, the general $c^{2}-U$ gate and the Fredkin gate are shown in Figure 2.7.


Figure 2.7: Symbols for Toffoli gate, general $c^{2}-U$ gate and Fredkin (controlled SWAP) gate

### 2.3.4 Measurement

The quantum circuit model contains special measurement gates to extract classical results of the quantum computation. The symbol of the one qubit measurement gate for the complete projective measurement on the computational basis $\{|0\rangle,|1\rangle\}$ is shown in Figure 2.8. Classical results of the measurement are denoted with the double line wire after the measurement gate and can be used when they classically control a quantum gate after the measurement.


Figure 2.8: Symbol for the computational basis measurement gate.

### 2.3.5 Universal Gates and Synthesis of Quantum Circuits

The quantum circuit model, being equivalent to the QTM model, is adequate for any quantum computation task. The next question is which are the required gates to be used in the composition of any quantum circuit. These gates form a set called universal set of gates, the same way as the NAND or the NOR gate is a universal gate for the classical logic circuits.

Definition 2.7. A set of quantum gates $\mathcal{G}=\left\{G_{1}, G_{2}, \ldots, G_{n}\right\}$ is called universal set if it can approximate with arbitrary low error any quantum circuit.

The notion of the above definition is that a sequence of gates drawn from this set can be used to approximate a quantum circuit represented by a unitary matrix $U$ so as the derived circuit $\hat{U}$ is as close to $U$, e.g. it has the property $\forall \varepsilon>0, \exists \hat{U}: \max _{|\psi\rangle}\|\langle\psi|(U-\hat{U})|\psi\rangle\|<\varepsilon$.
The introduction of the quantum circuit model in [8] was accompanied with the proof of the existence of a universal gate, called Deutsch gate. This is a three-qubit parametrized gate defined in block matrix form by

$$
Q(a) \doteq\left[\begin{array}{cc}
I & 0  \tag{2.32}\\
0 & D(a)
\end{array}\right]
$$

where

$$
D(a) \doteq\left[\begin{array}{cc}
i \cos \left(\frac{\pi a}{2}\right) & \sin \left(\frac{\pi a}{2}\right)  \tag{2.33}\\
\sin \left(\frac{\pi a}{2}\right) & i \cos \left(\frac{\pi a}{2}\right)
\end{array}\right]
$$

and $a$ is an irrational number. Thus, this universal set is $\mathcal{G}_{3}=\{Q(a)\}$ for some $a \in \mathbb{R}-\mathbb{Q}$. DiVincenzo in [52] improved this result proving that a family of two-qubit gates are universal. This universal set is $\mathcal{G}_{2}=\left\{X, c-R_{x}(\theta), c-R_{y}(\theta), c-R_{z}(\theta) \mid \theta \in \mathbb{R}\right\}$. In this set, $c-R_{x}(\theta)$, $c-R_{y}(\theta)$ and $c-R_{z}(\theta)$ are controlled rotation gates of the form 2.31 with the substitutions $R_{x}(\theta), R_{y}(\theta), R_{z}(\theta)$ in place of the lower right block, respectively. This is an important result from the implementation perspective, because quantum gates with more than two qubits usually involve the interaction of more than two physical subsystems at a time instance, something which is hard to achieve in a controlled manner.
A result that narrowed down a possible universal set proved by Barenco et al. in [53] states that the set $\mathcal{G}_{1, C N O T}=\left\{\operatorname{CNOT}, R_{x}(\theta), R_{y}(\theta), R_{z}(\theta) \mid \theta \in \mathbb{R}\right\}$ is universal. This set consists of single-qubit rotation gates of Eq. (2.21), (2.22), (2.23) and the CNOT gate. This result
contributes to practical realizations of quantum circuits because only one kind of two-qubit gate is required and the single qubit gates are relatively easily implemented.
The set $\mathcal{G}_{1, \text { СNOT }}$ is uncountable (there is no one-to-one mapping with any subset of the natural numbers). This may pose implementation problems as in a particular technology only a finite set of gates may be realizable. Moreover, fault tolerance requirements compels the usage of a finite discrete universal set. For this reason, it would be desirable to approximate with arbitrary low error any quantum circuit with a sequence of discrete set of gates. Indeed, it has been shown $[54,55]$ that almost any two-qubit gate is universal (one member set). Yet, this universality comes at a large cost in the number of the required gates, .e.g. exponential with respect to the required accuracy $\log (1 / \varepsilon)$.
Solovay-Kitaev theorem [56,57] and improvements [58,59,60] come to resolve this situation. Expressly, these results can be used to approximate any single qubit gate of the set $\mathcal{G}_{1, C N O T}$ with a sequence of single qubit gates drawn from a discrete set at a polynomial cost in $\log (1 / \varepsilon)$. A discrete set of gates frequently used to synthesize a quantum circuit is the $\mathcal{G}_{F 1}=\{H, T, C N O T\}$ because these three gates can be relatively easily built in a fault tolerant manner [50], although other discrete sets can be used as well. The design of a quantum circuit satisfying a particular specification can exploit these results.

The specification of an $n$ qubits circuit can be in the form of the unitary matrix $U$ with dimensions $2^{n} \times 2^{n}$. Then, the design can be accomplished with an automatic quantum synthesis procedure taking as input the specification and giving as output a network consisting of quantum gates drawn from a universal set and a connection between them. Usually, such a synthesis is performed in two steps: First, the large matrix $U$ is gradually decomposed in a sequence (products and tensor products) of smaller dimension matrices up to reaching the dimensions covered by the universal set (single and two-qubit gates). This step is an exact low-level synthesis down to the primitive quantum gates of the universal set. If the universal set used is an uncountable one then a second step follows to transform the continuous set of gates to an approximation with a sequence of gates from a discrete set. This kind of synthesis incorporating these two steps can be described as flat synthesis and the approach is a top-down one.

The are some other approaches to design a quantum circuit. Quantum circuit synthesis differs from reversible circuit synthesis in the specifications and the set of gates used to synthesize the circuit. Boolean specifications in the computational basis are adequate when the target circuit is an arithmetic one or a logical one due to the linearity and the superposition principle. Thus, reversible circuit methodologies can be used and then gate transformation can be applied to convert the reversible set of gates to a quantum set of gates (if they differ). For example, the design of a quantum adder circuit of two $n$-bit integers $a$ and $b$ can be specified by the input-output mapping $|a\rangle|b\rangle \rightarrow|a\rangle|b+a\rangle$ when $|a\rangle$ and $|b\rangle$ are states in the computational basis $\left\{|0\rangle,|1\rangle, \ldots,\left|2^{n}-1\right\rangle\right\}$ without mentioning its unitary matrix. The quantum adder circuit can be designed using well known results from classical digital circuits (taking into account reversibility requirements) or classical reversible circuits using gates such as CNOT, Toffoli etc. Adders in [61, 62] are examples of such designs.
Other design methods exploit the availability of already designed blocks and combine them ad-hoc or automaticaly to gradually build larger circuits climbing the complexity ladder . These methods fall in hierarchical synthesis category. A novel hierarhical synthesis method will be described in Chapter 6.
Important characteristics (defined in next subsection) of a particular synthesis method related to the circuits generated are the quantum cost, the depth of the circuit, the ancilla and
the possible garbage generated. Another important factor to account for is the execution time and memory requirements of the synthesis algorithm itself.

### 2.3.6 Quantum Circuit Characterization

Elementary gates are the ones that can be easily implemented in a given technology and they must form a universal set. Not all the elementary gates have the same implementation cost in terms of area, speed operation and other resources in a given technology. E.g. single qubit gates are more easily constructed in various technologies. This estimation changes if one takes into account the fault tolerant implementation requirement. In this case single qubit gates $X, Y, Z, S, H$ and $C N O T$ gates can be assumed to have roughly the same cost, while the $T$ gate is thought to be harder to implement, as its fault tolerant version is more complicated.
The performance study of various quantum circuits and architectures involves several metrics. The most important and most frequently used ones are:

Width Total number of qubits used in the circuit, including ancilla ones.
Quantum Cost A weighted sum of the elementary gates used. The weight of each gate is related to its fault tolerance implementation cost. A unit cost is assigned to the less costly gate.

Depth The largest weighted sum of elementary gates acting on any input-output path where the calculated weight is related to the speed of the gate. This metric is related to the latency of the circuit. A unit weight is assigned to the faster gate of a particular physical implementation.

Ancilla The number of qubits that participate in the intermediate steps of the computation but are not part of the input nor of the end results. They are the analogous of the temporary variables in classical computation. A qubit is characterized as ancilla if its state before and after the computation is constant (usually zero) and irrelevant to the input given to the quantum circuit.

### 2.4 Quantum Algorithms

Computation based on the quantum mechanics laws offers parallelism due to the superposition of basis states ( $2^{n}$ states for $n$ qubits) that are allowed in principle. The evolution principle then, leads the state to a superposition of states, where each state of the superposition is the value of a function corresponding to a different basis state. However, the measurement postulate prevents us from reading all these results. The first evidence that we can exploit this exponentially grown parallelism was shown by the Deutsch algorithm [7] which is a very simple algorithm with no practical application.

### 2.4.1 Deutsch's algorithm

The statement of the problem that Deutsch's algorithm solves is the following: Given a function $f:\{0,1\} \rightarrow\{0,1\}$ find if $f$ is constant, $f(0)=f(1)$, or balanced, $f(0)=\overline{f(1)}$. The complexity metric will be how many times it is required to call the function evaluator, which is called oracle. In a classical computer two such evaluations are needed.
Figure 2.9 shows the quantum algorithm to solve Deutsch's problem in the form of a quantum circuit. Two qubits are used in this circuit, three Hadamard gates, a measurement gate, and a two-qubit quantum oracle $U_{f}$ whose internal structure doesn't concern us here. The purpose of this oracle is to evaluate the function $f$ in a unitary manner so as to satisfy the
unitarity evolution postulate. The operation of the unitary $U_{f}$ can be described in the computational basis of the two qubits as $U_{f}(|x\rangle|y\rangle)=|x\rangle|y \oplus f(x)\rangle$ where $x, y \in 0,1$ and $\oplus$ is the symbol for addition modulo 2. Clearly, $U_{f}$ is unitary as $U_{f} U_{f}(|x\rangle|y\rangle)=|x\rangle|y \oplus f(x) \oplus f(x)\rangle=|x\rangle|y\rangle$, thus $U_{f}=U_{f}^{-1}$. Also, $U_{f}^{*}=U_{f}$ and we conclude that $U_{f}=U_{f}^{\dagger}$.
The initial state for top and bottom qubit is $|0\rangle$ and $|1\rangle$, respectively. The joint initial state is their tensor product $\left|\psi_{0}\right\rangle=|0\rangle|1\rangle$. The evolution through the two left Hadamard gates leads to

$$
\begin{align*}
\left|\psi_{1}\right\rangle & =(H \otimes H)\left|\psi_{0}\right\rangle \\
& =H|0\rangle \otimes H|1\rangle  \tag{2.34}\\
& =\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle) \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)
\end{align*}
$$

The action of $U_{f}$ when the top qubit is in one of the computational basis states $|x\rangle, x=0,1$ and the bottom qubit is in the state $\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)$ is described by

$$
\begin{align*}
U_{f}\left(|x\rangle \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)\right) & =|x\rangle \frac{1}{\sqrt{2}}(|0 \oplus f(x)\rangle-|1 \oplus f(x)\rangle) \\
& =|x\rangle \frac{1}{\sqrt{2}}(-1)^{f(x)}(|0\rangle-|1\rangle)  \tag{2.35}\\
& =(-1)^{f(x)}|x\rangle \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)
\end{align*}
$$

In the last equality of Eq. (2.35) the phase factor $(-1)^{f(x)}$ is transfered from the amplitude of the second qubit to the amplitude of the first one, due to the tensor product property of Eq. (2.12). This phase transfer is referred to as phase kick-back and will be used repeatedly. Now the state $\left|\psi_{2}\right\rangle$ on Figure 2.9 can be calculated by combining Eq. (2.34) and (2.35) as

$$
\begin{align*}
\left|\psi_{2}\right\rangle & =U_{f}\left|\psi_{1}\right\rangle \\
& =(-1)^{f(0)} \frac{1}{\sqrt{2}}|0\rangle\left(\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)\right)+\left(-1 f^{f(1)} \frac{1}{\sqrt{2}}|1\rangle\left(\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)\right)\right. \\
& =\frac{1}{\sqrt{2}}\left((-1)^{f(0)}|0\rangle+(-1)^{f(1)}|1\rangle\right) \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)  \tag{2.36}\\
& =(-1)^{f(0)} \frac{1}{\sqrt{2}}\left(|0\rangle+(-1)^{f(0) \oplus f(1)}|1\rangle\right) \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)
\end{align*}
$$

The last step before the measurement is to apply a Hadamard gate on the top qubit and this gives the joint state


Figure 2.9: Quantum circuit for Deutsch's algorithm

$$
\begin{align*}
\left|\psi_{3}\right\rangle & =(H \otimes I)\left|\psi_{2}\right\rangle \\
& =(-1)^{f(0)} H\left(\frac{1}{\sqrt{2}}|0\rangle+(-1)^{f(0) \oplus f(1)}|1\rangle\right) \otimes(|0\rangle-|1\rangle)  \tag{2.37}\\
& =(-1)^{f(0)}|f(0) \oplus f(1)\rangle \frac{1}{\sqrt{2}}|0\rangle-|1\rangle
\end{align*}
$$

Observe that when the function $f$ is constant, then $f(0) \oplus f(1)=0$ and $(-1)^{f(0) \oplus f(1)}=1$, while when the function $f$ is balanced, then $f(0) \oplus f(1)=1$ and $(-1)^{f(0) \oplus f(1)}=-1$.

The measurement of the top qubit gives the result 0 with probability 1 if $f(0) \oplus f(1)=0$ which occurs iff $f$ is constant, otherwise it gives the result 1 with probability 1 if $f(0) \oplus f(1)=1$ which occurs iff $f$ is balanced. (The global phase $(-1)^{f(0)}$ is unobservable in the measurement process). We conclude that Deutsch's algorithm decides with certainty if the function $f$ is constant or balanced using only one evaluation of $f$ whereas a classical algorithm uses two evaluations.

The presented formulation of Deutsch's algorithm is an improvement that appeared in [63]. The original formulation of [7] lacks the Hadamard gate on the lower qubit, thus the state fed to the $U_{f}$ is $\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)|0\rangle$ and then after the application of the $U_{f}$ two Hadamard gates were used to both qubits before a measurement of both of them, instead of a single qubit measurement. This resulted in a $\frac{1}{2}$ probability to decide if $f$ is constant or balanced and another $\frac{1}{2}$ probability to fail, which is no succesful decision. This result could be probabilistically obtained on a classical computer as well, with only one evaluation of $f$ and so the original Deutsch's formulation offered no advantage relative to a probabilistic classical computation.

### 2.4.2 Generalizations - Phase Estimation Algorithms

Deutsch's algorithm has no practical application, nor does it offer any significant speedup (one evaluation of the oracle instead of two). Nevertheless, through its generalization it opened the way to more useful algorithms such as Shor's algorithm. Below, some key aspects of Deutsch's algorithm that remain invariant in a whole family of algorithms, known as phase estimation algorithms, are presented [63].

Superposition In Deutsch's algorithm the state of the top qubit is set to a superposition of the computational basis state $|0\rangle$ and $|1\rangle$ using a Hadamard gate. In general a collection of $n$ control qubits, collected as a control register, are set in a superposition of their computational basis states $\frac{1}{\sqrt{2^{n}}} \sum_{x=0}^{2^{n}-1}|x\rangle$ using $n$ Hadamard gates, each one operating on a qubit of this control register.

Target The bottom qubit can be generalized in a collection of $m$ qubits, called the Register target register.

Oracle A quantum subcircuit $U_{f}$ that operates on both the control and target register is used, and its purpose is to evaluate a function $f$ of the state of the control register $|x\rangle$ by altering the target register accordingly, in general as $U_{f}|x\rangle|y\rangle=|x\rangle \mid g(y, f(x)\rangle$. In Deutsch's algorithm $g(\cdot, \cdot)=(\cdot \oplus \cdot)$.

Eigenvalue \& Observe that in Eq. (2.35) the state $\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)$ of the target register is an Phase
Kick-Back eigenstate of the operator $U_{f}$, if this operator is thought as an operator acting on target register only and controlled by the control register. Moreover,
the eigenvalues depend on $f(x)$ and in the particular Deutsch's algorithm they are $(-1)^{f(x)}$. These eigenvalues are kicked-back on the control register as amplitudes on the superposition of the computational basis states $|x\rangle$.

Interference \& Deutsch's problem can be defined as a problem of estimating amplitude Phase
Estimation phases of the control register superposition as shown in Eq. (2.36). E.g. the state of the control register can be written as $\frac{1}{\sqrt{2}} \sum_{x=0}^{1} e^{i 2 \pi \omega x}|x\rangle$ and the phase parameter $\omega$ takes values 0 or $1 / 2$, depending on if the function $f$ is constant or balanced, respectively. Thus, the problem is reduced to the estimation of the phase parameter $\omega$. This estimation is done by interfering the parallel branches of the computation that occur due to the superposition and combining the various amplitudes so as to enhance or cancel them. In Deutsch's algorithm this interference is accomplished with the Hadamard gate on the right, just before the measurement. In a general setting of quantum phase estimation, as it will be shown in Chapter 3, the interference is accomplished using the Quantum Fourier Transform (QFT). In Deutsch's special case, the Hadamard gate performs the QFT on just one qubit.
The Deutsch-Josza algorithm [64] is an example that uses a non trivial control register. This problem is described as follows: Given a Boolean function $f$ of $n$ variables $f: \mathcal{B}^{n} \rightarrow \mathcal{B}$ and the promise that it is constant or balanced (half of its values are 0 and the other half are 1), decide in which one of the two categories it falls in. The quantum algorithm shown in quantum circuit representation is depicted in Figure 2.10. The oracle $U_{f}$ applies the transformation $|x\rangle|y\rangle \xrightarrow{U_{f}}|x\rangle|y \oplus f(x)\rangle$ where $x \in \mathcal{B}^{n}$, that is a string of bits representing the $n$ qubits computational basis or equivalently an integer between 0 and $2^{n}-1$. An analysis similar to the previous case of the simple Deutsch's algorithm leads to the conclusion that a measurement of the control register gives the integer 0 with certainty, iff $f$ is constant, while it gives with certainty a value different from 0 , iff $f$ is balanced. Thus, with only one invocation of $U_{f}$ the problem can be solved with certainty.

On a classical computer the same problem would be solved with $2^{n-1}+1$ queries, in the worst case. Yet, it can be shown that there is a classical probabilistic algorithm that solves this problem with $n+1$ queries and $\frac{1}{2^{n}}$ probability of error. An arbitrary low probability of error can be achieved with linear number of queries, thus this problem is not considered as a hard problem, even if deterministically it needs exponential number of queries as a function of its size $n$.


Figure 2.10: Quantum circuit for Deutsch-Josza algorithm


Figure 2.11: Quantum circuit for Simons's algorithm

One of the problems that showed a clear superiority of quantum relative classical computation in terms of complexity was Simon's problem [9]. This problem is described as follows: We are given a function $f: \mathcal{B}^{n} \rightarrow \mathcal{B}^{m}$ with $m \geq n$ and the property that $f$ is xor invariant under some mask $s$, that is $\forall x \neq x^{\prime}, \exists s \in \mathcal{B}^{n}: f(x)=f\left(x^{\prime}\right) \Leftrightarrow x^{\prime}=x \oplus s$. The $\oplus$ symbol is now the operation of bitwise XOR. The problem is to find the mask $s$. Note that, in the case of $s=0$ the function $f$ is 1-1.

Figure 2.11 shows the circuit for the quantum part of Simon's algorithm. Qubit lines of control and target registers are not shown individually, but instead, they are shown collectively as a single line with the width of each register attached to it ( $n$ and $m$ for the control and target register, respectively). The notation $H^{\otimes n}$ is the tensor product of $n$ Hadamard gates, each one acting in paallel on one qubit of the respective register. The oracle $U_{f}$ computes $|x\rangle|y\rangle \xrightarrow{U_{f}}|x\rangle|y \oplus f(x)\rangle$ where $\oplus$ stands for the bitwise XOR operation.
Simon's algorithm consists of a repeated execution of the quantum part depicted in 2.11 about $n$ times and then classical post processing of the measurements results with $O\left(n^{3}\right)$ complexity. It has been proven that it can solve with success probability at least $2 / 3$ the problem of bitwise XOR masking as posed above. On the contrast it can be proven that any classical algorithm solves the same problem with success probability at least $2 / 3$ using $\Omega\left(2^{n / 3}\right)$. Thus, Simon's problem was one of the first problems that showed a superpolynomial superiority of the quantum computation relative to classical computation.

At the same time, Shor announced [10] his famous quantum algorithm which, among others, solves the hard problem of factoring an integer into its prime factors in polynomial time. This algorithm belongs to the same family of quantum phase estimation algorithms and it is extensively discussed in Chapter 3. Variations of this algorithm solve the discrete logarithm problem and the more general hidden subgroup problem.
An important point about these algorithms is that their circuits must be efficient. Until now, the oracles were presented as black boxes without mentioning their inner implementation details. Fortunately, it is proven that such oracles can be constructed efficiently (polynomial circuit cost, depth etc). In Chapter 4 a set of novel efficient quantum arithmetic circuits (multipliers/accumulators, multipliers, dividers,etc ) is presented and the way they can be combined to build a fast quantum modular exponentiator circuit which is an integral part of Shor's algorithm and the quantum phase estimation algorithm in general, is shown.

### 2.4.3 Other quantum algorithms and applications

While Shor's algorithm offered a superpolynomial speed-up in relation to classical algorithms, its applications are restricted mainly in cryptanalysis and algebraic problems. A quantum algorithm that is general enough and applies to a varied field of applications is Grover's algorithm [11]. This is a quantum search algorithm in an unstructured "database". The database consists of a large number $N$ of "objects" indexed by an integer $k=0 \ldots N-1$. Each object has a property that is satisfied or not. An oracle is available which, given an index $k$ of the object, it can answer whether the object has the satisfying property, e.g. it computes the function $f:\{0 \ldots N-1\} \rightarrow\{0,1\}$ where $f(k)=1$ if the $k$ indexed object is a solution, otherwise $f(k)=0$. The problem is to find all the objects (indexes) in the database


Figure 2.12: Quantum circuit for Grover's algorithm. Dashed boxes are the Grover operator while $G$ is the Grover diffusion operator.
that satisfy the required property.
Figure 2.12 depicts Grover's algorithm in a very abstract level. The top $n$ qubits register, with $n$ chosen such as that $2^{n} \geq N$, is the index register whose state after the $n$ Hadamard gates becomes $\frac{1}{\sqrt{2^{n}}} \sum_{k=0}^{2^{n}}|k\rangle$. The oracle is fed with this superposition and the state $\frac{1}{\sqrt{2}}(|0\rangle-$ $|1\rangle$ ) om the lower qubit. The operation of the oracle is to compute the function $f$ as follows:

$$
\begin{equation*}
|k\rangle \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) \xrightarrow{U_{f}}(-1)^{f(k)}|k\rangle \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) \tag{2.38}
\end{equation*}
$$

Thus, the solution is again encoded in the phases of the first register while the lower qubit remains unaltered. Assuming that $s$ is the only solution, then after the application of $U_{f}$ on the superposition states of the first register and ignoring the lower qubit as it stays unaltered, we have the following state for the index register

$$
\begin{equation*}
|\psi\rangle=\frac{1}{\sqrt{2^{n}}}\left(-|s\rangle+\sum_{j=0, j \neq s}^{N-1}|j\rangle\right) \tag{2.39}
\end{equation*}
$$

The amplitude of the basis state $|s\rangle$ which belongs to the solution is $-\frac{1}{\sqrt{2^{n}}}$ while the amplitudes of every other basis state are $\frac{1}{\sqrt{2^{n}}}$. The purpose of the $G$ operators (Grover's diffusion operator) in Figure 2.12 is to gradually increase the absolute amplitude of the solution state's $|s\rangle$ while at the same time to decrease the other amplitudes of the non solution states $|k\rangle, k \neq s$. This procedure is called amplitude amplification. The detailed operation of the diffusion operator $G$ is not explained in this thesis, but it is enough to give its definition as $G=H^{\otimes n}(2|0\rangle\langle 0|-I) H^{\otimes n}$. Each dashed box in Figure 2.12 which contains $U_{f}$ and $G$ is called Grover's operator. It can be proven that an iteration of $O(\sqrt{N})$ Grover's operators (and thus the same number of $U_{f}$ oracle invocations) is adequate to amplify the absolute value of the solution state $|s\rangle$ so as at the end, a measurement gives the solution $s$ with high probability.
A classical algorithm must query the oracle $N$ times to find the desired objects. On the contrast Grovers's algorithm finds the solution by invoking $O(\sqrt{N})$ queries. Although this quadratic speed-up is not as dramatic as the superpolynomial speed-up of Shor's algorithmm, this search algorithm is quite general. E.g. it can be applied to various $N P$ problems having a complexity of $O\left(2^{n}\right)$ to lower it to $O\left(2^{n / 2}\right)$, an improvement which may be adequate for many applications.
Another family of quantum algorithms which are related to Grover's search algorithm are the quantum walks algorithms. These are the quantum analogue of classical random walk algorithms and they find applications in various problems. They offer superpolynomial (welded-tree [65], hidden non-linear structures [66]) or polynomial speed-up (triangle prob-
lem [67], element distinctness [68], verifying matrix products [69], etc.) compared to classical computation. Overwiews of quantum walks algorithms can be found in [70] and [71].
In general, the various quantum algorithms developed for specific problems fall into two broad categories: Quantum Phase Estimation like Shor's algorithm and search based like Grover's and quantum walks algorithms. An updated collection of quantum algorithms with references can be found on-line at [72].
Simulation of quantum systems (quantum physics, quantum chemistry) will probably be the most promising application of quantum computation. Anyway, the simulation of physical systems at the quantum mechanical level was the initial stimulus for the study of whether quantum computers as exposed by Feynman and others are feasible. The purpose of the simulation of a quantum system is to predict its time evolution given some initial state. The time evolution of a closed system as predicted by Eq. (2.6) of Postulate 2 is essentially the solution of the Schrödinger differential equation

$$
\begin{equation*}
i \hbar \frac{d}{d t}|\psi(t)\rangle=H|\psi(t)\rangle \tag{2.40}
\end{equation*}
$$

where $|\psi(t)\rangle$ is essentialy the wave function, $\hbar$ is Planck's constant and $H$ is the so called Hamiltionian of the system which represents its energy. The solution given in Eq. (2.6) is valid for the initial condition $\left|\psi_{i}\right\rangle=|\psi(0)\rangle$ and gives the final state $\left|\psi_{f}\right\rangle=|\psi(t)\rangle$ for every $t$. The unitary matrix $U$ is related to the Hamiltonian as $U=e^{i \hbar H t}$ for some specific $t$. The difficulty of such a simulation in a classical computer arises from the fact that the dimension of system's state $|\psi(t)\rangle$ grows exponentially as system's size $n$, namely $2^{n}$, as implied by Postulate 4. This means that there is an exponential requirement of memory resources. Moreover, the dimension of the Hamiltonian $H$ grows also exponentially $\left(2^{n} \times 2^{n}\right)$ which means that the matrix exponentiation and multiplication needs exponential running time.

The simulation of quantum systems by a quantum computer based on the quantum circuit model can be done efficiently on the conditions that (i) the initial state $\left|\psi_{i}\right\rangle$ can be prepared, (ii) the unitary matrix $U$ corresponding to the particular Hamiltonian $H$ can be efficiently expressed in a polynomial cost and depth quantum circuit, and (iii) useful information can be extracted by an efficient measurement of the final state $\left|\psi_{f}\right\rangle$. Fortunately, due to existence of local interactions in many physical systems it is pointed out that such simulations are feasible [12, 73, 74, 75, 76, 77].
Although the simulation of a variety of quantum systems can be done efficiently on a quantum computer, at the end some measurement must be performed to retrieve useful results, but this measurement lead to the collapse of the state vector. Thus, only part of the information simulated up to the moment of the measurement is available. Yet, this information may be related to properties such as energy gaps, eigenvalues and eigenvectors, correlation functions and spectra. If the full quantum state estimation is required then quantum state tomography [41] methods could be used but they have the disadvantage that they scale exponentially on the problem size.
The applications of quantum simulations lie on a very wide field (nuclear physics, atomic physics, condensed matter physics,quantum field theory, cosmology, quantum chaos, quantum chemistry, etc.). Reviews on the subject of quantum simulation can be found in [78] and [79]. The quantum simulation of physical systems is a very promising application of quantum computation and in fact it will be the first application of quantum computers. The reason is that a few tens of qubits are adequate to simulate physical systems of interest outperforming the current classical computer capabilities. In contrast, to factor a

1000 bits integer using Shor's algorithm would require (accounting the necessary error correction involved) some millions of qubits. In Section 2.5 recent advances on some experimental set-ups related to this promising application are summarized.

### 2.4.4 Quantum Complexity

The evidence that quantum computation may solve problems that are believed to be intractable for classical quantum computation brings the need to define a new complexity class related to quantum computation. This class is called Bounded-error Quantum Polynomial time or BQP [36].

Definition 2.8. (BQP complexity) The Bounded-error Quantum Polynomial time complexity class consists of all the problems that can be solved in polynomial time on a quantum computer with probability of error at most $\frac{1}{3}$ for all instances of the problem.

The probability of $\frac{1}{3}$ is arbitrary and in fact every real number $0<k<\frac{1}{2}$ leaves the $B Q P$ set imperishable. The above definition is the quantum analog of the classical $B P P$ class. The proven relations between $B Q P$ and other complexity classes are that $B P P \subseteq B Q P$ and $B Q P \subseteq P S P A C E$ [36]. Figure 2.13 shows the relations of $B Q P$ class to other classical complexity classes. In this figure all of the inclusions are shown as strict (otherwise all the classes would collapse to only one), although the fact that these inclusions are proper is not yet proven, but it is widely believed to be so. An exception is the conjecture that $P=B P P$.

Some consequences of possible proofs of whether some of the above inclusions are strict or not follow. The most important one is that if the suspected superior power of quantum computers compared to classical ones is proven ( $B P P \neq B Q P$ and consequently $P \neq B Q P$ ) then $P \neq P S P A C E$, which is a problem that remains unsolved until today. The proof that $B Q P \neq B P P$ would also invalidate the Strong Church-Turing thesis. On the other hand, if it will be ever proven that $P=P S P A C E$ then this would automatically mean that $P=B P P=$ $B Q P$ and thus a quantum computer would not offer any computational power advantage over a classical computer.
Observe that it is not known even if $B Q P \subseteq N P$. The problem of Recursive Fourier Sampling [36] gives indications that it may not be so and for this reason part of the ellipsis denoting the $B Q P$ class lies outside the circle of the $N P$ class. If, on the other hand, it holds that $B Q P \subseteq N P$ then the rigorous proof of the quantum computation advantage $B P P \neq B Q P$ would lead to the conclusion $P \neq N P$.


Figure 2.13: The suspected relations among various classical complexity classes and BQP.

Looking for the inverse relation between $B Q P$ and $N P$, it is not known whether every $N P$ problem can be solved efficiently on a quantum computer. In fact none of the efficient quantum algorithms in the literature solve any $N P$ - complete problem. If any efficient algorithm will ever be proposed for any $N P$ - complete problem then this would mean that $N P \subseteq B Q P$.

### 2.5 Physical Implementations

The feasibility of building real devices that perform quantum information processing tasks relies on the choice of a particular quantum mechanical system capable to process and store quantum information. In the last thirty years much progress has been made in experimental realization of quantum information processing devices and even some commercial products have appeared, but they are limited to small scale blocks. E.g. quantum cryptography systems, quantum teleportation demonstrations, quantum gates implementations and quantum computers of a few qubits. Yet, the physical implementation of a large scale quantum computer operating on thousands of qubits is still away from current technological capabilities.
The physical representation must meet some minimum requirements if it is to be considered a candidate for a large scale quantum computer implementation. DiVincenzo [80] introduced five criteria that must be met by any implementation technology. These criteria are briefly exposed below

1. Scalable physical system with well-characterized qubits.

Usually, the physical system representing the qubit may lie in a Hilbert space which is larger than the desired dimension of the qubit which is two dimensional. E.g. if the energy state of the atom is chosen to represent a qubit, with the mapping of the ground state to $|0\rangle$ and of the first excited state to $|1\rangle$, there is still a much larger space on this system corresponding to the higher energy states. The "well-characterization" requirement means that this system must not make a transition to any other dimension except the required ones, that is $|0\rangle$ and $|1\rangle$. Also, the selected physical system for the representation of the qubit must be easily expanded to a large number of qubits and additionally each qubit must be easily handled individually and independently.
2. Ability to initialize the state of the qubits to a simple fiducial state, e.g. $|00 \ldots 0\rangle$.

This requirement comes due to the quantum circuit model definition which mandates the initialization of a quantum register or storage element to a definite state before any computation takes place. Except from the preparation of a quantum register to a definite state at the initialization of the computation, such a preparation is also required during the whole computation run by the error correcting procedures applied to the circuit.
3. Long relevant decoherence times, much longer than the gate operation time.

Decoherence or quantum noise is the undesirable degradation of a quantum state, due to non unitary evolution, to a statistical mixture of states. A qubit is a very fragile entity, whatever its implementation may be, as it unavoidably interacts in an uncontrollable way with its environment and other neighboring qubits. The quantum circuit model assumes only unitary evolution (except at the final measurements) and thus it is an idealization of a real quantum circuit. In a real quantum circuit the evolution becomes non-unitary because the system can no longer be assumed a closed system.

The consecutive accumulation of errors in a real quantum circuit during the computation makes the final result useless. Decoherence increases as time evolves, leading to the notion of decoherence time which can be thought as the time that transforms a well defined state to a completely mixed state. This implies that long processing tasks would be impossible due to the accumulation of errors. Thus, it is important that the decoherence time is long enough so as at the end of the computation the accumulated decoherence in each timestep of computation does not degrade the final state excessively.
Fortunately, various quantum error correction codes have been invented which make the restoration of a distorted state of one or more qubits possible, at the expense of using redundancy [19, 21, 20]. Nevertheless, it is not obvious that the usage of error correcting codes can lead to fault-tolerant quantum gates because the entailed redundancy may introduce more errors during the error correction than the errors corrected. The incorporation of fault tolerance to quantum computation is achieved by (i) choosing a quantum error correcting code, (ii) applying directly on the codewords the quantum operations corresponding to the usual elementary gates like $X, Z, \mathrm{CNOT}$, etc, as well as measurements and state preparations and (iii) applying error correction after each operation. The operations on the encoded states must be done without the errors spread on more qubits than the code can handle. As an example, when using the Steane $[[7,1,3]]$ code, one encoded logical qubit (quantum codeword) is represented by seven physical qubits. The basis states of a logical qubit are represented by the seven qubit states

$$
\begin{align*}
|0\rangle_{L} & =\frac{1}{\sqrt{8}}(|0000000\rangle+|1010101\rangle+|0110011\rangle+|1100110\rangle  \tag{2.41}\\
& +|0001111\rangle+|1011010\rangle+|0111100\rangle+|1101001\rangle)
\end{align*}
$$

and

$$
\begin{align*}
|1\rangle_{L} & =\frac{1}{\sqrt{8}}(|1111111\rangle+|0101010\rangle+|1001100\rangle+|0011001\rangle+  \tag{2.42}\\
& +|1110000\rangle+|0100101\rangle+|1000011\rangle+|0010110\rangle),
\end{align*}
$$

respectively, while a general superposition state of a logical qubit is $a|0\rangle_{L}+b|1\rangle_{L}$. The distance of this code is 3 and it can detect and correct any kind of error in any one of its seven qubits, but no more than one error. The correction on a codeword is achieved by suitable syndrome extraction circuits using ancilla qubits and measurements on them so as to orchestrate the recovery of the correct codeword. Special care must be taken so as the ancilla are prepared faithfully and the measurements are applied fault tolerantly without introducing new errors.

The computation is achieved by applying logical gates on each logical qubit on the condition that they are fault tolerant, that is they don't propagate an error appearing on anyone of the seven physical qubits to another physical qubit of the same block code, as this code cannot correct more than one error in a codeword. An example of a fault tolerant gate on this code is the $X$ gate which can be implemented transversally by applying seven $X$ gates on each physical qubit as $X_{L}=X \otimes X \otimes \cdots \otimes X$. Clearly, an error on anyone of the seven physical qubits cannot propagate to another qubit. Similar constructions can be accomplished other elementary gates as well as for the logical CNOT gate where seven CNOT qubit gates are applied qubit-wise between two seven qubit codewords. Not all members of a universal set of gates can
be implemented transversally. An example is the $T$ gate where its fault tolerant implementation requires additional ancilla qubits specially initialized and verified and fault tolerant measurements. Thus, the $T$ gate is counted as a more costly gate than the transversal gates $H, X, Z, S$ and CNOT.

After the application of each logical fault tolerant gate, fault tolerant error correction is applied on each code block being part of the logical gate operation. Also, error correction must be applied periodically on idle logical qubits. The above coarsely described scheme of error correction can be applied recursively at a higher level leading to concatenated coding. E.g. seven logical qubits of the first level error correction are combined to offer a second level logical qubit consisting of $7^{2}=49$ physical qubits, etc, until an adequate probability of error can be reached for a particular computation.

An important result known as Quantum Threshold Theorem [22] gives the adequate condition for fault tolerant quantum computation. This may be simplified as follows [50]: A quantum computation of arbitrary duration can be done with arbitrary small error probability in the presence of noise and using imperfect quantum gates if the storage of qubits and the physical gates used to perform the computations have error probabilities less than a threshold value $P_{a}$ known as the accuracy threshold. The higher the lower bound is for the accuracy threshold, the less challenging is the actual physical gate construction relative to induced decoherence. The exact lower value of this threshold depends on various assumptions for the error model, the error control codes used etc. Some improvements on the initially estimated lower bound for this threshold can be found in [81] giving a threshold of $2.73 \cdot 10^{-5}$ for the simple Steane $[[7,1,3]] 7$ qubits - distance 3 code [21], or in [82] giving a threshold of $1.32 \cdot 10^{-3}$ for a Golay [[23, 1, 7]] 23 qubits - distance 7 code.

Topological or surface codes suggest another promising method for fault tolerant quantum computation [83, 84]. Recent results [85] suggest an accuracy threshold of about $1.4 \cdot 10^{-2}$ for these kind of codes. An additional advantage of these codes is that they require local interaction only between the qubits in the block code, relaxing the communication cost requirement.
4. Ability to implement a universal set of quantum gates.

In Section 2.3.5 the notion of a universal set of gates was introduced and it was also noted that a discrete set of gates supporting fault tolerance can be used to approximate any quantum gate with arbitrary accuracy. The chosen physical representation must support the operation of this set of gates and also implement them so as its reliability or fidelity (small probability of error) is under the accuracy threshold defined above.

In general, interaction between two systems, each one representing a qubit, is more difficult to be controlled in a manner corresponding to a two-qubit gate than the control of a single qubit gate. This may pose restrictions to the architecture of the system, such as allowing local interactions only. Another restriction which may have important impact to fault tolerance and speed of the circuit is the ability of performing parallel operations of the gates.
5. A qubit-specific measurement capability.

At the end of the quantum computation, classical results must be extracted by measuring particular qubits on a particular basis. Except from this, measurement is also
involved in the error correction used in the fault tolerance. For this reason the measurement must be reliable and fast.

An additional requirement, as noted in [80] is reliable quantum communication from one place of the quantum computer to another. This could be accomplished with real transport of the physical carrier of the qubit or using quantum teleportation.

A particular technology cannot always sufficiently fulfill all the above requirements and in fact some of them may contradict each other. E.g. the requirement to build a two-qubit gate means that these two qubits can easily come to an interaction. On the other hand this means that they can be easily decohered. A striking example is the usage of photons which can very robustly represent a qubit but cannot easily be involved in a two-qubit gate construction.

In general, trade-offs between various architecture parameters must be accounted for in order to study whether the proposed architecture is feasible for a future quantum computer. These parameters may be the number of qubits available, the physical gates operation and decoherence times, error control codes used, the particular quantum algorithm implementation targeted, communication costs, total running time, etc. The interplay of all these parameters is complicated enough so as to make any analytical study on performance vs resource requirements of a candidate quantum computer on a particular physical implementation. For this reason various software tools have been developed to make feasibility studies [86, 87, 88].
A brief presentation of various technologies that have been proposed and tested as implementation candidates on various aspects follows:
Trapped lons The physical carrier of quantum information is the energy level of charged atoms which are confined in a small area with the help of static electrical potential and radio frequency radiation. The ions are kept in an ultravacuum, ultra-cold environment to minimize their kinetic energy and interaction with other atoms. Laser pulses of appropriate wavelength and duration can initialize the state, perform one qubit gate operation and measure a particular ion. The ions can form one dimensional chain and the Coulomb interaction between them combined with laser pulses can be exploited for a two-qubit gate implementation as first proposed in [13]. Recent experiments [91] have shown that ion traps can offer excellent fi-


Figure 2.14: Ions Trap microfabricated chips: (i) Sandia National Laboratories. [89], (ii) Department of Physics, Oxford University. [90]
delity of initialization and measurement with probability of error $7 \cdot 10^{-4}$, single qubit gate operation with error probability $10^{-6}$, while the two-qubit gate is implemented with an error of about $10^{-2}$.
In the last 20 years extensive experimentation with trapped ions has delivered promising results concerning the scalability of these systems. Entanglement of six qubits was observed in [92] and [93]. Trapped ions were demonstrated on semiconductor fabrication MEMS technology in [94]. Universal quantum simulation with ion traps of six qubits was demonstrated in [95]. Shor's algorithm with three qubits (Kitaev's version) experimentally worked on ion traps [96]. Entanglement of 14 qubits was achieved in [97]. Number 15 was factored in its primes using 11 qubits as reported in [15].

Superconduct- A Josephson junction is formed when two superconductors are coupled
ing qubits with a thin insulator. Current can flow through the insulator in the absence of any applied voltage, while microwave current oscillations, whose frequency depends on the voltage applied, appear. Resonant microcircuits (LC) are formed with their inductances (L) implemented as superconductors with Josephson junctions. These microcircuits behave as individual atoms in the sense that their stored energy is quantized representing thus a superconducting qubit [14]. Microwave pulses can alter the quantum state and electrical measurements are used to perform quantum measurements.

Universal set of high fidelity quantum gates based on Josephson junctions reported in [98]. Probability of error $8 \cdot 10^{-4}$ for single qubit gates and $6 \cdot 10^{-3}$ for two-qubit gates were measured. Also, entanglement on five qubits was demonstrated. Together with the ability to prepare and measure a state with high fidelity, these results show that combined with the usage of surface codes, this technology is viable for large scale quantum computation.
In [99], Shor's algorithm was implemented using three Josepshon junctions qubits and succesfully factored integer 15 . Simulation of fermionic systems was reported in [16] using four qubits.


Figure 2.15: Nine superconducting qubits integrated circuit fabricated at University of California Santa Barbara [100].

Optical Photons

Photons of optical wavelengths can be another qubit carrier. The polarization of the photons or their path can represent the qubit value. Mirrors, beam splitters, phase shifter crystals etc. can be used to implement any single qubit gate. Photons are very robust qubit carriers as they do not have strong interactions between them and with matter. Yet, this is also a drawback, as the construction of two-qubit gates becomes difficult. Indirect interaction between photons could be achieved with Kerr crystals to build two-qubit gates, but this method leads to low fidelity gates. Another problem faced with photon implementations for quantum computation is the requirement for single photon sources for state preparation and single photon detectors with high efficiency for the measurement.

A scheme that uses only linear optics (Kerr crystals are non-linear) and teleportation is presented in [101]. The linear optics implementation proposal requires single photon detection on demand and high efficiency single photon detectors.

Shor's algorihm was implemented to factor integer 15 with linear optics and using four qubits in [102] and [103]. A similar experimental setup was demonstrated in an integrated silicon photonic chip [17]. Integer 21 was factored in [104] using only one qubit and a qutrit (a qutrit operates on three dimensions instead of two).

Nuclear Nuclear magnetic resonance manipulation is a well established method to Magnetic
Resonance direct manipulate nuclear spins using magnetic fields and radio frequency radiation. Due to the tiny strength of the inherent magnetic field produced by an individual nucleon, a sample of many molecules is used, in contrast to the case of trapped ions. Every molecule in the sample is a tiny quantum computer and each average behavior is manipulated. The interactions between the nuclei in each molecule are exploited to define the quantum gates. Effectively, the architecture of the quantum computer is hardwired in a molecule. The drawback here is that this scheme does not scale well. Trivial implementation of Grover's algorithm using NMR was shown in [105]. An implementation of Shor's algorithm using seven qubits was reported in [18].

These were but a few proposals to real quantum computation. Many other proposals are under investigation (cavity quantum electrodynamics, neutral atoms etc. [106, 107]). Only recently a two-qubit CNOT gate was demonstrated using quantum dots in conventional silicon fabrication [108].

Another approach to computation and simulation is the adiabatic quantum computation [109]. It is a special purpose method which solves specific global optimization problems using quantum annealing. Quantum annealing is computationally more efficient than classical simulated annealing.
D-Wave Systems announced in 2011 a product which was claimed to be the first commercial quantum computer. In fact it is a system that performs modest quantum annealing and it is not a programmable quantum circuit model computer. The first computer named D-Wave One was a 128 qubits computer (sold to Lockheed Martin). In 2013, D-Wave Two version was released incorporating 512 qubits (sold to Google) and in 2015 more than 1000 qubits were announced for the D-Wave 2 X product. Superconducting qubits are used in all three products but without any fault tolerance incorporated.

Criticism has been raised concerning D-Wave Systems machines, in two aspects, in relation with each other. The first is whether these machines are real quantum computers in the sense that entanglement, which is believed to be a prerequisite for quantum computation, is observed. A study [110] showed entanglement in groups of eight local qubits, but not throughout the machine, and this is due to the low fidelity of the qubit operations and the lack of error correction. The other question is whether any quantum speed-up is offered. While some studies showed that D-Wave outperforms classical solution (but in constant factors) [111], others showed no real quantum speed-up [112, 113]. It is unclear yet if any of the machine's outperformance to solve some problems instances can be attributed to quantum entanglement as this entanglement is not global.


Figure 2.16: D-Wave Systems 1000 qubits quantum annealing processor.

The progress achievements of the last years, both in theory and experimentally, bring closer the possibility of the appearance of practical quantum computers in the near future (at least for simulation purposes), something that a few years ago was not surefooted. Still, much effort remains to be devoted.

## 3. SHOR'S ALGORITHM

While Simon's problem [9] was the first one that manifested a super-polynomial speed-up of a quantum computer relative to a classical one, it had no practical applications. At the same time, Peter Shor inspired by Simon's work, introduced a quantum algorithm that offered super-polynomial speed-up and had also important applications [10], [114]. Shor's algorithm deals with the problems of integer factorization and discrete logarithm. Both of them find applications in the cryptanalysis domain that is to decrypt an encrypted message without prior knowledge of the decryption key. The security of many public key cryptography systems [115] rely on the assumption that the integer factorization and discrete logarithm problems are intractable for a classical computer. Shor's quantum algorithm, combined with classical pre-processing and post-processing, achieves to solve these problems in polynomial time with respect to the problem size, which is the bits length of the number to be factored. In the following subsections we describe the algorithm in detail.

### 3.1 Preprocessing: Reduction of Factoring to Period Finding

The factorization problem of a composite odd integer $N$, which is not a prime power, can be reduced to a period finding problem (see Appendix A. 1 for proofs). Namely, given the integer $N$, a random integer $a$ is chosen such that $1<a<N$ and the greatest common divisor $\operatorname{gcd}(a, N)$ is calculated. If $\operatorname{gcd}(a, N) \neq 1$ then, by the definition of GCD, a factor $p=\operatorname{gcd}(a, N)$ of $N$ is found and the algorithm finishes. If on the other hand $\operatorname{gcd}(a, N)=1$ holds, then the smallest period $r$ of the sequence $f(x)=a^{x} \bmod N$ is calculated. If $r$ happens to be even and also $a^{\frac{r}{2}+1} \bmod N \neq 0$, then the a factor of $N$ is $p=\operatorname{gcd}\left(a^{\frac{r}{2}}-1, N\right)$ and the algorithm finishes with success. If $r$ is not even or $a^{\frac{r}{2}+1} \bmod N=0$, the previous steps are repeated by choosing another random $a$.

The above steps are shown compactly in Table 3.1. The subroutines used in the algorithm are gcd, modular exponentiation and the period finding of a sequence FindPeriod. Euclid's algorithm is a polynomial complexity algorithm which can be used for the calculation of the greatest common divisor. The modular exponentiation can also be calculated with polynomial complexity. The algorithm of Table 3.1 successfully finds factors of $N$ with a

Table 3.1: Probabilistic algorithm to factorize an odd, non prime power integer, $N$ by finding the period of sequence $a^{x} \bmod N$. The output $p$ is a factor of $N$. The probability of success can be made arbitrary close to 1 with a constant number of iterations.

```
INPUT \(N\)
\(a=\operatorname{Random}(1, \ldots, N-1)\)
\(g=\operatorname{gcd}(a, N)\)
IF \(g \neq 1\) THEN
    \(p=g\)
ELSE
    \(r=\operatorname{FindPeriod}\left(a^{x} \bmod N\right)\)
    IF \(r \bmod 2=0\) AND \(a^{\frac{r}{2}+1} \bmod N \neq 0\) THEN
        \(p=\operatorname{gcd}\left(a^{\frac{r}{2}}-1, N\right)\)
        ELSE
            GOTO LINE 2
        END IF
        END IF
        OUTPUT \(p\)
```

probability arbitrary close to 1 with constant number of iterations, on the condition $N$ is odd and not a prime power, that is not of the form $N=p^{m}$ where $p$ is a prime (this case can be solved efficiently using a classical algorithm). Thus, the presented factorization algorithm can factorize an integer efficiently on the condition that the period finding routine is efficient. There is not known efficient classical algorithm for the period finding procedure, yet an efficient quantum algorithm for the period finding can be used instead and thus the problem of factoring can be solved efficiently on a quantum computer. This is the contribution of Shor's algorithm.

### 3.2 Quantum Fourier Transform

The Quantum Fourier Transform (QFT) of size $L$ is a linear transformation from $\mathcal{H}^{L}$ to itself. It transforms a general superposition state $|\psi\rangle=x_{0}|0\rangle+x_{1}|1\rangle+\cdots+x_{L-1}|L-1\rangle$ to another state $|\varphi\rangle=y_{0}|0\rangle+y_{1}|1\rangle+\cdots+y_{L-1}|L-1\rangle$ according to

$$
\begin{equation*}
|\psi\rangle \xrightarrow{Q F T}|\varphi\rangle=\sum_{k=0}^{L-1}\left(\frac{1}{\sqrt{L}} \sum_{j=0}^{L-1} x_{j} \omega_{L}^{j k}\right)|k\rangle \tag{3.1}
\end{equation*}
$$

where $\omega_{L}=e^{i \frac{2 \pi}{L}}$ is the $L$-th primitive root of unity. The parenthesis in Eq. (3.1) is the amplitude $y_{k}$ of the transformed state $|\varphi\rangle$, that is

$$
\begin{equation*}
y_{k}=\frac{1}{\sqrt{L}} \sum_{j=0}^{L-1} x_{j} \omega_{L}^{j k} \tag{3.2}
\end{equation*}
$$

and this is a modified definition ${ }^{1}$ of the Inverse Discrete Fourier Transform (IDFT) applied on the $\left\{x_{j}\right\}$ sequence; $y_{k}=\operatorname{IDFT}\left\{x_{j}\right\}$.

The transform in Eq. (3.1) is unitary and its inverse is given by

$$
\begin{equation*}
|\varphi\rangle \xrightarrow{Q F T^{-1}}|\psi\rangle=\sum_{j=0}^{L-1}\left(\frac{1}{\sqrt{L}} \sum_{k=0}^{L-1} y_{k} \omega_{L}^{-j k}\right)|j\rangle \tag{3.3}
\end{equation*}
$$

Similarly, the amplitudes of $|\psi\rangle$ superposition are given by the Discrete Fourier Transform (DFT) of the $\left\{y_{k}\right\}$ sequence; $x_{j}=\operatorname{DFT}\left\{y_{k}\right\}$ which is given by

$$
\begin{equation*}
x_{j}=\frac{1}{\sqrt{L}} \sum_{k=0}^{L-1} y_{k} \omega_{L}^{-j k} \tag{3.4}
\end{equation*}
$$

Thus, the QFT and its inverse are essentially IDFT and DFT applied on the amplitudes of a superposition. When working with $n$ qubits, the size $L$ of the QFT is $L=2^{n}$. Then, any computational basis state $|j\rangle, j=0 \ldots 2^{n}-1$ can be written as $|j\rangle=\left|j_{1}\right\rangle\left\langle j_{2}\right\rangle \cdots\left|j_{n}\right\rangle$ where $\left(j_{1} j_{2} \ldots j_{n}\right)$ is the binary representation of $j$, that is $j=j_{1} 2^{n-1}+j_{2} 2^{n-2}+\cdots+j_{n} 2^{0}$. It can be proven (see Appendix A.4) that the application of QFT to any basis state $|j\rangle$ can be described as the $n$ qubits product state [116]
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Figure 3.1: Quantum Fourier Transform circuit on $n$ qubits. The normalization factor $\frac{1}{\sqrt{2}}$ is not shown at the output states. The order of the qubits must be reversed at the end.

$$
\begin{equation*}
|j\rangle \xrightarrow{Q F T} \frac{1}{\sqrt{2^{n}}}\left(|0\rangle+e^{i 2 \pi\left(0 . j_{n}\right)}|1\rangle\right)\left(|0\rangle+e^{i 2 \pi\left(0 . j_{n-1} j_{n}\right)}|1\rangle\right) \cdots\left(|0\rangle+e^{i 2 \pi\left(0 . j_{1} j_{2} \ldots j_{n}\right)}|1\rangle\right) \tag{3.5}
\end{equation*}
$$

In Eq. (3.5) the binary notation $\left(0 . j j_{l+1} \ldots j_{n}\right)$ is used to represent the fractional number $\frac{j_{l}}{2}+\frac{j_{l+1}}{4}+\cdots+\frac{j_{n}}{2^{n-l+1}}$.
The above product form representation helps to construct a circuit (see also Appendix A.4) which computes the QFT on $n$ qubits [117] as shown in Figure 3.1. The controlled $R_{k}$ gates $(k=2 \ldots n)$ depicted are $c-R_{z}(\theta)$ gates, where the abbreviation $R_{k}=R_{z}\left(\frac{2 \pi}{2^{k}}\right)$ is used. Observe that the output product state of the circuit is given in reverse order, e.g. the state $|0\rangle+e^{i 2 \pi\left(0 . j_{n}\right)}|1\rangle$ results at the bottom qubit instead of the top one. A reordering of the qubits using $\frac{n}{2}$ SWAP gates is not shown in this figure.
The circuit of the inverse QFT can be easily built by mirroring horizontally (flipping about the vertical axis) the whole QFT circuit (including the SWAP gates) and using opposite signs in the $c-R_{z}(\theta)$ gates.

### 3.3 Discrete Fourier Transform and Periods

We define the comb sequence of finite length $L$ and period $r$ as

$$
\begin{equation*}
\operatorname{Comb}_{r, L}(j) \doteq \sum_{n=0}^{\lfloor L / r\rfloor-1} \delta(j-n r), \quad 0 \leq j \leq L-1 \tag{3.6}
\end{equation*}
$$

where $\delta(j)$ is the impulse sequence defined by

$$
\delta(j)= \begin{cases}1, & j=0  \tag{3.7}\\ 0, & j \neq 0\end{cases}
$$

Proposition 3.1. The DFT of a comb sequence of length $L$ and period $r$, when $r$ divides $L$, is another comb sequence of length $L$ and period $\frac{L}{r}$. That is, $\operatorname{DFT}\left\{\operatorname{Comb}_{r, N}(j)\right\}=$ $\operatorname{Comb}_{\underset{r}{r}, N}(k)$


Figure 3.2: Comb sequence of length $L=128$ and period $r=8$ (top), magnitude of the corresponding DFT (bottom).

Proof.

$$
\begin{align*}
y_{k} & =\operatorname{DFT}\left\{\operatorname{Comb}_{r, L}(j)\right\} \\
& =\frac{1}{\sqrt{L}} \sum_{j=0}^{L-1} \sum_{n=0}^{L / r-1} \delta(j-n r) \omega_{L}^{-j k} \\
& =\frac{1}{\sqrt{L}} \sum_{n=0}^{L / r-1} e^{-i \frac{2 \pi n n k}{L}} \\
& = \begin{cases}\frac{1}{\sqrt{L}} \sum_{n=0}^{L / r-1} 1, & r k \bmod L=0 \\
\frac{1}{\sqrt{L}} \sum_{n=0}^{L / r-1} e^{-i 2 \pi n l} & r k \bmod L=l \neq 0\end{cases}  \tag{3.8}\\
& = \begin{cases}\frac{\sqrt{L}}{r}, & r k \bmod L=0 \\
0, & r k \bmod L \neq 0\end{cases} \\
& =\frac{\sqrt{L}}{r} \sum_{n=0}^{r-1} \delta\left(k-n \frac{L}{r}\right) \\
& =\operatorname{Comb}_{\frac{L}{r}, L}(k)
\end{align*}
$$

In other words, the impulses of the DFT appear at integer multiples of $L / r$, when $r$ divides exactly the length $L$ of the initial comb sequence. These impulses have equal values (as well as absolute values or magnitudes) $\frac{\sqrt{L}}{r}$.

A comb sequence of length $L=128$ and period $r=8$ and its respective DFT magnitude is depicted in Figure 3.2. The DFT has a period of $L / r=16$ and the magnitude of the impulses occuring at integer multiples of 16 is $\left|\frac{\sqrt{L}}{r}\right| \approx 1.414$.
If someone knows the index $k$ of any DFT peak, then together with the knowledge of $L$, he may possibly find the period $r$. From Eq. (3.8), this index is of the form $k=\frac{L}{r} n$ for $n=0 \ldots r-1$. Then, $\frac{k}{L}=\frac{n}{r}$. Reducing the fraction $\frac{k}{L}$ into its lower terms $p$ and $q$ so as $\frac{k}{L}=\frac{p}{q}$ leads to $q=\frac{L}{\operatorname{gcd}(k, L)}$ and thus the period is $r=q=\frac{L}{\operatorname{gcd}(k, L)}$. This is valid on the condition that $\frac{n}{r}$ is already expressed into its lower terms or equivalently that $\operatorname{gcd}(n, r)=\operatorname{gcd}\left(\frac{r k}{L}, r\right)=1$. In the example of Figure 3.2 the knowledge of $k=48$ (fourth peak) leads to the correct estimation $\frac{128}{\operatorname{gcd}(48,128)}=\frac{128}{16}=8$ for the period because it holds $\operatorname{gcd}\left(\frac{8.48}{128}, 8\right)=1$. But when $k=32$, an incorrect estimation $r=\frac{128}{\operatorname{gcd}(32,128)}=\frac{128}{32}=4$ is extracted because $\operatorname{gcd}\left(\frac{8.32}{128}, 8\right)=$ $2 \neq 1$.
In the more general case where the period $r$ of a comb sequence does not fit exactly its length $L$ ( $r$ does not divide $L$ ), its DFT still shows peaks at about integer multiples of the ratio $L / r$, however the overall pattern is somehow distorted. The DFT for this case follows by defining $s=\lfloor L / r\rfloor$

$$
\begin{align*}
y_{k} & =\operatorname{DFT}\left\{\operatorname{Comb}_{r, L}(j)\right\}= \\
& =\frac{1}{\sqrt{L}} \sum_{j=0}^{L-1} \sum_{n=0}^{s-1} \delta(j-n r) \omega_{L}^{-j k} \\
& =\frac{1}{\sqrt{L}} \sum_{n=0}^{s-1} \omega_{L}^{-n r k}  \tag{3.9}\\
& =\frac{1}{\sqrt{L}} \frac{\omega_{L}^{-r k s}-1}{\omega_{L}^{-r k}-1} \\
& =\frac{1}{\sqrt{L}} \frac{e^{\frac{-i 2 \pi r k}{L}\lfloor L / r\rfloor}-1}{e^{\frac{-i n r k k}{L}}-1}
\end{align*}
$$

It is easy to see that the above DFT reduces to Eq. (3.8) if $r \mid L$. Figure 3.3 depicts a comb sequence as defined in Eq. (3.6) with length $L=128$ and period $r=6$. In the same figure the magnitude of its DFT is shown. Although $r$ does not divide $L$, large amplitudes are concentrated close to integer multiples of $L / r=21.33 \ldots$ and this concentration can be exploited to infer the period $r$ as it will be shown later.
It is useful to define a slightly modified version of the comb sequence in Eq. (3.6) so as to contain one more impulse :

$$
\begin{align*}
\operatorname{Comb}_{r, L}^{\prime}(j) & \doteq \operatorname{Comb}_{r, L}(j)+\delta(\lfloor L / r\rfloor r), \quad 0 \leq j \leq L-1 \\
& =\sum_{n=0}^{\lfloor L / r\rfloor} \delta(j-n r), \quad 0 \leq j \leq L-1 \tag{3.10}
\end{align*}
$$

Taking into account that $D F T\{\delta(j-\lfloor L / r\rfloor r)\}=\frac{1}{\sqrt{L}} \omega^{-r s k}$, where again $s=\lfloor L / r\rfloor$, and using Eq. (3.9), the DFT of this modified comb sequence can be found


Figure 3.3: Comb sequence of length $L=128$ and period $r=6$ (top), DFT of magnitude sequence (bottom).

$$
\begin{align*}
y_{k} & =\operatorname{DFT}\left\{\mathrm{Comb}_{r, L}^{\prime}(j)\right\} \\
& =\frac{1}{\sqrt{L}} \frac{\omega_{L}^{-r k s}-1}{\omega_{L}^{-r k}-1}+\frac{1}{\sqrt{L}} \omega^{-r s k} \\
& =\frac{1}{\sqrt{L}} \frac{\omega^{-r s k}-1+\omega^{-r k} \omega^{-r s k}-\omega^{-r s k}}{\omega^{-r k}-1}  \tag{3.11}\\
& =\frac{1}{\sqrt{L}} \frac{\omega_{L}^{-r(s+1) k}-1}{\omega_{L}^{-r k}-1}
\end{align*}
$$

The pair of the modified comb sequence and its DFT is shown in Figure 3.4. The DFT of this sequence is slightly different from the one of Figure 3.3, but the qualitative observations about the location of the peaks still holds. Namely, the peaks appear near integer multiples of the ratio $L / r$, except that all the terms of the derived DFT sequence are up-level shifted by an amount $\frac{1}{\sqrt{L}} \approx 0.088$ because of the extra term $\left.\delta(L L / r\rfloor r\right)$ in Eq. (3.10).

A useful property of the DFT is its magnitude invariance under cyclic shift. If $x_{j}$ is any sequence of length $L$, then the same sequence shifted by an amount $\lambda$ is defined to be $x_{(j-\lambda) \bmod L}$. It can be proven that

$$
\begin{equation*}
\operatorname{DFT}\left\{x_{(j-\lambda) \bmod L}\right\}=e^{\frac{-i 2 \pi \lambda}{L}} \operatorname{DFT}\left\{x_{j}\right\} \tag{3.12}
\end{equation*}
$$

and consequently the DFT magnitudes of the original and the shifted sequence are the same; $\left|\operatorname{DFT}\left\{x_{(j-\lambda) \bmod L}\right\}\right|=\left|\operatorname{DFT}\left\{x_{j}\right\}\right|$


Figure 3.4: Modified Comb sequence of length $L=128$ and period $r=6$ (top), DFT of magnitude sequence (bottom).

A more general definition of a comb sequence of length $L$ and period $r$ that takes into account possible shifts by an amount $\lambda$ in the range $0 \ldots r-1$ is given below where $t=$ $L \bmod r$

$$
\begin{align*}
\operatorname{Comb}_{r, L, \lambda}(j) \doteq & \sum_{n=0}^{s-1} \delta(j-n r-\lambda)+\delta(j-n r-\lambda) \\
& = \begin{cases}\operatorname{Comb}_{r, L}^{\prime}((j-\lambda) \bmod L), & 0 \leq \lambda \leq t-1 \\
\operatorname{Comb}_{r, L}((j-\lambda) \bmod L), & t \leq \lambda \leq r-1\end{cases} \tag{3.13}
\end{align*}
$$

Thus, the generalized definition of the comb sequence is the cyclic shift by $\lambda$ of the comb sequences of Eq. (3.6) or Eq. (3.10), depending on the value of $\lambda$. The DFT of the generalized comb of Eq. (3.13) can be obtained by combining Eq. (3.9) and Eq. (3.11) with the DFT shift property of Eq. (3.12)

$$
y_{k}=\operatorname{DFT}\left\{\operatorname{Comb}_{r, L . \lambda}(j)\right\}=\left\{\begin{array}{ll}
\frac{1}{\sqrt{L}} \omega^{-\lambda k \frac{\omega_{L}^{-r(s+1) k}}{\omega^{-r k}}-1}, & 0 \leq \lambda \leq t-1  \tag{3.14}\\
\frac{1}{\sqrt{L}} \omega^{-\lambda k \frac{\omega_{L}^{-r k s}}{-1}} \omega_{L}^{-r k}-1
\end{array}, \quad t \leq \lambda \leq r-1\right.
$$

Thus, the magnitude of the DFT of a generalized comb sequence of length $L=128$ and period $r=6$ for a shift of $\lambda=0,1$ is the one depicted in Figure 3.4, while for a shift of $\lambda=2 \ldots 5$ is depicted in Figure 3.3.

The reason for the definition of the generalized comb sequence of Eq. (3.13) is that its DFT of Eq.(3.14) corresponds to superposition amplitudes of a quantum register just before the measurement in the quantum part of the order finding algorithm and this fact will be used in the next section.

### 3.4 Quantum Period Estimation

The purpose of the quantum part of Shor's algorithm is to find efficiently the period $r$ of the modular exponentiation sequence $f(x)=a^{x} \bmod N, x \in \mathbb{N}$, for given integers $N$ and $a$. Quantum superposition is exploited to compute $f(x)$ in a superposition of $x$ values, and then interference using QFT is used to find the period with a constant probability.
A high level quantum circuit for the period finding problem is shown in Figure 3.5. The bottom (target) register $\left|\psi_{B}\right\rangle$ consists of $n$ qubits, while the top (control) register $\left|\psi_{T}\right\rangle$ consists of $2 n$ qubits, where $n=\left\lceil\log _{2} N\right\rceil$. The $U_{f}$ quantum subcircuit acts on both registers and computes the modular exponentiation function as follows

$$
\begin{equation*}
U_{f}(|x\rangle|z\rangle)=|x\rangle\left|z a^{x} \bmod N\right\rangle \tag{3.15}
\end{equation*}
$$

Initially, the two registers are in the states $|0\rangle$ and $|1\rangle$. The first step is to apply $2 n$ Hadamard gates to each qubit of the top register and obtain the superposition

$$
\begin{equation*}
\left|\psi_{T}\right\rangle_{1}=\frac{1}{\sqrt{L}} \sum_{x=0}^{L-1}|x\rangle \tag{3.16}
\end{equation*}
$$

for $L=2^{2 n}$. The same state could be obtained by applying the forward QFT because of the particular initial state $|0\rangle$. Thus, a symmetry on Figure 3.5 could be observed. The state of the bottom register remains $\left|\psi_{B}\right\rangle_{1}=|1\rangle$ and the application of the $U_{f}$ block on the joint state of both registers results in

$$
\begin{align*}
\left|\psi_{T}\right\rangle_{2}\left|\psi_{B}\right\rangle_{2} & =U_{f}\left(\frac{1}{\sqrt{L}} \sum_{x=0}^{L-1}|x\rangle|1\rangle\right) \\
& =\frac{1}{\sqrt{L}} \sum_{x=0}^{L-1}|x\rangle|f(x)\rangle  \tag{3.17}\\
& =\frac{1}{\sqrt{L}} \sum_{x=0}^{L-1}|x\rangle\left|a^{x} \bmod N\right\rangle
\end{align*}
$$

The above equation can be reformulated, exploiting the periodicity property of $f$, in a form which is more convenient for the application of the QFT at next step. The running index $0 \leq x \leq L-1$ can substituted by two indices $m=0 \ldots r-1$ and $l=0 \ldots s-1$ as $x=l r+m$, where $r$ is the period of $f, s=\lfloor L / r\rfloor$ and $t=L \bmod r$. Then Eq. (3.15) becomes


Figure 3.5: Quantum circuit for period finding algorithm

$$
\begin{align*}
\left|\psi_{u}\right\rangle_{2}\left|\psi_{l}\right\rangle_{2}= & \frac{1}{\sqrt{L}}\left(\sum_{m=0}^{r-1} \sum_{l=0}^{s-1}|l r+m\rangle|f(l r+m)\rangle+\sum_{m=0}^{t-1}|s r+m\rangle|f(s r+m)\rangle\right)= \\
& \frac{1}{\sqrt{L}}\left(\sum_{m=0}^{r-1} \sum_{l=0}^{s-1}|l r+m\rangle|f(m)\rangle+\sum_{m=0}^{t-1}|s r+m\rangle|f(m)\rangle\right)=  \tag{3.18}\\
& \frac{1}{\sqrt{L}} \sum_{m=0}^{r-1} \sum_{x=0}^{L-1}\left(\sum_{l=0}^{s-1} \delta(x-l r-m)+\delta(x-s r-m)\right)|x\rangle|f(m)\rangle= \\
& \frac{1}{\sqrt{L}} \sum_{m=0}^{r-1} \sum_{x=0}^{L-1} \operatorname{Comb}(x)_{r, L, m}|x\rangle|f(m)\rangle
\end{align*}
$$

The second line of the above equation is due to the periodicity of $f$. The third line is derived because the superposition amplitudes of the top register are zero except for the states $|l r+m\rangle$ and $|s r+m\rangle$. The last line results by the definition of the generalized comb sequence given in Eq. (3.13).
The next step, which is the applications of the inverse QFT on the top register, can be derived by exploiting Eq. (3.14) which gives the DFT of the generalized comb sequence. Thus, the joint state of both registers after this step is

$$
\begin{align*}
\left|\psi_{T}\right\rangle_{3}\left|\psi_{B}\right\rangle_{3}= & \left(Q F T^{-1} \otimes I\right) \frac{1}{\sqrt{L}} \sum_{m=0}^{r-1} \sum_{x=0}^{L-1} \operatorname{Comb}(x)_{r, L, m}|x\rangle|f(m)\rangle= \\
& \frac{1}{\sqrt{L}} \sum_{m=0}^{r-1} Q F T^{-1}\left(\sum_{x=0}^{L-1} \operatorname{Comb}(x)_{r, L, m}|x\rangle\right)|f(m)\rangle=  \tag{3.19}\\
& \frac{1}{L} \sum_{k=0}^{L-1}\left(\sum_{m=0}^{t-1} \omega^{-m k} \frac{\omega_{L}^{-r(s+1) k}-1}{\omega_{L}^{-r k}-1}+\sum_{m=t}^{r-1} \omega^{-m k} \frac{\omega_{L}^{-r k s}-1}{\omega_{L}^{-r k}-1}\right)|k\rangle|f(m)\rangle
\end{align*}
$$

The last step is the measurement of the top register in the computation basis $\{|k\rangle, k=$ $0 \ldots L-1\}$. The superposition amplitudes $c_{k, m}$ of both registers in Eq. (3.19) are

$$
c_{k, m}=\left\{\begin{array}{ll}
\frac{1}{L} \omega^{-m k} \frac{\omega_{L}^{-r(s+1) k}-1}{\omega_{L}^{-r k}-1} & m=0 \ldots t-1  \tag{3.20}\\
\frac{1}{L} \omega^{-m k \frac{\omega_{L}^{r s k}}{}+1} \omega_{L}^{-r k}-1
\end{array}, \quad m=t \ldots r-1\right.
$$

and consequently the probability to obtain the result $k$ is $\operatorname{Prob}[k]=\sum_{m=0}^{r-1}\left|c_{k, m}\right|^{2}$. This probability can be calculated analytically by taking into account the trigonometric identity $\left|e^{i \theta}-1\right|=4 \sin ^{2}\left(\frac{\theta}{2}\right)$

$$
\begin{align*}
\operatorname{Prob}[k]= & \sum_{m=0}^{t-1}\left|\frac{1}{L} \omega^{-m k} \frac{\omega_{L}^{-r(s+1) k}-1}{\omega_{L}^{-r k}-1}\right|^{2}+\sum_{m=t}^{r-1}\left|\frac{1}{L} \omega^{-m k} \frac{\omega_{L}^{-r k s}-1}{\omega_{L}^{-r k}-1}\right|^{2}=  \tag{3.21}\\
& \frac{t \sin ^{2}\left(\frac{\pi r k}{L}(s+1)\right)+(r-t) \sin ^{2}\left(\frac{\pi r k s}{L}\right)}{L^{2} \sin ^{2}\left(\frac{\pi r k}{L}\right)}
\end{align*}
$$



Figure 3.6: Measurement probabilities of period finding algorithm for $L=1024$ and period $r=6$ (top), zoom in the range $k=844 \ldots 862$ (bottom).

As it was in the case of the DFT amplitudes of modified comb sequences, the probability is high for indices $k$ that are close to integer multiples of $L / r$. If such a $k$ is obtained by a measurement, then together with the knowledge of the $L$ value, the period $r$ can be found with constant probability of success using the method of continued fraction expansion (CFE) which is explained in section 3.5 and further analyzed in Appendices A. 2 and A.3.

For the special case where $r$ divides $L$ the probabilities are

$$
\begin{equation*}
\operatorname{Prob}[k]=\frac{1}{r} \sum_{n=0}^{r-1} \delta\left(k-n \frac{1}{r}\right)=\frac{1}{r} \operatorname{Comb}_{\frac{1}{r}, L}(k) \tag{3.22}
\end{equation*}
$$

which are the squared DFT values of Eq. (3.8), ignoring the normalization factor $1 / r$.
Figure 3.6 depicts the measurement probabilities when applying Shor's period finding quantum algorithm with parameters $a=2$ and $N=21$. In this case $2^{6} \bmod 21=1$ and thus the period is $r=6$. The top register which is measured after the inverse QFT consists of $2 n=10$ qubits as $n=\lceil 21\rceil=5$, consequently the range of the measurements results is between 0 and 1023. Clearly, the peak probabilities occur close to integer multiples of $L / r=1024 / 6=170.66 \ldots$, namely $0,171,341,512,683$ and 853 . A zoom of the probabilities is shown at bottom of Figure 3.6 near the last probability peak that occurs at $k=853$, which is close to $5 \cdot 1024 / 6=853.33 \ldots$ The period $r=6$ can be extracted by the knowledge of the measurement $k=853$ together with the knowledge of $L=1024$, using the CFE method.

### 3.5 Post-Processing: Retrieval of the exact period

The continued fraction expansion representation of a given rational number $\xi$ is given by

$$
\begin{equation*}
c_{0}+\frac{1}{c_{1}+\frac{1}{c_{2}+\frac{1}{\cdots+\frac{1}{c_{R}}}}} \tag{3.23}
\end{equation*}
$$

which is symbolized in compact form as $\left[c_{0}, c_{1}, \ldots, c_{R}\right]$. The $j$-th convergent of the CFE is the rational $\xi_{j}=\left[c_{0}, c_{1}, \ldots, c_{j}\right], j=0 \ldots R$ and it can be always written in fraction form $\xi_{j}=\frac{e_{j}}{d_{j}}$. The period $r$ is found by searching through trial an error over all the convergents' denominators $d_{j}$ of CFE representation for $k / L$. In the example above, where $k / L=853 / 1024$ the convergents are

$$
\frac{0}{1}, \frac{1}{1}, \frac{4}{5}, \frac{5}{6}, \frac{424}{509}, \frac{853}{1024} .
$$

The denominator of the fourth convergent is the desired period $r=6$.


Figure 3.7: Shor's integer factoring algorithm flowchart. The algorithm is divided into the three grayed shades submodules; the probabilistic reduction of the factoring problem to period finding, the quantum computation for the period finding and the exact extraction of the period using the continued fraction expansion method (Appendix A.2).

The CFE computation can be accomplished using a classical computer in polynomial time with respect to $n$, where $n$ is the number of bits which are adequate to represent the modulus $N$ of the function $f(x)=a^{x} \bmod N$.
Not every peak leads to a succesful retrieval of the period $r$. In Appendices A. 2 and A. 3 the sufficient conditions and the probability of successful retrieval is given. Moreover, the random nature of the measurement does not guarantee a $k$ that is close to an integer multiple of $L / r$. Thus, the success probability of the quantum part of the period finding algorithm depends on these factors, and it is shown that it has a lower bound of $\Omega\left(\frac{1}{\log \log N}\right)$. Consequently, $O(\log \log N)=O(\log n)$ iterations of the quantum part are adequate to lead to a constant probability of success to find the unknown period.

The quantum part essentially consists of the QFT which has polynomial space and time complexity with respect to $n$ and the modular exponentiation part which also has polynomial complexity. Thus, the quantum algorithm combined with classical calculations can solve the period finding problem in polynomial time and consequently it can factor an integer $N$ in polynomial time with respect to the number of its digits.
The summary of Shor's factoring algorithm combining both classical and quantum computations is shown in the flowchart of Figure 3.7.

### 3.6 Decomposition of Quantum Modular Exponentiation

The efficient implementation of the quantum period finding circuit shown in Figure 3.5 requires that the modular exponentiation circuit $U_{f}$ described by Eq. (3.15) can be implemented polynomially both in space and time with respect to $n$. A step towards the implementation of $U_{f}$ is to consider that the modular exponentiation function $a^{x} \bmod N$ can be decomposed as

$$
\begin{equation*}
a^{x} \bmod N=\left(a^{2^{0}} \bmod N\right)^{x_{0}} \cdot\left(a^{2^{1}} \bmod N\right)^{x_{1}} \cdots\left(a^{2^{2 n-1}} \bmod N\right)^{x_{2 n-1}} \bmod N \tag{3.24}
\end{equation*}
$$

where $x_{j},(j=0 \ldots 2 n-1)$ are the bits of the $x$ 's binary expansion, that is $x=\left(x_{2 n-1} \ldots x_{1} x_{0}\right)$. Each factor of Eq. (3.24) has the exponent $x_{j}$, and thus takes the form of $\left(a^{2^{j}} \bmod N\right)$ if $x_{j}=1$, or the constant 1 if $x_{j}=0$. Consequently, the operation of $U_{f}$ given by Eq. (3.15) can be reformulated in the computational basis as

$$
\begin{equation*}
U_{f}(|x\rangle|z\rangle)=\left|x_{2 n-1} \ldots x_{1} x_{0}\right\rangle\left|\left(a^{2^{2 n-1}} \bmod N\right)^{x_{2 n-1}} \cdots\left(a^{2^{0}} \bmod N\right)^{x_{0}} z \bmod N\right\rangle \tag{3.25}
\end{equation*}
$$

The definition of $n+1$ qubits controlled modular multipliers $c-U_{a^{j}}$ with control qubit $|c\rangle$ and $n$ qubits target register $|y\rangle$, which operate in the computational basis as

$$
\begin{equation*}
C U_{a^{j}}(|c\rangle|y\rangle)=|c\rangle\left|\left(a^{2^{j}}\right)^{c} y \bmod N\right\rangle \tag{3.26}
\end{equation*}
$$

leads to the equivalent design for quantum period finding algorithm shown in Figure 3.8.
The above modular exponentiation decomposition not only helps to construct the $U_{f}$ operator by reducing the problem to the construction of controlled modular multipliers, but also offers an alternative interpretation of Shor's algorithm as a quantum phase estimation procedure [118],[63], which is explained briefly in Appendix A.5.

The efficient implementation of the modular multipliers of Eq. (3.26) is the subject of Chapter 4 where an overview of the literature is given and various efficient quantum arithmetic circuits are proposed, which when combined together they can offer fast quantum modular exponentiation.


Figure 3.8: Decomposition of the quantum modular exponentiation into quantum modular multiplication in Shor's algorithm.

### 3.7 Generalizations and the Hidden Subgroup problem

In [10], Shor also described a quantum algorithm which solves efficiently the discrete logarithm problem. This problem can be stated as follows: Given two elements $a$ and $b=a^{k}$ of a the multiplicative group $G_{N}$, where $k$ is an integer, find $k$. In general, no efficient classical algorithm is known for this problem. This problem can be reduced to period finding problem, where the periodic function has now two arguments. Namely, the function $f(m, n) \doteq b^{m} a^{n}=a^{k m+n} \bmod N$ is periodic in its arguments $m$ and $n$, with period $(1,-k)$ because $f(m+1, n-k)=a^{m k+k+n-k}=f(m, n)$. Thus, the extraction of the period $(1,-k)$ directly leads to the discrete logarithm of $b$ in the base $a$.
A high level quantum circuit description of the discrete logarithm algorithm is given in Figure 3.9. It consists of two control registers (top) and a target register (bottom). The size $n$ of the registers depends on the order $r$ of the base $b$. The blocks $U_{a}$ and $U_{b}$ that are controlled by the two top registers are quantum modular exponentiators of modulus $N$ with parameters $a$ and $b$ respectively, and they can be decomposed as a sequence of controlled modular multipliers. Inverse QFT is applied on the control registers and then measurement of both can lead to the answer $k$.
Quantum algorithms such as Deutsch's, Deutsch-Josza, Simon's, Shor's period finding and discrete logarithm can be described in a common framework under the Hidden Subgroup Problem.

Definition 3.1. (Hidden Subgroup Problem) Let $G$ is a finite generated group, and $f$ a function with domain the group $G$ and with range another set $X$. If $f$ is constant and distinct in each coset $g H$, the hidden subgroup problem is to find the subgroup $H$ through its generators.

The cosets $g H$ of the subgroup $H$ with respect to the element $g$ are defined as $g H=$ $\{g h: h \in H\}$.
In Deutsch's problem the group is $G=\{0,1\}$ and it has two subgroups $H_{1}=\{0\}$ and $H_{2}=G$. If the function $f$ is balanced then $f$ is constant and distinct in each coset of $H_{1}$, while if $f$ is constant, then $f$ is constant in each coset of $H_{2}$. The problem to decide if $f$ is balanced or constant is to find the subgroup $H_{1}$ or $H_{2}$, respectively.
In Shor's quantum period finding, the group $G$ is $\mathbb{Z}$ and the subgroup $H$ is $r \mathbb{Z}=\{0, r, 2 r, \ldots\}$, where $r$ is the period of $f$. The function $f(x)=a^{x} \bmod N$ is constant with distinct values in


Figure 3.9: Quantum circuit of the discrete logarithm algorithm
each coset $r H$ and the generator of $r \mathbb{Z}$ is $r$ itself, which is the period.
In the discrete logarithm problem, the group $G$ is $\mathbb{Z}_{r} \times \mathbb{Z}_{r}$ and the hidden subgroup is $H=$ $\{(m, n) \in G: k m+n=0 \bmod r\}$. A generator of $H$ is $(1-, k)$ which reveals the logarithm $k$.
Some other problems that can be also casted under the Hidden Subgroup formulation are the Hidden Linear functions [119] and the Abelian Stabilizer problem [118]. The common characteristic of all these problems is that in their Hidden Subgroup formulation the group is Abelian (commutative). In this particular case of Abelian groups, general procedures that lead to efficient quantum algorithms exist [120] and the structure of their circuits is similar to that of Figure 3.9. The Hidden Subgroup problem for non-Abelian groups can be solved only for some special cases of groups. A review of this non-Abelian Hidden Subgroup problem can be found in [121].

## 4. FAST QUANTUM MODULAR EXPONENTIATION

This Chapter, which is our first contribution in this thesis, is devoted to quantum arithmetic circuits, especially those that are useful in modular exponentiation, which is the most computational intensive part of the very important Shor's factoring and discrete logarithm algorithms. An overview of elementary quantum arithmetic and modular exponentiation designs is provided and novel elementary quantum arithmetic circuits are proposed. These novel circuits are based on the representation of an integer in the Fourier domain using QFT and they can be integrated together to offer fast quantum modular exponentiation with quadratic depth and linear space. Expressly, the proposed modular exponentiation circuit has a depth of about $700 n^{2}$ and requires $9 n+2$ qubits (or $8 n+2$ in an improved version discussed in section 4.7), where $n$ is the number of bits of the integer. The total quantum cost of the proposed design is $400 n^{3}$ for single or two-qubit gates counting. These characteristics refer to the case where the modular exponentiation is applied to Shor's algorithm. A general case modular exponentation circuit exposed in section 4.4 has inferior characteristics in cost, space and time. The main contributions of this Chapter are :

- A QDT based quantum controlled multiplier/accumulator by constant, based on previous work done by Draper [23] and Beauregard [24], offering the advantage of linear depth instead of the original quadratic. This reduction is achieved by exploiting the fact that one factor of the product is constant, decomposing doubly controlled rotation gates to simply controlled rotation gates [53] and then suitably rearranging them so as many of them can be executed concurrently.
- A quantum divider by constant based on the division by constant classical algorithm proposed by Granlund and Montgomery [122]. The quantum divider incorporates QFT based arithmetic blocks like adders and the uncontrolled version of the previous multiplier/accumulator. This quantum divider has also linear depth. A controlled version of the quantum divider is also presented.
- By combining the two previous building blocks we achieve to build a quantum controlled modular multiplier with linear depth which is then used as the basic building block for the quantum modular exponentiation circuit of quadratic depth.

We provide detailed complexity analysis both in terms of space and time along with comparisons with other circuits presented in the literature. Implementation difficulties related to fault tolerance and local interactions between the qubits are also discussed and procedures to address them are given in Chapter 5.

### 4.1 Background and related work

We have already shown in section 3.6 how to decompose the quantum modular exponentiation part into a sequence of controlled modular mutlipliers defined with Eq. (3.26). Similar decompositions are used to break the controlled modular mutlipliers to simpler circuit stages down to quantum adders. These intermediate circuits may use ancilla qubits for the computation of some temporary results. It is of crucial importance that all these ancilla qubits are reset back to a constant state (e.g. $|0\rangle$ ) so as the end result of modular exponentiation does not contain garbage information. This is because the derivation of Eq. (3.18) relies on the fact that an equal superposition of $|x\rangle$ states is entangled with states given by a periodic function $|f(x)\rangle$. If garbage states $|g(x)\rangle$ are generated additionally to the modular exponentiation computation $|f(x)\rangle$, then the joint state $|f(x)\rangle|g(x)\rangle$ is no longer periodic with respect to $x$ and the superposition

$$
\begin{equation*}
|\psi\rangle=\frac{1}{\sqrt{2}} \sum_{x=0}^{L-1}|x\rangle|f(x)\rangle|g(x)\rangle \tag{4.1}
\end{equation*}
$$

cannot lead to any period extraction by applying an inverse QFT on the left register.

### 4.1.1 Modulo adder,constant adder and controlled constant adder

Any abstract quantum adder design from the literature, e.g [61, 62, 123], can be used to describe the usual design hierarchy of these controlled modular multipliers. This abstract adder has two operating registers of $n$ qubits, initially in the states $|a\rangle=\left|a_{n-1} \ldots a_{0}\right\rangle$ and $|b\rangle=\left|b_{n-1} \ldots b_{0}\right\rangle$. Usually, another ancilla $n$ qubits register is needed for the carries calculations, although designs with no ancilla have appeared [123, 23]. This register is initialized in the zero state and through uncomputation goes back again to the zero state. The adder operation is to leave the first register intact in the state $|a\rangle$, and write the sum (modulo $2^{n}$ ) to the second register, that is

$$
\begin{equation*}
A D D(|a\rangle|b\rangle)=|a\rangle\left|(b+a) \bmod 2^{n}\right\rangle \tag{4.2}
\end{equation*}
$$

This operation is unitary, and the inverse operation $A D D^{-1}$ which is subtraction (modulo $2^{n}$ ),

$$
\begin{equation*}
A D D^{-1}(|a\rangle|b\rangle)=|a\rangle\left|(b-a) \bmod 2^{n}\right\rangle \tag{4.3}
\end{equation*}
$$

can be easily implemented by reversing the order of gates used in the adder circuit and using in their place, the respective inverse ones.

When the two $n$ qubits integers are considered unsigned, the most significant qubit $\left|b_{n-1}\right\rangle$ of the second register could be used as an overflow indicator for the range $\left[0 \ldots 2^{n-1}-1\right]$, in a subtraction operation. Consequently, the subtractor could be used as a comparator too, by checking this most significant qubit.
The adder of two integers $a$ and $b$ can be transformed to a controlled constant adder; it adds a constant integer $N$ to a register initially in state $|b\rangle$ conditioned on a control qubit $|c\rangle$ as

$$
\begin{equation*}
c-A D D_{N}(|c\rangle|b\rangle)=|c\rangle\left|(b+c N) \bmod 2^{n}\right\rangle \tag{4.4}
\end{equation*}
$$

The modulo $2^{n}$ operation will be implied from now on in an adder or subtractor operating with $n$ bits numbers. Figure 4.1 shows the transformation of a general adder to a controlled constant adder. The controlled blocks $c-N$ act on an $n$ qubits target register and perform the operation $|x\rangle \rightarrow|x \oplus c N\rangle$ where $|c\rangle$ is the control qubit state. When $|x\rangle$ is initially $|0\rangle$, on the condition that $|c\rangle=|1\rangle$, the register is loaded with the value $|N\rangle$, otherwise it remains $|0\rangle$. It can be realized by using up to $n$ CNOT gates depending on the binary representation of constant $N$. Thus, $N$ is hardwired in the internal structure of $c-N$. On the other side, the action of a $c-N$ circuit on a register with initial state $|N\rangle$ is to reset it to the state $|0\rangle$, when the control qubit is $|1\rangle$. When the control qubit of Figure 4.1 is $|1\rangle$, the top register of the adder $A D D$ which is initially in state $|0\rangle$ is fed with the constant value $N$ and afterwards is reset again to $|0\rangle$. The lower register contains the sum $b+c N$, that is $b$ if $c=0$, or $b+N$ if $c=1$.

A similar construction can be employed to build a constant adder without any control. E.g., a normal adder fed with the constant value $N$ on one register and afterwards reseting this


Figure 4.1: Quantum circuit for controlled constant addition.
register with suitable arranged $X$ gates. Another option would be to discard the register carrying the constant value and reorganize the internal structure of the adder depending on this constant value.

Normal adders, constant adder and controlled constant adder can inter-operate as shown in Figure 4.2 to build a modulo $N$ adder whose operation is defined by

$$
\begin{equation*}
c-A D D M_{N}(|a\rangle|b\rangle)=|a\rangle|(b+a) \bmod N\rangle \tag{4.5}
\end{equation*}
$$

Two $n$ qubits registers and an ancilla qubit are shown in this construction. It is assumed that $n$ is chosen so that $0 \leq a, b<N<2^{n-1}$. The first adder alters the state of the two register to $|a\rangle|b+a\rangle$. The constant inverse adder $A D D_{N}^{-1}$, which is effectively a constant subtractor, evolves the state of the second register to $|a+b-N\rangle$. The most significant qubit of the second register gives an indication whether an overflow has occurred, that is $a+b<N$. In such a case its state would be $|1\rangle$, otherwise (when $a+b \geq N$ ) it state would be $|0\rangle$. The CNOT gate targeting the single ancilla qubit at the bottom of the circuit is controlled by this most significant qubit. Thus, a state $|1\rangle$ on the ancilla qubit indicates overflow, while a state $|0\rangle$ indicates no overflow. The ancilla qubit containing the overflow information, controls the constant adder $A D D_{N}$, altering the second register state to $|b+a-N+N\rangle=|b+a\rangle$ if $a+b<N$, or to $|b+a-N\rangle$, if $a+b \geq N$. Both states are equal to $|b+a \bmod N\rangle$, due to the assumption $0 \leq a, b<N$. At this point the joint state of the circuit is $|a\rangle|b+a \bmod N\rangle|\overline{\Gamma(b+a) / N\rceil}\rangle$, where notation $\overline{\lceil(b+a) / N\rceil}$ indicates the undeflow information.
The purpose of the last two adders and the CNOT gate is to reset the ancilla qubit holding this overflow information back to $|0\rangle$ without disturbing the two registers. The effect of the inverse adder and the last adder on both registers is the identity operation (no effect) and consequently both registers wiil remain at the state $|a\rangle|b+a \bmod N\rangle$ at the end. Yet, in between these last adders, the state of the second register is $\|((b+a) \bmod N)-a\rangle$. Thus, its most significant qubit is in state $|0\rangle$ if an overflow had occurred previously, as long as in such a case $(b+a) \bmod N=b+a,((b+a) \bmod N)-a=b$ and $b<N$ by assumption. The modified CNOT gate with the white circle on the control qubit (which is again the most significant qubit of the register) resets the ancilla state back to $|0\rangle$ and thus the ancilla qubit


Figure 4.2: Quantum circuit for modular addition. The white circle of the second CNOT gate denotes inversion of its target qubit iff the control qubit is $|0\rangle$. Control qubits of both CNOT gates emerge from the most significant qubit of the register on which they are attached. Ancilla qubits of the various adders used in this figure are hidden inside their symbols.
can be reused. If no overflow occured, again the ancilla qubit remains in state $|0\rangle$ as the control qubit of the white circled CNOT gate is $|1\rangle$.

### 4.1.2 Controlled modulo multiplier

The controlled modular multiplier of Eq. (3.26) can be broken down to a sequence of modular adders. For each modular multiplier $C U_{a^{j}}$, defined in Eq. (3.26), the argument $y$ to be multiplied by the constant $a^{2^{j}}$ can be expanded as $y=2^{n-1} y_{n-1}+2^{n-2} y_{n-2}+\cdots 2 y_{1}+y_{0}$, where $\left(y_{n-1} y_{n-2} \ldots y_{1} y_{0}\right)$ is the binary representation of $y$. After this observation, we define a controlled modular multiplier/accumulator $C V_{a^{j}}$ with

$$
\begin{align*}
C V_{a^{j}}(|c\rangle|y\rangle|z\rangle) & =|c\rangle|y\rangle\left|z+\left(a^{2^{j}}\right) c y \bmod N\right\rangle  \tag{4.6}\\
& =|c\rangle\left|2^{n-1}\left(z+a^{j^{j}}\right) c y_{n-1}+2^{n-2}\left(a^{2^{j}}\right) c y_{n-2}+\cdots\left(a^{2^{j}}\right) c y_{0} \bmod N\right\rangle
\end{align*}
$$

The above equation suggests a conditionally iterated modulo $N$ addition of the constants $A_{k} \doteq 2^{k} a^{2^{j}} \bmod N$, for $k=0 \ldots n-1$ to an $n$ qubits register initialized to zero. The condition to execute the addition of $A_{k}$ is that both $c$ and $y_{k}$ must be 1 . A step towards this construction is the circuit of Figure 4.3. A modulo $N$ adder is sandwiched between two double-controlled $A_{k}$ blocks which are controlled by qubits $|c\rangle$ and $\left|y_{k}\right\rangle$. They affect the first register of the modulo $N$ adders, which is initialized to $\left|A_{k}\right\rangle$ before each addition and reset back to $|0\rangle$ after each addition. The implementation of the doubly controlled $A_{k}$ circuit is similar to the implementation of the simply controlled blocks $c-N$ used in the constant adder of Figure 4.1, but it requires Toffoli gates instead of CNOT gates.

The circuit of Figure 4.3 implements a slightly different operation from the desired one described in Eq. (3.26). It can achieve the controlled modular multiplication if the register that contains the $|y\rangle$ argument is reset to zero and the last register is initialized to $|z\rangle=|0\rangle$. If constant $a$ is co-prime with $N$, which is the case in Shor's algorithm, then there exist its inverse $a^{-1}$ so as $a \cdot a^{-1} \bmod N=1$. An inverse of $a^{2^{j}}$ also exists, namely $a^{-2^{j}}$. The circuit $C V_{a^{j}}$ combined with its inverse $C V_{a^{-2 j}}^{-1}$ can be used to implement the desired controlled modular multiplier of Eq. Eq. (3.26). This inverse block subtracts instead of adding and has parameter $a^{-2^{j}}$, thus it computes

$$
\begin{equation*}
C V_{a^{-2 j}}^{-1}(|c\rangle|y\rangle|z\rangle)=|c\rangle|y\rangle\left|z-\left(a^{-2^{j}}\right) c y \bmod N\right\rangle \tag{4.7}
\end{equation*}
$$

Figure 4.4 shows a combination of $C V_{a^{a^{j}}}$ with its inverse $C V^{-1}$ and a Fredkin gate that derives the controlled modular multiplication which is essential for the modular exponentiation circuit as decomposed in Figure 3.8. When the control qubit is $|0\rangle$ the circuit outputs


Figure 4.3: Quantum circuit for controlled accumulation of modular multiplication. Ancilla qubits of the modular adders used in this figure are hidden inside their symbols.


Figure 4.4: Quantum circuit for controlled modular multiplication. Ancilla qubits are not shown in the symbols of the two blocks.
the state $|y\rangle$ on the top register and $|0\rangle$ on the bottom register. When the control qubit is $|1\rangle$, the two registers after the $C V_{a^{j}}$ block evolve in the joint state $|y\rangle\left|a^{2^{j}} y \bmod N\right\rangle$. Fredkin gate swaps the contents of the two registers and the $C V_{a^{-2}}^{-1}$ block evolves its swapped input joint state $\left|a^{2^{j}} y \bmod N\right\rangle|y\rangle$ to $\left|a^{2^{j}} y \bmod N\right\rangle\left|y-a^{-2^{j}} a^{2^{j}} y \bmod N\right\rangle=\left|a^{2^{j}} y \bmod N\right\rangle|0\rangle$.

The standard modular exponentiation decomposition, for modulus $N$ which has a length of $n$ bits, needs $O(n)$ controlled modular multipliers. Each controlled modular multiplier needs in turn $O(n)$ adders, thus $O\left(n^{2}\right)$ adders are required for the modular exponentiation. The total depth of the quantum modular exponentiation for the standard decomposition described above depends on the particular adder implementation and in general it ranges between $O\left(n^{2} \log n\right)$ and $O\left(n^{3}\right)$.

The space cost (number of qubits required) of the standard modular exponentiation is $7 n+1$ qubits, of which $4 n+1$ qubits are ancilla. These ancilla are broken down as follows: $n$ qubits for the internal carries of each adder, 1 qubit for the sign extraction for modular addition, $n$ qubits for the constant $N, n$ qubits for the constants $2^{k} a^{2^{j}} \bmod N$ and last, $n$ qubits for the conversion of the controlled modular MAC in Figure 4.3 to the controlled modular multiplier in Figure 4.4. The working qubits consist of a $2 n$ qubits register holding the superposition of $x$ 's while an $n$ qubits register holds the computation of the modular exponentiation $a^{x} \bmod$ $N$. The number of the ancilla registers could be reduced if we exploit the fact that some of them are fed with constant values depending on $N$ and $a$. This reduction is possible if these constants are "hardwired" inside each adder by suitably reorganizing its structure. In this case the space requirements can be reduced to $5 n+2$ qubits. Usage of adders which have no ancilla qubits for the internal carries (like the ones in [123, 23]) leads to circuits of $4 n+2$ width for the modular exponentiation.
Further reduction of the space can be achieved by exploiting the semi-classical QFT implementation and the fact that the controlled modular multiplier blocks $C U_{a^{j}}$ mutually commute. Therefore, the circuit of Figure 3.8 can be re-designed into that of Figure 4.5 which uses only one qubit for controlling $2 n C U_{a^{i}}$ gates instead of using $2 n$ different control qubits [24, 120, 124].


Figure 4.5: Design of modular exponentiation circuit using only one qubit to control the modular multipliers. The phase shift gates $R$ depend on all previous measurement results and implement the inverse QFT, while the $X$ gates are negations conditioned on the result of the previous measurement.

### 4.1.3 Prior Work

Several designs for quantum exponentiation have been proposed in the literature. In general, they adopt the top-down approach of the previous subsection which reduces the construction down to adders. For this reason, most of the effort in the literature has been
devoted to the design of the quantum equivalent of a digital adder and its improvement in terms of complexity: reduction of the total number of required quantum gates and qubits (ancilla and working) and reduction of the circuit depth (total number of steps required to complete the computation).
Many of the quantum addition circuits introduced in the literature are inspired from their known classical counterparts through the design of reversible versions of them. The most important of these approaches are the Vedral-Barenco-Ekert (VBE) ripple-carry adder [61], the Beckman-Chari-Devabhaktuni-Preskill (BCDP) ripple-carry adder [62], the Cuc-caro-Draper-Kutin-Moulton (CDKM) ripple-carry adder [125], the Draper-Kutin-Rains-Svore (DKRS) carry-lookahead adder [126], the Takahashi-Kunihiro (TK) ripple-carry adder [123], the Gossett carry-save adder [127], the Zalka carry-select adder [128] and the Van-Meter-Itoh (VI) carry-select adder and conditional-sum adder [129]. Some of the above proposals for quantum addition circuits emphasize on minimizing the number of required qubits, while other methods try to minimize the circuit depth. Other efforts concentrate on building architectures restricted on the condition of local communications between the qubits either in 1D-NTC (1-Dimension, linear Nearest-neighbour, Two qubit gates, Concurrent execution) such as those of Fowler-Devitt-Hollenberg (FDH) [130] and Kutin's [131], or in 2D-NTC such as those of Choi-VanMeter (CV) [132] and Pham-Svore (PS) [133].
The method to build a complete modular exponentiation circuit based on a particular addition circuit is not unique, and various studies concerning the trade-off between space (number of required qubits) and time (depth of the circuit) have been reported as in [129]. Not all previous publications provide a complete modular exponentiation circuit, but assuming we can build one using the previously discussed hierarchy (adder)-(modular ad-der)-(modular multiplier)-(modular exponentiator), we can make rough approximations about the design complexity in each case and comparisons with our proposed exponentiation design (see Section 4.6 for the comparisons).
Notable exceptions of the above top-down trend that builds a complete modular exponentiation circuit from the quantum equivalent of classical binary adder are circuits that use the Draper's QFT adder [23] like Beauregard's circuit [24], Fowler-Devitt-Hollenberg circuit (FDH) [130], and Kutin's first circuit of [131]. These three circuits implement the addition of two integers by converting one of them in the Fourier domain using QFT and then converting the sum back to the binary representation. Another method which surpasses the common hierarchy of computation is Zalka's FFT multiplier [128] that implements a multiplier using the FFT method of computing a convolution sum.

### 4.1.4 QFT adders

We first describe the four QFT adders [23] that will be extensively used in our modular exponentiation design. Since in every iteration of Shor's algorithm the randomly picked number $a$ in Eq. (3.15) remains constant, we need an adder receiving a quantum integer (that is a potential superposition of integer $x$ as required by the algorithm) as its first operand and a constant classical integer as its second. Three variations of this adder are required for the multiplier/accumulation unit: the constant QFT adder (DADD), the controlled constant QFT adder (CФADD) and the doubly controlled constant QFT adder (CСФADD). A generic QFT adder for adding two quantum integers will be also used subsequently in the quantum divider circuit. These four QFT adders will be denoted in all figures with $\Phi$ ADD as they can be easily differentiated by the quantum wires connected as inputs and outputs on their symbols. Figure 4.6 shows the simple (uncontrolled) constant QFT adder ФADD. It adds the $n$-bit constant integer $a$ to an $n$-qubit quantum integer $|b\rangle=\left|b_{n-1}\right\rangle \cdots\left|b_{1}\right\rangle\left|b_{0}\right\rangle=\left|b_{n-1}\right\rangle \otimes \cdots \otimes\left|b_{1}\right\rangle\left|b_{0}\right\rangle$. Integer $b$ must be already transformed in

$$
\begin{gathered}
\left|\varphi_{n-1}(b)\right\rangle-A_{n-1}-\left|\varphi_{n-1}(b+a)\right\rangle \\
\left|\varphi_{n-2}(b)\right\rangle-A_{n-2}-\left|\varphi_{n-2}(b+a)\right\rangle \\
\vdots \\
\vdots \\
\left|\varphi_{0}(b)\right\rangle
\end{gathered}
$$

Figure 4.6: $\Phi$ ADD adder circuit of depth 1. This circuit adds a constant integer $a$ to the quantum integer $b$, when $b$ is already in the Fourier domain. The value of integer $a$ is hardwired in the angles of the phase shift gates $A_{j}, j=0 \ldots n-1$ as defined in Eq. (4.10)
the Fourier domain by a QFT block before entering the ФADD block through the relation:

$$
\begin{equation*}
|b\rangle \xrightarrow{Q F T}|\varphi(b)\rangle=\left|\varphi_{n-1}(b)\right\rangle\left|\varphi_{n-2}(b)\right\rangle \ldots\left|\varphi_{0}(b)\right\rangle=\frac{1}{\sqrt{2^{n}}} \sum_{k=0}^{2^{n}-1} e^{i \frac{2 \pi}{n^{2}} b k}|k\rangle \tag{4.8}
\end{equation*}
$$

The individual $j^{\text {th }}$ qubit $\left|\varphi_{j}(b)\right\rangle$ of the quantum Fourier transformed integer is given (see also Eq. (3.5))by the relation:

$$
\begin{equation*}
\left|\varphi_{j}(b)\right\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle+e^{i \frac{2 \pi}{2} b}|1\rangle\right) \tag{4.9}
\end{equation*}
$$

The single qubit gates shown in Figure 4.6 are rotation quantum gates described by the equation (with $R_{k}$ is denoted the phase shift gate $R_{z}\left(2 \pi / 2^{k}\right)$ ):

$$
A_{j}=\prod_{k=1}^{j+1} R_{k}^{a_{j+1-k}}, \quad R_{k}=\left[\begin{array}{cc}
1 & 0  \tag{4.10}\\
0 & e^{i \frac{2 \pi}{2^{k}}}
\end{array}\right]
$$

Therefore, it can be shown that the output of the ФADD circuit is $|\varphi(b+a)\rangle$, the quantum Fourier transformed sum $b+a$. The sum can be recovered in the computational basis by applying an inverse QFT afterwards. Excluding the forward and inverse QFT, the circuit


Figure 4.7: CФADD controlled adder circuit of depth $n$. This circuit adds the constant $a$ to the quantum integer $b$ when the control qubit $|c\rangle$ is $|1\rangle$. Again, the constant value $a$ is hardwired in the controlled rotation gates as defined in Eq. (4.10).


Figure 4.8: The doubly-controlled adder circuit CСФADD of depth $n$. This is an extension of the CФADD circuit where the addition is performed when both the control qubits $\left|c_{1}\right\rangle$ and $\left|c_{2}\right\rangle$ are $|1\rangle$.
has a complexity of $n$ qubits and a depth of 1 because the rotation gates can all operate in parallel.
An extension of the constant adder ФADD circuit can be done if we use controlled rotation gates with same rotation angles as those defined in Eq. (4.10). This circuit is depicted in Figure 4.7. It has a common controlling qubit $|c\rangle$ for each rotation gate and performs the following transform


Figure 4.9: Generic adder $\Phi$ ADD circuit and its symbol. The top bus consists of the qubits $\left|a_{0}\right\rangle, \ldots,\left|a_{n-1}\right\rangle$ that control the rotation gates.

$$
\begin{equation*}
C \Phi A D D_{a}(|c\rangle|\varphi(b)\rangle)=|c\rangle|\varphi(b+c a)\rangle \tag{4.11}
\end{equation*}
$$

The CФADD circuit performs the addition only when the controlling qubit $|c\rangle$ is $|1\rangle$ giving the result $|\varphi(b+a)\rangle$, otherwise the result is the input $|\varphi(b)\rangle$. The CФADD adder uses $n+1$ qubits and its depth is $n$ (excluding the required QFT and inverse QFT) because the controlled rotation gates must operate sequentially as they have a common controlling qubit.
A further extension is shown in Figure 4.8, which is the doubly-controlled DADD circuit (ССФАDD). The circuit is similar to the CФADD, but it uses doubly controlled rotation gates. The two controlling qubits of each rotation gate are $\left|c_{1}\right\rangle$ and $\left|c_{2}\right\rangle$. The CCФADD circuit applies the transform:

$$
\begin{equation*}
С С \Phi A D D_{a}\left(\left|c_{1}\right\rangle\left|c_{2}\right\rangle|\varphi(b)\rangle\right)=\left|c_{1}\right\rangle\left|c_{2}\right\rangle\left|\varphi\left(b+c_{1} c_{2} a\right)\right\rangle \tag{4.12}
\end{equation*}
$$

That is, it computes the addition only when both the controlling qubits $\left|c_{1}\right\rangle$ and $\left|c_{2}\right\rangle$ are $|1\rangle$ and gives $|\varphi(b+a)\rangle$, otherwise the result is the input $|\varphi(b)\rangle$. The CСФADD adder uses $n+2$ qubits and like the CФADD has a depth of $n$ because the doubly-controlled rotation gates must operate sequentially as they have common controlling qubits.

Finally, we give in Figure 4.9 the circuit diagram of the generic QFT adder (ФADD) which adds two quantum integers. The circuit diagram of Figure 4.9 is the parallel version of the adder and it has depth $n$. The operation of the circuit is to add two quantum integers, each one of $n$ qubits, and is described by Eq. (4.13):

$$
\begin{equation*}
\Phi A D D(|a\rangle|\varphi(b)\rangle)=|a\rangle|\varphi(b+a)\rangle \tag{4.13}
\end{equation*}
$$



Figure 4.10: Symbols for the four introduced QFT adders. (i) Adder with constant $a$, (ii) controlled adder with constant $a$, (iii) doubly controlled adder with constant $a$ and (iv) adder of two quantum integers $a$ and $b$.

The top input bus of the circuit consists of the qubits $\left|a_{0}\right\rangle, \ldots,\left|a_{n-1}\right\rangle$ that control the rotation gates $R_{k}$. These qubits remain unaltered by the ФADD unit. As shown in Figure 4.9 and Eq. (4.13) one of the integers must be already transformed in the QFT domain prior the application of the circuit and then inverse QFT transformed to deliver the sum in the computational basis. The depth of the generic adder is also $n$.
Figure 4.10 shows the symbols of the four QFT adders that will be used throughout this Chapter for the construction of more complex arithmetic units. The thick bars on the right of each symbol denote addition. Inverse version of the four adders (that is subtractors) can be built by using opposite sign in the angles of each rotation gates used in each one of the circuits. These inverse blocks will be denoted with a thick bar on the left side of each symbol.

### 4.1.5 Fourier Multiplier/Accumulator - ФМАС

In this section we describe a quantum circuit given in [24], which from this point onwards we name ФМАС; it utilizes the CСФADD adders described in the previous subsection and accumulates the product of a constant $n$-bit integer $a$ with a quantum $n$-qubit integer, $|x\rangle$ to a quantum $2 n$-qubit integer $|b\rangle$, giving the accumulation result $|b+a x\rangle$. Furthermore, the circuit has a controlling qubit $|c\rangle$, that enables (when $|c\rangle=|1\rangle$ ) or disables (when $|c\rangle=|0\rangle$ ) the accumulation operation (in the latter case the result is $|b\rangle$ ). Hence, the circuit uses a total of $3 n+1$ qubits and its operation can be described as:

$$
\begin{equation*}
\Phi M A C_{a}(|c\rangle|x\rangle|b\rangle)=(|c\rangle|x\rangle|b+c a x\rangle) \tag{4.14}
\end{equation*}
$$

Taking into account the binary expansion of integer $x=\left(x_{n-1}, \ldots, x_{1}, x_{0}\right)$, we can write the product $a x$ as:

$$
\begin{equation*}
a x=x_{0} a+x_{1} 2 a+\cdots+x_{n-1} 2^{n-1} a \tag{4.15}
\end{equation*}
$$

Therefore, the accumulation of the product $a x$ with $b$ can be achieved by the successive addition of $n$ constant integers $a, 2 a, \ldots, 2^{n-1} a$, each one being added conditionally on the qubit value $x_{j}, j=0,1, \ldots, n-1$, respectively. Hence, the ФMAC circuit can be built as


Figure 4.11: Block level design of the multiplier/accumulator unit ФMAC and its symbol. The basic blocks depicted here are the ССФADD units of Figure 4.8. A detailed diagram of the above circuit is provided in Figure 4.12.


Figure 4.12: Detailed design of the initial multiplier/accumulator ФМАС unit which has a depth of $2 n^{2}$. The depth improvement of this circuit is described in Section 4.2 and the improved ФМАС is depicted in Figure 4.15.
shown in Figure 4.11, assuming that the lowest $2 n$ qubits (those that participate in the accumulation) are already transformed in the QFT representation by a previous QFT block. Actually, the circuit comprises a series of CСФADD blocks described in the previous subsection, each one adding in succession the integers $a, 2 a, \ldots, 2^{n-1} a$, and controlled by their two controlling qubits. The first controlling qubit $\left|c_{1}\right\rangle$ is common to all the CСФADD blocks and becomes the controlling bit for the ФМАС block. The second controlling qubit $\left|c_{2}\right\rangle$ of the $j^{\text {th }}$ adder CСФADD corresponds to input qubit $\left|x_{j}\right\rangle, j=0, \ldots, n-1$ of the ФMAC.
The detailed design of the ФMAC block that consists of doubly controlled rotation gates, is depicted in Figure 4.12. The $j^{\text {th }}$ CСФADD block adds the constant integer $c^{(j)}=2^{j} a$ to the $2 n$ qubits that hold the accumulation result (in the QFT field). The bits $c_{l}^{j}$ corresponding to the binary expansion of $c^{(j)}=2^{j} a$ are given by:

$$
\begin{equation*}
c_{l}^{(j)}=a_{l-j}, \quad l=0, \ldots, 2 n-1, j=0, \ldots, n-1 \tag{4.16}
\end{equation*}
$$

assuming that $a_{-1}, a_{-2}, \ldots, a_{-n}=0$. Taking into account Eq. (4.10) we can deduce that the doubly controlled rotation gates $A_{l}^{(j)}$ in Figure 4.12 affect the $l^{t h}$ qubit of the accumulation register by using the following rotation matrix (if both the controlling qubits are in state $|1\rangle$.

$$
A_{l}^{(j)}=\prod_{k=1}^{l+1} R_{k}^{c_{l+1-k}^{(j)}}=\prod_{k=1}^{l+1} R_{k}^{a_{l+1-k-j}}=\left[\begin{array}{cc}
1 & 0  \tag{4.17}\\
0 & e^{i 2 \pi \sum_{k=1}^{l+1} \frac{a_{l+1-k-j}}{2^{k}}}
\end{array}\right], l=0, \ldots, 2 n-1, j=0, \ldots, n-1
$$

Thus, constant number a parametrizes each adder of the ФMAC unit through Eq. (4.17), by determining the rotation angle of its doubly controlled rotation gates.

### 4.2 Depth-Optimized Fourier Multiplier/Accumulator - ФMAC

In this Section we improve the ФМАС unit which is one of the basic bulding blocks of the proposed modular exponentiation design. We modify the multiply/accumulate circuit reducing its depth from $O\left(n^{2}\right)$ to $O(n)$.
The circuit of Figure 4.12 is composed of $n$ CСФADD adders, each consisting of $2 n$ doublycontrolled rotation gates with rotation matrix $A_{l}^{(j)}$ as described by Eq. (4.17), requiring a total of $2 n^{2}$ such gates. All these gates have one common control qubit $|c\rangle$, which is the control qubit of the ФMAC unit. Apparently, this fact restricts the execution of all these gates to be sequential and thus leads to a $O\left(n^{2}\right)$ depth. However, if we decompose each doubly controlled rotation gate into a network of single controlled gates [53] as depicted in Figure 4.13, we can re-arrange the rotation gates of the whole circuit so as to have a revised circuit with smaller depth.

Figure 4.14(i) depicts this decomposition applied on the $j$-th CСФADDC adder of the ФМАС unit, while 4.14(ii) depicts the re-arrangement that leads to the smaller depth. Matrices $V_{l}^{(j)}$ and $V_{l}^{(j) \dagger}$ of the controlled rotation gates in Figure 4.14 correspond to the decomposition of matrices $A_{l}^{(j)}$, and they are given by the following equations:

$$
V_{l}^{(j)}=\sqrt{A_{l}^{(j)}}=\left[\begin{array}{cc}
1 & 0  \tag{4.18}\\
0 & e^{i \pi \sum_{k=1}^{l+1} \frac{a_{l+1-k-j}}{2^{k}}}
\end{array}\right], l=0, \ldots, 2 n-1, j=0, \ldots, n-1
$$



Figure 4.13: Doubly controlled three-qubit gate decomposition to a network of two-qubit gates.

$$
V_{l}^{(j) \dagger}={\sqrt{A_{l}^{(j)}}}^{\dagger}=\left[\begin{array}{cc}
1 & 0  \tag{4.19}\\
0 & e^{-i \pi \sum_{k=1}^{l+1} \frac{a_{l+1-k-j}}{2^{k}}}
\end{array}\right], l=0, \ldots, 2 n-1, j=0, \ldots, n-1
$$

A closer look of the subcircuit of Figure 4.14(i) that corresponds to the adder of constant $a 2^{j}$ (the subcircuit corresponding to qubits $|c\rangle,\left|x_{j}\right\rangle,\left|\varphi_{2 n-1}\right\rangle, \ldots,\left|\varphi_{1}\right\rangle,\left|\varphi_{0}\right\rangle$ ) reveals that all the "first" $2 n V_{l}^{(j)}$ gates controlled by qubit $\left|x_{j}\right\rangle$ can be moved to the left of the subcircuit of Figure 4.14 (ii), because they are all controlled by the same qubit $\left|x_{j}\right\rangle$ upon which a CNOT gate controlled by qubit $|c\rangle$ has acted an even number of times. This is equivalent to no CNOT gate acting. Similarly, all the "odd numbered" $2 n$ CNOT gates that correspond to the decomposition of each $A_{l}^{(j)}$ gate can be replaced by exactly one CNOT gate affecting qubit $\left|x_{j}\right\rangle$ and controlled by qubit $|c\rangle$.
Next, all the $V_{l}^{(j) \dagger}$ gates controlled by qubit $\left|x_{j}\right\rangle$ can be moved exactly after the CNOT gate as shown in Figure 4.14(ii), because their control is done by the qubit $\left|x_{j}\right\rangle$, upon which a CNOT gate controlled by qubit $|c\rangle$ has acted an odd number of times. This is equivalent to only one CNOT gate. Also, the "even numbered" group of $2 n$ CNOT gates corresponding to the decomposition of each $A_{l}^{(j)}$ gate are merged to a simple CNOT gate exactly after the grouping of the controlled $V_{l}^{(j) \dagger}$ gates. Finally, using the same arguments as before we can merge the "last" $2 n V_{l}^{(j)}$ gates controlled by qubit $|c\rangle$ at the right of the subcircuit of Figure 4.14(ii).

After these transformations, we can combine the $n$ quantum adders CСФADD in a highly parallel circuit as depicted in Figure 12 for the case $n=3$. Figure 12 refers to the case of multiplying a three bit integer constant $a$ with a three qubits quantum integer $|x\rangle$ and accumulating the resulting product into a six qubits quantum register. This circuit is built by successively connecting $n$ CСФADD blocks and exploiting the fact that all the controllable rotation gates commute. Furthermore, the last $V_{l}^{(j)}$ gates acting upon qubit $\left|\varphi_{l}\right\rangle$ can be merged (as long as they are all controlled by qubit $|c\rangle$ ) to a single controlled gate $W_{l}$, with rotation matrix:

$$
\begin{equation*}
W_{l}=\prod_{j=1}^{n-1} V_{l}^{(j)}, l=0, \ldots, 2 n-1 \tag{4.20}
\end{equation*}
$$



Figure 4.14: (i) The $j^{t h} \bar{\Phi}$ ADD subcircuit of the ФMAC, (ii) the rearrangement of the $j^{t h}$ ФADD subcircuit after exploiting the decomposition of Figure 4.13.


Figure 4.15: Fully decomposed and rearranged ФMAC unit with linear depth of $8 n$ for the case $n=3$. In this case it requires $8 \cdot 3=24$ timesteps as shown in the figure. The rotation gates angles are determined by the constant $a$ (see Eq. (4.18), (4.19) and (4.20)).

A circuit depth analysis for the ФМАС unit of Figure 4.15 shows that if the two-qubit gates acted upon and controlled by different qubits operate in parallel, then for the "first" $V_{l}^{(j)}$ gates a total of $2 n$ computation steps are required, for the "odd group' CNOT gates and the $V_{l}^{(j) \dagger}, 3 n$ more computations steps are required, for the "even group" CNOT gates $n$ more computation steps are required, and for the $W_{l}$ gates, $2 n$ more computation steps are required. Consequently, the total computational steps required for the proposed implementation of the multiplier/accumulator unit is linear in size and has a depth of $8 n$. The total quantum cost is $4 n(n+1)$ gates. The proposed circuit uses exclusively two-qubit rotation gates, instead of three-qubit gates, making it more suitable for physical realizations [52, 134, 135, 136, 137]. Fault tolerance aspects of the circuit depth are not taken into account. This point is separately addressed in Section 4.6 and section 5.1.

A ФMAC unit with no control is easily obtained by discarding the control qubit of Figure 4.12 and using simply controlled rotation gates, instead of two-qubit controlled gates. In this case, the described decomposition is not needed to achieve the depth reduction. A re-ordering of the gates shown in 4.12, so as $n$ gates are applied at each instance, gives a depth of $2 n$. The quantum cost for the uncontrolled ФMAC is $2 n^{2}$ gates.

### 4.3 QFT Divider by constant - GMФDIV

The proposed modular exponentiation design does not use a modular adder to construct the multiplier/accumulator unit but it is rather based on simple adders. For this reason, we are forced to implement the modular operation after the multiplication by incorporating a divider module. Dividers are the most complex elementary arithmetic operation circuits in terms of computation time, but for our Shor's algorithm circuit design we can again take advantage of the fact that only divisions by the integer to be factored, $N$, are required. Integer $N$ is constant throughout each quantum iteration of Shor's algorithm and thus a simpler division module suffices.

There are a few quantum dividers known, among them there are some [138, 139] which are suitable for multiplicative inversion in the Galois field GF $\left(2^{m}\right)$ with depth of $O\left(n^{3}\right)$ and $O\left(n \log _{2} n\right)$, respectively. Another divider suitable for integer division appears in [25], it is based in QFT and offers depth of $O\left(n^{3}\right)$. This divider receives two quantum integers and gives the quotient and the remainder. If one tries to convert it to a divider by constant then its depth can be reduced to $O\left(n^{2}\right)$.

We searched the literature for constant division classical algorithms that could offer improved time complexity over the general division algorithms. Various algorithms for classical division of an integer by constant have been appeared in the literature, such as those in [122] and [140]. In this section we describe a quantum version of an algorithm proposed by Granlund and Montgomery in [122]. This algorithm divides a $2 n$ bits integer by an $n$ bits constant integer and generates an $n$ bits quotient and an $n$ bits remainder, subject to the constraint that the quotient is less than $2^{n}$. The algorithm can be easily modified to an unconstrained algorithm that divides an $n$ bits integer by an $n$ bits constant integer by simply resetting the upper $n$ bits of the dividend. The algorithm in [122] utilizes multiplications, additions, logical operations such as shifting and bit selections. It has a constant time complexity. Table 4.1 shows the algorithm in pseudocode format as presented in [122].

This division algorithm takes as input the unsigned integer $z$ (dividend) and divides it by the constant unsigned integer $d$ (divisor) giving as results the quotient $q$ and the remainder $r$. The three computation steps of the initialization (lines 1-3 of Table 4.1) are to be done once, as they depend only on the constant divisor $d$. These initialization steps are "hardwired" in the quantum version of the algorithm and reflect a particular divisor which is the

Table 4.1: Granlund-Montgomery division-by-constant algorithm [122]. Comments, after //, in some of the lines show equivalent arithmetic operations.

```
/* Declaration of input and output variables */
udword z; // Dividend (input)
uword q; // Quotient (output)
udword r; // Remainder (output)
const uword d; // Divisor (constant)
/* Initialization (given uword d, where 0<d<2n})*
uword }l=1+\lfloor(\mp@subsup{\operatorname{log}}{2}{}d\rfloor; // 2 2-1 \leqd<2
uword m}=\(\mp@subsup{2}{}{n}(\mp@subsup{2}{}{l}-d)-1)/d\rfloor; // m'=\(\mp@subsup{2}{}{n+1}-1)/d\rfloor-\mp@subsup{2}{}{n
uword dnorm}=\operatorname{SLL}(d,n-l); // Normalized divisor d\cdot2n-
/* Start of main procedure */
uword n}\mp@subsup{n}{2}{}=\operatorname{SLL}(HIGH(z),n-l)+\operatorname{SRL}(\operatorname{LOW}(z),l)
uword n}\mp@subsup{n}{10}{}=\operatorname{SLL}(\operatorname{LOW}(z),n-l)
sword n}\mp@subsup{n}{1}{}=-\operatorname{XSIGN}(\mp@subsup{n}{10}{})\mathrm{ ;
```



```
uword q}\mp@subsup{q}{1}{}=\mp@subsup{n}{2}{}+\operatorname{HIGH}(\mp@subsup{m}{}{\prime}\cdot(\mp@subsup{n}{2}{}+\mp@subsup{n}{1}{})+\mp@subsup{n}{\mathrm{ adj }}{})\mathrm{ ;
sdword dr =z-\mp@subsup{2}{}{n}\cdotd+(\mp@subsup{2}{}{n}-1-\mp@subsup{q}{1}{})\cdotd; // dr=z-q
q=HIGH}(dr)-(\mp@subsup{2}{}{n}-1-\mp@subsup{q}{1}{})+\mp@subsup{2}{}{n};\quad// Add 1 to quotient if dr\geq
r=LOW (dr)+\operatorname{AND (d - 2},\mp@code{HIGH (dr)); // Add d to remainder if dr<0}0
```

number to be factored. The computation steps of the main division procedure (lines 4-11) are executed whenever a new dividend must be divided by the constant divisor, that is at each iteration of the quantum part of Shor's algorithm for each new random number $a$. An explanation of the meaning of the variables and data types of the algorithm along with the various logical operations follows in Table 4.2. Also, the required number of ancillae is shown for each operation, so that it can be done reversibly.
The three shift operations (SLL, SRA, SRA) can be easily implemented reversibly (without discarding any bit) with the help of an ancilla register initialized with value 0 . As shown in lines 4 and 5 of the algorithm, the result of the shifting must be added to a value 0 or added

Table 4.2: Explanation of the various logical operations and data types used in the classical version of the division by constant algorithm.

| Operation <br> Data Type | Meaning | Input <br> \# of bits) | Output <br> (\# of bits) | Ancilla <br> (\# of bits) |
| :--- | :--- | :---: | :---: | :---: |
| SLL $(x, i)$ | Logical left shift of $x$ by $i$ bits | $n$ | $n$ | $n$ |
| SRA $(x, i)$ | Arithmetic right shift of $x$ by $i$ bits | $n$ | $n$ | $n$ |
| SRL $(x, i)$ | Logical right shift of $x$ by $i$ bits | $n$ | $n$ | $n$ |
| XSIGN $(x)$ | -1 if $x<0,0$ if $x \geq 0$ | $n$ | 1 | 1 |
| AND $(x, y)$ | Bitwise logical AND of $x$ and $y$ | $n$ | $n$ | 0 |
| HIGH $(x)$ | Upper half of integer $x$ | $2 n$ | $n$ | 0 or $n$ |
| LOW $(x)$ | Lower half of integer $x$ | $2 n$ | $n$ | 0 |
| uword | $n$ bits unsigned integer |  |  |  |
| sword | $n$ bits signed integer |  |  |  |
| udword | $2 n$ bits unsigned integer |  |  |  |
| sdword | $2 n$ bits signed integer |  |  |  |

one after the other to a value 0 , thus we can just select the desired bits to drive the control input of the generic ФADD unit of Figure 4.9, while the QFT transformed input of the same ФADD unit is the ancilla register. The original input to be shifted will remain intact in the initial register. Of course the ancilla register has to be set back to the zero value somehow at a later time when the shifted value has been used at a following computation step.

The XSIGN operation is simply a copying of the most significant bit (the sign bit) of a register holding a signed integer, to an ancilla qubit. Similarly, this ancilla has to be reset later.

The AND operations are implemented as the arithmetic operations shown in the comments of lines 7 and 11 of the algorithm of Table 4.1, that is additions on condition of the value of $n_{1}$ and $d r$, respectively.
The LOW operations at lines 4 and 5 of the algorithm are just the selection of the relevant bits to be "shifted" and then added by the QFT adders as described above. The third LOW in line 11 of algorithm is done implicitly as an addition shown in the comment of line 11.

The HIGH operation at line 4 is implemented with the help of an ancilla register, initially in value 0 . The upper half bits are copied via CNOT gates to the ancilla register and later this ancilla must be reset to the zero value. The HIGH operation at line 11 is accomplished similarly to the LOW as the addition shown in the comment.
A quantum division by constant circuit implementing the algorithm of [122] is depicted in the two diagrams of Figures 4.16 and 4.17 (subsequently referred as Figures 4.16-4.17). A quantum circuit for this algorithm needs a few ancilla qubits because of the intermediate variables used in its classical counterpart, like $m^{\prime}, d_{\text {norm }}, n_{2}, n_{10}, n_{1}, n_{\text {adj }}, q_{1}, d r$ and these ancilla qubits must be reset again (assuming initial zero state) at the end of the computation, since we want to reuse them for subsequent computations. Figures 4.16-4.17 show a quantum circuit that implements the algorithm of Table 4.1 for the case $n=4$ and for a constant divisor $d=5$. The extension for other sizes of $n$ and different constant divisors $d$ is straightforward; we refer to such division circuits as GMФDIV.

### 4.3.1 Building blocks and registers of the quantum divider.

A generic GMФDIV circuit will have a total of $7 n+1$ qubits, $5 n+1$ of which are the ancilla qubits. The GMФDIV unit uses the following blocks and their inverses (inverses are noted with the same symbol with the thick bar on its left side instead of its right side):

- QFT for computing the quantum Fourier transform.
- Three types of adders ФADD, that is adder with quantum integer, adder with constant and controlled adder with constant. Their inverses are simply the reverse circuit (signal flow from output to input) with the angles of rotation gates having the opposite sign.
- Multiplier/accumulator ФМАС with no control and its inverse which is simply the reverse circuit with opposite sign angles in its rotation gates.
- CNOT, $X$ (NOT) gates and SWAP gates (implied by the rerouting of the registers around the third ФMAC unit).

The input qubits of the GMФDIV circuit are grouped in a $2 n$ qubits register (Reg0:Reg1), five $n$ qubits registers (Reg2,...,Reg6), most of which are ancillae, and a single ancilla qubit (Aqbit) as shown in Figures 4.16-4.17. We give below a description of the purpose of each register:

- Reg0:Reg1: We distinguish two cases:

1. In the generic divider case, where we divide an $n$ qubits integer by an $n$ bits constant, this register initially contains the dividend $z$ in the qubits of its lower half, while the upper half is initially set to zero. This way we conform to the constraint that the quotient must be less than $2^{n}$. At the end of the computation, this register will contain the remainder $r$ in its lower half and zero in its upper half. The upper half acts essentially as an ancilla register.
2. In the special case where we divide a $2^{n}$ qubits integer by an $n$ bits constant, under the restriction that the quotient is known to be less than $2 n$, both Reg0 and Reg1 will contain the upper and lower part of dividend, respectively. Since both cases of division differ only in the permitted type of initialization in registers Reg0 and Reg1, otherwise they have the same circuit network, we distinguish these cases by different symbols as shown later.

- Reg2: This register contains the quotient $q$ at the end of the computation. It is initialized in the zero state.
- Reg3: Ancilla register holding the intermediate variable $q_{1}$. Initialized and end up in zero state.
- Reg4: Ancilla register used to successively hold the values $n_{2}, n_{2}+n_{1}, n_{2}, 0, n_{1}, 0$. Initialized and end up in zero state.
- Reg5: Ancilla register used to hold the value $\operatorname{HIGH}\left(m^{\prime}\left(n_{2}+n_{1}\right)+n_{\text {adj }}\right)$. Initialized and end up in zero state.
- Reg6: Ancilla register used to successively hold the values $n_{10}, n_{\text {adj }}, \operatorname{LOW}\left(m^{\prime}\left(n_{2}+n_{1}\right)+\right.$ $n_{a d j}$ ).
- Aqbit: Ancilla qubit used to hold the sign $n_{1}$. Initialized and end up in zero state.

Next a brief description of the whole circuit is given. Part of the circuit is dedicated to forward computations, while another part is dedicated to "restoring" the ancilla qubits back to the zero state, so as the whole circuit is reversible without generating any garbage. The latter part stands out as the gray shaded area. We begin describing the forward computations. For simplicity we refer to the values of the registers as integers regardless of being integers in the computational basis or being their respective values in the quantum Fourier transform domain, in other words we ignore in the description the various QFT blocks present in the register buses. In essence QFT and inverse QFT blocks are needed at the buses before and after, respectively, each arithmetic block that process integers in the Fourier domain. These are: one of the bus of each adder (ФADD, CФADDC) and the accumulator bus of each $Ф$ MAC block. Whenever two adders are connected one after the other in order to successively add different values to a quantum integer, there is no need to transform from the QFT domain back to the computational basis and then again perform the forward transform. The schematic diagram is adequate to distinguish when a bus has an integer in the computational basis or in the Fourier domain.

### 4.3.2 Forward computations of the quantum divider.

Initialization steps (Lines 1, 2, 3, of the Algorithm)
As noted before, the circuit of Figures 4.16-4.17 refers to the case of $d=5$. The initialization steps in lines 1, 2 and 3 of the algorithm of Table 4.1 result in the following values of
$l=3, d_{\text {norm }}=10$ (and $\left.d_{\text {norm }}-2^{n}=-6\right)$ and $m^{\prime}=9$. The initialization is computed "offline" and these values are "hardwired" in the circuit, i.e. $m^{\prime}=9$ is hardwired as the constant parameter of the first ФMAC unit, $d_{c}=d_{n o r m}-2^{n}=-6$ is hardwired as the constant parameter in some of the CФADD units and $l=3$ is hardwired in the logical shift section. The logical shift sections are indicated by dashed arrows pointing from the logical operation to the adders performing the shift.

Computation of $n_{2}, n_{10}, n_{1}$. (Lines 4, 5, 6 of Algorithm)
The first operation in the diagram is to compute the value of $\operatorname{SLL}(\operatorname{HIGH}(z), n-l)=\left(z_{6} z_{5} z_{4} 0\right)_{2}$ and then added to Reg4. Indeed, we select these three qubits of from Reg0 along with a zero qubit from ancilla Reg5 and add them to Reg4 through the use of a ФADD unit. (This operation is to be done only in the special case -2- of the divider mentioned above where both halves of the dividend may contain non-zero values. In the general case -1- where the upper half contains zero values this operation becomes gratuitous). The next adder affecting Reg4 is the one that selects three zero qubits from Reg5 as most significant qubits and the qubit $z_{3}$ from Reg4 to add them, that is to add $\operatorname{SRL}(\operatorname{LOW}(z), \mathrm{I})=$ $\operatorname{SRL}(\operatorname{LOW}(z), 3)=\left(000 z_{3}\right)$. This way we have computed in Reg4 the quantity $n_{2}$. In the same manner we compute in Reg6 the value of $n_{10}$. Having computed $n_{10}$, it is straightforward to compute the sign $n_{1}$ in the Aqbit by using a CNOT gate controlled by the most significant qubit of Reg6 and targeting the Aqbit.
Computation of ${ }_{\text {nadj }}, q_{1}$ (Lines 7,8 of Algorithm)
Now, we add the constant $d_{c}$ (that is $d_{\text {norm }}-2^{n}$ ) to Reg6 (which already has the value $n_{10}$ ) conditioned on the value of $n_{1}$, thus forming the quantity $n_{\text {adj }}$. Also, we add $n_{1}$ to Reg4, forming the value $n_{2}+n_{1}$. Now the first $Ф \mathrm{MAC}\left(m^{\prime}\right)$ unit has at its accumulator input (high qubits at Reg5, low qubits at Reg6) the value $n_{a d j}$ and has at its multiplicand input (Reg4) the value $n_{2}+n_{1}$. Thus, the ФMAC outputs have Reg4= $n_{2}+n_{1}$ and (Reg5:Reg6)= $m^{\prime}\left(n_{2}+\right.$ $\left.n_{1}\right)+n_{\text {adj }}$. By copying with CNOT gates the content of Reg5 to Reg2 we have at Reg2 the value $\operatorname{HIGH}\left(m^{\prime}\left(n_{2}+n_{1}\right)+n_{\text {adj }}\right)$. Then we can add to Reg2 the value of Reg4, which is still $n_{2}+n_{1}$ and then we subtract $n_{1}$ leaving as end result the desired $q_{1}=n_{2}+\operatorname{HIGH}\left(m^{\prime}\left(n_{2}+\right.\right.$ $\left.n_{1}\right)+n_{\text {adj }}$ ).
Computation of $d_{r}$ (Line 9 of Algorithm)
The second ФМАС( $-d$ ) unit has at the accumulator input (Reg0:Reg1) the dividend $z$ and at the multiplicand input (Reg2) the value $q_{1}$, forcing the output (Reg0:Reg1) to be $z-d \cdot q_{1}$ and after subtracting the constant $d$ becomes $d_{r}=z-d \cdot q_{1}-d$.

Computation of the quotient $q$ (Line 10 of Algorithm)
Now that we have computed the $d_{r}$ value we are ready to proceed to the last steps of the algorithm of Table 4.1 doing a sign check to the quantity $d r$ as these steps suggest and this is equivalent to checking the most significant qubit of Reg0:Reg1. For this reason we add the integer 1 to the Reg2 conditionally on the inverted most significant qubit of Reg0:Reg1. This way we have formed at the $\operatorname{Reg} 2$ the quotient $q$, because if $d_{r} \geq 0$ then its inverted most significant qubit will be 1 thus adding the value 1 to $q_{1}$, otherwise it adds nothing.

Computation of the remainder $r$ (Line 11 of Algorithm)
Meanwhile $q_{1}$ has been copied to Reg3 by CNOT gates and becomes the multiplicand input of the third $\Phi \mathrm{MAC}(d)$ unit. Its accumulator register Reg0:Reg1 has become again $z-d \cdot q_{1}$ after the addition of $d$, and the end result for the accumulator register after the third $\Phi \mathrm{MAC}(d)$ is to restore its initial value of the dividend $z$. The last $Ф \mathrm{MAC}(-d)$ unit
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Figure 4.16: The GМФФDIV circuit (first part) for 8 or 4 qubits dividend and constant divisor $d=5$. Intermediate variables are shown at places where they have been computed (in computational basis or QFT transformed).
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Figure 4.17: The GMФDIV circuit (second part) for 8 or 4 qubits dividend and constant divisor $d=5$. Shaded areas indicate computations for resetting the ancilla qubits.
acts on this register again, subtracting the product $q \cdot d$, giving thus the remainder $r$ at its lower half (Reg1) while its upper half (Reg0) becomes zero, thus completing the forward computations. Note that in both the generic case (dividend of $n$ qubits) and in the special case (dividend of $2 n$ qubits subject to the constraint that the quotient is known to be less than $2^{n}$ ) the upper half (Reg0) becomes zero.

### 4.3.3 Ancilla Resetting.

It remains to show the computations that reset the ancilla qubits. The ancilla qubits to be reset are those in registers Reg3, Reg4, Reg5, Reg6 and the single qubit Aqbit.

- Reg3: The first reset occurs at Reg3 which contains $q_{1}$. This is accomplished if we subtract from it the quantity $n_{2}+n_{1}$ (stored in Reg4) and adding $n_{1}$ (stored in Aqbit) leaving a value of $\operatorname{HIGH}\left(m^{\prime}\left(n_{2}+n_{1}\right)+n_{\text {adj }}\right)$. But this value is already stored in Reg5, consequently a "qubitwise" CNOT operation controlled by Reg5 and targeted to Reg3 effectively resets Reg3.
- Reg5: Then we reset Reg5 through the usage of an $\Phi \mathrm{MAC}\left(-m^{\prime}\right)$, that is we add to the accumulator registers (Reg5:Reg6) containing $m^{\prime}\left(n_{2}+n_{1}\right)+n_{\text {adj }}$ the quantity $-m^{\prime}\left(n_{2}+n_{1}\right)$ leaving the result $n_{\text {adj }}$. But $n_{\text {adj }}$ is an uword and consequently the upper register (Reg5) becomes zero. The lower accumulator register (Reg6) contains $n_{\text {adj }}$.
- Reg4: Next we reset Reg4 by subtracting from it the quantities $n_{2}$ and $n_{1}$. Quantity $n_{10}$ is formed again easily from Reg0:Reg1 which now contains again the dividend $z$, by using the same method of shifting and additions we used in the forward computations. The value of $n_{10}$ is needed to reset the Aqbit as described below. Then by substracting $n_{10}$ we end up in the zero value in Reg4.
- Reg6: This register, which contains $n_{a d j}$, is reset by subtracting the constant $d_{c}$ conditioned on $n_{1}$ and subtracting $n_{10}$.
- Aqbit: To reset qubit Aqbit we use the value $n_{10}$ formed in Reg4 at the step just before we reset it for the second time and use its most significant qubit as the control of the CNOT gate targeting the Aqbit.

Note that the proposed QFT divider does not include any controlling qubit, but this is not required for the construction of the modular multiplier as it will be shown. A symbol for the GМФDIV for the generic case, that is dividend and divisor of $n$ bits wide, is shown in Figure 4.18 with the name GМФDIV1. This symbol shows only the qubits used for input (dividend with the upper qubits having initial value of zero) and outputs (quotient and remainder),


Figure 4.18: The symbol of the GMФDIV1. It receives an $n$ qubits dividend to divide it by the constant divisor $d$ of $n$ bits. The underlying circuit uses $7 n+1$ qubits, including $5 n+1$ ancilla qubits which are not shown.
leaving hidden the other ancilla qubits. In section 4.7 a modification of the circuit is given that converts it to a controlled divider.

Regarding the GMФDIV circuit, a thorough depth analysis leads to a depth of $74 n-6$ (the initial depth of $244 n-8$ reported in [141] was an overestimation mainly due to miscalculations in QFT depths and ignoring the fact that uncontrolled ФMAC are used). In this study we have take in account the following facts. Each QFT unit has a depth of $2 n-1$ (through parallelization of its rotation gates), the constant adder ФADD has a depth of 1 , the controlled CФADD and the adder ФADD have a depth of $n$ and the uncontrolled ФMAC as analyzed in the previous section has a depth of $2 n$. In this depth analysis we have also taken into account that many of the blocks can be executed in parallel. Total number of gates used in the GMФDIV is $44 n^{2}+76$. Fault tolerance and implementation aspects are discussed in a separate paragraph in section 4.6 and in section 5.1.

### 4.4 Generic Modular Multipler/Accumulator and Modular Multiplier

In this Section we employ the blocks described in the previous subsections to build two quantum circuits; the generic QFT based controlled modular multipler/accumulator and then we proceed to a generic quantum controlled modular multipler which can be used as the basic building block for the modular exponentiation circuit as shown in Figure 4.5.

### 4.4.1 Generic QFT Modular Multiplier/Accumulator - ФMAC_MOD1

Controlled modular multipliers/accumulators can be built using the ФMAC and GMФDIV1 units as their basic blocks. Such blocks can realize Eq. (4.21), and then can be used as described in subsection 4.4 .2 to realize a controlled modular multiplier as that of Eq. (3.26). When the multiplicand input of the ФМАС unit is $n$ qubits wide its accumulator is $2 n$ qubits wide. These $2 n$ qubits must be fed as input to the dividend input of the GMФDIV1 to compute the modulo $N$ result. Therefore, the size of the GMФDIV1 unit must such that it can receive a dividend of $2 n$ qubits, which means that the dividend input must be $4 n$ qubits wide and its upper half $2 n$ qubits should be zero. Therefore the required ancillae number for the GMФDIV1 grows from $5 n+1$ to $10 n+1$. Note that a simple interconnection of the two units, ФМАС and GMFDIV1, in succession is not adequate to give a result that follows Eq. (4.21) because the GMФDIV1 unit gives at its outputs both the remainder which is the useful part of the computation and the quotient which contains garbage qubits that must be coherently reset to keep the garbage-less reversibility of the circuit and then reused at a later time.

$$
\begin{equation*}
\Phi M A C \_M O D 1_{a, N}(|c\rangle|y\rangle|0\rangle)=|c\rangle|y\rangle|c a y \bmod N\rangle \tag{4.21}
\end{equation*}
$$

The proposed architecture of the generic controlled modular multiplier/accumulator by constant, named ФМАС_MOD1, is shown in Figure 4.19. This circuit diagram shows $6 n+1$ qubits, but there are $10 n+1$ more "hidden" qubits in the GMФDIV1 symbol (the ancillae of the first divider can be reused in the second one, as the second one cannot be operated in parallel to the first) which we don't show for the clarity of Figure 4.19. The input lines with a slash symbol in the figure correspond to "buses" of $n$ qubits. It is straightforward for the reader to understand the equivalence between the symbols with individual qubits presented in previous sections with the ones in Figure 4.19 having buses as inputs and outputs. Apart from the two basic blocks and the QFT units there is a group of CNOT gates in this diagram. These units operate on a "qubitwise" basis, i.e. the first qubit of the controlling bus controls the CNOT of the first qubit of the target bus, etc. An analysis of this circuit follows for the two cases of the controlling qubit $|c\rangle=|1\rangle$ and $|c\rangle=|0\rangle$. As in the previous section, we will not care of the various QFT blocks present in the register buses


Figure 4.19: (i) The full diagram of the generic controlled modular multiplier/accumulator ФМАС_MOD1 and (ii) its symbol. A total of $6 n+1$ qubits are shown, but there are $10 n+1$ more ancilla qubits not shown in the GMФDIV1 symbol.
and we give the integers values as if they were not QFT transformed.
For the case of $|c\rangle=|1\rangle$ both ФMAC units are enabled. Initially all the $n$ ancilla qubit buses are in state $|0\rangle$ while the value $y$, the number to be multiplied by the constant $a$, is fed to the multiplicand input of the first $\operatorname{\Phi MAC}(a)$ unit. After the operation of this $\Phi \mathrm{MAC}(a)$ unit the multiplicand qubits are still $|y\rangle$ while the $2 n$ qubits of its accumulator go to state $|0+a y\rangle=|(a y)\rangle_{U}|(a y)\rangle_{L}$, where subscripts $U$ and $L$ denote upper and lower register qubits, respectively. These $2 n$ qubits feed the dividend input of the GMФDIV1 $(N)$ giving as outputs the remainder $|(a y \bmod N)\rangle_{U}|(a y \bmod N)\rangle_{L}=|0\rangle|(a y \bmod N)\rangle_{L}$ and the quotient $|q\rangle_{U}|q\rangle_{L}$, where $N$ is again the number to be factored. It is assured that the upper $2 n-n=n$ qubits of the remainder are zero because $N$ is $n$ bits wide. The remainder is copied with the aid of the CNOT gates group to the bottom $n$ qubits bus and then becomes the output of the ФМАС_MOD1 block. The original remainder bus is fed to an inverse GMФDIV1( $N$ ) unit whose other input is the quotient $|\lfloor(a y) / N\rfloor\rangle$ computed by the first GMФDIV1 $(N)$ unit. Such an inverse divider can be easily designed by reversing the signal flow of the normal divider and setting the angle of every rotation gate of the inverted GMФDIV1 to the opposite of the original angle. By feeding the quotient and the remainder in an inverse GMФDIV1 we have available at its output the input that would give this remainder and quotient, that is $|a y\rangle$ at the top $2 n$ qubits and $|0\rangle$ at the bottom $2 n$ qubits (an inverse divider effectively becomes a multiplier). The second $\Phi \mathrm{MAC}(-a)$ unit, which is the inverted $\Phi \mathrm{MAC}(a)$, takes as multiplicand input the state $|y\rangle$ and as accumulator input the output of the previous inverted GМФDIV1( $N$ ), |ay $\rangle$. Similarly, the outputs of this inverted ФМАС( $a$ ) are the inputs that would lead a normal ФМАС unit to give as outputs the inputs being fed to the inverted, that is $|y\rangle$ at the top $n$ qubits and $|0\rangle$ at the lower $2 n$ qubits. This way we achieved to clear the useless, in our application, quotient. At the same time, we have the desired remainder $|(a y \bmod N)\rangle$ available along with the initial input $|y\rangle$.
The case of setting the control qubit $|c\rangle=|0\rangle$ is simpler than the previous one. Both the ФMAC units are disabled and they simply pass their inputs unmodified to their outputs. Also, the dividend input of the first divisor is zero. Therefore, input $|y\rangle$ traverses the circuit through the ФMAC units while the ancilla buses remain in the zero state.

### 4.4.2 Generic QFT Modular Multiplier - ©MUL_MOD1

The last step in the construction of the modular multiplier required by Shor's algorithm is to reset the state $|y\rangle$ at the output of the modular multiplier/accumulator so that we can successively connect several modular multiplier units as shown in Figure 4.5. Figure 4.20


Figure 4.20: Generic modular multiplier $\Phi$ MUL_MOD1. The circuit requires $16 n+1$ qubits, where $14 n$ of them are ancillae hidden in the blocks of the lower levels of hierarchy.
shows a method for clearing the undesired $|y\rangle[24,62,61]$. Two ФMAC_MOD1 units are used in this diagram, with a block of controlled SWAP gates (Fredkin gates). The second ФMAC_MOD1 unit is a reverse unit with multiplication parameter $a^{-1}$, where the inverse $a^{-1}$ is defined with respect to the operation of multiplication modulo $N$, that is it must hold $a \cdot a^{-1}(\bmod N)=1$. Such an inverse always exists, because the randomly picked number $a$ is selected based on the restriction that it must be co-prime with $N$.
The analysis of this circuit for the case of $|c\rangle=|0\rangle$ is very simple as both the ФMAC_MOD1 units and the CSWAP gates are disabled. Thus, input state $|y\rangle$ remains unmodified and passes to the output, while all the ancilla qubits remain in the zero state. In the case of $|c\rangle=$ $|1\rangle$, the first ФMAC_MOD1 $(a, N)$ unit gives as result the input $|y\rangle$ and the remainder $|r\rangle=$ $|a y \bmod N\rangle$. This remainder is then fed, through the CSWAP gates, to the multiplicand input of the second ФMAC_MOD1 $\left(a^{-1}, N\right)$ unit, while the accumulator input of this second unit is $|y\rangle$. This way the multiplicand output of ФMAC_MOD1 $\left(a^{-1}, N\right)$ becomes the remainder $|r\rangle$ while the accumulator becomes $\left|y-a^{-1}(a y \bmod N) \bmod N\right\rangle=|y-y\rangle=|0\rangle$.

Combining the two case of $|c\rangle=|0\rangle$ and $|c\rangle=|1\rangle$ we have the transformation:

$$
\begin{equation*}
\Phi M U L \_M O D 1_{a, N}(|c\rangle|y\rangle|0\rangle)=|c\rangle\left|a^{c} y(\bmod N)\right\rangle|0\rangle \tag{4.22}
\end{equation*}
$$

which has exactly the same form as Eq. 3.26, if the ancilla qubits are not taken into account. The final result is that we can combine many ФMUL_MOD1 units of Figure 4.20 as shown in Figure 4.5 to build a quantum modular exponentiation circuit.

### 4.5 Optimized Modular Multipler/Accumulator and Modular Multiplier

Exploitation of the specific application where the modular multiplier is to be used can be advantageous in terms of both depth and space requirements. The following paragraphs present optimized versions of the modular multiplier/accumulator and modular multiplier.

The second version of the modular multiplier / accumulator, which we denote as ФМАС_MOD2, applies to Shor's factorization algorithm. As shown in Figure 4.5, each modulo $N$ multiplier unit takes as input the output of its previous unit which is again a modulo $N$ multiplier block (or the integer 1 for the first unit) and thus this input is always less than $N$. This input is to be multiplied by an integer which is again always less than $N$. Therefore, the product of these two integers, being less than $N^{2}$, has to be divided by $N$ to calculate the remainder. The quotient of this division is of course again less than $N$. Taking as $n=\left\lceil\log _{2} N\right\rceil$ the number of qubits for the division circuit we can see that for this specific case the quotient is less than $2^{n}$. In other words, the restriction imposed for the operation of the Granlund-Montgomery division algorithm holds. For this reason we can use the


Figure 4.21: Symbol of GMФDIV2 that receives a dividend of $2 n$ qubits, subject to the constraint that the quotient is less than $2^{n}$. The underlying circuit uses $7 n+1$ qubits.
division circuit of Figures 4.16-4.17 with a size of only $n$ bits, that is a dividend of $2 n$ qubits (the upper half is not necessary to be zero) and quotient and remainder sizes of $n$ qubits, instead of using the double sized generic divider of the previous section.
We introduce a new symbol for the same divider in Figure 4.21, merely reflecting the fact that all of the $2 n$ qubits are reserved for the dividend, in contrast to the symbol of Figure 4.18 where half of them where set to zero in order to comply with the restriction of the quotient being less than $2^{n}$. All the other internal aspects of the GМФDIV2 are the same as of GMФDIV1. This second version of the divider is to be used exclusively in a Shor's quantum algorithm architecture where the quotient is expected to be always less than $2^{n}$, while the first version of the divider can be used whenever a general quantum divider by constant is needed.

The proposed architecture of the second version of controlled modular multiplier / accumulator by constant, named ФMAC_MOD2, is shown in Figure 4.22. The circuit diagram shows a total of $4 n+1$ qubits but there are $5 n+1$ more "hidden" qubits in the GMФDIV2 symbols which are not shown for the shake of clarity of Figure 4.22. Again, the input lines with a slash symbol in the figure correspond to buses, each bus consisting of $n$ qubits. Using similar arguments as in the previous section we give a brief analysis of this circuit.

For the case of $|c\rangle=|1\rangle$ both ФМАС units are enabled. The accumulator register output of the first $Ф \mathrm{MAC}(a)$ unit is in state $|a y\rangle_{U}|a y\rangle_{L}$, while its multiplicand register still holds the multiplicand $|y\rangle$. The product $|a y\rangle_{U}|a y\rangle_{L}$ is then fed to the first GMФDIV2( $N$ ) to produce the remainder (upper bus of GMФDIV2( $N$ )) and the quotient (lower bus of GMФDIV2( $N$ )). The remainder is copied to the bottom bus which is the output ФМАС_MOD2 circuit. The quotient and the original remainder buses are fed to an inverted GМФDIV2( $N$ ) unit, giving again $|a y\rangle_{U}|a y\rangle_{L}$ at its output. The second (inverted) $\Phi \mathrm{MAC}(a)$ unit has then at its multiplicand input the $|y\rangle$ and at its accumulator input $|a y\rangle_{U}|a y\rangle_{L}$, setting its accumulator out-


Figure 4.22: The optimized controlled modular multiplier/accumulator ФMAC_MOD2 and its symbol. A total of $4 n+1$ qubits are shown in this figure, but there are $5 n+1$ more ancilla qubits not shown in the GMФDIV1 symbol.


Figure 4.23: Optimized modular multiplier ©MUL_MOD2. The circuit requires the $4 n+1$ qubits shown in the diagram, plus $5 n+1$ ancilla qubits hidden in the divider units.
put to state $|0\rangle$. Now, as in the case of $\Phi$ MAC_MOD1, we have the desired remainder $|(a y \bmod N)\rangle$ available along with the initial input $|y\rangle$. Similarly, the case of $|c\rangle=|0\rangle$ leads the top qubits bus to have the initial input $|y\rangle$, while all the other buses are set to the zero state.

A design of a modular multiplier based on the optimized multiplier/accumulator ФМАС_MOD2 is shown in Figure 4.23. This design is very similar to the generic case of subsection 4.4.2 using the generic ФМАС_MOD1 unit and for this reason we don't analyze the circuit.

### 4.6 Complexity Analysis

In this section we analyze the depth (speed), width or space (the required number of qubits) and the quantum cost (total number of single or two-qubit gates) of a quantum modular exponentiation circuit, when implemented using either the ©MUL_MOD1 unit, or the optimized $\Phi$ MUL_MOD2 unit. We also compare the two proposed designs with other designs proposed in the literature, in terms of depth and width. The derived complexities are with respect to $n=\left\lceil\log _{2} N\right\rceil$, the bits size of the factorizable integer $N$.

We begin the depth analysis for the case of the ФMUL_MOD1 controlled modular multiplier as top level unit for the modular exponentiator. The ФMUL_MOD1 block consists of the two ФMAC_MOD1 units and controlled SWAP gates (Fredkin), while each ФMAC_MOD1 unit consists of the units QFT, ФМАС, GМФDIV1, whose depths are already analyzed, and CNOT gates. Figure 4.19 indicates that none of these units can operate in parallel, because each one gets its inputs from the previous one, so the depth of this modular multiplier/accumulator is merely the sum of each unit's depth. We note here that the depth of the CNOT unit used in ФMAC_MOD1 is 1 since the gates of this unit can operate in parallel and the depth of the CSWAP unit used in ФMUL_MOD1 is about $5 n$ (a CSWAP gate consists of two CNOT gates and a Toffoli gate). The size of the four QFT units used is $2 n$ qubits and the size of the two GMФDIV1 units is for $2 n$ bits dividend even if the divisor $N$ is $n$ bits wide, therefore the depths of the QFT and GMФDIV1 units used in the ФMUL_MOD1 unit are $2 \cdot 2 n-1=4 n-1$ and $74 \cdot 2 n-6=148 n-6$, respectively.
In Table 4.3 we summarize the depth of each unit used in the modular multiplier unit (we have take into account that each modular multiplier unit uses two multiplier/accumulator units), the number of units of each type that are used, the depth contribution of each type of unit and finally we calculate the total depth for the controlled modular multiplier ФMUL_MOD1 which is $661 n-30$. Since the complete modular exponentiator circuit consists of $2 n$ ФMUL_MOD1 blocks successively connected in series, its depth is about $2 n \cdot 661 n \approx 1300 n^{2}$. Discrepancies between Table 4.3 and the respective Table of [141] are due to miscalculations in the GMФDIV unit (both in depth and cost) and miscalculation of

Table 4.3: Units used in the ФMUL_MOD1 design, depth of each unit, number of gates in each unit, number of units used for each type, gates contribution and depth contribution of each unit type to the total quantum cost and depth of the modular multiplier.

| Unit | Depth/unit | Cost/unit | \# of units | Cost | Depth |
| :--- | :---: | :---: | :---: | :---: | :---: |
| QFT(2n) | $4 n-1$ | $2 n^{2}+3 n$ | 8 | $16 n^{2}+24 n$ | $32 n-8$ |
| ФMAC $(n)$ | $8 n$ | $4 n^{2}+4 n$ | 4 | $16 n^{2}+16 n$ | $32 n$ |
| GMФDIV1 $(2 n)$ | $148 n-6$ | $176 n^{2}+152 n$ | 4 | $704 n^{2}+608 n$ | $592 n-24$ |
| CNOT $(n)$ | 1 | $n$ | 2 | $2 n$ | 2 |
| CSWAP $(n)$ | $5 n$ | $5 n$ | 1 | $5 n$ | $5 n$ |
| Total |  |  |  | $736 n^{2}+655 n$ | $661 n-30$ |

the QFT cost which was overestimated.
Concerning the number of qubits required for the complete modular exponentiator circuit ( $Ф E X P 1$ ), we see that in the case of the ФMUL_MOD1 unit, it requires the same number of qubits as the controlled modular multiplier, that is $6 n+1$ qubits plus the hidden ancilla bits of the GMФDIV1 not shown in Figure 4.19. The ancilla qubits for a GMФDIV1 unit of size $2 n$ is $10 n+1$ qubits, so the total qubits required for the circuit is $16 n+2$.
The quantum cost for the ФMUL_MOD1 modular multiplier calculated from Table 4.3 is about $750 n^{2}$, and thus the cost of the first modular exponentiation circuit ФEXP1 is about $1500 n^{3}$.

A similar depth analysis for the second, optimized design of the complete modular exponentiator ФЕХР2, which utilizes the ФMUL_MOD2 is presented in Table 4.4. When the optimized modular multiplier is used, we get an improved depth for ФEXP2 of about $2 n \cdot 365 n \approx 700 n^{2}$, that is about half the depth when using the generic $\Phi$ MUL_MOD1 multiplier.

However, the most important gain in using the ФMUL_MOD2 is that the required qubits are only the $4 n+1$ qubits shown in Figure 4.22 plus the $5 n+1$ qubits hidden inside the symbol of GMФDIV2, that is a total of $9 n+2$, a significant improvement over the $16 n+2$ qubits if using the $\Phi$ MUL_MOD1 modular multiplier.
Similarly, the quantum cost for the ФMUL_MOD2 modular multiplier is about $200 n^{2}$, hence the quantum cost for the modular exponentiator circuit ФEXP2 is about $400 n^{3}$.

We compare the two proposed designs to various quantum modular exponentiation circuit designs found in the literature. Table 4.5 shows the abbreviated names of the basic

Table 4.4: Units used in the $\Phi$ MUL_MOD2 design, depth of each unit, number of gates in each unit, number of units used for each type, gates contribution and depth contribution of each type of unit to the total quantum cost depth.

| Unit | Depth/unit | Cost/unit | \# of units | Cost | Depth |
| :--- | :---: | :---: | :---: | :---: | :---: |
| QFT $(2 n)$ | $4 n-1$ | $2 n^{2}+3 n$ | 8 | $16 n^{2}+24 n$ | $32 n-8$ |
| ФMAC $(n)$ | $8 n$ | $4 n^{2}+4 n$ | 4 | $16 n^{2}+16 n$ | $32 n$ |
| GMФDIV2 $(n)$ | $74 n-6$ | $44 n^{2}+76 n$ | 4 | $176 n^{2}+304 n$ | $296 n-24$ |
| CNOT $(n)$ | 1 | $n$ | 2 | $2 n$ | 2 |
| CSWAP $(n)$ | $5 n$ | $5 n$ | 1 | $5 n$ | $5 n$ |
| Total |  |  |  | $208 n^{2}+351 n$ | $365 n-30$ |

building blocks for each exponentiation circuit as given in subsection 2.2, a description of its main iterated building block, the number of qubits required for the full modular exponentiation circuit and an estimation of its depth. The two circuits proposed in this paper are referred in Table 4.5 as ФEXP1 and ФЕXP2. The design ФEXP1 is the modular exponentiation circuit built from the generic components GMФDIV1 and ФMAC_MOD1 and has inferior performance to the ФEXP2 because it doesn't exploit the property mentioned in Section 4.5. It appears to the comparison table just for reference.
Regarding the circuit depth, it is referred to the depth of single qubit gates or two qubits gates. Whenever three-qubit gates are encountered (e.g. Toffoli gates) their depth is rough approximated to an equivalent depth of one-qubit or two-qubits gates by assuming each three-qubit gate can be replaced by five one-qubit or two-qubits gates. Not all designs of the literature provide a full circuit; thus some estimations are rough and they are based on [129, 132] and our assumptions. For example to calculate the depth of a full exponentiation circuit based on an particular adder if a full circuit for the exponentiation operation is not given, we made the assumption that a modular adder for the exponentiation circuit needs five normal adders to be built as described in Section 4.1. At this point we have to warn that some depths referred by some authors are not to be taken as is, as these authors tend to make their calculation not by counting single qubit, two qubit gates and converting the depth of the Toffoli gates to an equivalent depth, but they rather group together various gates and count computation steps for each group. Also, in some of the previous works the depth is calculated as two qubit interactions, e.g. an arbitrary sequence of gates on two adjacent qubits is measured as having depth 1 . This assumption, depending on the specific physical implementations, may not hold. For the above reasons (not full or detailed circuit given, adjacent qubit gates depth assumption), some entries of Table 4.5 have depth measures in $O(\cdot)$ notation instead of expressions with leading order constants.
Similar remarks apply for the estimation of the width (number of qubits) and especially the quantum cost (total number of gates) of the circuits.

We can see in Table 4.5 that the ФEXP2 circuit outperforms in terms of speed in most cases all the circuits that are based on ripple carry adders, carry look-ahead adders and outperforms Beauregard's, Fowler-Devitt-Hollenberg and Takahasi-Kunihiro QFT based circuits, while at the same time requires qubits of the same size order.
Algorithms D, E and F of Van Meter and Itoh (VI) try to improve the depth by applying various techniques such as better depth modulo calculation, indirection [129] but the main improvement is done by operating in parallel many modular multipliers at the cost of a respective increase of the qubits. As many tuning parameter are used in the VI algorithms, the expressions giving the qubits number and the depth are complicated. In Table 4.5 we show the asymptotic depth when the largest number of qubits $\left(2 n^{2}\right)$ can effectively be used by these algorithms [142] that is when we take advantage of the highest offered concurrency. In this case algorithms D and E can achieve a depth of $O\left(n \log _{2} n\right)$ which is asymptotically better than the proposed ФEXP2 design but this improvement will require $O\left(n^{2}\right)$ space. Algorithm F has for the same number of qubits $\left(2 n^{2}\right)$ a depth of $100 n^{2} \log _{2} n$ which is asymptotically worst than the proposed design. If we relax the space requirements of the three VI algorithms $\mathrm{D}, \mathrm{E}$ and F to be linear $O(n)$, then algorithms D and E offer an asymptotical depth $O\left(\left(n \log _{2} n\right)\left(n / s+\log _{2} s\right)\right)$ where $s$ is the number of concurrent multipliers used and algorithm F offers a depth of $O\left(\left(n \log _{2} n\right)\left(n / s+\log _{2} s\right)\right)$. These depths are worst in order than the asymptotical depth of the ФЕXP2 architecture if $s$ is set constant.
Table 4.5: Comparison of various modular exponentiation quantum circuits in terms of qubits requirement (width), speed (depth), number of gates used (quantum cost) and depth-width product. Second column succinctly describes the architecture and the basic block used (usually the kind of adder), third column shows the interactions requirement and the fourth column distinguishes between exact or approximate calculations performed. For the depth and gates estimations we have assumed that whenever Toffoli gates are used, they contribute five times the quantum cost and depth of two or single qubit gates.

| Name | Arch./Basic Block | Interactions | Calculations | Width | Depth | Gates | Depth x Width |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| VBE [61] | Ripple Carry | Distant | Exact | $\sim 4 n \ldots 7 n$ | $\sim 500 n^{3}$ | $O\left(n^{3}\right)$ | $O\left(n^{4}\right)$ |
| BCDP [62] | Ripple Carry | Distant | Exact | $\sim 4 n \ldots 7 n$ | $\sim 280 n^{3}$ | $O\left(n^{3}\right)$ | $O\left(n^{4}\right)$ |
| CDKM [125] | Ripple Carry | Distant | Exact | $\sim 3 n \ldots 6 n$ | $\sim 200 n^{3}$ | $O\left(n^{3}\right)$ | $O\left(n^{4}\right)$ |
| DKRS [126] | Carry Look-Ahead | Distant | Exact | $\sim 5 n \ldots 8 n$ | $\sim 400 n^{2} \log n$ | $O\left(n^{3}\right)$ | $O\left(n^{3} \log n\right)$ |
| TK 1[123] | Ripple Carry | Distant | Exact | $3 n+2$ | $\sim 500 \mathrm{n} 3$ | $O\left(n^{3} \log n\right)$ | $O\left(n^{4}\right)$ |
| TK 2[143] | QFT | Distant | Exact | $2 n+2$ | $O\left(n^{3}\right)$ | $O\left(n^{4}\right)$ | $O\left(n^{4}\right)$ |
| VI-algoD [129] | Conditional Sum | Distant | Exact | $2 n^{2}$ | $\sim 45 n(\log n)^{2}$ | $O\left(n^{3}\right)$ | $O\left(n^{3} \log ^{2} n\right)$ |
| VI-algoE [129] | DKRS | Distant | Exact | $2 n^{2}$ | $\sim 55 n(\log n)^{2}$ | $O\left(n^{3}\right)$ | $O\left(n^{3} \log ^{2} n\right)$ |
| VI-algoF [129] | CDKM | 1D-LNN | Exact | $2 n^{2}$ | $\sim 100 n^{2} \log n$ | $O\left(n^{3}\right)$ | $O\left(n^{4} \log n\right)$ |
| Beauregard [24] | QFT | Distant | Exact | $2 n+3$ | $\sim 100 n^{3}$ | $O\left(n^{4}\right)$ | $O\left(n^{4}\right)$ |
| Gosset [127] | Carry Save | Distant | Exact | $8 n^{2}$ | $O(n \log n)$ | $O\left(n^{3}\right)$ | $O\left(n^{3} \log n\right)$ |
| Zalka 1 [128] | Carry Select | Distant | Approx. | $5 n$ | $\sim 3000 n^{2}$ | $O\left(n^{3}\right)$ | $O\left(n^{3}\right)$ |
| Zalka 2 [128] | FFT Multiplier | Distant | Exact | 24n...96n | $\sim 2^{19} n^{1.2}$ | $2^{19} n^{1.2}$ | $2^{21} n^{1.2}$ |
| FDH [130] | QFT | 1D-LNN | Exact | $\sim 2 n$ | $O\left(n^{3}\right)$ | $O\left(n^{4}\right)$ | $O\left(n^{4}\right)$ |
| Kutin 1 [131] | QFT | 1D-LNN | Approx. | $\sim 3 n$ | $O\left(n^{2}\right)$ | $O\left(n^{3}\right)$ | $O\left(n^{3}\right)$ |
| Kutin 2 [131] | CDKM | 1D-LNN | Approx. | $\sim 3 n$ | $O\left(n^{2} \log n\right)$ | $O\left(n^{3}\right)$ | $O\left(n^{3} \log n\right)$ |
| CV [132] | Carry Look-Ahead | 2D-LNN | Exact | $\sim 5 n \ldots 8 n$ | $\sim 750 n^{2} \sqrt{n}$ | $O\left(n^{3}\right)$ | $O\left(n^{3} \sqrt{n}\right)$ |
| PS [133] | Carry Save | 2D-LNN | Exact | $O\left(n^{4}\right)$ | $O\left((\log n)^{2}\right)$ | $O\left(n^{4}\right)$ | $O\left(n^{4} \log n\right)$ |
| ФEXP1 [141] | QFT Add/MAC/Div | 1D-LNN | Exact | $16 n+2$ | $\sim 1300 n^{2}$ | $O\left(n^{3}\right)$ | $O\left(n^{3}\right)$ |
| ФEXP2 [141] | QFT Add/MAC/Div | 1D-LNN | Exact | $9 n+2$ | $\sim 700 n^{2}$ | $O\left(n^{3}\right)$ | $O\left(n^{3}\right)$ |

Gosset's carry save adder circuit has smaller depth than ФEXP2 circuit but with a large penalty in space because the number of qubits bits it requires depends quadraticaly on the size of the number to be factored.

The same applies for the Pham and Svore (PS) two-dimensional architecture which has a $O\left(\log _{2} n\right)^{2}$ depth but requires a tremendous $O\left(n^{4}\right)$ space. The second two-dimensional architecture (CV) which requires space of about $4 n$ has also asymptotically worst depth of $O\left(n^{2} \sqrt{n}\right)$.

Zalka's FFT multiplier circuit performs better than ФЕХР2 but only for numbers to be factored with more than 10kbits in size due to its big depth constant. Also it uses much more qubits than ФЕХР2. Zalka's first circuit (using carry select adder) is comparable to ФEXP2 in terms of both depth and qubits required, the ФEXP2 being faster but using twice the qubits number of Zalka's circuit. At this point we have to mention that Zalka's first circuit makes only approximate calculations of the modular exponentiation function.

The other architecture which has comparable asymptotical depth to ФEXP2 is Kutin's onedimensional architecture based on QFT addition, being an approximate calculation circuit like Zalka's first circuit. The second one of Kutin's circuit is slightly worse in terms of depth and makes the same approximation as its first.

To conclude the complexity analysis, the ФЕХР2 circuit has the lowest asymptotical depth among the circuits that require a linear number of qubits smaller than $10 n$ and are based on exact (as opposed to approximate) calculations.
The ФEXP2 circuit natively uses almost exclusively two-qubit gates (the only exception are the CSWAP gates which use Toffoli gates). This is an advantage over most of the architectures of Table 4.5 (apart from Beauregard's circuit which can be also transformed to use almost exclusively two qubit gates) because physical implementations of quantum gates of three qubits is difficult [52]. Even recent proposals of Toffoli gate implementation in various technologies [134, 135, 136, 137] essentially resolve this problem by decomposition into two qubit gates.
Of particular interest is the depth-width product metric, which is related to the fault tolerance demands of the circuit, the smaller this product is the smaller the error correction demanding [144]. The proposed circuit has among the smallest depth-width products, of the order $O\left(n^{3}\right)$, among the circuits which perform exact calculations. The only circuits that have the same depth-width product are the ones of Zalka's and Kutin's which perform approximate calculations.

On the other hand, concerning the implementation, the proposed architecture seems to have two major weaknesses. The first comes from the fact that it uses extensively controlled rotation gates and there are known problems concerning the fault tolerance capability of such gates [129] and their implementation if small rotation angles are desired. The rotation gates used in the described arithmetic circuits may have very small angles like $2 \pi / 2^{n}$ and it is difficult to realize physical gates of such accuracy. Also, the rotation gates are not included in the family of gates that can be realized in a fault tolerant manner using known quantum error correcting codes, e.g. Steane codes. But even if they are not inherently fault tolerant capable they can become such, if a decomposition into a set of fault tolerant gates is applied to them exploiting the Solovay-Kitaev theorem [56].
The problem of decomposing an arbitrary quantum single qubit gate into a pre-determined set of fault tolerant gates is important because for such a decomposition a cost have to be paid related to the sequence length of gates to realize the decomposition and consequently it is related to a depth increment of the total circuit. The Solovay-Kitaev theorem states that
given a small constant $\varepsilon$, an arbitrary gate $U$ can be approximated by a finite sequence of gates equivalent to a gate $S$ up to an approximation error $\varepsilon$ (that is $d(U, S)<\varepsilon$, where $d$ is a distance function), the length of this sequence being $O\left(\log ^{c}(1 / \varepsilon)\right)$. The constant $c$ is somewhere between 1 and 2. As the smallest rotation angle in the rotation gates of the proposed architecture is of the order $\pi / 2^{n}$, the required approximation error is of the same order (otherwise we would use the identity gate instead [145]) and the depth cost is of the order $n^{c}$.
Much research has been done in the area of this problem. Some of this work is oriented to improve the constant factor $c$, that is to improve the cost and depth of the decomposed circuit. In $[145,146]$ a decomposition of a controlled rotation gate into two single qubit rotation gates and a CNOT gate is applied, and then the single qubit rotation gate is approximated, up to an error constant $\varepsilon$, by a sequence of $H$ and $T(\pi / 8)$ gates. It is shown that this approximation sequence has a length linear in $O(\log (1 / \varepsilon))$, that is the constant $c$ is equal to 1 , but the major drawback of this method is the synthesis time required, which is exponential in $1 / \varepsilon$.

Recently, a very intense research activity has been observed in the area of efficiently synthesizing arbitrary gates using fault tolerant primitive gates. Some work is oriented in trading-off circuit complexity with synthesizing time complexity, other work is diverted between building arbitrary gates with and without ancillae, and some other work is directed to using not standard primitive gate set. A non exhaustive list of such work includes [60, $59,147,148,60,149]$. In summary, these results show that an arbitrary gate can be approximated with linear length with respect to $\log (1 / \varepsilon)$ and with linear synthesis time with respect to $\log (1 / \varepsilon)$. The constant factor in the complexity of the approximation circuit is about 10 for the most promising proposals. As the desired error $\varepsilon$ is of the order of the smallest angle $2 \pi / 2^{n}$, the depth overhead factor is of the order $O(n)$. Thus, the depth of the overall modular exponentiation circuit would become $O\left(n^{3}\right)$.
Nevertheless we could achieve a better depth performance if we relax the approximation error requirement. In section 5.1 we show that by permitting $\varepsilon$ in the order of $O\left(1 / 2^{2 \log n}\right)=$ $O\left(1 / n^{t}\right)$ for a suitable constant $t$, we could still achieve adequate probability of success in the quantum period finding. This choice of $\varepsilon$ leads to an overall depth of $O\left(n^{2} \log n\right)$ for the quantum modular exponentiation.
The second weakness of the proposed architecture seems to be at first sight that it does not account for the possible constraints on the communication distance between the qubits that may imposed by the underlying physical implementation. For example in [26] it is shown that the physical mapping of any quantum adder of $\Omega\left(\log _{2} n\right)$ depth to a $k$-dimensional nearest neighbors architecture limits its theoretical depth to $\Omega(\sqrt[k]{n})$. Such depth limitations are due to the additional SWAP gates needed to convert from the abstract concurrent architecture to the nearest neighbor architecture.
This is not the case for the proposed architectures ФEXP1 and ФEXP2. Section 5.2 gives an adaptation procedure to an one dimensional linear array physical machine with parallel gates execution capability (1D-NTC) which leaves the overall depth to $O\left(n^{2}\right)$ before the fault tolerance transformations discussed previously and detailed in section 5.2.
Other models of quantum computation more suitable for long distance communication between gates are the measurement based quantum computation (MBQC) [150] where the interaction between distant qubits can be accomplished in constant time. In [151] the DKRS carry look-ahead adder is redesigned in the MBQC context and it is shown that its logarithmic depth can be maintained but with a substantial overhead in space requirements. Surface code quantum computing is another promising scalable architecture which
also permits long distance interactions [152, 153, 154].
In general, the estimation of area and speed of a quantum algorithm is a cumbersome task when considering the real physical implementation of the algorithm, including the errorcorrecting codes which achieve the required fault-tolerance. In this view, the comparison between the various designs exposed in Table 4.5 is only indicative for their performance.
It is important to note that the ФEXP2 circuit can be made about three times faster if the approximate QFT method of performing the additions [23, 155, 156] is utilized. This happens because significant part of the constant divider GMФDIV consists of QFT adders and the constant divider has the dominant depth contribution. This gate pruning may be incorporated as part of the approximation procedures described in section 5.1. Unfortunately, the approximate QFT method can not be applied to the the ФMAC blocks because the angles in every rotation gate in this block is a sum of angles in a range from the bigger to smaller angle, depending on the numbers to be multiplied (see Eq. (4.17)).
In conclusion, even if the modular exponentiation architectures ФEXP1 and ФEXP2 seem to have the two disadvantages mentioned above in relation to the fault tolerance and their usage in a local interaction physical implementation, they can address these disadvantages as proposed in Chapter 5 and still achieve a low depth of $O\left(n^{2} \log n\right)$. In contrast, some seemingly $O\left(n^{2} \log n\right)$ depth architectures that are based on fast adders of depth $O(\log n)$ loose their depth advantage when applied on 1D-NTC or 2D-NTC architectures. We think, as these results suggest, that the proposed fast quantum modular exponentiation could be a candidate architecture in the future if someone gives priority to depth, i.e. the performance of the circuit.

### 4.7 Divider Improvement and Extension

After the publication of [141] it was realized that a more efficient design of the proposed quantum divider by constant can be achieved. This improved divider is shown in Figure 4.24 and requires $6 n+1$ qubits, instead of the $7 n+1$ of the original design exposed in Figures 4.16-4.17. Depth and quantum cost are similar to the original divider. The incorporation of this improved divider into the proposed architecture for the modular exponentiation leads to space requirements $8 n+1$ qubits for Shor's algorithm.

A slight modification of this circuit, with the addition of one more qubit, leads to a controlled version of a divider. Figure 4.25 is the modified circuit of the controlled divider GMФDIV, where the control qubit is added on the top of the figure and denoted with $|c\rangle$. The operation of this circuit is to give the quotient and the remainder if $|c\rangle=|1\rangle$, otherwise it gives the dividend $|z\rangle$ in their place. The control qubit affects the two top buses (the one which normally would deliver the quotient and the bus of the dividend high qubits) as follows: The CNOT gates copying the $\left|q_{1}\right\rangle$ state on the top bus are promoted to Toffoli gates controlled additionally by the added control qubit of the divider. Also, the two $X$ gates operating on the most significant qubit of the dividend are promoted to CNOT gates and they are additionally controlled by the same control qubit of the divider. It is easy to ascertain that the case $|c\rangle=|1\rangle$ leads to identical operation as in the case of an uncontrolled divider. On the other side, when $|c\rangle=|0\rangle$, the top bus normally carrying the quotient at the end of the computation, remains in its zero initial state. This is because the Toffoli gates are disabled and the same applies for the controlled adder of constant 1 , as the most significant qubit of the dividend is always zero, both in the case of GMFDIV1 and GMФDIV2 modes of operation. The ancilla buses remain in their initial states of zero due to the symmetry of the computation - uncomputation effect. The dividend bus remains in the iniitial state due to this symmetry and the fact that the last ФМАС unit has no effect on it, as the top bus remains in zero state.
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Figure 4.24: Improved GMФDIV circuit of space complexity $6 n+1$ qubits for the case of 8 or 4 qubits dividend and constant divisor $d=5$.


Figure 4.25: Controlled GMФDIV circuit of space complexity $6 n+2$ qubits for the case of 8 or 4 qubits Alikidgnd and constant divisor $d=5$. The controlling qubit is $|c\rangle$.

## 5. IMPLEMENTATION ISSUES OF QFT BASED ARITHMETIC CIRCUITS

In this Chapter we address the two major weaknesses of the proposed arithmetic quantum circuits which are based on the QFT representation of an integer. First, the fact that the requirement to implement fault tolerant rotation gates of high accuracy angle of order $\left(1 / 2^{n}\right)^{1}$, leads to a depth increase from $O(n)$ to $O\left(n^{2}\right)$ for components like ФMAC and GMФDIV, and consequently to an overall depth increase from $O\left(n^{2}\right)$ to $O\left(n^{3}\right)$ for the whole quantum modular exponentiation. In section 5.1 we show that we can relax the angle accuracy requirement, using angles of accuracy $O(1 / n)$ instead of $\left(1 / 2^{n}\right)$ and accomplish depths of $O(n \log n)$ for the ФМАС and GMФDIV, leading to a depth of $O\left(n^{2} \log n\right)$ for the whole modular exponentiation. This accuracy relaxing does not degrade significantly the operation of the quantum period finding algorithm in terms of success probability, as we show.

The second implementation issue is the interaction topology between the qubits. The basic arithmetic blocks proposed in the previous Chapter imply distant interactions between qubits (e.g. up to a distance of $3 n$ for the ФМАС). Yet, the physical implementations in various technologies are usually one-dimensional or two-dimensional arrays of qubits restricted to nearest neighbors interactions (1D-LNN or 2D-LNN). In section 5.2 we show that the various blocks like ФМАС and GMФDIV can be mapped to such local interactions topologies through the usage of SWAP gates and still achieve depths of the same order, that is overhead of constant factor.

### 5.1 Angle Quantization of Rotation Gates

The problem with the small angles rotation gates usage has been investigated in the context of QFT application [156, 155, 145, 146], because QFT is an integral part of Shor's algorithm. Those works study the effect on the performance of the period finding algorithm, in terms of success probability to find the period, that has the usage of the approximated QFT. In an approximated QFT with parameter $b$, all the rotation gates with angle smaller than $2 \pi / 2^{b+1}$ are discarded. This elimination of gates is also called QFT banding due to the shape of the remaining gates in the resulting approximated QFT circuit. An approximated QFT with banding $b=n-1$ of the $n$ qubits QFT corresponds to the regular QFT (all the gates are present), while at the other edge a banding $b=0$ corresponds to a QFT circuit in which only the Hadamard gates are left. The above works concluded more or less that using a $b=O(\log n)$ is adequate to extract the period with acceptable probability of success. These results were also refined and verified with simulations in more recent works [157, 158, 159].

Recently, an interest appeared to extend the method of pruning rotation gates to other circuits as well, and studied the effect on their performance in terms of probability of success. Beauregard's design [24] for period factoring algorithm is such an example. It implements the modular exponentiation part by using Draper's QFT adder of Figure 4.9 as a basic building block in order to successively build the modular adder and the modular multiplier of the usual hierarchy described in Section 4.1. The works in [158, 160] study the effect of simultaneously eliminating small angles rotation gates of both QFT and Draper's adder used in the Beauregard's design.
In [158] a full quantum gate level simulation of Bauregard's design was performed to factor integers up to $N=57$. The simulations covered various random $a$ parameters of the modular exponentiation $a^{x} \bmod N$. The results showed that if all the rotation gates with angles

[^8]smaller than $\pi / 2^{b}$ are discarded, using $b=4$ and $b=5$ for the QFT part and the modular exponentiation part, respectively, the algorithm still succeeds to factorize with degradation of about $70 \%$ relative to the algorithm operation if no gate pruning would happen. These results were extended in [160] where both banding in the QFT and Draper's adder is applied and at the same time the remaining gates are allowed to have defects modeled as fluctuations about their real angles values.

All the above results suggest a significant robustness of circuits that have a QFT like structure to both banding and gate defects. The proposed architecture of Chapter 4 is based almost exclusively on building blocks that have such a QFT like structure. In the following sections it is shown that this architecture is robust to another kind of approximation, which we call angle quantization of rotation gates. In this procedure, the angle value of each rotation gate is changed to the nearest value of the set $\left\{\frac{2 \pi}{2^{b}} j: j=0 \ldots 2^{b}-1\right\}$. This is equivalent to permit an angle error of at most $\pi / 2^{b}$ in each gate. It is shown that if parameter $b$ of this quantization is chosen logarithmic in $n$, where $n$ is the length of the factorisable integer, then adequate probability of success is maintained.
The consequence of this result is that the gate and depth overhead of the circuit supervened due to the required conversion of the rotation gates to sequence of gates that admit fault tolerant implementation, is logarithmic, instead of linear as it would seem at first sight. Thus, including the conversion to a fault tolerant set of gates, the modular exponentiation circuit analyzed in Chapter 4 has a depth $O\left(n^{2} \log n\right)$ instead of $O\left(n^{3}\right)$ that it would have if not using the proposed angle quantization method.

### 5.1.1 Definitions and basic properties

The induced 2-norm of an operator $U$ acting on a $d$-dimensional Hilbert space $\mathcal{H}^{d}$ is defined by

$$
\begin{align*}
\|U\|_{2} & \doteq \sup _{|\psi\rangle} \frac{\| U|\psi\rangle \|_{2}}{\||\psi\rangle \|_{2}} \\
& =\max _{|\psi\rangle} \| U|\psi\rangle \|_{2}  \tag{5.1}\\
& =\sqrt{\lambda_{\max }\left(U^{\dagger} U\right)}
\end{align*}
$$

where $\|\cdot\|_{2}$ is the 2-norm of a state vector in $\mathcal{H}^{d}$ defined by

$$
\begin{equation*}
\||\psi\rangle \|_{2}=\sqrt{\langle\psi \mid \psi\rangle} \tag{5.2}
\end{equation*}
$$

and $\lambda_{\max }(\cdot)$ denotes the largest eigenvalue of an operator.
The above operator norm will be used to quantify the distance between a target quantum gate or circuit $U$ when it is approximated by another gate or circuit $V$. The approximation error between the two circuits $U$ and $V$ is defined by

$$
\begin{equation*}
E(U, V) \doteq\|U-V\|_{2} \tag{5.3}
\end{equation*}
$$

This definition is justified by the fact that the distance between the probability distributions $\operatorname{Prob}_{U}[k]$ and $\operatorname{Prob}_{V}[k]\left(k=0 \ldots 2^{d}-1\right)$ generated at the outputs of the two circuits for the same projective measurement is at most the approximation error $E(U, V)$, where the distance between probability distributions is the Total Variation Distance [161]

$$
\begin{equation*}
\operatorname{TVD}\left(\operatorname{Prob}_{U}, \operatorname{Prob}_{V}\right) \doteq \frac{1}{2} \sum_{k=0}^{2^{d}-1}\left|\operatorname{Prob}_{U}[k]-\operatorname{Prob}_{V}[k]\right| \tag{5.4}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\mathrm{TVD}\left(\operatorname{Prob}_{U}, \operatorname{Prob}_{V}\right) \leq E(U, V) \tag{5.5}
\end{equation*}
$$

It can be proven $[161,41]$ that if a sequence of $d$-qubits gates $U_{1}, \ldots, U_{k}$ is approximated by another sequence of gates $V_{1}, \ldots, V_{k}$ with approximation errors between each pair $E\left(U_{j}, V_{j}\right)$ for $j=1 \ldots k$, then the total error between each product of the sequence is at most the sum of errors of each pair

$$
\begin{equation*}
E\left(U_{k} U_{k-1} \cdots U_{1}, V_{k} V_{k-1} \cdots V_{1}\right) \leq \sum_{j=1}^{k} E\left(U_{j}, V_{j}\right) \tag{5.6}
\end{equation*}
$$

A large quantum circuit of $d$ qubits can be thought as a sequence of $d$ qubits gates $U_{1} \ldots U_{k}$ as described above, but usually the elementary gates used in the circuits act on a single or two qubits alone. A first step to handle this case is to consider that an elementary gate $U$ of $n$ qubits is embedded to a larger circuit of $d=m+n$ qubits, in which it acts on the lower $n$ qubits and the identity gate acts on upper $m$ qubits as shown in left of Figure 5.1. Let $A=I^{\otimes m} \otimes U$ be the embedding of $U$ and $V$ is the approximation of $U$. Then the embedding $B=I^{\otimes m} \otimes V$ of $V$ has the same distance to $A$ as has $V$ to $U$,

$$
\begin{equation*}
\left\|I^{\otimes m} \otimes U-I^{\otimes m} \otimes V\right\|_{2}=\|U-V\|_{2} \tag{5.7}
\end{equation*}
$$

Proof. By Eq. (5.1), the value of $\left\|I^{\otimes m} \otimes U-I^{\otimes m} \otimes V\right\|_{2}$ is the largest eigenvalue of $(A-$ $B)^{\dagger}(A-B)$. The calculation of $(A-B)^{\dagger}(A-B)$ follows (for simplicity $I^{\otimes m}$ will be denoted by I)

$$
\begin{align*}
(A-B)^{\dagger}(A-B) & =(I \otimes U-I \otimes V)^{\dagger}(I \otimes U-I \otimes V) \\
& =\left(I \otimes U^{\dagger}\right)(I \otimes U)-\left(I \otimes V^{\dagger}\right)(I \otimes U)-\left(I \otimes U^{\dagger}\right)(I \otimes V)+\left(I \otimes V^{\dagger}\right)(I \otimes V) \\
& =I \otimes U^{\dagger} U-I \otimes V^{\dagger} U-I \otimes U^{\dagger} V+I \otimes V^{\dagger} V \\
& =I \otimes\left(U^{\dagger} U-V^{\dagger} U-U^{\dagger} V+V^{\dagger} V\right) \\
& =I \otimes(U-V)^{\dagger}(U-V) \tag{5.8}
\end{align*}
$$



Figure 5.1: Left circuit $A=I \otimes U$ approximated by the right circuit $B=I \otimes V$. The distance $\|A-B\|_{2}$ between the two five-qubits circuits is the same as the distance between the two gates alone $\|U-V\|_{2}$.

The eigenvalues of $I \otimes(U-V)^{\dagger}(U-V)$ are the same with the eigenvalues of $(U-V)^{\dagger}(U-V)$ as the eigenvalues of $I$ are all 1. Consequently, $\lambda_{\max }\left(\left(I \otimes(U-V)^{\dagger}(U-V)\right)=\lambda_{\max }((U-\right.$ $\left.V)^{\dagger}(U-V)\right)$ and thus $\left\|I^{\otimes m} \otimes U-I^{\otimes m} \otimes V\right\|_{2}=\|U-V\|_{2}$

It is easy to generalize the above result by allowing the $n$ qubits of $U$ and $V$ gates to correspond to any qubits of the largest $n+m$ qubits circuit, instead to be the least significant qubits as Figure 5.1 implies. This is accomplished by inserting suitable SWAP gates at the beginning and at the end of the original circuit $A$ and the approximating circuit $B$ to derive the corresponding $A^{\prime}=P^{-1} \cdot A \cdot P$ and $B^{\prime}=P^{-1} \cdot B \cdot P$ circuits. The $P$ operator and its inverse $P^{-1}$ are permutations that correspond to the effect of SWAP gates inserted at the beginning and at the end of circuit. Figure 5.2 is an example of this equivalence where $c-R$ is used as an example of a two-qubits gate $U$.
It is easy to see that

$$
\begin{equation*}
\left\|A^{\prime}-B^{\prime}\right\|_{2}=\left\|P^{-1} \cdot A \cdot P-P^{-1} \cdot B \cdot P\right\|_{2}=\|A-B\|_{2} \tag{5.9}
\end{equation*}
$$

because $P$ and $P^{-1}$ are unitary.
In the same line of reasoning, if $C_{1} \ldots C_{p}, C_{q} \ldots C_{r}$ are unitary operators and $U$ is approximated by $V$, then

$$
\begin{equation*}
\left\|C_{1} \cdots C_{p} U C_{q} \cdots C_{r}-C_{1} \cdots C_{p} V C_{q} \cdots C_{r}\right\|_{2}=\|U-V\|_{2} \tag{5.10}
\end{equation*}
$$

The $U$ and $V$ in the above equation may be of the form of $A^{\prime}$ and $B^{\prime}$ of Eq. (5.9), respectively.
Combining the previous results we can state the following
Proposition 5.1. Let $Q$ a quantum circuit and $\hat{Q}$ an approximating quantum circuit which is derived from $Q$ by replacing some of its gates $U_{1}, U_{2}, \ldots U_{k}$ with the respective gates $V_{1}, V_{2}, \ldots V_{k}$. The 2-norm distance between $Q$ and $\hat{Q}$ is upper bounded as

$$
\begin{equation*}
\|Q-\hat{Q}\|_{2} \leq \sum_{j=1}^{k}\left\|U_{j}, V_{j}\right\|_{2} \tag{5.11}
\end{equation*}
$$

Proof. The proof is straightforward taking into account Eq. (5.6),(5.9), (5.10) and the fact that every quantum circuit is represented by a product of tensor products of unitary operators.


Figure 5.2: Equivalence of a five qubits circuit $A^{\prime}$ containing a two-qubit gate $c-R$ acting in some of the middle qubits (left) to another five qubits circuit $A$ in which the same gate acts on the two lowest qubits. Swap gates are used to interchange the order of the qubits.


Figure 5.3: The left circuit is approximated by the right circuit by replacing gate $U$ with $V$.

An example of the previous results is shown in Figure 5.3. The left circuit is $A=\left(I^{\otimes 2} \otimes\right.$ $M)\left(P^{-1} U P\right)\left(L \otimes I^{\otimes 2}\right)$ and it is approximated by the right circuit $A=\left(I^{\otimes 2} \otimes M\right)\left(P^{-1} V P\right)\left(L \otimes I^{\otimes 2}\right)$ where $P$ is a suitable permutation matrix which models the fact that $U$ and $V$ gates act on the two middle qubits. The distance of these two circuits is $\|A-B\|_{2}=\|U-V\|_{2}$.

### 5.1.2 Approximation of the multiplier/accumulator ФМАС.

The ФМАС presented in Section 4.2 is a basic bulding block for both the modular multiplier ФМUL_MOD and the divider by constant GMФDIV used in the modular exponentiation. It consists of $4 n^{2}$ controlled rotation gates given by Eq. (4.18) and (4.19), $2 n$ controlled rotation gates given by Eq. (4.20) and $2 n$ CNOT gates. These equations show that each one of these rotation gates has an angle $\varphi$ which is a sum of angles between $2 \pi / 2^{m}, m=$ $1 \ldots 2 n$ and the sum depends on the multiplication constant $a$, so that each angle $\varphi$ is an integer multiple of $2 \pi / 2^{2 n}$. Thus, there isn't any set of these gates guaranteed to have small angles so as to apply the banding procedure as it can be applied to the approximated QFT case or the QFT adder of two quantum integers.
Instead, we can uniformly "quantize" the $\varphi$ angles with quantization step of $2 \pi / 2^{b}$ so as they are all multiples of $2 \pi / 2^{b}$ instead of $2 \pi / 2^{2 n}$, for a suitable constant $b \ll n$. Namely, a controlled rotation gate $c-R_{z}(\varphi)$ is approximated by the gate $c-R_{z}(\hat{\varphi})$ using the relation

$$
\begin{equation*}
\hat{\varphi}=\operatorname{round}\left(\varphi \frac{2^{b}}{2 \pi}\right) \frac{2 \pi}{2^{b}} \tag{5.12}
\end{equation*}
$$

It is clear from the above relation that the distance between the desired angle $\varphi$ and its quantized value $\hat{\varphi}$ is half the quantization step,

$$
\begin{equation*}
|\varphi-\hat{\varphi}| \leq=\frac{\pi}{2^{b}} \tag{5.13}
\end{equation*}
$$

The distance between a desired controlled rotation gate $c-R_{z}(\varphi)$ and its approximation $c-R_{z}(\hat{\varphi})$ is

$$
\begin{align*}
\left\|c-R_{z}(\varphi)-c-R_{z}(\hat{\varphi})\right\|_{2} & =\max _{|\psi\rangle} \| \operatorname{diag}\left(0,0,0, e^{i \varphi}-e^{i \hat{\varphi}}\right)|\psi\rangle \|_{2} \\
& =\left|e^{i \varphi}-e^{i \varphi}\right|  \tag{5.14}\\
& \leq|\varphi-\hat{\varphi}| \\
& \leq \frac{\pi}{2^{b}}
\end{align*}
$$

We choose the quantization parameter $b$ to scale logarithmically with respect to $n$, e.g. $b=c \log n$. By applying Proposition 5.1 we can estimate the distance of the original ФMAC and the approximated ФMAC with the following upper bound

$$
\begin{align*}
\|\Phi M A C-\widehat{\Phi M A C}\|_{2} & \leq \sum_{k=1}^{4 n^{2}+2 n}\left\|U_{k}-V_{k}\right\|_{2} \\
& \leq \sum_{k=1}^{4 n(n+1)} \frac{\pi}{2^{c \log n}}  \tag{5.15}\\
& \leq \frac{5 \pi}{n^{c-2}}
\end{align*}
$$

In the above formula, $U_{k}$ are all rotation gates of the original ФMAC embedded in the whole Hilbert space $\mathcal{H}^{3 n}$ of ФМАС, that is they are modeled with

$$
\begin{equation*}
U_{k}=P_{k}^{-1}\left(I \otimes c-R_{z}\left(\varphi_{k}\right)\right) P_{k} \tag{5.16}
\end{equation*}
$$

The $V_{k}$ gates are the respective ones for the approximation $Ф \mathrm{MAC}$ circuit and are given similarly as

$$
\begin{equation*}
U_{k}=P_{k}^{-1}\left(I \otimes c-R_{z}\left(\hat{\varphi}_{k}\right)\right) P_{k} \tag{5.17}
\end{equation*}
$$

### 5.1.3 Approximation of the Fourier adders and QFT.

Similar analysis can be applied to the two kind of adders used in the quantum divider and the QFT. In all the cases, the angles of all the rotation gates used in each block are approximated with quantization parameter $b=c \log n$. The distance between each original block and its approximation is related to the quantum cost of each block as stated in Proposition 5.1.

The controlled constant adder CФADD of $n$ qubits uses $n$ rotation gates and consequently its distance to the approximating circuit is

$$
\begin{equation*}
\|C \Phi A D D C-C \widehat{\Phi A D D} C\|_{2} \leq \frac{\pi}{n^{c-1}} \tag{5.18}
\end{equation*}
$$

The distance for the general adder ФADD of two quantum integers of $n$ qubits is

$$
\begin{equation*}
\|\Phi A D D-\widehat{\Phi A D D}\|_{2} \leq \frac{\pi}{n^{c-2}} \tag{5.19}
\end{equation*}
$$

because it conists of $\frac{n(n+1)}{2}$ rotation gates.
Similarly, the distance for any QFT (and its inverse) of $n$ qubits is

$$
\begin{equation*}
\|Q F T-\widehat{Q F T}\|_{2} \leq \frac{\pi}{n^{c-2}} \tag{5.20}
\end{equation*}
$$

Note that in the last two cases (adder of two quantum integers and QFT) the angle quantization with parameter $b$ corresponds to banding, because the angles of all the rotation gates are of the form $2 \pi / 2^{m}$ for $m=1 \ldots n$, instead of sum of such angles as it was the case of ФМАС.

### 5.1.4 Approximation of the whole modular exponentiation.

The GMФDIV divider consists mainly of a constant number of blocks like QFT, ФADD, CФADD, ФMAC that can approximated as described in the previous sections, and some constant number of other gates that are not approximated.
Taking into account Eq. 5.15,5.18,5.19 and 5.20 which give the approximation error if the quantization of angles with $b=c \log n$ is adopted, we derive the approximation error of the whole divider as

$$
\begin{equation*}
\|G M \Phi D I V-G \widehat{M \Phi D I} V\|_{2} \leq C_{d} n^{2-c} \tag{5.21}
\end{equation*}
$$

Constant $C_{d}$ depends on the number of the various blocks used in the divider, but it is estimated to be somewhere above 89, because the dominant contribution to the error comes from the ФMAC, ФADD and QFT blocks (order of $n^{2-c}$ ) and a GMФDIV block uses 5 ФMAC units, 8 ФADD units, 16 QFT units of $n$ qubits and 10 QFT units of $2 n$ qubits.
Error of the same order is found for the controlled modular multiplier CФMUL_MOD as this block consists of two dividers and two ФМАС

$$
\begin{equation*}
\left\|C \Phi M U L_{-} M O D-C \Phi M \widehat{U L \_M O D}\right\|_{2} \leq C_{m} n^{2-c} \tag{5.22}
\end{equation*}
$$

Similar reasoning, leads to an estimation of the $C_{m}$ near to $2 \times C_{d}+2 \cdot 5 \approx 198$. Thus, the total approximation distance of the whole modular exponentiation circuit $\Phi E X P$ is

$$
\begin{equation*}
\|\Phi E X P-\widehat{\Phi E X P}\|_{2} \leq C_{e} n^{3-c} \tag{5.23}
\end{equation*}
$$

because it uses $2 n$ modular multipliers, where $C_{e}$ is above $2 \times C_{m}=396$.
The whole Shor's algorithm circuit includes a QFT at the end which can be approximated too, with error $O\left(n^{2-c}\right)$. Thus, taking into account Eq. (5.23) which gives the dominant distance, the Total Variation Distance for the approximated Shor's circuit proposed is given by

$$
\begin{equation*}
\operatorname{TVD}\left(\text { Prob }_{\text {shor }}, \operatorname{Prob}_{\widehat{\text { Shor }}}\right) \leq C_{s} n^{3-c} \tag{5.24}
\end{equation*}
$$

for $C_{s}$ above 396. The above upper bound for this distance can be arbitrary low for large $n$. It is a measure of quality between the probability of success for the quantum period finding using the original circuit and the approximated one. (The probability of success is about $4 / \pi^{2}$ as shown in Eq. (A.14)). Let $\mathcal{K}_{g}$ be the set of the "good" measurements (the peaks appeared after the final QFT), Prob succ the probability of success when using the original circuit and Prob $_{\overparen{s u c c}}$ the probability of success when using the approximating circuit. Then,

$$
\begin{align*}
\operatorname{Prob}_{\text {succ }}-\operatorname{Prob}_{\widehat{\text { succ }}} & =\sum_{k \in \mathcal{K}_{g}} \operatorname{Prob}_{\text {Shor }}[k]-\operatorname{Prob}_{\widehat{\text { Shor }}}[k] \\
& \leq \sum_{k \in \mathcal{K}_{g}}\left|\operatorname{Prob}_{\text {Shor }}[k]-\operatorname{Prob}_{\widehat{\text { Shor }}}[k]\right| \\
& \leq \sum_{k}\left|\operatorname{Prob}_{\text {Shor }}[k]-\operatorname{Prob}_{\widehat{\text { Shor }}}[k]\right|  \tag{5.25}\\
& =2 \cdot \mathrm{TVD}\left(\operatorname{Prob}_{\text {Shor }}, \operatorname{Prob}_{\widehat{\text { Shor }}}\right) \\
& \leq 2 C_{s} n^{3-c}
\end{align*}
$$

A choice of $c>3$ for any $n$ leads to the conclusion that if the angle quantization step $2 \pi / 2^{b}$ is smaller than $2 \pi / n^{3}$, then the probability of success of Shor's algorithm can be as close we want (depending on the choice of constant $c$ ) to the original one if no angle quantization is applied. In more detail, let the desired difference between the probabilities of success be smaller than $\delta P$. This can be accomplished if $2 C_{s} n^{3-c}<\delta P$. A little algebra leads to the requirement that

$$
\begin{equation*}
n^{3-c}<\frac{\delta P}{2 C_{s}} \Longrightarrow c>3-\frac{\log \delta P-\log 2 C_{s}}{\log n} \tag{5.26}
\end{equation*}
$$

Then, the quantization parameter $b=c \log n$ must be at least $3 \log n+\log 2 C_{s}-\log \delta P$. E.g. for $\delta P=0.1$ (no more than $10 \%$ degradation in probability of success) a choice of $b>3 \log n+9.7+3.3=3 \log n+13.0$ is adequate, while for $\delta P=0.01$ we derive $b>3 \log n+16.3$.
The proposed angle quantization does not need to be performed explicitly. Instead, it can be integrated to the Solovay-Kitaev like synthesis algorithms incorporated to the physical realization design flow which transforms the rotation gates to a sequence of gates admitting fault tolerant realization. In this case, the error parameter $\varepsilon$ of the approximation synthesis algorithm is set to about the half the quantization step, $\varepsilon \approx \pi / n^{c}$. An efficient synthesis algorithm, like these of [59, 60, 149], approximates the rotation gates with a sequence of length $O(\log 1 / \varepsilon)=O(\log n)$. In other words, a logarithmic overhead of depth is feasible (instead of linear) related to the length of integer to be factored $n$, if fault tolerance aspects are taken into account.

### 5.2 Communications Localization

The various modules used in the construction of the modular exponentiation based on Fourier arithmetic can be converted to modules that use local communications only; they can use local interactions between neighboring qubits. In particular, the proposed transformation is adapted for an one dimensional linear array of qubits, in which each qubit interacts with its two neighboring qubits only, while concurrent execution of gates applied on different qubits is allowed (1D-NTC architecture). SWAP gates are used extensively to circulate the different qubits around the array. The depth overhead in the basic modules with local communications compared to the depth of the original modules with global communications is linear in the number of the qubits, that is a constant multiplicative factor. For example, the QFT, ФADD, ФMAC and GMФDIV modules retain their linear depth, although with a larger multiplicative constant. Thus, the overall depth of the modular exponentiation ФEXP1 or ФEXP2 circuits remains quadratic.
Some basic blocks are introduced to describe the localization of the ФМАС. The "interleave" block shuffles $2 n$ qubits initially in the order $a_{n-1}, \ldots, a_{0}, b_{n-1}, \ldots, b_{0}$ so that their


Figure 5.4: Qubits interleaving using local interactions.
order becomes $a_{n-1}, b_{n-1}$, an $-2, b_{n-2}, \ldots, a_{0}, b_{0}$. The example shown in Figure 5.4 is for the case $n=6$. The generalization to other values of $n$ is straightforward. The SWAP gates from now on will be denoted by crossing qubit wires ( X symbol) to better keep track the exchanging of qubits in the array. The inverse block is the same circuit reflected vertically. The depth of the "interleave" is $n-1$ steps.
Another useful block is the "exchange" block which exchanges the first $n$ qubits of a group of $2 n$ qubits with the last $n$ qubits. Figure 5.5 shows the "exchange" block for the case $n=6$. Observe that the "exchange" block consists of an "interleave" and an inverse "interleave" block which have $n$ SWAP gates between them. The depth of the "exchange" block is $2 n-1$.

The shifted control block "sc" can be used when $n$ different two-qubit gates must be successively applied to pairs of a common qubit $c$ and $n$ different qubits $a_{n-1} \ldots, a_{0}$ in order. The qubits $a_{n-1} \ldots, a_{0}$ must successively appoach $c$ before the respective two qubit interaction. Figure 5.6 shows how this can be accomplished in $3 n-2$ steps. The two-qubit gates are denoted with a vertical line with two dots between two neighboring qubits. The initial order of the qubits $c, a_{n-1}, \ldots, a_{0}$ is settled down at the end. At each step is shown the qubit that has become neighbor of $c$. The symbol of the shifted control shown contains a parameter $\vec{A}$ which is a vector the matrices determining the $n$ two-qubit gates, e.g. $\vec{A}=\left(A_{1}, \ldots A_{n}\right)$.
When the two-qubits gates $A_{1}, \ldots A_{n}$ mutually commute, their execution order is irrelevant so that a smaller $2 n$ depth circuit like the "scc" of Figure 5.7 can be constructed. Such a case occurs when the gates are controlled rotation gates or when the gates are CNOT gates.
Equipped with the above localized modules we can proceed to transform the Fourier based multiplier/accumulator ФМАС of Section 4.2 so as it operates using local communications only. Figure 4.15 shows that in general, the ФМАС operates on $3 n+1$ qubits in five stages.


Figure 5.5: Exchange of two quantum registers using local interactions.


Figure 5.6: Shifted control circuit "sc". Two-qubits gates (denoted with vertical lines with dots at their ends) are applied consecutively between qubit $c$ and $a_{j}$

To simplify the notation, we rename the $n$ qubits carrying the multiplicand $|x\rangle$ in Figure 4.15 as $a_{2}, a_{1}, a_{0}$ and the qubits of the accumulator as $b_{5}, \ldots, b_{0}$. With this notation in mind, the five stages of the ФMAC operations are as follows:

1. Rotation gates applying $V_{l}^{(j)}$ to the target qubit $b_{l}$ and controlled by qubit $a_{j}$ for $l=$ $0, \ldots, 2 n-1$ and $j=0, \ldots, n-1$.
2. Sequence of $n$ CNOT gates having a common control qubit $c$ which target the different $n$ qubits $a_{n-1}, \ldots, a_{0}$.
3. Rotation gates applying $V_{l}^{(j) \dagger}$ to the target qubit $b_{l}$ and controlled by qubit $a_{j}$ for $l=$ $0, \ldots, 2 n-1$ and $j=0, \ldots, n-1$.
4. Sequence of $n$ CNOT gates having a common control qubit $c$ which target the different $n$ qubits $a_{n-1}, \ldots, a_{0}$.
5. Sequence of rotation gates $W_{l}$ for $l=0, \ldots, 2 n-1$ having a common control qubit $c$ which target the different $2 n$ qubits $b_{2 n-1}, \ldots, b_{0}$

Stages 2,4 and 5 have the same pattern of operation: a common qubit $c$ successively controls $n$ or $2 n$ qubits which are adjacent each other. This pattern of operation can be performed with local communications as shown in Figure 5.7 where CNOT gates are used in stages 2 and 4, while controlled $W_{l}$ gates are used in stage 5, and $W_{l}$ is given by Eq. (4.20)

Stages 1 and 3 have a different pattern of operation. Namely, the $n$ qubits $a_{n-1}, a_{n-2} \ldots, a_{0}$ concurrently interact with the $n$ qubits $b_{n-1 \oplus l}, b_{n-2 \oplus l}, \ldots, b_{0 \oplus l}$ in $2 n$ steps where $l=0 \ldots 2 n-1$ denotes the step. The $\oplus$ symbol denotes addition modulo $2 n$. On other words, all the $a_{l}$ qubits interact with $n$ qubits $b_{j}$ in a rotating pattern, e.g. for $a_{2}$ control qubit the sequence of the target qubits is $b_{2}, b_{3}, b_{4}, b_{5}, b_{0}, b_{1}$.

The above concurrent operation of gates in rotating pattern can be accomplished with local interaction and in linear depth with the circuit "rc" of Figure 5.8 for the case $n=3$.


Figure 5.7: Shifted control circuit "scc" for commuting gates. The gates applied between qubit $c$ and $a_{j}$ mutually commute.


Figure 5.8: Rotating pattern control circuit "rc" using local interactions.

The first "interleave" block interleaves the upper $b_{5}, b_{4}, b_{3}$ qubits with the $a_{2}, a_{1}, a_{0}$ qubits. The first triad of two-qubit gates correspond to the gates $V_{5}^{(2)}, V_{4}^{(1)}, V_{3}^{(0)}$ of Figure 4.15. The three following SWAP gates allow the local interaction between the three pairs of qubits $a_{2}-b_{4}, a_{1}-b_{3}$ and $a_{0}-b_{2}$, that is the local operation of gates $V_{4}^{(2)}, V_{3}^{(1)}, V_{2}^{(0)}$ of Figure 4.15, etc. This sequence of swapping and concurrent gates application cannot proceed further so as to allow the interaction of $a_{2}$ with $b_{1}$ and $b_{0}$. Also, it remains for qubit $a_{1}$ to interact with qubits $b_{0}$ and $b_{5}$, while for qubit $a_{0}$ to interact with qubits $b_{5}$ and $b_{4}$. The purpose of the next two "exchange" blocks is to reshuffle the qubits in order to achieve this. The inverse "interleave" blocks and the two "exchange" blocks at the end reorder all the qubits in their initial configuration.
The topology of Figure 5.8 can be used for both stages 1 and 3 of the ФМАС with suitable choice of two-qubits controlled rotation gates. The depth of this rotating pattern control circuit is $12 n-10$.

The parameter $[A]$ of the symbol "rc" is a matrix of $n \times 2 n$ blocks, where each block is a $4 \times 4$ matrix representing a two-qubits gate. In the case of stages 1 or 3 , the element $[A]_{j l}$ corresponds to the matrix of controlled rotation described by $V_{l}^{(j)}$ of Eq. (4.18) or $V_{l}^{(j) \dagger}$ of Eq. (4.19), respectively.
Combining the previous results we can build a ФMAC circuit that uses local communications as depicted in Figure 5.9. The first stage is implemented with a rotating pattern control circuit "rc" with parameter $[V]_{j l}=\operatorname{diag}\left(I, V_{l}^{(j)}\right)$ as described above. The second stage is an "scc" block with parameter $\vec{X}=(C N O T, \ldots, C N O T)$. The third stage is an "rc" block with parameter $[V]_{j l}=\operatorname{diag}\left(I, V_{l}^{(j) \dagger}\right)$ and the fourth stage is the same as the second. It remains to apply the fifth stage which can be implemented with an "scc" block with parameter $\vec{W}=\left(W_{2 n-1}, \ldots, W_{0}\right)$ where $W_{l}$ is given by Eq. (4.20). Yet, the qubits order must be rearranged so as the $b$ qubits of Figure 5.9 are adjacent to the control qubit $c$. This is accomplished by the two "exchange" blocks that precede the last "scc" block. The two last "exchange" blocks finalize the order of the qubits in their initial position.


Figure 5.9: ФMAC circuit using local communications.


Figure 5.10: $\Phi$ ADD on two 6 qubits integers using local communications.

The depth of the localized ФМАС of Figure 5.9 is $40 n-4$ compared to the depth $8 n$ of the original ФМАС of Figure 4.15, that is about five times deeper.
In order to retain the linear depth of the modular multipliers of Chapter 4 when implementing them in a 1D-NTC architecture, localization of other blocks except the ФМАС is essential. The GMФDIV block which is used in the modular multipliers consists of the ФMAC and also of QFT, ФADD (adder of two quantum integers) and CФADDC (controlled adder of a quantum integer with a constant). Below we describe local interaction versions of the adder ФADD and the QFT. An inspection of Figure 4.7 shows that the the case of the ФADDC is handled with the topology "scc" of Figure 5.7. This scheme is slightly different form the one proposed in [130] as we want at the end to retain the qubits order. Thus, the depth of a localized ФADDC becomes $2 n$ instead of $n$.

Figure 5.10 is the localized version of the ФADD of Figure 4.9 (see also [130]). Controlled rotation gates $c-R_{k}$ are applied between pairs of qubits $a_{j}$ and $b_{l}$ for $k=1 \ldots n$. For a particular $k, n+1-k$ pairs $a_{j}$ and $b_{l}$ interact, namely the pairs that their index $j$ and $l$ satisfy $j-l=k-1$ and $l=k-1$.
The "interleave" block in the circuit of Figure 5.10 makes adjacent all the pairs $a_{j}$ and $b_{l}$ with $j=l$ so as all the $c-R_{1}$ can be applied concurrently. Afterwards, SWAP gates make adjacent qubits $a_{j}$ and $b_{l}$ with $j=l+1$ for $j=0 \ldots n-1$ so as to prepare them for the concurrent application of the gates $c-R_{2}$. This scheme is repeated until the final application of the gates $c-R_{n}$. The depth of the localized TADD is $4 n-2$ compared to the depth $n$ of the original $\Phi$ ADD.
Finally, a localized version of the QFT [130] is shown in Figure 5.11. Hadamard gates are included in this design and qubits labeling is attached after each SWAP gate to help keep track the operation. Observe that this circuit achieves at the same time the required qubit reversal of QFT. The depth of the localized QFT is $3 n-2$.
The localized version of the GMФDIV dividers (Figures 4.16-4.17 or 4.24) is easily constructed by substituting the ФМАС,ФADD,ФADDC and QFT blocks with their localized


Figure 5.11: QFT on 6 qubits using local communications.
version exposed above. Also, some additional "exchange" blocks are needed to make adjacent various registers that are distant during the computation. A rough estimation of the overall depth of the improved GMФDIV2 divider for a divisor of $n$ bits is about $400 n$ steps of which about $40 n$ steps are due to exchange operation of registers.
Similar calculations for the modular multiplier ФMUL_MOD2 of Figure 4.23 gives a depth of about 1800 n . Consequently, the full localized version of the modular exponentiation circuit ФEXP2 becomes $3600 n^{2}$.

Note that the above depth calculations are over-estimated because they don't take into account possible depth absorption of SWAP gates with adjacent two-qubit gates using canonical decomposition [162, 163, 130]. An example is given in Figure 5.12. The canonical decomposition of both circuits has almost identical topology; the difference is the angle parameters used in the single and two-qubit gates of the decomposition. Thus, addition of a SWAP gate before or after a controlled rotation gate has inappreciable effect on the depth of the circuit. Such a configuration of SWAP gates is encountered in part of the localized ФMAC in Figure 5.8, the localized ФADD in Figure 5.10 and the localized QFT in Figure 5.11 .


Figure 5.12: These two circuits have almost equal depth.

## 6. HIERARCHICAL SYNTHESIS OF QUANTUM AND REVERSIBLE ARCHITECTURES

A novel graph-based hierarchical synthesis methodology for arbitrary large and irregular quantum and reversible architectures is presented in this Chapter. An architecture is prescribed as a sequence of elementary operations that correspond to existing quantum or reversible components of a library. The library can be populated with new circuits synthesized by the same or other methods in a multilevel hierarchical synthesis setup. This Chapter closely follows the presentations in [164, 165].

### 6.1 Background and related work

While a reversible circuit operates on classical bits, e.g. on variables taking discrete values 0 or 1, a quantum circuit operates on qubits taking values in a continuous range (namely the surface of a sphere called Bloch's sphere). Moreover, the reversible logic gates are a subset of the quantum gates (the reversible gates can be described by matrices having elements the integers 0 or 1). Nevertheless, quantum circuit synthesis can exploit known reversible circuit techniques as many quantum algorithms use arithmetic and logic operations (they are Boolean). An example is Shor's algorithm whose main parts are: (a) a modular exponentiation computation and (b) a quantum Fourier transform (QFT). The former part can be described in integer arithmetic terms on the computational basis and, therefore its construction can take advantage of reversible synthesis techniques, something that cannot be applied to the latter part of the QFT. In the former case a reversible circuit implementing the function can be invoked and then a transformation to the quantum circuit can be applied using the available quantum gates.
In general, the reversible synthesis methods can be divided in two families: (a) optimal or asymptotically optimal and (b) heuristic. The former methods result in a circuit that minimizes a particular cost factor which is usually the number of gates. Optimal methods are practical for a few bits only (e.g. 3 or 4 bits) as they demand exponentially grown memory and time as a function of inputs [166, 167, 168]. Heuristic synthesis methods behave better referring to the bits handling capacity at the cost of relaxing the optimality requirement. Transformation [169, 170], search [171], cycle [172] and Binary Decision Diagrams (BDD) [173] based methods fall under the latter category. A thorough overview can be found in [30]. In general, most of the methods suffer from limited scalability: they do not handle large circuits of more than 100 bits due to restrictions of memory and runtime as they consume exponential resources in arbitrary examples cases.
Quantum synthesis differs from reversible synthesis in the specifications and the libraries used to synthesize the circuit. Boolean specifications in the computational basis are adequate when the target circuit is an arithmetic one or logical one due to the linearity and the superposition principle. Thus, reversible circuit methodologies can be used and then library transformation can be applied to convert from the reversible library to a quantum library. When the specifications are in the form of a unitary matrix $U$ of dimension $2^{n} \times 2^{n}$ for a circuit consisting of $n$ qubits then decomposition methods can be applied [53, 27, 174, 28]. In such methods the unitary $U$ is decomposed in a sequence of single qubit and two qubit gates where the specific gates depend on the library. Gates number is exponential in $n$ in general.
As discussed above the various existing quantum and reversible synthesis methods need exponential computing resources and thus they do not scale well for large circuits. A step towards synthesis of large circuits would be the combined use of hierarchical methods where the circuit, being reversible or quantum, is built level by level using already synthe-
sized functions of smaller blocks. These blocks can be ad-hoc designed if they correspond to well known circuits involving regularity (e.g. adders or other arithmetic circuits), automatically synthesized by a synthesis method chosen by the user, or synthesized by the proposed method if a bottom up design is needed to handle a complex specification. To our knowledge only a few hierarchical synthesis method have been presented in the literature [175, 176, 177, 178, 178]. The proposed hierarchical synthesis method applies to both reversible and quantum circuits and eliminates intermediate bits/qubits without excessive ancilla usage. It also supports unlimited circuit size handling capability on an existing library of components. It applies to the quantum case whenever a classically defined "oracle" arithmetic function must be embodied in the quantum algorithm.

### 6.2 Methodology Basics

In this section, we present a set of inter-operating algorithmic routines which synthesize a complex reversible or quantum circuit using abstract functional blocks. Fig. 6.1 outlines the basic steps of the methodology. The abstract blocks are part of a library and are assumed to be already synthesized (using our method or other lower level methods). The specifications of the target architecture come in the form of sequence of arithmetic/logical instructions. The circuit is synthesized progressively in three steps. In the forward synthesis part a directed acyclic graph representing the required computations by the specifications is built by interconnecting various library blocks and possibly by adding ancillae (whenever temporary variables are used), without taking into account the resetting of the ancillae. Subsequently, possible deadlocks which prevent the next step are detected and eliminated. The last step, reversing, is the expansion of the graph so as to reset the ancilla states


Figure 6.1: High level description of the proposed synthesis methodology.

### 6.2.1 Initial Specifications and Library

We consider sequences of arithmetic and logical operations describing the reversible circuit or the quantum oracle of the general form:

$$
\begin{equation*}
x=f_{i}(x, b) \tag{6.1}
\end{equation*}
$$

Function $f$ affects only one of its two input variables $x$ and $b$. Index $i$ is an identifier used to distinguish among the various available functions in the library. Variables $x$ and $b$ are integers of $n_{x}$ and $n_{b}$ bits, respectively. We call variable $x$ the affected variable and $b$ the control variable. There are special cases of elementary functions that fall under the description of Eq. (6.1). In the simplest case there is no control variable ( $n_{b}=0$ ) in the computation of a primitive assignment such as $x=N O T(x)$. In other cases, the bits of the variables are partitioned into sets, where each set has its own index as shown in equation (6.2).

$$
\begin{equation*}
\left[x_{1}^{(\text {out })}, \ldots x_{k}^{(\text {out })}\right]=f_{i}\left(\left[x_{1}^{(\text {in })}, \ldots x_{l}^{(\text {in })}\right],\left[b_{1}, \ldots b_{m}\right]\right) \tag{6.2}
\end{equation*}
$$

In this case, output variable $x$ (denoted as $x^{(o u t)}$ ) is partitioned in $k$ subsets of bits, each one indexed as variable $x_{i}^{(\text {out })}, i=1, \ldots, k$ and consists of $n_{x_{i}}$ bits. Similar description applies to variables $x^{(i n)}$ and $b$. As an example consider the function of dividing a $2 n$ bits affected input variable by a constant integer resulting in an $n$ bits quotient and an $n$ bits remainder whenever the quotient is less than $2 n$. In this case $k=2$ and $l=1$ and the bits representing the dividend become the quotient and remainder bits of the output.

We assume that a library of quantum or reversible subcircuits implementing the classical functions in the form of Eq. (6.1) or (6.2) like the one proposed in [179] is available. This library can be also viewed as the instruction set of a quantum arithmetic logical unit (QALU) and the result of our synthesis procedure can be viewed as the sequence of executions of the quantum instructions to various quantum registers of the QALU. An example quantum library of arithmetic and logical functions is given in Table 6.1. Various quantum circuit representations of these functions can be found in the literature or can be synthesized

Table 6.1: Example functions of a Quantum Library.

| Quantum Function | Affected Qubits |  |  | Control Qubits |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Input State | Output State | Size | State | Size |
| INP_F | - | 0 or $x$ | $n$ | - | 0 |
| NOT | $x$ | $\bar{x}$ | $n$ | - | 0 |
| CNOT | $x$ | $x \oplus b$ | $n$ | $b$ | $n$ |
| COPY | $x=0$ | $0 \oplus b=b$ | $n$ | $b$ | $n$ |
| $\mathrm{ADDC}_{a}$ | $x$ | $x+a\left(\bmod 2^{n}\right)$ | $n$ | - | 0 |
| $\mathrm{CADDC}_{a}$ | $x$ | $x+c a\left(\bmod 2{ }^{n}\right)$ | $n$ | c | 1 |
| ADD | $x$ | $x+b\left(\bmod 2^{n}\right)$ | $n$ | $b$ | $n$ |
| CADD | $x$ | $x+c b\left(\bmod 2{ }^{n}\right)$ | $n$ | $b, c$ | $n, 1$ |
| $\mathrm{MAC}_{a}$ | $x$ | $x+a b\left(\bmod 2^{2 n}\right)$ | $2 n$ | $b$ | $n$ |
| $\mathrm{CMAC}_{a}$ | $x$ | $x+c a b\left(\bmod 2{ }^{2 n}\right)$ | $2 n$ | $b, c$ | $n, 1$ |
| $\mathrm{DIV}_{a}$ | $x$ | $x / a, x \bmod a$ | $2 n$ | - | 0 |
| OUT_F | $x$ | $x$ | $n$ | - | 0 |

with known methods to further populate the library. The library can be arbitrarily extended by including more complex functions or even new functions synthesized by the algorithm described in this paper or other methods.
Each function shown in Table 6.1 transforms the quantum state (input state) of a qubits collection to another quantum state (output state). This transformation depends on the state of some other qubits which remain unaltered. We call the qubits that get transformed affected and the qubits that remain unaltered but influence the affected qubits control qubits, in correspondence to the affected and control variables of function $f$ in equation (6.1), respectively. In Table 6.1, for each quantum function shown in the first column the following columns show the number of affected qubits (size), their initial state and the output (transformed) state. The last columns show the state and the number of the control qubits. Since the state of the control qubits remains unaltered, Table 6.1 does not distinguish between input and output states for these qubits. The inverses of the functions of Table 6.1 (which are inherently reversible) are not shown, but are also included in the library.

### 6.2.2 Quantum Dependence Graph

The synthesized quantum circuit is represented as a directional acyclic graph (Quantum Dependence Graph or QDG) consisting of nodes corresponding to the quantum subcircuits (blocks) of the library functions and of arcs corresponding to the individual qubits or groups of qubits (qubit buses) connecting these blocks.

Figure 6.2 clarifies with an example the notation and the labels used in a QDG. Figure 6.2.i is a quantum addition circuit block in standard notation implementing the function $\operatorname{ADD}(x, y)$. Qubits of input $y$ remain unaffected at the output as the block is reversible and thus they correspond to control qubits. Figure 6.2.ii is the same block in a more compact form with the qubits organized in buses and connected in different ports. Figure 6.2.iii represents the same block as a QDG node and its incoming and outgoing arcs. Attached to the node are the type label which is equal to value ADD and the id label (it depends on the relative position in a particular QDG). The bottom left arc corresponds to the qubits carrying the $x$ state and has three labels attached: The width of the arc (width) which is equal to the number of the qubits $n$, the port destination label dest which is equal to 1 as there is only one affected input port for this block and the port source information (source) which depends on other nodes of the QDG. Similar remarks hold for the rest of the labels


Figure 6.2: Representation of a quantum functional block in the QDG notation. (i) Functional block showing all the qubits taking part in the operation along with their input and output states, (ii) the same block with the qubits organized in buses connected to ports, and (iii) the abstract notation of the same block as a node with arcs and their labels. The question marks mean that the respective label depends on the specific connections of the node relative to the other nodes of the QDG.


Figure 6.3: Mapping between the standard notation (i) and the QDG notation (ii). Affected arcs have width $>0$, while control arcs have width=0.
attached to the other two arcs (control input arc and affected output arc).
The labels id and type can be represented by integers, for each type there is its negative type which corresponds to the block performing the inverse function. Also, the constant parameters of some of the blocks (e.g. parameter $a$ of the function $\mathrm{MAC}_{a}$ ) are assumed to be included in the type label. Later, a third label named anc (integer with values 1 or 0 ) will be used also.

The affected qubits (or affected qubit buses) transformed by a node are represented by arcs incoming to and outgoing from that node. Each affected arc, either incoming or outgoing, must also include the port source (arc tail connection) and port destination (arc head connection) information, because some nodes may have more than one input and/or output qubits buses and we need to distinguish the various possible ports of each node.
Similarly, the input control qubit buses of a quantum function are represented as incoming arcs to the corresponding node. Control arcs always have a width of 0 (no matter their real qubits width) so as to be distinguished from affected arcs. The tail of control arcs emerge from affected qubits output ports of an ancestor node. As control qubits are not altered by any node they entered, there is no need to show their exit by an outgoing arc. Similarly with the case of the affected qubits arcs, we need to include in each control arc the port source and port destination information.

Input nodes of the graph represent initial qubit states (quantum variables passed to the quantum algorithm represented by the QDG) or ancilla qubits initially set to a zero state. For both cases, a node with the special type INP_F is used in the graph. Similarly, output nodes of the graph represent output qubits states (final results or ancilla states). The ancilla states correspond to garbage qubits states or ancilla qubits reset back to their initial zero state when the reversal procedure described later is applied. The output nodes are represented with a node of the special type OUT_F which acts as an identity node.
In some of the functions, the control qubits are grouped in different states variables. The same applies for the affected qubits in some of the functions. As an example, the controlled adder CADD has the two groups of control qubits $b$ and $c$, of $n$ qubits and one qubit, respectively. Also, the divider function DIV has $2 n$ qubits wide input state, but the output state is grouped in two qubits buses of $n$ qubits, namely the quotient and the remainder. In general, we allow such qubit grouping in the functions of the library because it facilitates the initial specifications.
The separation of the qubit buses into affected and control ones simplifies the internal representation of the circuit and the workings of the synthesis algorithm, especially the
deadlocks detection developed later. The restriction that a node control input does not exit the same node does not contradict the standard notation of a quantum circuit; it is just a remapping of notation as shown in Figure 6.3.

### 6.3 Forward QDG Synthesis

The first phase (see Fig. 6.1) of the QDG construction is dedicated exclusively to the forward computations, without taking into account the resetting of the possible ancillae qubits. This step is trivial and will be explained in short.

### 6.3.1 Representation of Classical Algorithm

Dependencies among the sequence of functions of the classical algorithm to be mapped as a quantum oracle exist when a variable in the list of affected output variables of a function is used as an input variable (affected or control) in a subsequent function. These dependencies will be reflected in the QDG through the use of an arc connecting two nodes. Initial values and input variables of the algorithm correspond to affected output ports of INP_F nodes, while the variables giving the final results (desired and garbage) of the algorithm correspond to affected input ports of OUT_F nodes. Intermediate variables (temporary) used in the algorithm for the calculations of the final results correspond mainly to ancilla qubits.
An arbitrary classical algorithm using elementary functions of the form of equation (2) can be equivalently described by arrays of integers and arrays of lists of size $L$, where $L$ is the total number of functions comprising the algorithm. An integer array type describes the type of each function, arrays of lists $p, m$ and $c$ describe the lists of affected output, affected input and control input variables, respectively. Another array of integers, named w describes the number of bits used by each variable. Last, array res will discriminate which of the variables used in the algorithm are the desired final results and which are intermediate temporary variables. This last array definition is crucial for the final phase of the synthesis algorithm whose purpose is to reset intermediate garbage.

### 6.3.2 Forward Synthesis Algorithm

The main data structures used in the synthesis of the forward computations QDG are the graph structure itself, named forwQDG, and the arrays type, p,m,c,w and res describing the classical algorithm mentioned in the previous subsection.

The purpose of forward synthesis algorithm is to add nodes to the forwQDG (initially null), one for each function found in the classical algorithm and connect them with affected and control arcs based on the dependencies between the variables. In brief, the synthesis algorithm of the forward QDG consists of the steps shown in Table 6.2 and explained below. An example of a part of forward QDG built by such an algorithm is shown in Figure 4.

The synthesis algorithm executes the for loop of size $L$ (lines 1,5). For each integer 1 ( $1=1 \ldots L$ ) the following steps build gradually the forward QDG:
Line 2 Add a new node in the forward QDG. This node has a type label equal to the type of the function (type [1]). A new node id is assigned sequentially for each node added.

Line 3 Scan the list of control input variables c [1] of this function. Then for each control variable in the list, find every function $k$ that includes this variable in its output variable list $\mathrm{p}[\mathrm{k}]$ and connect with an arc the two respective nodes of the QDG corresponding to these two functions, 1 and k . As the arc connecting the two

Table 6.2: Forward QDG Synthesis Algorithm

|  | Operations |
| :--- | :---: |
| 1: | FOR each line I DO |
| 2: | Add node |
| 3: | Add incoming control arcs to node |
| 4: | Add incoming affected arcs to node |
| 5: | END FOR |
| 6: | Add terminal (OUT_F) nodes |
| 7: | Record the garbage terminal nodes in a list |

nodes is related to a control input connection add a width label of value 0 on the arc. Add source and destination port labels reflecting the input and output ports that are connected by this arc. The position of the variable in the lists $\mathrm{p}[\mathrm{k}]$ and $c[1]$ is the source and destination port number, respectively.

Line 4 Scan the list of affected input variables $m[1]$ of this function. Then for each affected input variable find every function that includes this variable in its output variable list $\mathrm{p}[\mathrm{k}]$ and connect with an arc the two QDG nodes which correspond to these two lines, 1 and $k$. Add labels on this arc reflecting the number of the qubits carried by this variable ( $\mathrm{w}[\mathrm{m}[1]]$ ) and also the source and destination port similarly to Step 2 above. If no line with such an output variable is found then add a new node of type INP_F and make the required connection with the relevant labels (This means that the input variable is an input argument to the classical oracle to be synthesized).

After the execution of the loop, two more steps are necessary to prepare the reversing phase of the synthesis:
Line 5 For all unmatched affected output variables (this means that the variable is a final desired result or an ancilla output) add a new node of type OUTP_F and make the required arc connection assigning the relevant width and port labels.

Line 6 Record in a list (GarbageTermList), the terminal node ids of the forward QDG which carry garbage results, that is non desired final results. This discrimination is based on the array res mentioned in the previous subsection.

### 6.4 Reversible QDG Synthesis

The final phase of our synthesis algorithm transforms and expands the forward QDG so as to reset all ancilla qubits back to their initial constant states.

### 6.4.1 Node Inversion

The un-computation of the ancilla qubits state back to a constant state can be achieved by successively inverting the states of ancilla qubits that appear at the output of a terminal node through all the nodes up the respective input nodes affecting these ancilla qubits. These terminal nodes have been recorded in GarbageTermList.
To understand the requirements and the procedure to invert the state of the affected output qubits of a node in a QDG, we refer to Figures 6.4 and 6.5 which represent a segment of an example forward QDG and its expansion (called revQDG), respectively. The purpose of the expanded QDG is to uncompute the garbage ancilla states.

In Figure 6.5, nodes $A^{-1}, B^{-1}, C^{-1}, D^{-1}$ and $H^{-1}$ are the nodes required to invert the output


Figure 6.4: Part of an example forward QDG node. Attached at the tail of the solid arcs is the output state and at the head of the arcs is the width of the arc ( 0 for control arc). Inside the circles of the nodes the port numbers for each case of affected input, affected output and control input arcs are shown.


Figure 6.5: Inversion of node A of the example forward QDG shown in Fig. 6.4. Legend of arc and node labels is similar as that of Fig. 6.4.
states of node $A$ of the forward QDG in Figure 6.4. Inverting states $s_{1}, s_{2}, s_{3}$ of the output quits of node $A$ means to transform them into the states $r_{1}$ and $r_{2}$. Figure 6.4 shows that node $A$ receives as affected inputs two arcs (with widths $n_{1}$ and $n_{2}$ ) from nodes $E$ and $F$ being in states $r_{1}$ and $r_{2}$, respectively. These are controlled by state $c_{4}$ (arc of width 0 emerging from node $G$ ) and transformed into the output states $s_{1}, s_{2}, s_{3}$. The inverse transformation is realized by another node of the reverse QDG, namely node $A^{-1}$, which is the inverse of node $A$ (as we have previously mentioned, the quantum library contains the inverse of every function as well). So, if the affected input ports of node $A^{-1}$ are fed with the states $s_{1}, s_{2}, s_{3}$ and its control input is fed with the state $c_{4}$ it is obvious that the required inversed states $r_{1}$ and $r_{2}$ become available at the affected output ports of node $A^{-1}$.

This inversion implies that states $s_{1}, s_{2}, s_{3}$ and $c_{4}$ must be available. In the example we have shown for the forward QDG states $s_{1}, s_{2}, s_{3}$ have already been processed by the successor nodes of $A$ (nodes $B, C, D$ ) and the state $c_{4}$ has been processed by node $H$. This necessitates the inversion of nodes $B, C, D$ and $H$ before the inversion of node $A$.

The incoming arcs connections to node $A^{-1}$ are as follows. Node $A$ has two ports of af-
fected input qubits, namely 1 and 2 of respective qubits width $n_{1}$ and $n_{2}$, and a unique control input port labeled as 1 . Moreover, it has three affected output ports (1, 2 and 3 ) of widths $n_{4}, n_{5}$, and $n_{6}$, respectively. The ports of the affected input qubits of the inverted node $A^{-1}$ are the ports of the affected output qubits of node $A$ and vice versa. Control port 1 of $A^{-1}$ corresponds to the same port (number 1) of node $A$. When connecting the incoming arcs of node $A^{-1}$ the algorithm needs the extra information of which ports are engaged in these connections.

### 6.4.2 Global Considerations

The above per-node inversion procedure must be applied by taking global considerations into account. Some prerequisites and constraints are the following:

- Selection of nodes which require inversion: Only some of the forward computation QDG nodes need to be inverted. The reversing algorithm must select and label the nodes of the forward computation that need inversion (using label anc with values 0 or 1 attached at each node). The reversing algorithm begins from the nodes listed in GarbageTermList and recursively marks all the internal nodes of the forward QDG that have a path connection to these leaf nodes as the nodes that require inversion. These paths must comprise exclusively of affected arcs, i.e. it marks only the ancestors of the output nodes that directly transform the final ancilla state. The nodes which need inversion will be called ancilla nodes and their anc label is set to value 1 (the rest of the nodes have a value 0 and will be called non ancilla nodes). This prerequisite to mark the ancilla nodes of the forward QDG will be taken into account later, at line 1 of the reversing algorithm shown in Table 6.6.
- Sequence of inversion: the algorithm must check that each candidate node for inversion is ready and allowed for this operation. Only a subset of the ancilla nodes is able to be inverted at each instance. This is due to the existence of data dependencies between the various nodes. In the example of Figure 6.4, node A can be inverted only if its children nodes are already inverted (in case they were ancilla nodes) because node $A^{-1}$ requires the states $s_{1}, s_{2}, s_{3}$. These states are not available as the forward computation has already transformed these states by applying nodes $B, C$ and $D$. The readiness condition just described is given in line 8 of the reversing algorithm in Table 6.6.

Even if an ancilla node is ready for inversion, a postponement of this action may be necessary. This may happen if this blocks the inversion of other nodes. E.g. the candidate node for inversion has a control arc connection towards another ancilla node which is not yet inverted. The purpose of updating the GarbageTermList in line 11 of Table 6.6 is exactly this.

- Tracking of intermediate states: The inversion algorithm needs to keep track of which forward QDG node output state corresponds to the new output states computed by each new inverted node. Referring again to Figure 6.5, when node $A^{-1}$ is added to invert node $A$, the necessary information of where to find the states $s_{1}, s_{2}, s_{3}$ must have been recorded. These states have been computed in a previous step of the algorithm when the inversion of nodes $B, C$ and $D$ took place, by adding nodes $B^{-1}$, $C^{-1}$ and $D^{-1}$ and their corresponding arcs, so these latter nodes can supply the required states $s_{1}, s_{2}, s_{3}$.
An array of lists named revinfo is used for this purpose. A list is assigned to each node of the forwQDG. Initially, the lists corresponding to the terminal nodes of the
forwQDG contain as records the same terminal nodes (meaning that the output states of the terminal nodes are available at the nodes themselves), while the revinfo lists of the internal nodes are empty (meaning that the states of the internal nodes of the forwQDG are no longer available as the forward computation has proceeded to the end). Additionally, the records of a list contain arcs information such as the source port, destination port and width. During the inversion of the nodes procedure, as the revQDG is expanded, states of internal nodes of the forwQDG gradually become available (new terminal nodes in the revQDG appear) while states of other nodes are no longer available (they become internal nodes of the revQDG). Therefore, the revinfo lists must be updated anytime a node is inverted and this update becomes part of the node inversion algorithm shown in Table 6.3.
- Deadlocks resolution: There are cases where it is impossible to invert a given forward computations QDG without applying a certain transformation on it. These cases are again related to the data dependencies imposed between two nodes which prevent the inversion of another node. Treatment of these situations is described in detail in the following subsection.

Table 6.3: Node Inversion Algorithm
Operations
1: ADD New Node of type $A^{-1}$ in revQDG
2: ADD affected arcs in revQDG from nodes of RevInfo(A) list towards node $A^{-1}$.
3: FIND the ancestors $F_{1}, \ldots, F_{m}$ of node $A$ that have affected arc connections with $A$.
4: UPDATE the lists $\operatorname{Rev} \operatorname{Info}\left(F_{1}\right), \ldots, \operatorname{Rev} \operatorname{Info}\left(F_{m}\right)$ with the new added node $A^{-1}$.
5: FIND all the nodes $C A_{1}, \ldots, C A_{n}$, which control node $A$.
6: ADD control arc connections in revQDG from nodes $C A_{1}, \ldots, C A_{n}$ to node $A^{-1}$.

### 6.4.3 Deadlocks Resolution

There are two possible cases that can lead to deadlock of the reversing algorithm. The two cases are depicted in Figures 6.6 and 6.7. In both cases we assume that we have already marked all the nodes of the QDG as ancilla or non ancilla nodes.

The sequence of deadlock resolution algorithms is to first apply the algorithm for the second type and afterwards the algorithm for the first type, as it is possible the revocation of a second type deadlock to generate a first type deadlock, but not vice versa.
Both deadlock resolution algorithm use additional ancilla bits/qubits and copy the output port states of the nodes that cause the deadlocks to these new ancillae. This is a bitwise copy operation which is simply performed with CNOT gates having as control the bit state to be copied and as target the new ancilla in the zero state.

Although a real copy operation is not permitted in the quantum context due to the "nocloning" theorem, the purpose here is to reset an intermediate ancilla state back to zero. If someone analyzes the global operation of the circuit he can see that as long as the garbage states ends up in state 0 for every basis input state then the same holds for every superposition of them. That is the garbage states become 0 and disentangled from
the other states. Consequently, the circuit operation is the desired one when analyzed globally (see Section 6.6 for more details).
In both deadlock cases I and II the drawback of adding more ancilla qubits can be counterbalanced by the reversing of other ancilla qubits which otherwise would be garbage qubits and could not be reused. This point will be further analyzed in Section 6.6.

## Deadlock Type I

The handling of the first deadlock type is depicted in Figure 6.6. Nodes $A$ and $B$ are marked as ancilla and are connected by an affected arc (width greater than zero). Nodes $C_{1}$ and $C_{2}$ are marked as non-ancilla and the arcs connecting node $A$ with them have also a width greater than zero ( $n_{1}$ and $n_{2}$ ) and emerge from different ports of node $A$, namely $p_{1}$ and $p_{2}$. It is the affected arc between nodes $A$ and $B$ the fact that gives the ancilla property to node $A$ and consequently the necessity to invert it; its other children connections are towards the non ancilla nodes $C_{1}$ and $C_{2}$.
The deadlock condition then arises due to the fact that a node like $A$ has affected arc connections to both ancilla and non ancilla children. It is impossible to invert the ancilla node $A$ as this requires the prior inversion of nodes $C_{1}$ and $C_{2}$, but these nodes must not be inverted as they are non ancilla nodes and their output results must remain unaltered up to the end of the computations. This kind of deadlock can be prevented by "copying" the qubits emerging from ports $p_{1}$ and $p_{2}$ and thus releasing node $A$ so as its output states can be inverted as desired. The detailed required actions to revoke such a deadlock case are described in Table 6.4 and Figure 6.6.


Figure 6.6: First type of deadlock resolution. Nodes $A$ and $B$ are ancilla, nodes $C_{1}$ and $C_{1}$ are nonancilla and $M_{1}, M_{2}, N_{1}, N_{2}, O_{1}, O_{2}$ are the nodes added to prevent the deadlock. Next to each arc is shown its width. Ports are shown inside the circles of some nodes.

## Deadlock Type II

The second type of deadlock is illustrated in Figure 6.7. Node $A$ which is non-ancilla controls via an arc (width 0 ) emerging from port $p_{1}$ of ancilla node $B$. As the latter node is an ancilla node it must be inverted. This inversion need means either that the forward computations must not have proceeded beyond node $A$ (towards nodes $E, F, G$ and $H$ ) or that

Table 6.4: Detection and Resolution of Deadlock I Algorithm

| Operations |  |
| :---: | :---: |
| : | FOR each ancilla node $A$ of forwQDG DO |
| 2 : | IF node $A$ has affected arcs connections to both ancilla and non anciila children nodes THEN |
| 3: | FOR each affected outgoing arc $i$ emerging from node $A$ (port $p_{i}$ ) and leading to a non-ancilla node $C_{i}$ DO |
| 4: | ADD a new node, $M_{i}$, of type INP_F initializing $n_{i}$ qubits in zero state. The number $n_{i}$ is the width of the arc $A \rightarrow C_{i}$ |
| 5: | ADD a new node, $N_{i}$, of type COPY whose purpose is to copy the port $p_{i}$ output state of node $A$ |
| 6 : | ADD an affectecd arc connection from node $M_{i}$ to node $N_{i}$ of width $n_{i}$ (the number of qubits to be copied). The port information attached to this arc is trivial ( 1 for both the tail and head) as an INP_F node has only one output port and a COPY node has only one affected input port |
| 7: | ADD a control arc connection (width 0 ) from node $A$ to node $N_{i}$. The tail of this arc is port $p_{i}$ of node $A$ and the head is port 1 as a COPY node has only one control input port |
| 8: | ADD an affected arc connection from node $N_{i}$ to node $C_{i}$. Arc's destination port is the destination port of arc $A \rightarrow C_{i}$ and its width is $n_{i}$. The source port of this arc is again 1 as only one output port exists on any COPY node |
| 9: | REMOVE the arc connecting node $A$ with node $C_{i}$ |
| 10: | ADD an OUT_F node |
| 11: | ADD arc connection from port $p_{i}$ of node $A$ to node OUT_F |
| 12: | MARK node OUT_F as ancilla node |
| 13: | END FOR |
| 14: | END IF |
| 15: | END FOR |

the output state of port $p_{1}$ of $A$ must be available somewhere else in the QDG.
The deadlock condition arises whenever a path like $A \rightarrow E \rightarrow F \rightarrow G \rightarrow H$ (Path 1 in Figure 6.7) consists exclusively of affected qubits arcs (width greater than zero), the nodes belonging to the path are non-ancilla and simultaneously exists a second path from $B$ to $H$ (Path 2 in Figure 6.7) where the subpath $B \rightarrow D$ consists of affected arcs while the last arc $D \rightarrow H$ is supposed to be a control arc. The nodes belonging to path $B-D$ are assumed to be ancilla nodes. Both paths must emerge from the same output port (shown in Figure 6.7 as $p_{1}$ ) of node $A$.
If the last arc $D \rightarrow H$ wasn't a control arc then this case could be handled by the resolution of type I deadlock because in such case node $D$, being ancilla node, would have another outgoing arc of width greater than zero leading to another ancilla node. For the same reason, node $A$ is supposed to be a non ancilla node, otherwise we would face an ancilla node having both ancilla and non ancilla children connected through affected arcs.
This second deadlock condition can be justified for the following reasons. If the inversion of node $B$ is done prior the advancement of the forward computations beyond node $A$ (towards node $H$ ) then the output state of node $D$ will not be longer available and the
computation on node $H$ could not be done. On the other hand as explained above, if the forward computation has advanced up to node $H$ (so as node $D$ can be inverted) then the inversion of node $B$ cannot be done as the output state of node $A$ is no longer available.
An algorithm for detection of second type of deadlocks has been developed and is briefly described in Table 6.5. A detected deadlock can be revoked with similar actions as those of the first deadlock case, that is addition of nodes $M, N, O$ and some rearrangement of arcs as depicted in Figure 6.7. Detailed resolution operations are not exposed in Table 6.5 due to the similarity with first case.

The detection of the second type is as follows: Every non ancilla node $A$ is checked for engagement in a possible deadlock (lines 1,17). For each such node a list, L0, consisting of its non ancilla children is built (line 2) and another list, L1, consisting of its ancilla children is also built (line 3). The purpose of the double loop defined in lines 4,17 and 5,16 is to check if two arcs emerge from the same port $p$ of node A towards an ancilla and a non ancilla node (lines 6,15 ). This is a prerequisite for the deadlock of the second kind and this condition corresponds to the arcs $A \rightarrow E$ and $A \rightarrow B$ in Figure 6.7. If such a condition is fulfilled then another list, nonAncS, that contains non ancilla nodes is built (line 7). This list contains only the non ancilla successor nodes of node $C 0$ and a modified Depth First Search procedure can be applied for this retrieval. This modified search procedure traverses only the affected arcs (the ones with their width greater than zero). Now, every path from node $A$ to each node $S$ of the list nonAncS corresponds a path similar to Path1 in Figure 6.7. The final check is to find if a second path exists from node $C 1$ to any of the nodes recorded in list nonAncS (lines 10-13). This path must be composed of affected arcs only except the last one (line 11) and this could correspond to Path 2 in Figure 6.7. If this final condition is true then a procedure similar to that one exposed in Table 6.4 is applied to port $p$ of node $A$ which causes the second kind of deadlock (line 12).


Figure 6.7: Second type of deadlock. Nodes $A, E, F, G, H$ are non-ancilla whereas nodes $B, C, D$ are ancilla. Nodes $M, N, O$ added to prevent the deadlock. Width of each arc is shown.

## Uniqueness of the two deadlock conditions

The previous two deadlock types are the only ones that can arise. This can be justified if we examine all the possible connection cases of ancilla node, e.g. $B$, which must be

Table 6.5: Detection of Deadlock II Algorithm

## Operations

```
FOR each non-ancilla node \(A\) of the forwQDG DO
    Generate a list L0 with the non ancilla children of \(A\)
    Generate a list L1 with the ancilla children of \(A\)
    FOR each node \(C 1\) of forwQDG in L1 DO
            FOR each node \(C 0\) of forwQDG in L0 DO
                IF source \((\operatorname{arc}(A, C 1))=\) source \((\operatorname{arc}(A, C 0))\) THEN
                    nonAncS=DFS1(C0)
                    \(p=\) source \((\operatorname{arc}(A, C 0))\)
                    FOR each \(S\) in nonAncS DO
                path2=FindPath \((C 1, S)\)
                                    IF path2 \(\neq\) NULL AND all arcs of path2 are
                                    affected except the last one THEN
                                    Deadlock found at port \(p\) of node \(A\)
                                    END IF
                END FOR
            END IF
            END FOR
        END FOR
    END FOR
```

inverted. The necessary conditions to invert node $B$ are: (1) its incoming control states be available at the instance of inversion and (2) its outgoing output states be also available, as explained previously.
The first condition means to investigate the possible cases of ancestor nodes of $B$ that have control arcs connected to it. There are two cases: (1a) an ancestor node $A$ is a non ancilla node and (1b) an ancestor node $A$ is an ancilla node. Case 1a is covered by the type II deadlock. Case 1b means that at least one of the successors of $A$, e.g. $C$, with affected arc connection from node $A$ is an ancilla node. If such a connection emerges from the same port as the $\operatorname{arc} A \rightarrow B$ then node $B$ can be inverted only if node $C$ can be inverted so as this case is reduced to recursively check if node $C$ is engaged in any deadlock. On the other hand if such a connection emerges from another port of node $A$ then we can see that we fall back in a type I deadlock.

The second condition can be separated in the following subcases: (2a) All the successors of node $B$ are ancilla nodes. This means that this condition can be reduced to assure recursively that the successors are not engaged in any deadlock. (2b) At least one of the successors is a non ancilla node and this case is handled again by the type I deadlock.
Therefore, all the necessary conditions to invert an ancilla node are covered by preventing just the two deadlock cases described previously.

### 6.4.4 Reversing Algorithm

The actions described previously to reset the garbage states are collected together in Table 6.6. The initialization actions already described are the marking of ancilla nodes of the forward QDG (line 1, subsection 6.4.2), the application of the two deadlock resolution algorithms (lines 2,3, subsections 6.4.3 and 6.4.3) and the initialization of the revinfo lists (line 4, subsection 6.4.2).

The forwQDG already modified by the two deadlock resolution procedures is then copied (line 5) to a second QDG called revQDG. New nodes will be progressively added to revQDG, while at the same time ancilla nodes will be deleted from forwQDG. The final synthesis product will be the revQDG graph.
The circular list, GarbageTermList, is used to store the ids of garbage terminal nodes of forwQDG. This list is initialized during the construction of the forward QDG (subsection 6.3) and contains all the terminal nodes of the graph that carry non desired results, that is it initially contains the terminal nodes carrying garbage. This list is updated during the reversion algorithm by removing ancilla node ids just inverted and by adding ancilla node ids which became terminal nodes after the removal of inverted nodes in the forwQDG. The algorithm scans in a circular manner this list until it becomes empty (lines 6,7,13).

Each node id found (curNode) in the circular list is checked if it is ready for inversion in the forwQDG (lines 8,12). This has been explained in Sequence of Inversion bullet in subsection 6.4.2. In such a case, a new node with inverse type and its relevant arcs are added in the revQDG (line 9). These steps have been described in detail in subsection 6.4.1.
We then remove this curNode from the forwQDG graph (line 10). This removal is necessary as it may release some other ancilla nodes of the forwQDG with their ids contained in the GarbageTermList to become ready for inversion in the next execution of the loop. Thus, this removal will be taken into account in the updating of the GarbageTermList in line 11. The procedure of updating this list is (i) to remove the curNode and (ii) to add all the ancilla parent nodes of curNode on the condition hey have no children (this is equivalent that they indeed have become terminal nodes after the removal of the curNode from the forwQDG).
A last post-processing step that rearranges some of the control arcs is not shown in Table 6.6. This rearrangement changes the head connections of some control arcs so as to emerge from the new added nodes instead of the original ones and it is based on the revinfolists.

Table 6.6: Reversing Algorithm

## Operations

```
MARK ancilla nodes of forwQDG
CALL Deadlock 2 Detection and Resolution procedure
CALL Deadlock 1 Detection and Resolution procedure
INITIALIZE revinfo[] lists
COPY forwQDG to revQDG
WHILE GarbageTermList \(\neq\) NULL DO
    FIND next curNode in GarbageTermList
    IF no children of curNode with affected arcs exist in forwQDG THEN
            CALL node inversion procedure (Table 6.3) for curNode of revQDG
            REMOVE curNode and its arcs from forwQDG
            UPDATE GarbageTermList
        END IF
END WHILE
```


### 6.5 Synthesis Examples

This section presents two simple but complete arithmetic circuits synthesized by the proposed algorithm to clarify the previously described procedures. The first circuit is a controlled modular multiplier which is an integral part of the modular exponentiation compu-
tation for Shor's algorithm. Various proposals exist for the implementation of this circuit, most of them based on the construction of a modular adder [62, 129]. The example presented is based on a recent efficient design of Shor's algorithm [141] where the building blocks are a multiplier/accumulator by constant and a divider by constant. The example serves only to present the scalability of the proposed method to automatically build hierarchically large circuits given its specification in a classical algorithm and not to evaluate the resulting circuit in terms of quantum gates, circuit depth or qubits count, as these aspects depend on the components used in the library and consequently on the low level synthesis methods employed to generate them.
A controlled modular multiplier calculates the function $x=c a y \bmod N$ where $a$ and $N$ are constants of $n$ bits. Control variable $c$ is 0 or $1, x$ is $2 n$ bits wide and $y$ is $n$ bits wide. If a multiplier accumulator by constant $a\left(\mathrm{CMAC}_{a}\right)$ and a divider by constant $N\left(\mathrm{DIV}_{N}\right)$ are available in a synthesis library like that of Table 6.1 then the computation of the above function can be done as in Table 6.7.

The second column of Table 6.7 is the sequence of the elementary functions while the last four columns are the initial conditions passed in the synthesis algorithm in the form of array of lists as described in subsection 6.2.2. Additional to these initial conditions and not depicted in the table are the array of the variables width and the array defining the final results. These are initialized as follows : $w=[\mathrm{n}, \mathrm{n}, 2 \mathrm{n}, 2 \mathrm{n}, \mathrm{n}, \mathrm{n}]$ andres $=[0,0,0,0,0,1] ;$ variables assigned the values 3 and 4 have a width of $2 n$ qubits while the desired result is the remainder $r$ which is numbered as the 6-th variable.

The synthesized QDG is depicted in Figure 6.8. It consists of the forward part at the left and the reverse part at the right. Three INP_F nodes are used in the forward part to represent the initial states $c, y$ and $x=0$ with width $1, n$ and $2 n$, respectively. Nodes OUT_F with id 6 and 7 are the output nodes added by the forward synthesis algorithm and carry the garbage quotient state $q$ and the desired state of the remainder $r=c a y \bmod N$.
The purpose of the reverse part of the synthesis is to reset the garbage state $q$ back to a constant zero state. This means reversing node with id 6 and all its ancestors nodes (1,2,3,4 and 5). All these nodes have been marked as ancilla nodes by the forward synthesis algorithm, but nodes 1,2 and 3 did not need reversion since they are INP_F nodes. A checking for possible deadlocks must be made before initiating the reverse algorithm. As can be seen in the figure, a deadlock of type $l$ is found at node 5 as it is an ancilla node connected through affected arcs to ancilla node 6 and non-ancilla node 7. The actions of the deadlock algorithm is to add nodes with ids 8,9 and 10 , add some arcs as described in subsection 6.4.3 and remove the arc $5 \rightarrow 7$. After these actions take place nodes 1,2 , $3,4,5,6$ and 10 become ancilla. Reversion algorithm results in the right part of Figure 6.8. Nodes with ids $11,12,13$ and 14 are the inverses of $10,6,5$ and 4 , respectively.

Table 6.7: Specifications of a controlled modular multiplier

|  | Algorithm | Initial Conditions |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Line 1 | Function | type[1] | $\mathrm{p}[1]$ | $\mathrm{m}[1]$ | $\mathrm{c}[1]$ |
| 1 | input $c$ | INP_F | 1 | - | - |
| 2 | input $y$ | INP_F | 2 | - | - |
| 3 | input $x=0$ | INP_F $_{3}$ | 3 | - | - |
| 4 | $x=$ CMAC $_{a}(x, y, c)$ | CMAA $_{a}$ | 4 | 3 | 1,2 |
| 5 | $[q, r]=\mathrm{DIV}_{N}(s)$ | DIV $_{N}$ | 5,6 | 4 | - |



Figure 6.8: Quantum or reversible architecture result in the form of QDG (forward and reverse) for the controlled modular multiplier. Inside each node the function type and the id are shown. Next to each arc the state it carries is shown. Thick and thin arcs are affected and control arcs, respectively. Ports numbering is shown inside the node, when necessary.

Subsequently, the complete QDG calculates the desired function and the resulted circuit is identical to controlled modular multiplier accumulator proposed in Figure 4.22.
This example was a trivial one as it does not exhibit any advantage over the standard Bennett's method discussed in next session. In fact, the circuits derived by the two methods are identical. A second example follows which exhibits some advantages of the proposed method.

Assume that the target function to synthesize is defined as

$$
f(x, y)= \begin{cases}y+b \cdot x, & y<a  \tag{6.3}\\ y, & y \geq a\end{cases}
$$

for some constants $a$ and $b$, essentially being a conditional multiplier/accumulator conditioned on the value of one of the inputs $y$. Input arguments $x$ and $y$ and the constants $a$ and $b$ are $n$ bits wide integers, while the output $f(x, y)$ is $2 n$ bits wide and signed integers are assumed. The above function is not invertible in any of its arguments $x$ or $y$, thus both the arguments must be supplied at the output of its reversible implementation.
It seems that the above function requires a controlled multiplier/accumulator block CMAC ${ }_{b}$ and a constant adder block ADD $_{-a}$ operating as a comparator in order to implement the piecewise function $f$. The result of the comparison would be the most significant bit of the subtraction $y-a$ as signed arithmetic is assumed. We introduce two dummy blocks (they do not perform any computation) that are useful for extraction and combination of group of bits. The first one is a splitter (called SP) which partitions a group of $n$ ordered bits into two groups of $k$ and $n-k$ bits, by preserving their order. A splitter node with parameters $k$ and $n-k$ has an input port of $n$ bits and two output port of $k$ and $n-k$ bits as depicted in Figure 6.9(i). The $k$ most significant bits appear at output port 1 in the same order, while the $n-k$ least significant bits appear at the output port 2, again in the same order. Its operation can be rigorously defined as

$$
\begin{equation*}
[y, z]=S P_{k, n-k}(x), \quad x=\left(x_{n-1} \ldots x_{0}\right), \quad y=\left(x_{n-1} \ldots x_{n-k}\right), \quad z=\left(x_{n-k-1}, \ldots x_{0}\right) \tag{6.4}
\end{equation*}
$$

The inverse block of the splitter $\mathrm{SP}_{k, n-k}$ is the combiner $\mathrm{CB}_{k, n-k}$ which is depicted in Figure 6.9(ii). Equipped with these functions and a COPY function we can specify the input for


Figure 6.9: Splitter (i) and Combiner (ii) blocks.

Table 6.8: Specifications of a conditional multiplier/accumulator. Bit widths of the variables $x, z, y, s$ are $n, n, n, 1$ respectively.

|  | Algorithm | Initial Conditions |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Line 1 | Function | type [1] | p [1] | m [1] | c [1] |
| 1 | input $x$ | INP_F | 1 | - | - |
| 2 | input $z=0$ | INP_F | 2 | - | - |
| 3 | input $y$ | INP_F | 3 | - | - |
| 4 | input $s=0$ | INP_F | 4 | - | - |
| 5 | $y=\mathrm{ADD}_{-a}(y)$ | $\mathrm{ADD}_{-a}$ | 5 | 3 | - |
| 6 | $\left[y_{u}, y_{l}\right]=\mathrm{SP}_{1, n-1}(y)$ | $\mathrm{SP}_{1, n-1}$ | 6,7 | 5 | - |
| 7 | $s=\operatorname{COPY}\left(s, y_{u}\right)$ | COPY | 8 | 4 | 6 |
| 8 | $y=\mathrm{CB}_{1, n-1}\left(y_{u}, y_{l}\right)$ | $\mathrm{SP}_{1, n-1}$ | 9 | 6,7 | - |
| 9 | $y=\mathrm{ADD}_{a}(y)$ | $\mathrm{ADD}_{a}$ | 10 | 9 | - |
| 10 | $y=\mathrm{CB}_{n, n}(z, y)$ | $\mathrm{CB}_{n, n}$ | 11 | 2,10 | - |
| 11 | $f=\mathrm{CMAC}_{b}(y, x, s)$ | $\mathrm{CMAC}_{b}$ | 12 | 11 | 1,8 |

the synthesis of function $f(x, y)$ as shown in Table 6.8.
The purpose of lines 5,6 and 7 of Table 6.8 is to extract to variable $s$ the sign bit of the comparison $y-a$. This sign bit will discriminate if the multiplier/accumulator is enabled or not. After the operation of lines 8 and 9, variable $y$ has its initial value and it is almost ready to be processed by the CMAC function. Before the final processing by the CMAC an extension of its width from $n$ bits to $2 n$ bits is required. This is accomplished by combining the $n$ bits variable $z$, initially in zero state, with $y$. Line 10 uses a combiner and results in a variable $y$ of $2 n$ bits wide with the same value as the initial value of the original $y$. The last line results in the final value $f=y+b x$ if $s=1(y<a)$, or just $y$ if $s=0(y>a)$.

The forward synthesis QDG corresponding to Table 6.8 appears in Figure 6.10. Node CNOT which carries the sign bit requires inversion. This node is engaged in a deadlock II as it is controlled by non ancilla node (SP with id 6) and also controls the non ancilla node CMAC which affects the same qubits with SP.

The QDG after this deadlock II resolution is depicted in Figure 6.11 with the insertion of one ancilla qubit (node INP_F with id 15).

A deadlock I came to the front after this resolution. This happened because nodes SP (id 6 ) and $\mathrm{ADD}_{-a}$ now became ancilla nodes. The deadlock I is due to node SP which feeds with affected qubits the non ancilla node CB (id 8). The QDG after this second deadlock is depicted in Figure 6.12. This resolution needed the insertion of $n-1$ bits (node INP_F with id 18).


Figure 6.10: Forward Synthesis result for the conditional mutltiply/accumulate example.


Figure 6.11: Deadlock II resolution for the conditional mutltiply/accumulate example.

The final stage, which is the reversion, results in the QDG of Figure 6.13. This reversion step resets the qubit carrying the sign and brings back the argument $y$. This procedure used the inverses of nodes OUT_F (it is an identity node) and CNOT which are themselves, the inverse of the subtractor (node id 5 ) which is an adder (node id 27) and the inverse of the splitter (node id 6) which is the combiner (node id 26).
The required effective blocks (dummy blocks like OUT_F, SP, CB are not counted as they don't have any cost) for the implementation of function $f$ in a reversible manner with the presented method are three constant adders of $n$ qubits, a CMAC and $n+1$ CNOT gates (hidden inside the COPY blocks). The dominant cost and depth contribution is due to the CMAC block. The standard implementation with Bennett's method discussed in next section, would require two CMAC blocks, four adders and $n$ CNOT gates, roughly doubling the gate cost and the depth of the circuit. Moreover, the space requirement of the implementation just presented is $4 n+1$ bits, while the standard method would require $5 n+1$ bits.

Figure 6.14 better clarifies the above comparison between the standard Bennett method and the proposed method. Both subfigures use the standard block notation used throughout this thesis. Subfigure 6.14(ii) is stripped out from dummy blocks used in the synthesis


Figure 6.12: Deadlock I resolution for the conditional mutltiply/accumulate example.


Figure 6.13: Complete synthesis of the conditional mutliply/accumulate example after the final reversion procedure.
procedure like IN_F,OUT_F, SP and CB. The constant adders and the CMAC units are the ФADDC and ФMAC, respectively, introduced in Chapter 4, although other implementations could be used instead. To simplify the notation, the required QFT and inverse QFT blocks are absorbed in the ФADDC and ФMAC symbols. Thus, the depth of the complete ФМАС is $8 n+2 \cdot 4 n=16 n$ (it requires two QFT of width $2 n$ and the depth of an QFT with width $n$ is $2 n$ ) while the depth of the complete ФADDC is $4 n+1$. Taking these depths into account, we conclude that the depth of the second circuit is $28 n+6$ compared to $48 n+7$ of the first one. Similar calculation for the quantum cost gives that the proposed method derives a circuity with cost $9 n^{2}+20 n$ compared to $16 n^{2}+32 n$ of the standard method.

(i)

(ii)

Figure 6.14: Comparison of two circuits computing the conditional multiply/accumulate example. (i) Circuit derived by the compute-copy-uncompute method and (ii) circuit derived by the proposed method.

### 6.6 Features and Comparison

In general, a direct comparison of a hierarchical synthesis method to flat (low-level) synthesis methods in terms of quantum cost, qubits count and circuit depth is not meaningful because a hierarchical synthesis is based on a previously synthesized library and the results depend on the particular low-level synthesis methods used to build the library. As for the execution time of the proposed hierarchical synthesis algorithm, it is obvious that the hierarchical technique of dividing a large circuit to smaller parts, gives a scalability advantage over a low-level strategy to handle a large and complicated circuit by a flat method.

A rough complexity analysis for the synthesis algorithm in terms of the number of lines $L$ of the specifications follows. It is assumed that the number of input/output ports of a node is constant and much smaller than $L$ (a reasonable assumption as shown in Table 6.2). The number of nodes of the forward QDG is $L$ while that of the final reverse QDG is at most double. With the above assumptions we can estimate that the arcs number is $O(L)$. We concentrate on the reversing part as the forward part is easily shown to have a complexity $O(L)$ by investigating Table 6.2. The main part of the reversing algorithm consists of operations in lines 7-11 with constant complexity nested in a while loop scanning the ancilla nodes. Thus it has a $O(L)$ complexity. It can be seen that the most computation intensive part is the deadlock II resolution procedure. The algorithm of Table 6.5 consists of two nested loop each of complexity $O(L)$ (line 1 and 9 ); the other loops have a constant complexity due the above assumptions. Combining the nesting of the FindPaths procedure which has a linear complexity too, we conclude that the complexity of deadlock II detection is $O\left(L^{3}\right)$. This is the dominant complexity for the whole synthesis algorithm.

We present below a different kind of analysis that is related to the garbage generation and indirectly related to the ancilla requirement. A top level view of a reversible or quantum circuit $U$ with its respective input and outputs signals is shown in the left part of Figure 6.15. Input bits/qubits are discriminated in argument input $x$ and ancilla input initially in a constant state, usually zero. The ancilla qubits are used internally to assist the computation. On the other hand, output bits/qubits are discriminated in the desired output $f(x)$, that is the target of the computation, ancilla output which is usually part of the ancilla input being reset back to its initially state and the garbage output $g(x)$ which depends on the input argument x and thus is not constant as the ancilla output. The garbage output contains intermediate results of the computation. When the function embedded in $U$ is not invertible (e.g. addition of two non-constant inetegers is not invertible) the elimination of the input argument is impossible [31].

The garbage output is an undesired effect of the computation which is dependent on the input argument. This means that in the case we refer to a classical reversible circuit it cannot be simply "erased" as this would contradict the notion of a reversible circuit. On the other hand, in the quantum circuit case the garbage output is entangled with the desired output and a possible quantum measurement to "erase" it would affect the useful desired output. The repeated use of a circuit such as that of $U$ then would require an accumulation of ancilla wires usage. On the other hand, if all the ancilla input wires emerge as ancilla output wires then they could be reused on successively usage of the circuit block. Consequently, it is important to eliminate the ancilla usage as much as possible because this means lower cost in terms of wires which is an important factor especially in the quantum circuit design domain.

A well known technique (Bennett's trick [31]) to eliminate the garbage, excluding the input argument, is depicted in Figure 6.15. The output wires of $U$ are copied onto new ancilla wires and then the inverse circuit $U^{-1}$ is applied to the outputs (desired, garbage and ancilla) of $U$. The final result of this processing eliminates any garbage $g(x)$ as shown below and leaves only the input argument $x$ :

$$
\begin{equation*}
(x, 0,0) \xrightarrow{U}(f(x), g(x), 0,0) \xrightarrow{c o p y}(f(x), g(x), 0, g(x)) \xrightarrow{U^{-1}}(x, 0, f(x)) \tag{6.5}
\end{equation*}
$$

In the above formula, $x$ belongs to an orthonormal set (e.g. computational basis) and the same applies for the states $f(x)$ and $g(x)$ as $f$ and $g$ are unitary transformations in the quantum case. Although the no-cloning theorem does not allow a general copy operation for arbitrary states, it allows such an operation for orthonormal states, in our case $f(x)$. Consequently, as we can eliminate with this method the garbage state $g(x)$ for every input state $x$ in the computational basis, the same holds for an arbitrary of input superposition of the computational basis.

Bennett's method to eliminate intermediate garbage doubles the cost in the number of gates and depth as the inverse $U^{-1}$ circuit must be added. Another feature is that as many ancilla wires as the desired output wires are required to hold the copy this output. This is an important disadvantage especially in the cases where the number of garbage wires to be eliminated are smaller the number of the desired output wires. This can happen when a circuit is broken down in multiple levels of hierarchy for reason already explained.
In contrast, the proposed method selectively copies only the wires that are engaged in the two kinds of deadlocks described in subsection 6.4.3. Essentially, it applies Bennett's trick locally on wires that cause deadlocks to the inversion procedure, instead to apply it globally on the total number of desired output wires. A study of the conditions leading to
deadlocks shows that the total number of ancilla wires needed for the deadlocks resolution is always less than or equal compared to original globally applied Bennett's trick. Even if there is no gain in the ancilla usage, it is obvious that there is gain in terms of the circuit size and its depth, as there is no need for the application of the whole inverted circuit $U^{-1]}$ but only addition of locally inverted nodes.

The proposed synthesis algorithm has been implemented (initially in MatLab) and successfully applied on various examples, including complex and irregular circuits such as the divider by constant used in the implementation of Shor's factorization algorithm presented in Chapter 4. In this specific example no gain has been observed in terms of the qubits size ( $6 n$ qubits required for an $n$ bits constant divider) due the presence of a deadlock. But compared to the standard Bennett's trick the quantum cost and depth is reduced by about $25 \%$.

Studying other hierarchical methods appeared in the literature as part of integrated platforms we can see that the drawback of $\operatorname{RevKit}[178,180]$ is the excessive generation of garbage bits for intermediate results which are not reset back to constant value [181]. The approaches of [175] (CTQG part of ScaffCC) don't reduce ancilla significantly and the connections between the modules must be done by the user in a description language (structural synthesis approach as opposed to our behavioral synthesis approach). On the other hand, Chisel-Q [177] and Quipper [176] exploit the globally applied Bennett's method on each block of the hierarchy and thus in general it requires more ancilla qubits.

### 6.7 Conclusions

We have presented a generic hierarchical method for the synthesis of arbitrary large and irregular arithmetic and logical quantum and reversible architectures. The architecture is specified as a sequence of elementary operations that correspond to existing quantum or reversible components of a library. The library can be populated with circuits synthesized by the proposed method, or by any other method, permitting multilevel hierarchical synthesis of any depth. As parts of the library could be used the synthesis output results of tools like [178, 180] for the reversible case or tools like [175, 176, 179, 177] for the quantum case by invoking these tools as back-end and passing them the parameters of the required parts (function type, input and output size). Another option could be the integration of the proposed method in the above mentioned tools.
Hierarchical synthesis methods for quantum and reversible architectures offer several advantages compared to flat gate level methods in the following aspects: (a) easier descrip-


Figure 6.15: Input and output wires definitions of a reversible/quantum circuit $U$ (input argument $x$, ancilla input and output 0 , desired output $f(x)$ and garbage output $g(x)$ ) and garbage elimination (except the input argument) using Bennett's trick of copying the output and applying the inverse $U^{-1}$.
tion of complex circuits, (b) efficient handling of arbitrary large size circuits and (c) short synthesis run-time even for significantly large circuits. Our hierarchical synthesis method, when combined with other low-level synthesis methods can deliver architectures in short time, and compared to previous hierarchical synthesis approaches it has the important advantage that it does not pollute the synthesized architecture with excessive numbers of ancilla wires.

## 7. CONCLUSIONS AND FUTURE WORK

In this thesis we have proposed novel quantum arithmetic circuits based on the quantum Fourier transform representation of an integer or a superposition of integers; circuits are utilized for a novel, depth efficient realization of Shor's algorithm and can be also utilized in other algorithms realization such as the Quantum Phase Estimation or the Hidden Subgroup Problem.
We have also proposed a high level synthesis methodology (by generalizing the techniques used in the design of the quantum arithmetic circuits). We presented a formal procedure which uses directed acyclic graph descriptions and hierarchically synthesizes complex high level circuits based on a quantum library of components. This high synthesis procedure offers advantage over the standard Bennett's method application applied on a straightforward hierarchical synthesis.

### 7.1 QFT based arithmetic circuits

The first circuit is a controlled multiplier by constant and accumulator (ФМАС) using $3 n+1$ qubits and having a depth of $8 n$, where $n$ is the bit width of the multiplication operands. An uncontrolled version offering a depth of $2 n$ is easily obtained.
The second circuit (GMФDIV) is a divider by a constant integer which computes both the quotient and the remainder. This circuit is inspired by an algorithm for classical computation given by Granlund and Montgomery [122]. The divider circuit can be operated in two modes:

- Generic divider GМФDIV1 with no restrictions on the range of the $2 n$ qubits dividend and the constant $n$ bits divisor. In this mode the depth is about $148 n$ the space requirement is $12 n+1$ qubits (of which $8 n+1$ are ancilla qubits). Quantum cost counted as the number of single or two-qubit gates is about $176 n^{2}$.
- Constrained divider GMФDIV2 of $2 n$ qubits dividend and $n$ bits constant divisor. In this case the quotient must be a priori constrained to be less than $2^{n}$. In this special mode of operation a depth of about $74 n$ can be achieved, whereas the space requirement is $6 n+1$ qubits (of which $4 n+1$ are ancilla qubits). Quantum cost counted as the number of single or two-qubit gates is about $44 n^{2}$.

The divider can be promoted to a controlled version with a slight modification using one more controlling qubit. The overhead in cost and depth is minor.

The multiplier/accumulator and the divider can be combined to construct a controlled modular multiplier. Two kinds of modular multipliers can be derived depending on the choice of which divider is used:

- A generic controlled modular multiplier (ФMUL_MOD1) computing $|x\rangle \rightarrow\left|a^{x} \bmod N\right\rangle$ without restrictions in the range of integer $x$ it gets as input and the constants $a$ and $N$. A ФMUL_MOD1 circuit for $n$ qubits $|x\rangle$ and $n$ bits width constants $a$ and $N$, has a depth of about $650 n$, requires $14 n+2$ qubits (of which $8 n+1$ are ancilla) and has a total quantum cost of about $750 n^{2}$ gates.
- An optimized circuit (ФMUL_MOD2) suitable for Shor's algorithm with improved depth of about $350 n$, improved qubits requirement of $8 n+2$ and a total quantum cost of about $200 n^{2}$ gates.

The construction of the modular exponentiator block required by Shor's algorithm using the optimized controlled modular multiplier (ФMUL_MOD2) achieves a depth of $700 n^{2}$ using $8 n+2$ qubits, where $n$ is the bits width of the integer to be factored by the algorithm. Such a modular exponentiation quantum circuit is among the fastest of the literature requiring linear space, especially if we are restricted in physical implementations which require the localized interactions between the qubits. One of the reasons is the regular structure of the $Ф \mathrm{DAC}^{2}$ circuit that permits the localization of the interaction with no significant overhead in depth. The usage of arbitrary angle rotation gates disadvantage with respect to their fault tolerance capability can be addressed by approximating their angles in a way that the depth advantage is sustained and still the performance, in terms of probability of success, remains acceptable.

Quantum arithmetic circuits based on the QFT representation of integers, instead of the usual computational basis representation, is an alternative implementation that may offer various advantages if used properly. This is due to the fact that two of the main core blocks are the constant adder, which has a constant depth of 1 when the computation is carried out in a datapath that contains an already QFT transformed integer, and the controlled constant adder which has a linear depth of $n$. By keeping a sequence of computations in such a datapath without reverting back to the computational basis it is possible to maintain a linear depth which otherwise would be impossible. This can be achieved by exploiting properties of the controlled rotation gates such as commutativity, decomposition and suitable rearrangement so as to pipeline their execution. The initial direct QFT and the final inverse QFT does not alter the linear depth as both transforms can be performed in linear depth. Thus, a computation level of hierarchy can be climbed onto (e.g. in our case, addition to multiplication), without any respective time complexity increase.
Another advantage of using QFT based arithmetic is the lower space requirements. This is manifested in Beauregard's modular exponentiation [24], where $2 n+1$ qubits are adequate for the full Shor's algorithm. The reason is that no carry computations are needed in the QFT adder as this is done implicitly with the angle additions. While this advantage is not observed in the proposed modular exponentiation circuit due to the divider complexity, it remains in the multiplier/accumulator ФМАС where no ancilla qubit is used. Also, robustness of such circuits to gate pruning and rotation angle approximation is observed in various instances.

All these remarks suggest that arithmetic circuits, like the proposed ones, are estimable as building blocks for larger and more complex arithmetic circuits.

### 7.2 Hierarchical Synthesis

The construction of a complex and irregular quantum arithmetic circuit, such as the proposed divider by constant GMФDIV of Chapter 4, was the initial motivation to formalize the design procedure for such circuits. Usually, a classical algorithm must be transformed in quantum circuit whose inputs (initial state of the qubits) are fed with the arguments of the classical algorithm (or a superposition of them) and the outputs are the results of the classical algorithm (or a superposition of the results). Thus, the description of the quantum circuit can be given as a sequence of elementary arithmetic and logical operations such as addition, multiplications/accumulations, logical shifts, controlled operations conditioned on the result of a previous operation (if-then-else structures), etc. Provided that, these elementary operations have a quantum circuit counterpart in a library, it is possible to transform them into a larger quantum circuit that performs identical computation to the original classical algorithm in the computational basis. The crucial difference is that while in the classical case the values of the intermediate variables computed can be simply
ignored, in the quantum case these values must be reset back in their initial value. The intermediate variables of the classical algorithm correspond to the ancilla qubits of the derived quantum circuit. A well established method to reset the ancilla qubits back to their initial state is Bennett's trick, that is after the computation, the desired results are copied in the computational basis in a suitable register, and then the whole forward computation except the copying is reversed to give back the initial state of the circuit (uncomputation).

The developed method transforms the initial specifications of the quantum circuit which are given as arrays and arrays of list representing the classical sequence of operation into a directed acyclic graph called forward Quantum Dependence Graph (QDG). The nodes of the forward QDG correspond to the components of a quantum library and they suppose to implement the elementary arithmetic operations. These components could be known constructions from the literature (adders etc), synthesized by other low level synthesis method, or populated by the proposed method applied to a lower level. The arcs connecting the QDG nodes correspond to qubits or quantum registers and they are discriminated in arcs which are affected by their successor node and the ones that control their successor node. The final qubits state of the derived forward QDG describes the desired result along garbage results produced during the computation.

The method adopted to reset the garbage states is to apply uncomputation locally on each node that really needs such an inversion of computation, instead to apply it globally as Bennett's method suggests. Namely, nodes of the forward QDG that are effectively involved in garbage production are marked (these are the nodes which have paths with affected arcs towards final garbage states). These marked nodes of forward QDG are traversed backwards and an inverse of each node is appended to the QDG. The inverse nodes are part of the library as it contains quantum circuits whose inverses are assured to exist.

However, data dependencies between the nodes may not always allow such an inversion, in which case we have a deadlock. Two special procedures are applied to detect and resolve such deadlocks (type I and II deadlocks) before the uncomputation stage. Both procedures have the cost to introduce additional ancilla qubits but they never exceed the additional ancilla qubits that would be needed if Bennett's method would be applied.
The advantage of the overall proposed method over the usual hierarchical methods is that the quantum circuit represented by the final QDG may have smaller depth and quantum cost and may also require less ancilla qubits. The quantum synthesis of a piece-wise function like the one analyzed in section 6.5 is a striking example where a substantial reduction of depth and quantum cost is achieved. Also, in the same example a fair reduction qubits usage is observed.
On the other side, the employment of the proposed synthesis methodology on the construction of the GMFDIV does not exhibit significant improvements in depth and quantum cost compared to the standard method of uncomputation. The extreme case where both methods produce identical circuits is the construction of the controlled modular multiplier/accumulator of Figures 4.19 and 4.22 which correspond to the first synthesis example of section 6.5. The difference between the first and the second example of section 6.5 is that, in the former case a deadlock I is detected, while in the latter case a deadlock II is detected. Moreover, the deadlock II of the second example appears "early" in the forward QDG, that is the distance of the first engaged node in the deadlock is near the input nodes, while the deadlock of the divider GМФDIV appears near the end of its respective QDG. Also, the total depth and cost of each node engaged in the deadlock of the piece-wise function example is a significant proportion of the total QDG depth and cost. This is not
the case in the GMФDIV circuit.
These observations lead to the conclusion that the advantage of the proposed synthesis method arises when deadlocks of type II appear in the forward QDG and this advantage is proportional to the "size" of the deadlock and the "earliest" positioning in the overall forward QDG.

### 7.3 Future Directions

The obvious follow up to the QFT arithmetic circuits would be to exploit them to derive more complex arithmetic circuits, useful for various quantum algorithms, like the constant divider was for Shor's algorithm. In the same branch of interest, the subject of the angle quantization discussed in section 5.1 can be further investigated through simulations. The bounds reported may be loose and better results may be obtained with numerical simulations. Numerical simulations of the full Shor's algorithm, like the ones performed in [158, 159], are difficult for the case of the proposed circuit because of the requirement of $8 n+2$ qubits. For example, to factor $N=15$ we would need to simulate $8 \cdot 4+2=34$ qubits. The joint state vector of 34 qubits consists of $2^{34} \approx 16 \cdot 10^{9}$ complex elements leading to about 128 Gbytes of memory when using single precision floating point, only for the state vector. Yet, partial simulations can be proven useful. A simulation to derive distances between the ФМАС and an approximated ФМАС are feasible ( $3 n+1$ qubits), or even a similar simulation for the whole divider ( $6 n+1$ qubits).

Regarding the hierarchical synthesis method, a next obvious step is to develop a complete software which would include front-end and back-end submodules. The front-end must be a compiler accepting the description of the classical algorithm in a suitable language and transforming it in the internal representation required by the synthesis algorithm as described in section 6.3. The back-end must combine the final QDG representation with information stored in the library so as to export the synthesized circuit in a low gate-level description such as in a quantum assembly format. Equipped with such an integrated tool, we could do a more systematic comparison with other high level synthesis tools, although the advantages of the proposed synthesis methodology are clear even without the tool.

## A. APPENDIX ON SHOR'S ALGORITHM

This Appendix supplements Chapter 3 with definitions and proofs concerning (i) the probabilistic reduction of the integer factorization problem that Shor's algorithm solves to the problem of period finding, (ii) the method of continued fraction expansion to find the period from measurements acquired by the quantum period finding algorithm, (iii) the probability analysis of the quantum period finding algorithm.

It also deals with the QFT circuit construction of Figure 3.1, and the interpretation of the quantum period finding algorithm as an quantum phase estimation algorithm.
Most of the proofs in this Appendix can be found in [182] and [41].

## A. 1 Factorization reduction to order finding

Definition A.1. (Order of element and group). The order $\operatorname{ord}(a)$ of an element $a$ that belongs to the group $\langle G, *\rangle$ is the smallest positive integer $k$ such that $a^{k}=\underbrace{a * a * \cdots * a}_{k \text { times }}=e$, where $e$ is the identity element of the group.
The order $|G|$ of the group is the number of its elements
It is obvious that in a finite order group, every element of the group has a finite order.
Proposition A.1. (Multiplicative group modulo $N$ ). The set $G_{N}=\{k=1, \ldots, N-1$ : $\operatorname{gcd}(k, N)=1\}$ equipped with the operation of modular multiplication, $a * b \doteq(a b) \bmod N$, is a group. This group contains by its definition all the natural numbers less than and co-primes with $N$.

Proof. It is sufficient to prove the following properties:
Closure $\quad$ By definition $\forall a, b \in G_{N}, \operatorname{gcd}(a, N)=1, \operatorname{gcd}(b, N)=1$. Thus, any non-trivial divisor $d$ of $N$ cannot divide $a$ or $b$ and consequently neither $a b$. Because $a * b=a b \bmod N$, there exists an integer $q$ such that $a b=q N+a * b$. This means that $d$ does not divide $a * b$ (as long as $d$ is not a divisor of $a b$, but divides $N$ by assumption). Thus it is proven that $\operatorname{gcd}(a * b, N)=1$ and combined with the fact that $a * b<N$, the conclusion is that $a * b \in G_{N}$.

Associativity $\quad \forall a, b \in G_{N},(a * b) * c=(((a b) \bmod N) c) \bmod N=(a b c) \bmod N=(a((b c) \bmod$ N)) $\bmod N=a *(a * b)$

Identity The identity element of $\langle G, *\rangle$ is 1 because $\forall a \in G_{N}, 1 * a=(1 \cdot a) \bmod N=$ $a \bmod N=a=(a \cdot 1) \bmod N=a * 1$

Inverse $\quad$ The operation $*$ is injective, that is $\forall a, b, c \in G_{N}$ it holds that $a * b=a * c \Longrightarrow$ $a b \bmod N=a c \bmod N \quad a(b-c) \bmod N=0 \quad \Longrightarrow \quad b=c$. The injective property, together with the fact that the group is finite means that the operation of a particular element $a$ of the group with any element of the group performs a permutation of the elements. Thus $\forall a \in G_{N}, \exists a^{-1} \in$ $G_{N}: a * a^{-1}=a^{-1} a=1$.

According to Definition A. 1 and because $G_{N}$ is finite, $\forall a \in G_{N}$, the order $r=\operatorname{ord}(a)$ is the smallest positive integer $r$ for which it holds $a^{r} \bmod N=1$. If $f(x) \doteq a^{x} \bmod N, x \in \mathbb{N}$ is the modular exponentiation sequence, then it is easy to see that this sequence is periodic with fundamental period the order $r$ of the element $a$, because $\forall x \in \mathbb{Z}$

$$
\begin{align*}
f(x+r) & =a^{x+r} \bmod N \\
& =a^{x} a^{r} \bmod N \\
& =\left(\left(a^{r} \bmod N\right) a^{x}\right) \bmod N  \tag{A.1}\\
& =\left(\left(a^{r} \bmod N\right) a^{x} \bmod N\right) \\
& =\left(1 \cdot a^{x}\right) \bmod N=f(x)
\end{align*}
$$

Proposition A.2. Let $r=\operatorname{ord}(a)$ the order of any element $a$ of the multiplicative group $G_{N}$ defined in Proposition A.1. If $r$ is even and $\left(a^{\frac{r}{2}}+1\right) \bmod N \neq 0\left(N\right.$ does not divide $\left(a^{\frac{r}{2}}+1\right)$, then $\operatorname{gcd}\left(a^{\frac{r}{2}}-1, N\right) \neq 1$ and $\operatorname{gcd}\left(a^{\frac{r}{2}}+1, N\right) \neq 1$. (This means that $N$ has common factors with $a^{\frac{r}{2}}+1$ and $a^{\frac{r}{2}}-1$ ).

Proof. $N$ divides $a^{r}-1$ because $r=\operatorname{ord}(a) \Longrightarrow a^{r} \bmod N=1 \Longrightarrow\left(a^{r}-1\right) \bmod N=0$. Moreover, $a^{r}-1=\left(a^{\frac{r}{2}}-1\right)\left(a^{\frac{r}{2}}+1\right)$ and by assumption $r$ is even, thus $\left(a^{\frac{r}{2}}-1\right)$ and $\left(a^{\frac{r}{2}}+1\right)$ are integers. Consequently, $N$ divides the product $\left(a^{\frac{r}{2}}-1\right)\left(a^{\frac{r}{2}}+1\right)$ and thus there exists an integer $k$ such that $k N=\left(a^{\frac{r}{2}}-1\right)\left(a^{\frac{r}{2}}+1\right)$. But $N$ cannot divide $a^{\frac{r}{2}}-1$ as by definition $r$ is the smallest positive integer for which $N$ divides $a^{r}-1$. Also, $N$ does not divide $a^{\frac{r}{2}}+1$ by the assumption of the proposition. Proof of the Proposition follows by contradiction.
(i) Suppose that $\operatorname{gcd}\left(a^{\frac{r}{2}}-1, N\right)=1$. Then, by Bézout's identity, there exist integers $m$ and $n$ such that

$$
\begin{aligned}
& m\left(a^{\frac{r}{2}}-1\right)+n N=1 \Longrightarrow \\
& m\left(a^{\frac{r}{2}}-1\right)\left(a^{\frac{r}{2}}+1\right)+n N\left(a^{\frac{r}{2}}+1\right)=\left(a^{\frac{r}{2}}+1\right) \Longrightarrow \\
& m k N+n N\left(a^{\frac{r}{2}}+1\right)=\left(a^{\frac{r}{2}}+1\right) \Longrightarrow \\
& \left(m k+n\left(a^{\frac{r}{2}}+1\right)\right) N=\left(a^{\frac{r}{2}}+1\right)
\end{aligned}
$$

which is impossible because contradicts the assumption that $N$ does not divide $\left(a^{\frac{r}{2}}+1\right)$.
(ii) Similarly, suppose that $\operatorname{gcd}\left(a^{\frac{r}{2}}+1, N\right)=1$. Then, there are integers $m$ and $n$ such that

$$
\begin{aligned}
& m\left(a^{\frac{r}{2}}+1\right)+n N=1 \Longrightarrow \\
& m\left(a^{\frac{r}{2}}+1\right)\left(a^{\frac{r}{2}}-1\right)+n N\left(a^{\frac{r}{2}}-1\right)=\left(a^{\frac{r}{2}}-1\right) \Longrightarrow \\
& m k N+n N\left(a^{\frac{r}{2}}-1\right)=\left(a^{\frac{r}{2}}-1\right) \Longrightarrow \\
& \left(m k+n\left(a^{\frac{r}{2}}-1\right)\right) N=\left(a^{\frac{r}{2}}-1\right)
\end{aligned}
$$

which contradicts too the assumption that $N$ does not divide $\left(a^{\frac{r}{2}}-1\right)$.
Corollary A.1. Let $N$ be a composite number and $G_{N}$ the multiplicative group of integers modulo $N$. If the order $r=\operatorname{ord}(a)$ of some $a \in G_{N}$ is even and $\left(a^{\frac{r}{2}}+1\right) \bmod N \neq 0$, then $\operatorname{gcd}\left(a^{\frac{r}{2}}-1, N\right)$ is a non-trival factor of $N$.

Proof. By Proposition A.2, $\operatorname{gcd}\left(a^{\frac{r}{2}}-1, N\right) \neq 1$, thus $\operatorname{gcd}\left(a^{\frac{r}{2}}-1, N\right)$ is a factor of $N$. Moreover $\operatorname{gcd}\left(a^{\frac{r}{2}}-1, N\right) \neq N$ because $N$ does not divide $a^{\frac{r}{2}}-1$.

It is the above Corollary that establishes the reduction of the integer factorization problem to the period finding algorithm of Table 3.1.

Corollary A.2. Let $N$ a composite number which can be factored into two prime factors $p$ and $q$ and $G_{N}$ the multiplicative group of integers modulo $N$. If the order $r=\operatorname{ord}(a)$ of some $a \in G_{N}$ is even and $\left(a^{\frac{\varphi}{2}}+1\right) \bmod N \neq 0$, then the prime factors $p$ and $q$ are given by

$$
\begin{align*}
p & =\operatorname{gcd}\left(a^{\frac{r}{2}}+1, N\right)  \tag{A.2}\\
q & =\operatorname{gcd}\left(a^{\frac{r}{2}}-1, N\right) \tag{A.3}
\end{align*}
$$

Proof. By Proposition A.2, $N$ has common factors with $\operatorname{gcd}\left(a^{\frac{r}{2}}+1, N\right)$ and $\operatorname{gcd}\left(a^{\frac{r}{2}}-1, N\right)$. In other words, there are natural numbers $x>1$ and $y>1$, such that $x$ divides both $a^{\frac{r}{2}}-1$ and $N$, while $y$ divides both $a^{\frac{r}{2}}+1$ and $N$, or more compactly $x=\operatorname{gcd}\left(a^{\frac{r}{2}}-1, N\right)$ and $y=\operatorname{gcd}\left(a^{\frac{r}{2}}+1, N\right)$. Because $N$ is a product of two primes $p$ and $q$, then it is mandatory that $x=p$ and $y=q$.

Definition A.2. The Euler (or totient) function $\varphi: \mathbb{N}^{*} \rightarrow \mathbb{N}^{*}$ is defined so that $\varphi(n)$ is the number of positive integers not greater than $n$ which are co-primes to $n$.

From the above definition it is clear that $\varphi(p)=p-1$ when $p$ is a prime and that the order of the multiplicative group $G_{N}$ is $\left|G_{N}\right|=\varphi(N-1)$. Also, for a prime $p, \varphi\left(p^{a}\right)=p^{a-1}(p-1)=$ $p^{a}\left(1-\frac{1}{p}\right)$. By convention, $\varphi(1)=\varphi(2)=1$.
Theorem A.1. (Chinese Remainder Theorem). Let $m_{1}, \ldots, m_{n}$ positive co-prime integers. The system of $n$ equations $x=a_{j} \bmod m_{j}, \quad j=1, \ldots, n$ has a unique solution in $G_{M}$ where $M=m_{1} m_{2} \cdots m_{n}$.

Proof. Let $M_{j}=M / m_{j}$, then $\operatorname{gcd}\left(m_{j}, M_{j}\right)=1$ and thus there exists the inverse $N_{j}$ of $M_{j}(\bmod$ $m_{j}$ ), that is $M_{j} N_{j} \bmod m_{j}=1$. The integer $x \doteq \sum_{j=1}^{n} a_{j} M_{j} N_{j}$ is a solution because $x \bmod m_{k}=$ $a_{k} M_{k} N_{k} \bmod m_{k}+\sum_{j \neq k}^{n} a_{j} M_{j} N_{j} \bmod m_{k}=a_{k} \cdot 1+\sum_{j \neq k}^{n} a_{j} 0$, as long as $M_{j} N_{j} \bmod m_{k}=0$ for $j \neq k$.
The uniqueness of the solution up to modulo $M=m_{1} m_{2} \cdots m_{n}$ follows. If $x^{\prime}$ is another solution then $\forall j, x-x^{\prime}\left(\bmod m_{j}\right)$, that is $m_{j}$ divides $x-x^{\prime}$. Because $\operatorname{gcd}\left(m_{j}, m_{k}\right)=1, j \neq k$, it is clear that $m_{1} m_{2} \cdots m_{n}$ also divides $x-x^{\prime}$ and consequently $x=x^{\prime} \bmod M$.

A direct consequence of the Chinese Remainder theorem is that there is a bijection between the multiplicative group $G_{M}$ and the Cartesian product of the multiplicative groups $G_{m_{1}} \times \cdots \times G_{m_{n}}$. This bijection means that for co-primes $m_{1}, \ldots, m_{n}$, it holds $\varphi\left(m_{1} \cdots m_{n}\right)=$ $\varphi\left(m_{1}\right) \cdots\left(m_{n}\right)$.
The following two propositions establish the efficient probabilistic reduction of the integer factorization problem to the order finding problem, namely that with arbitrary high probability of success the integer factorization problem can be solved with a constant iterations number of the order finding problem.

Proposition A.3. Let $p$ be an odd prime and $2^{d}$ the largest power of two that divides $\varphi\left(p^{a}\right)$. Then, with probability $1 / 2$, integer $2^{d}$ divides the order $r$ (modulo $p^{a}$ ) of a uniformly random chosen element of the multiplicative group $G_{p^{a}}$.

Proof. When $p$ is odd, $\varphi\left(p^{a}\right)=p^{a-1}(p-1)$ is even, and thus the largest power of two that divides $\varphi\left(p^{a}\right)$ is a least 2 or $d \geq 1$. The multiplicative group $G_{p^{a}}$ is cyclic because $p^{a}$ is a prime power. For this reason, there exists an element $g$ (the generator) of $G_{p^{a}}$ such that any element $x$ of the group can be written as $x=g^{k} \bmod p^{a}$ for some integer $k$. Let $x=g^{k} \bmod p^{a}$ is the random chosen element of $G_{p^{a}}$ and $r$ its order; $g^{r}=1\left(\bmod p^{a}\right)$.

If $k$ is odd then $x^{r}=g^{k r}=1\left(\bmod p^{a}\right)$. The group $G_{p^{a}}$ is a cyclic group and its order is $\left|G_{p^{a}}\right|=$ $\varphi\left(p^{a}\right)$, so it holds that $g^{\varphi\left(p^{a}\right)}=1\left(\bmod p^{a}\right)$ with $p^{a}$ the smallest positive integer with this property, and thus $\varphi\left(p^{a}\right)$ divides $k r$. By the assumption, $2^{d}$ divides $\varphi\left(p^{a}\right)$ and consequently $2^{d}$ divides $k r$ and thus $2^{d}$ divides $r$ because $k$ is odd.
On the other side, if $k$ is even, $\left(g^{\varphi\left(p^{a}\right)}\right)^{k / 2}=\left(g^{k}\right)^{\varphi\left(p^{a}\right) / 2}=1\left(\bmod p^{a}\right)$. Due to the definition of $r$, which is the lowest positive integer having the property $\left(g^{k}\right)^{r}=1\left(\bmod p^{a}\right)$ it holds that $r$ divides $\varphi\left(p^{a}\right) / 2$. By assumption, $2^{d}$ is the largest power of 2 that divides $\varphi\left(p^{a}\right)$, thus $2^{d}$ does not divide $\varphi\left(p^{a}\right) / 2$ and consequently $2^{d}$ does not divide $r$.
In conclusion, the elements of the set $G_{p^{a}}$ can be partitioned into two subsets of equal size, the ones that can be written as $g^{k}$ with $k$ odd and for which $2^{d}$ divides $r$, and the ones that can be written as $g^{k}$ with $k$ even and for which $2^{d}$ does not divide $r$.

Proposition A.4. Let $N=p_{1}^{m_{1}} p_{2}^{m_{2}} \cdots p_{n}^{m_{n}}$ be the unique factorization of an odd integer $N$ into its prime factors. If $x$ is an element chosen at random and uniformly from the multiplicative group $G_{N}$, and $r$ is its order, then it holds

$$
\operatorname{Prob}\left[r \bmod 2=0 \quad \text { AND } \quad x^{r / 2}+1 \bmod N \neq 0\right] \geq 1-\frac{1}{2^{n-1}}
$$

Proof. An equivalent relation for the above probability expression is that

$$
\operatorname{Prob}\left[r \bmod 2 \neq 0 \quad \text { OR } \quad x^{r / 2}+1 \bmod N=0\right] \leq \frac{1}{2^{n-1}}
$$

The bijection between the groups $G_{N}$ and $G_{m_{1}} \times \cdots \times G_{m_{n}}$ deduced from the Chinese remainder Theorem A.1, permits to randomly choose $n$-tuples $\left(x_{1}, \ldots, x_{n}\right)$, from $G_{m_{1}} \times \cdots \times G_{m_{n}}$, instead of directly choosing $x$, and requiring $x=x_{j} \bmod p_{j}^{m_{j}}$. Let $r_{j}$ be the order of $x_{j}$, and $2^{d_{j}}$ the largest power of 2 that divides the order $r_{j}$ and $2^{d}$ the largest power of 2 that divides $r$.

Because $r$ is the order of $x$, that is $x^{r} \bmod p_{1}^{m_{1}} p_{2}^{m_{2}} \cdots p_{n}^{m_{n}}=1$, it holds that $p_{1}^{m_{1}} p_{2}^{m_{2}} \cdots p_{n}^{m_{n}}$ divides $x^{r}-1$ and the same holds for each $p_{j}^{m_{j}}$ or equivalently, $x^{r} \bmod p_{j}^{m_{j}}=1$. But, $x=x_{j} \bmod p_{j}^{m_{j}}$ which gives $x^{r}=x_{j}^{r} \bmod p_{j}^{m_{j}}=1$.
If the order $r$ is odd, by taking into account, that $r_{j}$ is the least positive integer with the property $x_{j}^{r_{j}} \bmod p_{j}^{m_{j}}=1$ the conclusion is that $r_{j}$ divides $r$ and thus $r_{j}$ is odd too, leading to $d_{j}=0$.
The other case occurs when $r$ is even, and thus $r / 2$ is an integer. Then $x^{r / 2}+1 \bmod N=0$ means that $p_{1}^{m_{1}} \ldots p_{n}^{m_{n}}$ divides $x^{r / 2}+1$ and the same holds for $p_{j}^{m_{j}}$, that is $x^{r / 2} \bmod p_{j}^{m_{j}}=-1$. Since $x=x_{j} \bmod p_{j}^{m_{j}}$, this means also that $x_{j}^{r / 2} \bmod p_{j}^{m_{j}}=-1$. But $r_{j}$ is the smallest positive integer with the property $x_{j}^{r_{j}} \bmod p_{j}^{m_{j}}=1$, consequently $r_{j}$ cannot divide $r / 2$. It is already proven that $r_{j}$ divides $r$ and because $2^{d_{j}}$ divides $r_{j}$, the power of two $2^{d_{j}}$ divides $r$ also. But, bu assumption $2^{d}$ is the largest power of two that divides $r$ and consequently $d_{j}<d$. On the other side $2 r_{j}$ cannot divide $r$ and for this reason $d_{j}+1>d$. In conclusion, in this second case it holds $d_{j}=d$.
In both cases, $r$ being odd or $x^{r / 2}+1 \bmod N=0$, the largest power of two $2^{d_{j}}$ that divides the orders $r_{j}$ of the randomly chosen $x_{j} \bmod p_{j}^{m_{j}}$ is the same for all $j$. This power of two $2^{d_{j}}$ divides also $\varphi\left(p_{j}^{m_{j}}\right)$. By Proposition A.3, the largest power of two that divides $\varphi\left(p_{j}^{m_{j}}\right)$ divides the order of any randomly chosen element of $G_{p_{j}{ }_{j}}$ with probability $1 / 2$. Thus, the probability that $2^{d_{j}}$ divides the order of any randomly chosen element of some $G_{p_{j}}$ is at most $1 / 2$ and the probability that $2^{d_{j}}$ jointly divides the order of any randomly chosen element of all the
$G_{p_{j}}$ is at most $1 / 2^{n}$, except when $n=1$. In this case, where $N$ is a prime power, the probability is 1 ; it can never hold that $r$ is even and $x^{r / 2}+1 \bmod N \neq 0$. The case of $N$ being a prime power can be excluded from the analysis of Shor's algorithm because it can be handled by a classical algorithm to efficiently factorize $N$. To include this case the proposition is formulated with the fraction $1 / 2^{n-1}$ instead of $1 / 2^{n}$.

## A. 2 Continued Fraction Expansion

Definition A.3. The finite continued fraction expansion (CFE) defined by the positive integers sequence $c_{0}, c_{1}, \ldots, c_{R}$ is the rational number

$$
\left[c_{0}, c_{1}, \ldots, c_{R}\right] \doteq c_{0}+\frac{1}{c_{1}+\frac{1}{c_{2}+\frac{1}{\cdots+\frac{1}{c_{R}}}}}
$$

The $j$-th convergent $(j=0, \ldots, R)$ to the above continued fraction is the rational number $\left[c_{0}, c_{1}, \ldots, c_{j}\right]$

Proposition A.5. Given a rational $\xi=\frac{p}{q}$, its continued fraction expansion representation $\left[c_{0}, c_{1}, \ldots, c_{R}\right]$ can be computed by the following algorithm which terminates after $O(\log p)$ iterations.

$$
\begin{aligned}
& c_{0}=\lfloor\xi\rfloor \\
& \xi_{0}=\xi-c_{0} \\
& j=0 \\
& \text { WHILE } \xi_{j} \neq 0 \text { DO } \\
& \quad c_{j+1}=\left\lfloor\frac{1}{\xi_{j}}\right\rfloor \\
& \quad \xi_{j+1}=\frac{1}{\xi_{j}}-c_{j+1} \\
& i=i+1 \\
& \text { END WHILE }
\end{aligned}
$$

Proof. By the definition of the CFE, it is clear that $c_{0}$ is the quotient $q_{0}$ of the division $p / q$, while the other term, $\frac{1}{c_{1}+\ldots}$, is $\frac{1}{q / r_{0}}$, where $r_{0}$ is the remainder of the division $p / q$ and $\xi_{0}=r_{0} / q$. Proceeding the same way, $c_{1}$ is the quotient of $q / r_{0}=1 / \xi_{0}$ while the other term $\frac{1}{c_{2}+\ldots}$, is $\frac{1}{r_{0} / r_{1}}$, where $r_{1}$ is the remainder of the division $q / r_{0}=1 / \xi_{0}$. Thus, the coefficients $c_{j}$ are essentially the partial quotients of the Euclid algorithm initialized with $p$ and $q$. The algorithm of Proposition A. 5 is the Euclidean algorithm. The time complexity of Euclid algorithm is known to be $O(\log p)$.

The following proposition permits to retrieve all the convergents of a rational $\xi$ from its CFE representation, in the form $\xi_{j}=\frac{p_{j}}{q_{j}}$ where $\operatorname{gcd}\left(p_{j}, q_{j}\right)=1$ (numerator and denominator are coprimes).

Proposition A.6. Each convergent $\xi_{j}$ of $\xi=\left[c_{0}, c_{1}, \ldots, c_{n}\right]$ can be written in the form $\frac{p_{j}}{q_{j}}$, where $p_{j}$ and $q_{j}$ are coprimes, and the integers $p_{j}$ and $q_{j}$ can be found be the following recursive relation:

$$
\begin{aligned}
& p_{0}=c_{0} \\
& q_{0}=1 \\
& p_{1}=c_{1} c_{0}+1 \\
& q_{1}=a_{1} \\
& \text { FOR } j=2 \text { TO } n \text { DO } \\
& p_{j}=c_{j} p_{j-1}+p_{j-2} \\
& q_{j}=c_{j} q_{j-1}+q_{j-2} \\
& \text { END FOR }
\end{aligned}
$$

Proof. It is clear that the above algorithm is valid for $n=0,1,2$. Using the compact form of the CFE representation it can be stated that

$$
\begin{equation*}
\left[c_{0}, c_{1}, \ldots, c_{n}\right]=\left[c_{0}, c_{1}, \ldots, c_{n-2}, c_{n-1}+1 / c_{n}\right] \tag{A.4}
\end{equation*}
$$

The left hand side is a CFE of $n$ terms while the right hand side is a CFE of $n-1$ terms. Assuming that the algorithm is valid for $n-1$, it will be proven that it is valid for $n$ by induction. Let $p_{j}^{\prime} / q_{j}^{\prime}$ be the sequence of convergents of the right hand side for $j=0 \ldots n-1$ as given be the algorithm. It will be proven that for the sequence of the respective convergents of the left hand side $p_{j} / q_{j}$, it holds that $p_{n} / q_{n}=p_{n-1}^{\prime} / q_{n-1}^{\prime}$.
The terms of the two CFE forms of Eq. (A.4) have equal coefficients from $c_{0}$ up to $c_{n-2}$. Consequently, taking into account the algorithm the following relations are true

$$
\begin{align*}
\frac{p_{n-1}^{\prime}}{p_{n-1}^{\prime}} & =\frac{\left(c_{n-1}+1 / c_{n}\right) p_{n-2}+p_{n-3}}{\left(c_{n-1}+1 / c_{n}\right) q_{n-2}+q_{n-3}} \\
& =\frac{p_{n-1}+p_{n-2} / c_{n}}{q_{n-1}+q_{n-2} / c_{n}}  \tag{A.5}\\
& =\frac{c_{n} p_{n-1}+p_{n-2}}{c_{n} q_{n-1}+q_{n-2}} \\
& =\frac{p_{n}}{q_{n}}
\end{align*}
$$

This means that $\frac{p_{n}}{q_{n}}=\left[c_{0}, c_{1}, \ldots, c_{n}\right]$
Theorem A.2. Let $\xi \in \mathbb{R}$ and $a, b \in \mathbb{Z}$ with $b>0$. The rational $\frac{a}{b}$ is a convergent of the CFE of $\xi$ if the following condition holds

$$
\left|\xi-\frac{a}{b}\right| \leq \frac{1}{2 b^{2}}
$$

See [182] for a proof.
Corollary A.3. If a measurement result $k$ is obtained by the Shor's algorithm circuit of Figure 3.5 with $L=2^{2 n}$ and order $r$ of a random $a$, and additionally this measurement result $k$ is the closest to an integer multiple of $L / r$, that is $\left|k-m \frac{L}{r}\right| \leq \frac{1}{2}, m \in\{0, \ldots, r-1\}$, then the rational number $\frac{m}{r}$ is a convergent of $k / L$.

Proof. Taking into account that $N^{2} \leq L$ and $r \leq N$ then

$$
\left|k-m \frac{L}{r}\right| \leq \frac{1}{2} \Longrightarrow\left|\frac{k}{L}-\frac{m}{r}\right| \leq \frac{1}{2 L} \leq \frac{1}{2 N^{2}} \leq \frac{1}{2 r^{2}}
$$

Thus, the condition of Theorem A. 2 is satisfied for $\xi=\frac{k}{L}$.
The usage of $2 n$ qubits at the top register of 3.5 , where $n=\lceil N\rceil$, is justified by the required condition of Theorem A.2. Corollary A. 3 permits the extraction of a rational $m / r$, where $r$ is the period, given a measurement result $k$ on the condition that this result is the closest to a multiple of $L / r$. This extraction is done in two steps. First, the convergents of $L / r$ are found using the algorithm of Proposition A.5. These convergents are of the form $c_{0}, c_{1}, \ldots, c_{j}$. Then, these convergents are calculated in the equivalent form $p_{j} / q_{j}$ using the algorithm of Proposition A.6. The numerator $p_{j}$ and the denominator $q_{j}$ extracted by this procedure are co-primes $\left(\operatorname{gcd}\left(p_{j}, q_{j}\right)\right)$. By Corollary A.3, one of these convergents is $m / r$ and thus for $r=q_{j}$ to be valid, it must hold that $\operatorname{gcd}(m, r)$. The candidate periods $q_{j}$ are verified by using $a^{q_{j}} \bmod N=1$. If this verification fails for all $q_{j}$ then the whole quantum computation is repeated as shown in the flowchart of Figure 3.7.

## A. 3 Success Probability of Quantum Period Finding

The quantum period finding algorithm successfully finds the period $r$ searched for if two conditions are met: (i) The measurement result $k$ at the last step of quantum computation is the closest to an integer $m$ multiple of $L / r$, and (ii) the integers $m$ and $r$ are co-primes. The probability of success is analyzed in this section.

Definition A.4. The set $\mathcal{K}_{g}$ of "good" measurements is the set of the measurement indices $k$ that are the closest ones to the integers multiples of $\frac{L}{r}$

$$
\mathcal{K}_{g} \doteq\left\{k=0 \ldots L-1:\left|k-m \frac{L}{r}\right| \leq \frac{1}{2}, m=0 \ldots r-1\right\}
$$

Because the integer $m$ ranges between 0 and $r-1$, its range can be reformulated as $m=\operatorname{round}\left(\frac{k}{L} r\right)$ for $k=0 \ldots L-1$. By defining the residue $\{r k\}_{L} \doteq r k-L \operatorname{round}\left(\frac{r k}{L}\right)$, the definition of the set $\mathcal{K}_{g}$ can be reformulated as follows

$$
\begin{align*}
\mathcal{K}_{g}= & \left\{k=0 \ldots L-1:|r k-m L| \leq \frac{r}{2}, m=0 \ldots r-1\right\}= \\
& \left\{k=0 \ldots L-1:\left|r k-\operatorname{round}\left(\frac{k}{L} r\right) L\right| \leq \frac{r}{2}\right\}=  \tag{A.6}\\
& \left\{k=0 \ldots L-1:\left|\{r k\}_{L}\right| \leq \frac{r}{2}\right\}
\end{align*}
$$

The following Proposition gives a lower bound for the probability to measure a result that belongs to the "good" set of measurements $\mathcal{K}_{g}$.

Proposition A.7. The probability to obtain a measurement $k$ which belongs to the set of "good" measurements $\mathcal{K}_{g}$ is lower bounded as follows

$$
\operatorname{Prob}\left[k \mid k \in \mathcal{K}_{g}\right] \geq \begin{cases}\frac{4}{\pi^{2} r}\left(1-\frac{1}{L}\right)^{2}, & 0<\{r k\}_{L} \leq \frac{r}{2}\left(1-\frac{1}{L}\right)  \tag{A.7}\\ \frac{1}{r}, & \{r k\}_{L}=0\end{cases}
$$

Proof. The relations $N^{2} \leq L \leq 2 N^{2}$ and $0 \leq r<N$ are used to derive the following inequalities, where $s=\lfloor L / r\rfloor$,

$$
\begin{align*}
\left|\frac{\pi\{r k\}_{L}}{L}(s+1)\right| & \leq \frac{\pi r}{2 L}\left(1-\frac{1}{L}\right)(s+1) \\
& \leq \frac{\pi}{2}\left(1-\frac{1}{L}\right)\left(\frac{L+r}{L}\right)  \tag{A.8}\\
& \leq \frac{\pi}{2}\left(1-\frac{1}{L}\right)\left(1+\frac{L}{L^{2}}\right) \\
& \leq \frac{\pi}{2}
\end{align*}
$$

A direct consequence is that

$$
\begin{equation*}
\left|\frac{\pi\{r k\}_{L}}{L} S\right| \leq \frac{\pi}{2} \tag{A.9}
\end{equation*}
$$

Also, because $r k=\{r k\}_{L}+\operatorname{Lround}\left(\frac{r k}{L}\right)$ the following equality is valid

$$
\begin{equation*}
\sin \left(\frac{\pi r k}{L} x\right)=\sin \left(\frac{\pi\{r k\}_{L}}{L} x\right), \forall x \in \mathbb{Z} \tag{A.10}
\end{equation*}
$$

Using the trigonometric inequality and Eq. (3.21)

$$
\begin{equation*}
\frac{4}{\pi^{2}} \theta^{2} \leq \sin ^{2}(\theta) \leq \theta^{2}, \quad|\theta|<\frac{\pi}{2} \tag{A.11}
\end{equation*}
$$

we conclude that if $0<\{r k\}_{L} \leq \frac{r}{2}\left(1-\frac{1}{L}\right)$ then (we remind that $L=r s+t$ )

$$
\begin{align*}
\operatorname{Prob}[k] & =\frac{t \sin ^{2}\left(\frac{\pi\{r k\}_{L}}{L}(s+1)\right)+(r-t) \sin ^{2}\left(\frac{\pi\{r k\}_{L}}{L} s\right)}{L^{2} \sin ^{2}\left(\frac{\pi\{r k\}_{L}}{L}\right)} \\
& \geq \frac{t \frac{4}{\pi^{2}}\left(\frac{\pi\{r k\}_{L}}{L}(s+1)\right)^{2}+(r-t) \frac{4}{\pi^{2}}\left(\frac{\pi\{r k\}_{L}}{L} S\right)^{2}}{L^{2}\left(\frac{\pi\{r k\}_{L}}{L}\right)^{2}} \\
& \geq \frac{4}{\pi^{2}} \cdot \frac{r s^{2}}{L^{2}}  \tag{A.12}\\
& =\frac{4}{\pi^{2}} \cdot \frac{1}{r}\left(\frac{L-t}{L}\right)^{2} \\
& =\frac{4}{\pi^{2}} \cdot \frac{1}{r}\left(1-\frac{t}{L}\right)^{2} \\
& \geq \frac{4}{\pi^{2}} \cdot \frac{1}{r}\left(1-\frac{1}{N}\right)^{2}
\end{align*}
$$

Thus, first case of Proposition A. 7 has been proved. The second case $\{r k\}_{L}=0$ can be easily proven by taking into account that $0 \leq t \leq r-1$ and that the probability of Eq. (3.21) becomes

$$
\begin{align*}
\operatorname{Prob}[k] & =\frac{t L^{2}+(r-t) r^{2} s^{2}}{L^{2} r^{2}} \\
& =\frac{1}{r} \cdot \frac{L^{2}+t(r-t)}{L^{2}}  \tag{A.13}\\
& \geq \frac{1}{r}
\end{align*}
$$

The number of indices $k$ that fulfill the condition $\left|\{r k\}_{L}\right| \leq \frac{r}{2}$ is $r$, as implied by Eq. (A.6). Combined with the fact that the number $N$ to be factored is very large and thus $\left(1-\frac{1}{L}\right)^{2} \approx 1$ the total probability to obtain a "good" measurement is lower bounded by

$$
\begin{equation*}
\operatorname{Prob}\left[k \in \mathcal{K}_{g}\right] \geq \frac{4}{\pi^{2}} \approx 0.4 \tag{A.14}
\end{equation*}
$$

In conclusion, the total probability to obtain a measurement which is the closest to an integer multiple of $\frac{L}{r}$, something that could permit the extraction of the period $r$ using CFE, is at least $40 \%$.

It remains to calculate the final probability that the CFE procedure correctly gives the period $r$ on the condition that a "good" measurement is obtained, that is the probability

$$
\operatorname{Prob}\left[k \in \mathcal{K}_{g}: \operatorname{gcd}(m, r)=1\right],
$$

where $m$ is a function of index $k$ as implied in Definition A.4, namely $m=A(k)=\operatorname{round}\left(\frac{k}{L} r\right)$. Because the number of the "good" measurements is $r$ there is a "one-to-one" relation between the "good" $k$ 's and $m=A(k)$. This fact can be combined with the definition of the Euler's function $\varphi(n)$ which gives the number of natural numbers which are co-primes and less than $n$. Thus, the probability to obtain a "good" measurement and at the same time this measurement lead to a correct period estimation is given by

$$
\begin{equation*}
\operatorname{Prob}\left[k \in \mathcal{K}_{g}: \operatorname{gcd}(A(k), r)=1\right] \geq \frac{4}{\pi^{2}} \cdot \frac{\varphi(r)}{r}\left(1-\frac{1}{N}\right)^{2} \tag{A.15}
\end{equation*}
$$

The following result from Number Theory is used, without proof.

## Theorem A.3.

$$
\begin{equation*}
\lim \inf \frac{\varphi(N)}{N / \ln \ln N}=e^{-\gamma} \tag{A.16}
\end{equation*}
$$

where $\gamma$ is Euler's constant and it is $\gamma=0.5777215 \ldots$ and $e^{-\gamma}=0.5614594 \ldots$

## Corollary A.4.

$$
\begin{equation*}
\text { Prob }\left[k \in \mathcal{K}_{g}: \operatorname{gcd}(A(k), r)=1\right] \geq \frac{4}{\pi^{2} \ln 2} \cdot \frac{e^{-\gamma}-\varepsilon(r)}{\ln \log N}\left(1-\frac{1}{N}\right)^{2} \tag{A.17}
\end{equation*}
$$

where $\varepsilon(r)$ is a monotonically decreasing sequence converging to zero.

Proof. Equivalent to Theorem A. 3 is the result that $\frac{\varphi(r)}{r / \ln \ln r}=e^{-\gamma}-\varepsilon(r)$, where $\varepsilon(r)$ is a monotonically decreasing sequence converging to zero. consequently,

$$
\begin{equation*}
\frac{\varphi(r)}{r} \geq \frac{e^{-\gamma}-\varepsilon(r)}{\ln \ln r} \geq \frac{e^{-\gamma}-\varepsilon(r)}{\ln \ln N}=\frac{e^{-\gamma}-\varepsilon(r)}{\ln \ln 2+\ln \log N} \geq \frac{e^{-\gamma}-\varepsilon(r)}{\ln 2} \cdot \frac{1}{\log \log N} \tag{A.18}
\end{equation*}
$$

Corollary A. 4 can be stated in the equivalent form

$$
\begin{equation*}
\operatorname{Prob}\left[k \in \mathcal{K}_{g}: \operatorname{gcd}(A(k), r)=1\right]=\Omega\left(\frac{1}{\log \log N}\right) \tag{A.19}
\end{equation*}
$$

In conclusion, the Quantum Period Finding algorithm gives the period $r$ with a constant lower bounded probability of error using $O(\log \log N)$ iterations, where $N$ is the number to be factored, or equivalently, using $O(\log n)$ iterations, where $n$ is the number of bits of $N$.

## A. 4 Quantum Fourier Transform Circuit

The derivation of Eq. (3.5) is justified by the following relations

$$
\begin{array}{r}
|j\rangle=\left|j_{1} \ldots j_{n}\right\rangle \xrightarrow{Q F T_{2^{n}}} \frac{1}{\sqrt{2^{n}}} \sum_{k_{1}=0}^{1} \cdots \sum_{k_{n}=0}^{1} e^{\frac{i 2 \pi}{2^{n} j} \sum_{l=1}^{n} k_{l^{2 n-l}}}\left|k_{1} \ldots k_{n}\right\rangle \\
=\frac{1}{\sqrt{2^{n}}} \sum_{k_{1}=0}^{1} \cdots \sum_{k_{n}=0}^{1} \bigotimes_{l=1}^{n} e^{i 2 \pi j k_{l} l^{2-l}}\left|k_{l}\right\rangle  \tag{A.20}\\
=\frac{1}{\sqrt{2^{n}}} \bigotimes_{l=1}^{n} \sum_{k_{l}=0}^{1} e^{i 2 \pi j k_{l} 2^{-l}}\left|k_{l}\right\rangle \\
=\frac{1}{\sqrt{2^{n}}}\left(|0\rangle+e^{i 2 \pi \pi\left(0 \cdot j_{n}\right)}|1\rangle\right)\left(|0\rangle+e^{i 2 \pi\left(0 \cdot j_{n-1} j_{n} n\right.}|1\rangle\right) \cdots\left(|0\rangle+e^{i 2 \pi\left(0 \cdot j_{l} j_{2} \ldots . j_{n-1} j_{n} n\right.}|1\rangle\right)
\end{array}
$$

The first line in the above set of equations follows from the QFT definition of Eq. (3.1) and the fact that $\sum_{l=1}^{n} k_{l} 2^{n-l}=k$, assuming that $k=\left(k_{1} k_{2} \ldots k_{n}\right)$ in binary notation. The second line is just a rewriting of $|k\rangle=\left|k_{1} k_{2} \ldots k_{n}\right\rangle=\left|k_{1}\right\rangle \otimes\left|k_{2}\right\rangle \otimes \cdots \otimes\left|k_{n}\right\rangle$. The third line follows from the linearity property of the tensor product in Eq. (2.13). The last line is just the expanded form of the third line and shows that in the particular QFT action on computational basis states the resulting state is of product form.
The first factor of the product form $\frac{1}{\sqrt{2}}\left(|0\rangle+e^{i 2 \pi\left(0 . j_{n}\right)}|1\rangle\right)$ is a reformulation of the expression $\frac{1}{\sqrt{2}}\left(|0\rangle+(-1)^{j_{n}}|1\rangle\right)$. Taking into account that $|j\rangle$ belongs to the computational basis and thus $j_{n}=0$ or $j_{n}=1$, this reformulation gives the state $\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$ if $\left|j_{n}\right\rangle=|0\rangle$ and the state $\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)$ if $\left|j_{n}\right\rangle=|1\rangle$. This is exactly the effect of a Hadamard gate applied on $\left|j_{n}\right\rangle$, as exposed in Eq. (2.25). This operation is depicted on the lower qubit of Figure 3.1. The second factor of the product form is $\frac{1}{\sqrt{2}}\left(|0\rangle+e^{i 2 \pi\left(0 . j_{n}-j_{n}\right)}|1\rangle\right)$. The phase factor $e^{i 2 \pi\left(0 . j_{n-1} j_{n}\right)}$ can be decomposed as $e^{i 2 \pi\left(0 . j_{n-1}\right)+i 2 \pi\left(0.0 j_{n}\right)}=e^{i 2 \pi\left(0 . j_{n-1}\right)} e^{i 2 \pi\left(0.0 j_{n}\right)}$. Similarly to the previous analysis, the state $\frac{1}{\sqrt{2}}\left(|0\rangle+e^{i 2 \pi\left(0 \cdot j_{n-1}\right)}|1\rangle\right)$ can be constructed by applying a Hadamard gate on qubit $\left\langle j_{n-1}\right\rangle$. The additional phase factor $e^{i 2 \pi\left(0.0 j_{n}\right)}$ can be introduced by a $c-R_{z}\left(\frac{\pi}{2}\right)$ controlled by the state $\left\langle j_{n}\right\rangle$ because $2 \pi\left(0.0 j_{n}\right)=\frac{\pi}{2}$ if $j_{n}=1$, otherwise $2 \pi\left(0.0 j_{n}\right)=0$. The consecutive
application of the $H$ and $c-R_{z}\left(\frac{\pi}{2}\right)$ gates is depicted in the second qubit line of Figure 3.1 which is initially in state $\left\langle j_{n-1}\right\rangle$.
Proceeding with similar analysis for the remaining factors of the product state in Eq. (A.20), it can be shown that the operation of the circuit in Figure 3.1 performs the desired QFT on the computational basis states $|j\rangle, j=0 \ldots 2^{n-1}$. Linearity of the operations and the completeness of the computational basis assures its validity for any state $|\psi\rangle \in \mathcal{H}^{N}$ as described by Eq. (3.1).
The total number of gates of the QFT circuit is $\frac{n(n+1)}{2}$, while its apparent depth, assuming a sequential operation of one gate after the other, is the same. Yet, it can be shown that by a suitable rearrangement, the gates involved in operations of different qubits can operate in parallel, lowering the depth of the QFT circuit to only $2 n-1$ steps.

## A. 5 Quantum Phase Estimation

The decomposition of the $U_{f}$ operator in a sequence of $C U_{a^{2}}$ operators shown in Figure 3.8 offers an alternative interpretation of the quantum period finding algorithm as a phase estimation algorithm, which can give more insight into other relevant algorithms. The $C U_{a^{j}}$ controlled operator can be decomposed in block form as

$$
C U_{a^{j}}=\left[\begin{array}{cc}
I & 0  \tag{A.21}\\
0 & U_{a^{j}}
\end{array}\right]
$$

where $U_{a^{2}}$ is the operator defined by $U_{a^{j}}(|x\rangle)=\left|a^{2^{i}} x \bmod N\right\rangle$. Equation (3.26) can be reformulated as

$$
\begin{equation*}
C U_{a^{j}}(|c\rangle|y\rangle)=|c\rangle\left(U_{a^{j}}\right)^{c}|y\rangle \tag{A.22}
\end{equation*}
$$

Observe that $U_{a^{j}}=\left(U_{a}\right)^{2^{j}}$ where $U_{a}$ is the modular multiplication operator defined by $U_{a}(|x\rangle)=|a x \bmod N\rangle$. Let $|u\rangle$ be an eigenstate of $U_{a}$. The corresponding eigenvalue is of the form $e^{i \varphi}$, where $0 \leq \varphi<2 \pi$, because $U_{a}$ is unitary ( $a$ is selected to be co-prime with $N$ ) and thus $U_{a^{j}}|u\rangle=\left(U_{a}\right)^{2^{j}}|u\rangle=e^{i \varphi 2^{j}}|u\rangle$. In Figure 3.8 the controlled modular multipliers $C U_{a^{j}}$ are controlled by the $j$-th qubit of the top register. If the top register is in the computational basis state $|k\rangle=\left|k_{2 n-1} \ldots k_{0}\right\rangle$ and the bottom register is in an eigenstate $|u\rangle$ of $U_{a}$ then by using Eq. (A.22) we conclude that the state of both registers after the application of the $2 n$ controlled modular multipliers will be

$$
\begin{align*}
U_{f}(|k\rangle|u\rangle)=|k\rangle & \prod_{j=0}^{2 n-1}\left(U_{a^{j}}\right)^{k_{j}}|u\rangle \\
& =|k\rangle \prod_{j=0}^{2 n-1}\left(e^{i \varphi 2^{j} k_{j}}\right)|u\rangle  \tag{A.23}\\
& =|k\rangle e^{i \varphi \sum_{j=0}^{2 n-1} 2^{j} k_{j}}|u\rangle \\
& =|k\rangle e^{i \varphi k}|u\rangle
\end{align*}
$$

The phase factor $e^{i \varphi k}$ can be viewed as being kicked-back to the top register as already noted in section 2.4.2.
The top register in Figure 3.8 is initialized in an equiprobable superposition $\frac{1}{\sqrt{Q}} \sum_{k=0}^{Q-1}|k\rangle$
and thus on the condition that the bottom register is initially set in an eigenstate $|u\rangle$, the state of the top register just before the inverse QFT would be

$$
\begin{equation*}
U_{f}\left(\frac{1}{\sqrt{Q}} \sum_{k=0}^{Q-1}|k\rangle|u\rangle\right)=\frac{1}{\sqrt{Q}} \sum_{k=0}^{Q-1} e^{i \varphi k}|k\rangle|u\rangle \tag{A.24}
\end{equation*}
$$

If the phase $\varphi$ can be described by exactly $2 n$ bits in binary fractional notation as $\varphi=$ $2 \pi\left(0 . j_{2 n_{1}} \ldots j_{0}\right)=2 \pi j / Q$ (which means that $2 \pi \varphi$ divides $Q$ ), then Eq. (A.24) takes the form

$$
\begin{equation*}
U_{f}\left(\frac{1}{\sqrt{Q}} \sum_{k=0}^{Q-1}|k\rangle|u\rangle\right)=\frac{1}{\sqrt{Q}} \sum_{k=0}^{Q-1} e^{\frac{i \pi}{Q} j k}|k\rangle|u\rangle \tag{A.25}
\end{equation*}
$$

The application of the inverse QFT at the top register then, is by definition exactly $|j\rangle$. Thus the circuit of Figure 3.8 can find the phase $\varphi=2 \pi j / Q$ if the bottom register is initialized in an eigenstate of $U_{a}$.

The initialization of the bottom register in the quantum period finding application is the state $|1\rangle$. For this particular application it holds that $U_{a}^{r}=1$ where $r$ is the order of $a$ searched for, because $\left.U_{a}^{r}|x\rangle=\left|x a^{r} \bmod N=\right| x\right\rangle$. Consequently, the $r$-th roots of unity $e^{i 2 \pi t / r}=e^{i \varphi_{t}}$ for $t=0 \ldots r-1$ are eigenvalues of $U_{a}$. Furthermore, it can be proven that the eigenstates $\left|u_{t}\right\rangle$ which correspond to these eigenvalues are

$$
\begin{equation*}
\left|u_{t}\right\rangle=\frac{1}{\sqrt{r}} \sum_{s=0}^{r-1} e^{-i 2 \pi \pi_{r}^{t} s}\left|a^{s} \bmod N\right\rangle \tag{A.26}
\end{equation*}
$$

and that the bottom register's initial state $|1\rangle$ is the sum of the eigenstates $u_{t}$ which correspond to these eigenvalues:

$$
\begin{equation*}
|1\rangle=\sum_{t=0}^{r-1}\left|u_{t}\right\rangle \tag{A.27}
\end{equation*}
$$

In this particular case, Eq. (A.24) becomes

$$
\begin{align*}
U_{f}\left(\frac{1}{\sqrt{Q}} \sum_{k=0}^{Q-1}|k\rangle|1\rangle\right) & =\frac{1}{\sqrt{r}} \frac{1}{\sqrt{Q}} \sum_{t=0}^{r-1} \sum_{k=0}^{Q-1} e^{i \varphi_{t} k}|k\rangle\left|u_{t}\right\rangle  \tag{A.28}\\
& =\frac{1}{\sqrt{r}} \frac{1}{\sqrt{Q}} \sum_{t=0}^{r-1} \sum_{k=0}^{Q-1} e^{\frac{i \pi}{Q} \frac{Q}{r} t k}|k\rangle\left|u_{t}\right\rangle
\end{align*}
$$

When the order $r$ divides $Q$, then $j=Q / r$ is an integer (meaning that $1 / r$ can be written in binary fractional form of $2 n$ bits as $\left(0 . j_{2 n-1} \ldots j_{0}\right)$ ). The application of the inverse QFT at the top register then leads to the joint state

$$
\begin{equation*}
|\psi\rangle=\frac{1}{\sqrt{r}} \sum_{t=0}^{r-1} e^{\frac{i 2 \pi}{Q}}\left|\frac{Q}{r} t\right\rangle\left|u_{t}\right\rangle \tag{A.29}
\end{equation*}
$$

The final measurement of the top register gives with certainty one of the values $\frac{Q}{r} t$ for $t=0 \ldots r-1$ which are related to the eigenvalues phases with the relation $\varphi_{t}=\frac{2 \pi}{Q} \frac{Q}{r} t$. When $r$ does not divide $Q$, then close estimations of $\varphi_{t}$ are performed as already pointed out in section 3.4.

Thus the circuit of Figure 3.8 can be viewed as a quantum phase estimator of the phases $\varphi_{t}$ corresponding to the eigenvalues $e^{i \varphi_{t}}$ of the modular multiplier $U_{a}$.
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[^1]:     Josephson [14]

[^2]:    
    

[^3]:    ${ }^{1}$ Currently, some of the most promising are ion traps [13] and Josepshon junction superconductors [14]

[^4]:    ${ }^{2}$ In a reversible circuit, for every possible output, the respective input can be derived, that is no information erasure happens [29].

[^5]:    ${ }^{1}$ The Halting problem is the problem to decide whether a given algorithm fed with a particular input will terminate or not.
    ${ }^{2}$ Tape cells in a TM are analogous to the memory in a conventional classical computer

[^6]:    3"iff" stands for "if and only if"

[^7]:    ${ }^{1}$ Usually, in Signal Processing literature the DFT is defined by $\operatorname{DFT}\left\{x_{j}\right\}=\frac{1}{L} \sum_{j=0}^{L-1} x_{j} \omega_{L}^{-j k}$, while the IDFT is defined by $\operatorname{IDFT}\left\{y_{k}\right\}=\sum_{j=0}^{L-1} y_{k} \omega_{L}^{j k}$. In the Quantum Computation context the pairs of Eq. (3.4) and (3.2) are used instead, mainly due to the amplitude normalization requirement; the initial state $|\psi\rangle$ and the transformed state $|\varphi\rangle$ must have unit norm.

[^8]:    ${ }^{1}$ See for example Eq. (4.18), (4.19) and (4.20).

