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#### Abstract

A typical on-line problem proceeds in rounds, where in each round an on-line algorithm is given a request and needs to serve it. We will focus on a specific class of on-line problems known as Smooth On-line Convex Optimization (SOCO) problems. Two mature research fields that study such problems are competitive analysis and on-line learning. We will dive into their interrelationship and we will explain how we can benefit by introducing regularization, a standard technique from on-line learning in the framework of competitive analysis. Subsequently, we will turn our attention towards a rounding technique introduced over the last couple of years, called exponential clocks. Finally, we will define a new problem in the class SOCO, namely On-line Shortest Path with Switching Cost. Using the toolbox provided by the literature we will obtain an on-line fractional solution sacrificing a logarithmic factor. We will wrap up presenting a new on-line rounding algorithm using exponential clocks which will derive a $O(\log m \log n)$-approximation for the On-line Shortest Path with Switching Cost problem.
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## Chapter 1

## Introduction

On-line algorithms represent a theoretical framework for studying problems in interactive computing. They model, in particular, that the input in an interactive system does not arrive as a batch but as a sequence of input portions and that the system must react in response to each incoming portion. Moreover, it is assumed that at the future input is unknown and as the name suggests, on-line algorithms consider the algorithmic aspects of interactive systems. That is we wish to design strategies that always compute good output through consecutive rounds. No assumptions are made about the input stream. The input can even be generated by an adversary that creates new input portions based on the system's reactions to previous ones (adaptive adversary). We seek algorithms that have a provably good performance. A very interesting class of problems that we are going to study here is the class of on-line convex optimization problems.

In the context of on-line convex optimization (OCO) we consider the problem of a learner/decision-maker who interacts with an environment in a sequence of rounds and needs to make decisions in the face of uncertainty. During each round $t$ :

- The learner must choose an action $x^{t}$ from a convex decision space $F$
- The environment reveals a cost convex function $c^{t}$
- The learner experiences cost $c^{t}\left(x^{t}\right)$.

Depending on the setting (i) can happen before (ii) or vice versa. The objective here is to design learning algorithms that minimize the cost suffered over a long period of time i.e. $T$ rounds. OCO has a wide array on applications such as portfolio management [CO96; KV02] and network routing [Ban+03].

Making more specific assumptions, two main performance metrics arise in order to deal with such problems. The first is competitive ratio where the benchmark is the optimal off-line solution and the second is regret where the goal is to minimize the difference between our incurred total cost and the total cost of the best fixed action. There is a large amount of related work in the literature, exploring the connection between competitive analysis and on-line learning [BB97; Buc+16; BBK99; KV02]. Despite their core deferences, there are also techniques that can be successfully transfered from one field to the other, providing innovative results. One such technique of great interest is Regularization. Regularization appears in the literature as early as [KW97] and [Gor99]. More recent results appear in [BCN14] and [CL06; RS13].

In our work the main focus will be on deriving good competitive ration in a generalization of on-line convex optimization. This more general framework is called smoothed on-line convex optimization (SOCO) whose study was motivated by the development in dynamic control algorithms in data centers [Lin+13; Lin+12a] and other streaming applications [JV11]. The only change in smoothed on-line convex optimization compared to on-line convex optimization is that the cost experienced by the learner is now $c_{t}\left(x_{t}\right)+\left\|x_{t}-x_{t-1}\right\|$, where $\|\cdot\|$ is an arbitrary norm. In words the learner experiences an additional smoothing cost or switching cost associated with changing his action over consecutive time steps. Lin et al. have studied in [Lin+12b], the interrelationship of regret and competitive ratio in the framework of SOCO.

A robust on-line technique which applies to a large family of covering SOCO problems was presented in the work of Buchbinder et al. [BCN14]. In each round their algorithm solves a linear relaxation of the problem, via primal dual techniques [Lin+12a] and produces on-line a fractional solution within a logarithmic factor from the optimal off-line solution. A key element in this technique is the notion of regularization. The second main result of this paper considers an on-line version of Set Cover with Service Cost. The authors propose a rounding algorithm based on exponential clocks. Exponential clocks have been used extensively over the last couple of years in a variety of combinatorial problems such as Multi-way Cut Problem [Lin+13], Dynamic Facility Location [KV02; Fot06], Set Cover [Lin+13] and others. Coupling their rounding technique with the first result of their paper the authors derive an on-line algorithm solving the aforementioned problem with a total approximation factor $O\left(\log m \log \left|S_{\text {max }}\right|\right)$, where $m$ is the number of sets and $\left|S_{\max }\right|$ is the maximum capacity among the sets.

The setting proposed in [BCN14] is strongly motivated from a variety of real life applications. Often, one needs to solve instances of the same combinatorial optimization problem that changes over time. While this is naturally handled by re-solving the optimization problem in each time step separately, it is reasonable to assume that changing the solution in between consecutive time steps often incurs a transition cost. Related work on the same framework focused on On-online Multistage Matroid Maintenance problem [GTW14] and Online Dynamic Facility Location.

In this dissertation we set on the same direction and construct a randomized online algorithm for the On-line Shortest Path problem with Switching Cost. The first step of our algorithm utilizes the results provided in [BCN14] in order to obtain a fractional on-line solution. Then we proceed rounding the solution at every time step coupling exponential clocks with a variation of Dijkstra which derives similar approximation bounds to the ones achieved in [BCN14; GTW14]. Thus, our algorithm is $O(\log m \log n)$-approximate where $n$ is the number of vertices and $m$ is the number of edges.

## Chapter 2

## Smooth On-line Convex Optimization

### 2.1 On-line algorithms and competitive analysis

In this dissertation we will work in the framework of on-line problems. A typical on-line problem proceeds in rounds, where in each round the on-line algorithm is given a request and needs to serve it.

To provide a better understanding we introduce the reader to the representative context of on-line convex optimization ( OCO ). In on-line convex optimization (OCO) we consider the problem of a learner/decision-maker who interacts with an environment in a sequence of rounds and needs to make decisions in the face of uncertainty.

During each round $t$ :

1. The learner must choose an action $x^{t}$ from a convex decision space $F$.
2. The environment reveals a cost convex function $c^{t}$.
3. The learner experiences cost $c^{t}\left(x^{t}\right)$.

Depending on the setting (1) can happen before (2) or vice versa. The objective here is to design learning algorithms that minimize the cost suffered over a long period of time i.e. $T$ rounds.

Competitive analysis and on-line learning are two important research fields studying variations of such on-line problems. In competitive analysis in each time step $t$ the learner is
picking his action $x^{t}$ after the cost function $c^{t}$ is revealed i.e. 1 -lookahead, thus suffering cost $c^{t} x^{t}$. Then his total cost is compared to the total cost of the optimal off-line algorithm. Let $S_{1}$ and $O P T$ be the cost our algorithm and the optimal off-line solution pay respectively. For now we can think of $S_{1}=\sum_{t=1}^{T} x^{t} c^{t}$. Let also $d$ be some constant. Then the competitive ratio $c$ is the smallest number such that:

$$
S_{1} \leq c \cdot O P T+d
$$

In the field of on-line learning however, the learner is far weaker picking his action before the cost function $c^{t}$ is revealed i.e. 0 -lookahead, thus paying $c^{t} x^{t-1}$. To compensate for the lack of information about the future the learner in this framework has a weaker benchmark to compare to, namely regret. Minimizing regret is minimizing the difference between our incurred total cost and the total cost of the best fixed action $x^{*}$ :

$$
\text { Regret }=\sum_{t=1}^{T} x^{t-1} c^{t}-\sum_{t=1}^{T} x^{*} c^{t}
$$

where $x^{*}=\underset{x}{\arg \min } \sum_{t=1}^{T} x c^{t}$.

Both areas have been extensively studied and important results are known. In the last couple of years a systematic attempt has been made to unify and compare the results from these two related fields. Although later we will come back to further explore this direction our primary focus remains on competitive analysis. To give a round view on competitive analysis and eventually move towards a more general definition than the one we gave for on-line convex optimization, we will introduce two typical competitive analysis problems, On-line Set Cover [Alo+03] and Metrical Task Systems[BLS92].

The Set Cover problem is defined as follows. Let $X=\{1,2, \ldots, n\}$ be a ground set of $n$ elements and let $\mathcal{S}$ be a family of subsets of $X,|\mathcal{S}|=m$. A cover is a collection of sets such that their union is $X$. Each $S \in \mathcal{S}$ has a nonnegative cost $c_{S}$ associated with it. The goal is to find a cover of minimum cost. The set cover problem is a classic NP-hard problem that was studied extensively in the literature, and the best approximation factor achievable for it in polynomial time (assuming $\mathbf{P} \neq \mathbf{N P}$ ) is $\Theta(\log n)$ [Lov75; AT96]. Now consider the following On-line version of the Set Cover problem, described as a game between an algorithm and an adversary. An adversary gives elements to the algorithm from $X$ one-by-one. Once a new element is given, the algorithm has to cover it by some set of $S$ containing it. Denote by $X^{\prime} \subset X$ the set of elements given by the adversary. Our assumption is that the set cover instance, i.e. the elements of $X$ and the members of $\mathcal{S}$, is known in advance to the algorithm. The objective is to minimize the total cost of the sets chosen by the algorithm. However, the algorithm does not know in advance the set of elements $X^{\prime}$ given by the adversary, i.e., $X^{\prime}$ may be a strict subset of $X$ in general. Let $C$ denote the family of sets in $\mathcal{S}$ that the algorithm chooses. At the end of the game the adversary also produces (off-line) a family of sets $C_{O P T}$ that covers all the elements belonging to $X^{\prime}$. The performance of the algorithm is defined to
be the ratio between the cost of $C$ and the cost of $C_{O P T}$. The maximum ratio, taken over all input sequences, is defined to be the competitive ratio of the algorithm.

For the problem above there is a $O(\log m \log n)$ approximation algorithm. More importantly we note the following:

- Initially the feasible region in $\mathcal{R}^{m}$ since no element needs to be covered.
- Upon arrival of element $t$ the convex feasible region $P_{t}$ is defined to be the intersection of $P_{t-1}$ and the new covering constrain corresponding to element $t$.
- In the on-line set cover there is no service cost and thus there is no reason to drop any set chosen in some previous round.

This is a typical on-line problem which fits well in the context of OCO. Let us now move on to an other fundamental problem in competitive analysis:

A Task System is a pair $(S, d)$ where $S=\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$ is a set of states and $d: S \times S \rightarrow \mathbb{R}$ is a distance function. If $d$ is a metric, $(S, d)$ is a Metrical Task System (MTS). An input to the task system is a sequence $\sigma=T_{1}, T_{2}, \ldots, T_{l}$ such that for each $i, T_{i}$ is a vector of $n$ non-negative entries that determine the processing costs for the $n$ states when processing the $i$ th task. An algorithm for the task system produces a schedule $\pi$ that determines the sequence of states. For instance, $\pi(i)=s_{j}$ means that the $i$ th task $T_{i}$ is run in state $s_{j}$. The processing cost of a schedule is :

$$
\operatorname{cost}(\pi, \sigma)=\sum_{i=1}^{l} d(\pi(i-1), \pi(i))+T_{i}(\pi(i))
$$

The objective of the algorithm is to find a schedule such that the cost is minimized.

This on-line problem has a slightly different flavor than what we have seen so far. Although the feasible region is the same in every round we can see that the notion of states is introduced. This element is of vital importance in many fundamental problems in competitive analysis such as the $k$-Server problem [BBN10], the $k$-Armed Bandit problem [AT96; GM09] and the Stock Portfolio Management. Despite its importance the context of on-line convex optimization fails to capture this concept adequately. Thus we will proceed to generalize the context we are going to work in, to a more suitable one.

### 2.2 From OCO to SOCO

In the previous section we saw that the On-line Set Cover problem was sufficiently accommodated in the context of OCO whereas for the Metrical Task Systems there was a need to encapsulate the notion of states deriving from the previous rounds. An elegant, widely spread way to capture this, is the addition of switching or movement cost. In this case the learner experiences an additional smoothing cost associated with changing his action over consecutive time steps. Having this in mind we will extend the framework we provided for on-line convex optimization.

In smooth on-line convex optimization (SOCO) we consider the problem of a learner/decision-maker who interacts with an environment in a sequence of rounds and needs to make decisions in the face of uncertainty.

During each round $t$ :

- The learner must choose an action $x^{t}$ from a convex decision space $F$.
- The environment reveals a cost convex function $c^{t}$.
- The learner experiences cost $c^{t}\left(x^{t}\right)+\left\|x_{t}-x_{y-1}\right\|$.

Although we will see some results from the literature where different assumptions are made, for our convenience we can think the movement cost to be measured in $\ell_{1}$. Furthermore, we assume that $F$ is closed and bounded and that the Euclidean norm of the gradient of the service cost function is bounded. A famous algorithm designed for the problem we just described is the On-line Gradient Descent Algorithm. It turns out that not only does it give nice results in terms of competitive analysis but it also achieves good guarantees with respect to regret.

## Online Gradient Descent:

Parameters: $\eta_{t}>0$ changing in every round.
Initialization: Choose an arbitrary $x_{1} \in F$, where $F$ is the convex decision space.

At each time $t=[T]$ :
(a) Let $c_{t} \in[0,1]^{n}$ be the service cost vector.
(b) Suffer cost $c_{t}\left(x_{t}\right)$.
(c) Update the decision as follows:

$$
x_{t+1}=P\left(x_{t}-\eta_{t} \nabla c_{t}\left(x_{t}\right)\right)
$$

where $P(y)=\underset{x \in F}{\arg \min }\|x-y\|_{2}$ is the projection of point $y$ on the convex space $F$ under the Euclidian norm.

This algorithm achieves sublinear regret, depending on the choice of the learning rates $\eta_{t}$. For $\eta_{t}=\Theta(1 / \sqrt{t})$ the regret after $T$ rounds with respect to the best action in hindsight is $O(\sqrt{T})$. Making some additional assumptions and choosing $\eta_{t}=\Theta\left(\frac{1}{t}\right)$ instead, the regret bound falls to $O(\log T)$.

As the authors of $[\operatorname{Lin}+12 \mathrm{~b}]$ point out, the same algorithm provides a good regret bound even when switching cost is added. That is if $\sum_{t=1}^{n} \eta_{t}=O\left(\gamma_{1}(T)\right)$ and the algorithm's regret is $O\left(\gamma_{2}(T)\right)$ for Online Convex Optimization problems, then the same algorithm guarantees an $O\left(\gamma_{1}(T)+\gamma_{2}(T)\right)$ regret for SOCO problems which implies that the two algorithms we mentioned before achieve the same regret bounds for the SOCO setting.

Coming back to the framework of competitive analysis we can also find a variety of results achieving good approximation ratio under different assumptions. Interestingly if we restrict our decision space to be a line then the approximation ratio for the problem can be even constant. In [BBN10], the authors present three algorithms for the SOCO problem given that the convex decision space $F=R$. A randomized algorithm that yields a fractional solution and a corresponding deterministic algorithm with competitive ratio 2 as well as a "memoryless" algorithm which only remembers the previous decision point $x_{t-1}$ and has a 3-competitive ratio, which is also optimal (compared to any other memoryless deterministic algorithm). An important feature in the analysis of these algorithms is the usage of a suitable potential function. The method of defining appropriately and taking advantage of some potential function in the analysis of on-line learning techniques, is a recurring theme with great interest.

Before we move on we will present a natural problem from SOCO called On-line Set Cover with Service Cost. This problem encompasses features from both On-line Set Cover and MTS. Specifically, the feasible region $P_{t}$ is going to change over the rounds and the notion of states is going to be captured by the introduction of switching cost on the sets chosen by our algorithm.

In order to define concretely the On-line Set Cover with Service Cost first let us recall the classic On-line Set Cover problem. In each round we are given elements which need to be covered by some set whose opening cost we pay only once. Transitioning in this new version of the problem, we are forced in each round $t$, to pay a service cost for every set we choose to use. Moreover, we are paying an opening cost(switching cost) whenever we opt to add in our solution a set which was not in the solution of the previous round. It is clear that an algorithm should both add and delete sets from the solution throughout its execution in order to achieve optimality in this setup.

More formally, the algorithm starts with $P_{0}=\mathcal{R}^{n}$ (here we opt to denote with $n$ the number of sets and $m$ the number of elements in the ground set) as the feasible solution space and it is given a new polyhedron $P_{t}$ in each round, defined by covering, along with a cost vector $c_{t} \in \mathcal{R}_{+}^{n}$. The objective function we seek to minimize is:

$$
\sum_{t=1}^{T} c_{t} y_{t}+\sum_{t=1}^{T} \sum_{i=1}^{n} w_{i} \cdot\left|y_{i, t}-y_{i, t-1}\right|
$$

where $y_{t} \in P_{t}$ and the movement cost is not uniform.

Later we are going to further analyze this problem thus it is an opportune moment to familiarize the reader with the Linear Program describing On-line Set Cover with Service Cost:

$$
\begin{array}{ll}
\min & \sum_{t=1}^{T} c_{t} y_{t}+\sum_{t=1}^{T} \sum_{i=1}^{n} w_{i} z_{i, t} \\
\text { subject to } & \sum_{i \in S_{j, t}} y_{i, t} \geq 1 \\
z_{i, t} \geq y_{i, t}-y_{i, t-1} & \forall t \geq 1,0 \leq j \leq m_{t} \\
z_{i, t}, y_{i, t} \geq 0 & \forall t \geq 1,1 \leq i \leq n \\
& \forall t, 1 \leq i \leq n
\end{array}
$$

The variables $y_{i, t}$ are indicators denoting if we include set $i$ in the solution for this round or not. In each round, the subset of elements to be covered changes, so we denote by $m_{t}$ the new number of constraints for this round. Also, $S_{j, t}$ is the set of sets which include element $j$ in round $t$. The first constraint ensures that the $j$-th element to be covered is indeed fractionally covered and $\sum_{i=1}^{n} w_{i} z_{i, t}=\sum_{i=1}^{n} w_{i} \max \left\{0, y_{i, t}-y_{i, t-1}\right\}$ denotes the movement cost in round $t$.

### 2.3 Unifying competitive analysis and on-line learning

At this point we are going to revisit on-line learning. Despite the differences we already pointed out between competitive analysis and on-line learning there has been significant work in the direction of exploring to what extent common techniques can be applied to these rich and mature fields. Ideally, we would like to come up with a single algorithm which could guarantee both small regret bounds and good competitive ratio.

The first concrete attempt appears in [BB00] where the authors explore the area between the two frameworks with a combination of the well known and studied problem of Experts in on-line learning [FS97] and the Metrical Task Systems [BLS92] in competitive analysis. Specifically, this paper showed how certain algorithms, based on tuning some parameters, are able to interpolate between a reasonable regret bound and a reasonable competitive ratio. The interpolation was performed using the notion of $\alpha$-unfair competitive ratio, which forces the policy we compete with to pay $\alpha$ times more for the movement cost.

We notice that in the limit, as $\alpha$ goes to infinity the competing policy becomes essentially static, and the setting becomes reminiscent of on-line learning. On the other hand by setting $\alpha$ equal to 1 the competing solution becomes the optimal as it is considered in competitive analysis. Thus, this scheme seems appropriate to track a sweat spot in between the two different benchmarks.

It turns out however, that the interpolation suggested above is not capable of achieving the best of the two worlds at the same time. Subsequently, many algorithms were proposed such as in [BBN10], trying to reach the same Holy Grail but it was Buhbinder et al. who proposed a rigorous unified approach in [Buc+16]. The authors via primal-dual techniques, described in this survey [BE98], provide good performance guarantees with respect to regret and competitive ratio which allows them to extend their results to more interesting settings.

Let us proceed to describe formally the setting as it is introduced in the latter paper. We denote by $T$ the total number of rounds. We also have a set $E$ of actions, with $|E|=n$ to chose from. In the experts setting in on-line learning, the decision maker maintains a distribution of weights over the set of actions, which can be considered to be a probability distribution over the actions. Based on that distribution the action of the next round is chosen. Since in on-line learning we have 0 -lookahead, we denote by $w_{i}^{t-1}$ the weight of the $i$-th expert that the algorithm has chosen at the end of the previous round, and by $c_{i}^{t}$ the cost incurred in the current round for expert $i$ which we assume is bounded in $[0,1]$ by scaling. The total cost our algorithm is going to suffer over all rounds is given as:

$$
S_{0}=\sum_{t=1}^{T} w_{t-1} c_{t}
$$

Whereas we can express the regret as:

$$
\sum_{t=1}^{T} w_{t-1} c_{t}-\sum_{t=1}^{T} w^{*} c_{t}
$$

where $w^{*}=\underset{w \geq 0,\|w\|_{1}=1}{\arg \min } \sum_{t=1}^{T} w c_{t}$ is the fixed distribution over the experts with the minimum total cost. At this point it is useful to mention the notion of shifting and drifting experts, which seems to bridge on-line learning and competitive analysis. In the case of shifting experts, we want to minimize the difference $\sum_{t=1}^{T} w_{t-1} c_{t}-\sum_{t=1}^{T} w_{t}^{*} c_{t}$ where $w^{*}$ for $t \in\{0, \ldots, T-1\}$ is the optimal sequence of actions which changes at most k times. Drifting experts is an even more general notion which captures shifting experts as well. The goal in this case is to minimize the optimal sequence under the constraint that $\sum_{t=1}^{T} \frac{1}{2}\left\|w_{t}^{*}-w_{t-1}^{*}\right\|_{1} \leq k$ which restricts in some sense the distance of the movement of the distribution. In the paper we are considering, drifting experts are used as a mean to measure the algorithm's performance over the "sweat spot" area, i.e. the area where we have good bounds with respect to both regret and competitive ratio.

In the context of competitive analysis again we assume 1-lookahead and thus the total cost for the distribution we choose in each round is:

$$
S_{1}=\sum_{t=1}^{T} w_{t} c_{t}
$$

In this setting, we also have an additional switching cost :

$$
M=\sum_{t=1}^{T} \frac{1}{2}\left\|w_{t}^{*}-w_{t-1}^{*}\right\|_{1}
$$

In contrast to on-line learning, we compare our results to an optimal sequence $w_{1}^{*}, \ldots, w_{T}^{*}$ which minimizes the total cost:

$$
\sum_{t=1}^{T} w_{t} c_{t}+\sum_{t=1}^{T} \frac{1}{2}\left\|w_{t}^{*}-w_{t-1}^{*}\right\|_{1}
$$

and which has $S_{1}^{*}$ total service cost and $M^{*}$ total switching cost. Let $O P T=S_{1}^{*}+$ $M^{*}$ be the optimal total cost. Then, in accordance with the definition we gave earlier the competitive ratio is the minimum $c$ such that

$$
S_{1}+M \leq c \cdot O P T+d
$$

where $d$ is a constant. Finally, we formalize the $\alpha$-unfair setting, where the optimal sequence is the minimizing sequence of $S_{1}+\alpha M$ and we denote its total cost by $\operatorname{OPT}(\alpha)$.

Having all the definition nailed down we can now proceed to highlight the take away points as stated by the authors.

1. Let $O P T_{k}$ denote the optimal $k$-drifting sequence, then $O P T(\alpha) \leq O P T_{k}+\alpha k$.

To see why this holds true, it is enough to consider the optimal $k$-drifting sequence with the additional term $a k$ as an $\alpha$-unfair sequence.
2. Since $c_{t}$ is bounded for every $t$ we have $S_{0} \leq S_{1}+M$.

To derive this, one only needs to replace every distribution with the previous one and pay the appropriate switching cost if they are different.

Based on the above, the following inequalities hold, given that we have a $c$ competitive algorithm for the $\alpha$-unfair setting.

$$
S_{0} \leq S_{1}+M \leq c O P T(\alpha)+d \leq c O P T_{k}+c \alpha k+d
$$

The core algorithm the authors propose is the following:

## Experts/MTS Algorithm (learning-style formulation)

Parameters: $\alpha \geq 1, \eta>0$

Initialization: Set $w_{i, 0}=\frac{1}{n}$ for all $i$.

At each time $t=|T|$
(a) Let $c_{t} \in[0,1]^{n}$ be the service cost vector.
(b) Using binary search, find the smallest $a_{t}$ such that $\sum_{i=1}^{n} w_{i, \mathrm{t}} \mathrm{t}$ is a distribution and

$$
w_{i, t}=\max \left\{0,\left(w_{i, t-1}+\frac{1}{e^{\eta \alpha}-1}\right) e^{-\eta\left(c_{i, t}-a_{t}\right)}-\frac{1}{e^{\eta \alpha}-1}\right\}
$$

This algorithm achieves the following competitive ratio and regret as a function of the parameters $\alpha$ and $\eta$ :

$$
\begin{gathered}
S_{1} \leq O P T(\alpha)+\frac{\ln n}{\eta} \\
\leq\left(1+\frac{n}{e^{\eta \alpha}-1}\right)(\eta O P T(\alpha)+\ln n)
\end{gathered}
$$

Setting $\alpha=1$ and $\eta=\ln n+\ln \ln n$ we get the best known bound for MTS on uniform metrics. For $\alpha \rightarrow \infty$ where we pointed out earlier that our the setting approaches the classic on-line learning setting with experts, it holds that $S_{0} \leq S_{1}+M \leq(1+\eta) O P T(\infty)+\frac{\ln n}{\eta}+\ln n$ which matches the known bound from the multiplicative weights update framework.

The proof of the bound is based on the fact that this algorithm can be formulated equivalently in a primal-dual context which provides valuable insight regarding the inherent connection of the aforementioned problems.

The primal-dual formulation of the algorithm is the following:

## Experts/MTS Algorithm(fractional primal-dual formulation):

Parameters: $\alpha \geq 1, \eta>0$
Initialization: Set $w_{i, 0}=\frac{1}{n}, b_{i, 1}=\alpha-\frac{\ln \left(\frac{e^{\eta{ }_{n}}+n-1}{n}\right)}{\eta}$ for all $i \in\{1, \ldots, n\}$.
During execution maintain the relation:

$$
w_{i, t}=\max \left\{0, \frac{e^{\eta\left(\alpha-b_{i, t+1}\right)}}{e^{\eta \alpha}-1}-\frac{1}{e^{\eta \alpha}-1}\right\}
$$

At each time $t=[T]$ :
(a) Let $c_{t} \in[0,1]^{n}$ be the service cost vector.
(b) Set $b_{i, t+1}=b_{i, t}+c_{i, t}$
(c) Using binary search find the smallest $a_{t}$ and set $b_{i, t+1}=b_{i, t}-a_{t}$ such that $\sum_{i=1}^{n} w_{i, t}=1$

The algorithm increases the dual variables of the following LP and sets the primal variables accordingly. The authors then show that the dual solution constructed by the algorithm is feasible, and that the cost of the primal solution is bounded by the dual using the toolbox provided in [BN09].

The primal LP is the following:

$$
\begin{array}{rlrl}
\min \quad \sum_{t=1}^{T} \sum_{i=1}^{n} c_{i, t} w_{i, t}+\sum_{t=1}^{T} \sum_{i=1}^{n} \alpha z_{i, t} & \\
\text { s.t. } \sum_{i=1}^{n} w_{i, t} & =1 & & \forall t \geq 0 \\
z_{i, t} & \geq w_{i, t}-w_{i, t-1} & & \forall t>1, \forall i \in[n] \\
w_{i, t} & \geq 0 & & \forall t>0, \forall i \in[n] \\
z_{i, t} & \geq 0 & & \forall t>1, \forall i \in[n]
\end{array}
$$

And its dual whose variables the algorithm increases is:

$$
\begin{array}{cl}
\qquad \max \sum_{t=0}^{T} a_{t} & \\
& \\
\text { s.t. } a_{0}+b_{i, 1} \leq 0 & \forall i \in[n], t=0 \\
b_{i, t+1} \leq b_{i, t}+c_{i, t}-a_{t} & \forall i \in[n], t \geq 1 \\
0 \leq b_{i, t} \leq \alpha & \forall i \in[n], t \geq 0
\end{array}
$$

So far we have seen that despite their differences competitive analysis and on-line learning are characterized by a tight interrelationship. For most of the algorithms studied so far this boils down to appropriate interpolation of some parameters. However, we have not yet seen a candidate succeeding in deriving the result we hoped for. That is no algorithm discussed so far can achieve both sublinear regret and constant competitive ratio at the same time. The chase for such an optimistic result came to an end when the authors of $[$ And +15$]$ proved the following theorem:

Theorem 2.3.1. There is no algorithm (randomized of deterministic) which can achieve sublinear regret and constant competitive ratio in the SOCO setting, even when the cost functions are linear.

After giving the hardness result, the authors provide a new algorithm with close to optimal bounds with respect to both metrics. The Randomly Biased Greedy algorithm achieves $(1+\gamma)$ competitive ratio and $O(\max \{T / \gamma, \gamma\})$ regret. Setting $\gamma=\sqrt{T}$ the algorithm guarantees $O(\sqrt{T})$ bounds regarding both the regret and the competitive ration. Opting for constant ratio and linear regret it suffices to set $\gamma=1$. Intuitively, $\gamma$ decides the distance between the new and the previous point in the decision space which in turn defines the movement cost.

## Randomly Biased Greedy

Parameters: Norm N.
Initialization: Set $w_{0}=N(x)$.
At each time $t=[T]$ :
(a) $w_{t}(x)=\min _{y}\left\{w_{t-1}(y)+c_{t}(y)+N(x-y)\right\}$.
(b) Generate a random number $r \in(-1,1)$ uniformly.
(c) Return $x_{t}=\arg \min \left\{w_{t-1}(x)+r N(x)\right\}$.

### 2.4 Common ground - The Regularization technique

Regularization is a common technique introduced in the field of on-line learning. As we mentioned earlier the learner in this setup has no knowledge about the future (0-lookahead) and thus a notion of stability is crucial in order to derive satisfying bounds. The general idea of regularization is to alter the objective function of an optimization problem in order to enforce stability on the optimal solution. The most common approach is to add some smooth and convex regularizing term to the objective function, such as the relative entropy or the Bregman divergence. Thus, sacrificing some approximation factor we end up with an overall more stable objective which is easier for the learner to track.

Moving beyond the boundary of on-line learning and coming back to competitive analysis we notice that any SOCO algorithm must try to mimic the configurations of the optimal off-line solutions on one hand while minimizing the movement cost on the other. Thus, it is clear that in some sense our algorithm has to maintain stability in a similar way to on-line learning. This high level connection allows us to successfully transfer the regularization technique to competitive analysis problems such as MTS problem [Abe+10] and On-line Set Cover with Service Cost [BCN14].

In the work of Buchbinder et al.[BCN14] the authors propose a general on-line algorithm for any SOCO problem that can be formulated as a covering LP i.e. the convex space of the decision points is a polyhedron that can be described by covering constrains in every round. Losing a $O(\log n)$ approximation factor with respect to the optimal off-line solution the algorithm returns on-line a fractional solution to the problem. Here $n$ denotes the maximal sparsity of the covering constraints which in the worst case is as large as the number of variables. This work is based on regularization via relative entropy and primal dual techniques developed in this survey [BN09].

The example problem used in this paper is On-line Set Cover problem whose definition and LP formulation we have already stated. In order to understand how the aforementioned algorithm derives the logarithmic approximation we are going to need the primal and the dual relaxations of the problem:
$(P) \min$

$$
\sum_{t=1}^{T} c_{t} y_{t}+\sum_{t=1}^{T} \sum_{i=1}^{n} w_{i} z_{i, t}
$$

subject to

$$
\begin{aligned}
& \sum_{i \in S_{j, t}} y_{i, t} \geq 1 \quad \forall t \geq 1,0 \leq j \leq m_{t} \\
& z_{i, t} \geq y_{i, t}-y_{i, t-1} \quad \forall t \geq 1,1 \leq i \leq n \\
& z_{i, t}, y_{i, t} \geq 0 \quad \forall t, 1 \leq i \leq n
\end{aligned}
$$

$$
\begin{array}{rr}
\sum_{t=1}^{T} \sum_{j=1}^{m_{t}} a_{j, t} & \\
\text { subject to } & b_{i, t} \leq w_{i} \\
b_{i, t+1}-b_{i, t} \leq c_{i, t}-\sum_{j \mid i \in S_{j, t}} a_{j, t} & \forall i \forall t \geq 1 \\
a_{j, t}, b_{i, t} \geq 0 & \forall i \forall t \geq 1 \\
& \forall i, j \forall t \geq 1
\end{array}
$$

To use regularization in this case would mean to add a smooth function to the objective function $c_{t} y_{t}$ in each round to ensure that the distribution $y_{t}$ will not change too much from the previous round. A natural function which is an indication of the resemblance of two distributions is the relative entropy function

$$
\Delta(w \| u)=\sum_{i=1}^{n} w_{i} \ln \frac{w_{i}}{u_{i}}+u_{i}-w_{i}
$$

The on-line regularization algorithm which is one of the two main results of the paper is the following:

## Regularization Algorithm

Parameters: $\epsilon>0, \eta=\ln \left(1+\frac{n}{\epsilon}\right)$

Initialization: $y_{i, 0}=0 \quad \forall i \in[n]$

At each time $t=[T]$ :
(a) Let $c_{t} \in \mathcal{R}_{+}^{n}$ be the service cost vector and let $P_{t}$ be the feasible set of solutions.
(b) Solve the following convex program to obtain $y_{t}$

$$
y_{t}=\underset{x \in P_{t}}{\arg \min }\left\{c_{t} x+\frac{1}{\eta} \sum_{i=1}^{n} w_{i}\left(\left(x_{i}+\frac{\epsilon}{n}\right) \ln \left(\frac{x_{i}+\frac{\epsilon}{n}}{y_{i, t-1}+\frac{\epsilon}{n}}\right)-x_{i}\right)\right\}
$$

Using the regularization introduced above we can isolate in each round $t$ the instance of the problem and produce a new regularized LP $P^{\prime}$.

$$
\begin{gathered}
\left(P^{R E G}\right) \min c_{t} y_{t}+\frac{1}{\eta} \sum_{i=1}^{n} w_{i}\left(\left(y_{i, t}+\frac{\epsilon}{n}\right) \ln \left(\frac{y_{i, t}+\frac{\epsilon}{n}}{y_{i, t-1}+\frac{\epsilon}{n}}\right)-y_{i, t}\right) \\
\text { subject to } \\
\sum_{i \in S_{j, t}} y_{i, t} \geq 1 \\
y_{i, t} \geq 0
\end{gathered} \quad \forall t \geq 1,0 \leq j \leq m_{t} \quad \forall \quad \forall, 1 \leq i \leq n
$$

In this new LP we note that the learning parameter $\eta$ serves as a tuning parameter between service and movement cost. For large values of $\eta$ the service cost is favored and the opposite holds true when $\eta$ is small. The regularization function is almost the relative entropy of the current point and the previous point adjusted for the weighted case. One more difference is that the points are noisy, since we have added a small amount of noise uniformly distributed on the coordinates.

Before we present the related result given in [BCN14] we will provide a high level description. In each round $t$ a new $P^{R E G}$ is constructed on-line using information only from rounds $t$ and $t-1$. Since the new LP has convex objective function over a convex feasible region it is solvable in polynomial time using standard convex optimization techniques. Using K.K.T.-(Karash-Kuhn-Tucker)- optimality conditions for each of these, $t$ in number, $P^{R E G_{\mathrm{S}}}$ the authors of this paper prove that the sequence of solutions produced on-line, constitute a feasible solution for $(D)$ (defined above). Surprisingly, this solution is also proven to be within a $\log n$-multiplicative factor from the optimal solution of $(D)$, delivering immediately, the desired result through weak duality. In order to present the proof we first have to derive the appropriate relations from the K.K.T optimality conditions. Thus, for each $P^{R E G}$ we define a Lagrangian variable $a_{j, t}$ for every covering constrain in the current round.

For all $1 \leq j \leq m_{t}$,

$$
\begin{align*}
\sum_{i \in S_{j, t}} y_{i, t}-1 & \geq 0  \tag{2.1}\\
a_{j, t}\left(\sum_{i \in S_{j, t}} y_{i, t}-1\right) & =0 \tag{2.2}
\end{align*}
$$

Also for all $1 \leq i \leq n$,

$$
\begin{align*}
& c_{i, t}+\frac{w_{i}}{\eta} \ln \left(\frac{y_{i, t}+\frac{\epsilon}{n}}{y_{i, t-1}+\frac{\epsilon}{n}}\right)-\sum_{j: i \in S_{j, t}} a_{j, t} \geq 0  \tag{2.3}\\
& y_{i, t}\left(c_{i, t}+\frac{w_{i}}{\eta} \ln \left(\frac{y_{i, t}+\frac{\epsilon}{n}}{y_{i, t-1}+\frac{\epsilon}{n}}\right)-\sum_{j: i \in S_{j, t}} a_{j, t}\right)=0 \tag{2.4}
\end{align*}
$$

Plugging in $(D)$ the $a_{j, t}$ from the consecutive $P^{R E G}$ and setting $b_{i, t+1}=\frac{w_{i}}{\eta} \ln \left(\frac{1+\epsilon / n}{y_{i, t}+\epsilon / n}\right)$ we create a feasible solution. To prove feasibility it is enough to see that

$$
b_{i, t+1}-b_{i, t}=-\frac{w_{i}}{\eta} \ln \left(\frac{y_{i, t}+\epsilon / n}{y_{i, t-1}+\epsilon / n}\right) \leq c_{i, t}-\sum_{j: i \in S_{j, t}} a_{j, t}
$$

where the inequality follows from 2.3. And also

$$
0 \leq b_{i, t+1}=\frac{w_{i}}{\ln (1+\epsilon / n)} \ln \left(\frac{1+\epsilon / n}{y_{i, t}+\epsilon / n}\right) \leq w_{i}
$$

since $0 \leq y_{i, t} \leq 1$.
As we stated above we will now proceed to bound the movement (M) and the service (S) cost of the constructed solution with respect to the optimal solution of $(D)$.

$$
\left.\begin{array}{rl}
M_{t} & =\eta \sum_{y_{i, t}>y_{i, t-1}} \frac{w_{i}}{\eta}\left(y_{i, t}-y_{i, t-1}\right) \leq \eta \sum_{y_{i, t}>y_{i, t-1}}\left(y_{i, t}+\frac{\epsilon}{n}\right) \cdot\left(\frac{w_{i}}{\eta} \ln \left(\frac{y_{i, t}+\frac{\epsilon}{n}}{y_{i, t-1}+\frac{\epsilon}{n}}\right)\right) \\
& =\eta \sum_{y_{i, t}>y_{i, t-1}}\left(y_{i, t}+\frac{\epsilon}{n}\right) \cdot\left(\sum_{j \mid i \in S_{j, t}} a_{j, t}-c_{i, t}\right) \\
& \leq \eta \sum_{i=1}^{n}\left(y_{i, t}+\frac{\epsilon}{n}\right) \sum_{j \mid i \in S_{j, t}} a_{j, t}=\eta \sum_{j=1}^{m_{t}} a_{j, t}\left(\sum_{i \in S_{j, t}} y_{i, t}+\frac{\epsilon\left|S_{j, t}\right|}{n}\right) \\
& \leq \eta\left(1+\frac{\epsilon k}{n}\right) \sum_{j=1}^{m_{t}} a_{j, t} . \\
S= & \sum_{t=1}^{T} \sum_{i=1}^{n} c_{i, t} y_{i, t}=\sum_{t=1}^{T} \sum_{j=1}^{m_{t}} a_{j, t} \sum_{i \in S_{j, t}} y_{i, t}-\frac{1}{\eta} \sum_{t=1}^{T} \sum_{i=1}^{n} w_{i} \cdot y_{i, t} \ln \left(\frac{y_{i, t}+\frac{\epsilon}{n}}{y_{i, t-1}+\frac{\epsilon}{n}}\right) \\
= & \sum_{t=1}^{T} \sum_{j=1}^{m_{t}} a_{j, t}-\frac{1}{\eta} \sum_{i=1}^{n} w_{i}\left\{\sum_{t=1}^{T}\left(y_{i, t+\frac{\epsilon}{n}}^{n}\right) \ln \left(\frac{y_{i, t}+\frac{\epsilon}{n}}{y_{i, t-1}+\frac{\epsilon}{n}}\right)-\frac{\epsilon}{n} \sum_{t=1}^{T} \ln \left(\frac{y_{i, t}+\frac{\epsilon}{n}}{y_{i, t-1}+\frac{\epsilon}{n}}\right)\right\} \\
\leq & \sum_{t=1}^{T} \sum_{j=1}^{m_{t}} a_{j, t}-\frac{1}{\eta} \sum_{i=1}^{n} w_{i}\left\{\left(\sum_{t=1}^{T}\left(y_{i, t+\frac{\epsilon}{n}}^{n}\right)\right) \ln \left(\frac{\sum_{t=1}^{T}\left(y_{i, t}+\frac{\epsilon}{n}\right)}{\sum_{t=1}^{T}\left(y_{i, t-1}+\frac{\epsilon}{n}\right)}\right)-\frac{\epsilon}{n} \ln \left(\frac{y_{i, T}+\frac{\epsilon}{n}}{y_{i, 0}+\frac{\epsilon}{n}}\right)\right\}
\end{array}\right\}
$$

Regarding the movement cost, inequality 2.5 follows as $a-b \leq a \ln (a / b)$, equality 2.6 and inequality 2.8 follow from the KKT optimality conditions. Respectively for the service cost
equalities 2.9 and 2.10 derive from KKT conditions and inequality (2.7) follows by telescopic sum and by the fact that $\sum_{i} a_{i} \log \left(a_{i} / b_{i}\right) \leq\left(\sum_{i} a_{i}\right) \log \left(\frac{\sum_{i} a_{i}}{\sum_{i} b_{i}}\right.$.

Summing the movement and the service costs over all rounds $t$ and substituting $\eta$ provides the logarithmic approximation.

It turns out that this technique can be generalized to a broader class of problems whose linear program apart from covering, contains constrains of the form $\sum_{i \in S_{i, t}} y_{i, t} \geq r_{j, t}$ or even precedence constrains $x \leq y$. Problems falling in this framework are facility location formulations, allocation problems and many others such as the On-line Shortest Path with Switching Cost which we will study further in Chapter 4.

## Chapter 3

## Exponential Clocks

### 3.1 Introduction to exponential clocks

In this chapter we are going to dive into a new rounding technique which has been applied with success in the framework of SOCO. First, we will define exponential clocks and we will point out some useful properties they have. Subsequently, we will go through some applications of exponential clocks and we will try to understand the underlying advantages and disadvantages of this technique in order to utilize it in an attempt to tackle the On-line Shortest Path with Switching Cost problem.

Definition 3.1.1. By exponential clocks we mean competing independent exponential random variables. An exponential clock wins a competition if it has the smallest value among all participating exponential clocks. A random variable $X$ is distributed according to the exponential distribution with rate $\lambda$ if it has density $f_{X}(x)=\lambda e^{-\lambda x} \quad \forall x \geq 0$ and $f_{X}(x)=0$ otherwise. We denote this by $X \sim \exp (\lambda)$.

Below we will give a high level description of the steps that an exponential clock rounding algorithm usually follows:

- We associate each variable $y_{i}$ of our problem with a random value sampled in the beginning of our algorithm from the exponential distribution $X_{i} \sim \mathcal{E} x p(\lambda)$
- We then define the clock of each variable to be $\frac{X_{i}}{y_{i}}$ where $y_{i}$ is the fractional value of the variable given by the relaxed linear program.
- The clocks are competing with each other or versus a threshold in order to be rounded. Smaller clocks are more likely to be rounded during our algorithm.

We are going to state some basic properties of exponential clocks:

- $F(x)= \begin{cases}1-e^{-\lambda x}, & x \geq 0 \\ 0, & \text { otherwise }\end{cases}$
- Let $X \sim \mathcal{E} x p(\lambda)$ then $\mathbb{E}[X]=\frac{1}{\lambda}$
- Let $X \sim \mathcal{E x p}(\lambda)$ and $c>0$, then $\frac{X}{c} \sim \mathcal{E} x p(\lambda c)$
- Let $X_{1}, \ldots, X_{k}$ be independent random variables for which $X_{i} \sim \mathcal{E x p}\left(\lambda_{i}\right)$ :
(a) $\min \left\{X_{1}, \ldots, X_{k}\right\} \sim \mathcal{E x p}\left(\sum_{i=1}^{k} \lambda_{i}\right)$
(b) $\operatorname{Pr}\left[X_{i} \leq \min _{j \neq i}\left\{X_{j}\right\}\right]=\frac{\lambda_{i}}{\lambda_{1}+\ldots+\lambda_{k}}$
- For any independent exponential random variables $X, Y$

$$
\operatorname{Pr}[X \leq Y \mid X \geq t]=\frac{\lambda_{X}}{\lambda_{X}+\lambda_{Y}} e^{-\lambda_{Y} t}
$$

- The probability to have two exponential clocks with the same value is zero.

Before we move on studying application we are going to give some underlying characteristic of exponential clocks which make them so useful in many combinatorial problems:

1. $\operatorname{Pr}\left[\min \left\{X_{1} / y_{1}, \ldots, X_{k} / y_{k}\right\}>a\right]<e^{-a \lambda \sum_{i=1}^{k} y_{i}}$. That means that if our relaxed LP picks a set of fractional values such that the sum of them is greater than 1 then our rounding algorithm (setting $a$ as threshold) will have exponentially small chance to not round at least one of these variables.
2. The second property is related with on-line problems with switching cost. Since we are assigning a value $Z_{i}$ to every random variable at the beginning of the algorithm, we are in fact defining a quantitative ordering over the variables. As a corollary our algorithm is desensitized to small fluctuations in the fractional solution.

The first application we are going to see is the classic Set Cover problem. The usage of exponential clocks in this simple example is an ideal way to introduce the reader to this technique. Recall that the Set Cover problem is defined as follows. Let $X=\{1,2, \ldots, n\}$ be a ground set of $n$ elements and let $\mathcal{S}$ be a family of subsets of $X,|\mathcal{S}|=m$. A cover is a collection of sets such that their union is $X$. Each $S \in \mathcal{S}$ has a nonnegative cost $c_{S}$ associated with it. The goal is to find a cover of minimum cost.

And the respective linear program relaxation is :

| $\min$ | $\sum_{S \in \mathcal{S}} c_{t} y_{t}$ |  |
| :--- | :--- | :--- |
| subject to | $\sum_{S: x \in X} y_{S} \geq 1$ | $\forall x \in X$ |
|  | $y_{S} \geq 0$ | $\forall S \in \mathcal{S}$ |

## Set Cover Rounding Algorithm

- Initialization: $\forall S \in \mathcal{S}$ choose i.i.d. random variables $Z_{S} \sim \mathcal{E x p}(1)$.
- Output $\bigcup_{x \in X} \arg \min _{S: x \in \mathcal{S}}\left\{\frac{Z_{S}}{y_{S}}\right\}$

Notice that the smaller the value of $Z_{S}$ and the bigger the fractional value $y_{S}$, the more likely it is for set $S$ to be chosen. In a sense on one hand the exponential random variables are defining a quantitative ordering over the sets and on the other the more a set is chosen by the LP relaxation the better it is and thus we should include it with higher probability in our solution. We are going to show that given a fractional solution for the Set Cover, this algorithm rounds the solution suffering only $\ln \left(S_{\max }\right)+1$ approximation:

Let $A_{x, S}$ be the event that:

$$
\frac{Z_{S}}{y_{S}} \leq \min _{S^{\prime} \in S}\left\{\left.\frac{Z_{S^{\prime}}}{y_{S^{\prime}}} \right\rvert\, x \in S^{\prime}, S^{\prime} \neq S\right\}
$$

Then

$$
\begin{aligned}
& \operatorname{Pr}[S \in \mathcal{S} \text { is chosen }]=\operatorname{Pr}\left[\exists x: A_{x, S}\right] \\
& =\left\{\begin{array}{l}
\operatorname{Pr}\left[\exists x: A_{x, S} \mid Z_{S} / y_{S}<\alpha\right] \cdot \operatorname{Pr}\left[Z_{S} / y_{S}<\alpha\right] \\
+ \\
\operatorname{Pr}\left[\exists x: A_{x, S} \mid Z_{S} / y_{S}>\alpha\right] \cdot \operatorname{Pr}\left[Z_{S} / y_{S}>\alpha\right]
\end{array}\right. \\
& \leq \operatorname{Pr}\left[Z_{S} / y_{S}<\alpha\right]+\operatorname{Pr}\left[\exists x: A_{x, S} \mid Z_{S} / y_{S}>\alpha\right] \cdot \operatorname{Pr}\left[Z_{S} / y_{S}>\alpha\right] \\
& =\left\{\begin{array}{l}
\int_{0}^{\alpha} y_{S} e^{-y_{S} t} d t \\
+ \\
\operatorname{Pr}\left[\exists x: A_{x, S} \mid Z_{S} / y_{S}>\alpha\right] \int_{a}^{\infty} y_{S} e^{-y_{S} t} d t
\end{array}\right. \\
& =\left(1-e^{-y_{S} \alpha}\right)+\operatorname{Pr}\left[\exists x: A_{x, S} \mid Z_{S} / y_{S}>\alpha\right] e^{-y_{S} \alpha} \\
& \left.\leq 1-e^{-y_{S} \alpha}\right)+e^{-y_{S} \alpha} \sum_{x \in S} \operatorname{Pr}\left[A_{x, S} \mid Z_{S} / y_{S}>\alpha\right]-(\text { by union bound }) \\
& \leq y_{S} \alpha+e^{-y_{S} \alpha} \sum_{x \in S} \frac{y_{S}}{\sum_{S^{\prime}: x \in S^{\prime}} y_{S^{\prime}}} e^{-\alpha\left(\sum_{S^{\prime}: x \in S^{\prime}}\left(y_{S^{\prime}}\right)-y_{S}\right)}-\left(\left\{\begin{array}{c}
\text { by exponential clock properties } \\
\text { and } \\
e^{x} \geq 1+x
\end{array}\right\}\right) \\
& \leq y_{S}\left(\alpha+|S| e^{-\alpha}\right)=y_{S}\left(\ln \left|S_{\text {max }}\right|+1\right)-\left(\text { setting } \alpha=\ln \left|S_{\text {max }}\right|\right) \\
& \left.\leq y_{S}\left(\ln S_{\max }\right)+1\right)
\end{aligned}
$$

This proof is given in the appendix of [BNS13]. The main result of the paper is an exponential clocks based algorithm for the Multiway-Cut problem. The authors map the instance of the Multiway-Cut problem to a simplex of appropriate dimensions. Then, they randomly partition the simplex using exponential clocks, deriving a good approximate solution for the initial problem. Instead of focusing further on this problem, we will see three other more instructive applications.

### 3.2 Facility Location with stable intervals

Eisenstat et al. in [EMS14] introduced a Dynamic version of Facility Location with Switching Cost. Formally, we are given a set $F$ of $m$ facilities and a set $C$ of $n$ clients together with a finite sequence of distances $\left(d_{t}\right)_{1 \leq t \leq T}$ over $F \times C$, a non-negative facility opening cost $f$ and a non-negative client switching cost $g$. The goal is to output a subset $A \subseteq F$ of facilities and, for each time step $t \in[T]$, an assignment $\phi_{t}: C \rightarrow A$ of facilities to clients, so as to minimize:

$$
f \cdot \sum_{1 \leq t \leq T} \# A_{t}+\sum_{1 \leq t \leq T, j \in C} d_{t}\left(\phi_{t}(j), j\right)+g \cdot \sum_{1 \leq t<T} \sum_{j \in C} 1\left\{\phi_{t}(j) \neq \phi_{t+1}(j)\right\}
$$

that is to say the sum of the service cost ( $f$ for each open facility in each time step), of the total distance cost to connect each client to its assigned facility at every time step, and of the switching cost for each client ( $g$ per change of facility per client).

A linear relaxation. For an integer programming formulation, we define indicator 0-1 variables $y_{i}, x_{i j}^{t}$, and $z_{i j}^{t}$ for $i \in F, j \in C$, and $t \in[T]: y_{i}=1$ iff facility $i$ is open; $x_{i j}^{t}=1$ iff client $j$ is connected to facility $i$ at time $t$; and $z_{i j}^{t}=1$ iff client $j$ is connected to facility $i$ at time $t$ but no more at time $t+1$. The dynamic facility location problem is then equivalent to finding an integer solution to the following linear programming relaxation.

$$
\left[\begin{array}{cc}
\min & f \cdot \sum_{1 \leq t \leq T} \sum_{i \in A_{t}} y_{i}^{t}+\sum_{j \in C} \sum_{\substack{\leq t \leq T}} \sum_{i \in F} x_{i j}^{t} \cdot d_{t}(i, j)+g \cdot \sum_{j \in C} \sum_{1 \leq t<T} \sum_{i \in F} z_{i j}^{t} \\
\text { such that: } \\
(\forall i j t) x_{i j}^{t} \leq y_{i}^{t} \\
(\forall j t) \sum_{i \in F} x_{i j}^{t}=1 \\
(\forall i j, \forall t<T) z_{i j}^{t} \geq x_{i j}^{t}-x_{i j}^{t+1} \\
y_{i}^{t}, x_{i j}^{t}, z_{i j}^{t} \geq 0
\end{array}\right]
$$

The authors provide a randomized rounding algorithm proving the following theorem:
Theorem 3.2.1 (Hourly opening cost). There is a polynomial time randomized algorithm which outputs a solution to the dynamic facility location problem with hourly opening cost whose cost verifies:

$$
\operatorname{Pr}[\operatorname{cost} \leq 4 \log (2 n T) \cdot \mathbf{O P T}] \geq \operatorname{Pr}[\operatorname{cost} \leq 4 \log (2 n T) \cdot \mathbf{L P}] \geq 1 / 4
$$

```
Algorithm 1 Fixed opening cost
    - Solve the linear program LP (3.2). Let \((x, y, z)\) be the solution obtained.
    - Draw a facility at random \(\Gamma=2 \log (2 n T) \sum_{i \in F} y_{i}\) times independently, with distribution
    proportional to \(y\); let \(A\) be the resulting multiset of facilities.
    for For each client \(j\) do
        - Determine when it should change from one facility to another using the \(z\)-variables, and
        assign it to the cheapest selected facility between each change:
            (a) Partition time greedily into \(\ell_{j}\) intervals \(\left[t_{k}^{j}, t_{k+1}^{j}\right)\) such that \(t_{1}^{j}=1\) and where \(t_{k+1}^{j}\)
        is inductively defined as the largest \(t \in\left(t_{k}^{j}, T+1\right]\) such that \(\sum_{i \in F}\left(\min _{t_{k}^{j} \leq u<t} x_{i j}^{u}\right) \geq 1 / 2\), and
        \(t_{\ell_{j}+1}^{j}=T+1 ;\)
            (b) For each time interval \(\left[t_{k}^{j}, t_{k+1}^{j}\right.\) ), connect \(j\) to the facility in \(A\) that is cheapest for \(j\)
        for that time interval.
```

    end for
    The algorithm's success is a product of the exponential clocks' properties and the clever definition of stable intervals for each client $j$. These intervals make sure that our algorithm will not reassign client $j$ unless the fractional solution is guaranteed to pay at least $g / 2$ switching cost. This novelty combined with a more accurate analysis actually derives better approximation on the follow up work in [ANS17].

Sabanne et al.[EMS14] utilize again exponential clocks in order to achieve constant approximation for the same problem. To do so they first execute two preprocessings. The first is heavily related to the notion of stable intervals as we defined them previously.

Lemma 3.2.1. Given an LP solution, we can, by increasing its cost by at most a factor of 2, obtain in polynomial time a feasible solution $(x, y, z)$ satisfying:

- If we let $Z^{t}=\left\{j \in C \mid x_{i j}^{t} \neq x_{i j}^{t+1}\right.$ for some $\left.i \in F\right\}$ denote the set of clients that changed its fractional connection between time step $t$ and $t+1$, then $\sum_{t=1}^{T-1}\left|Z^{t}\right| \leq$ $\sum_{t=1}^{T-1} \sum_{i \in F, j \in C} z_{i j}^{t}$.

The second preprocessing is obtained by using the standard trick of duplicating facilities, while being careful that if the connection variables of a client remain the same between two consecutive time steps, they remain so even after the preprocessing.

Observation 3.2.2. Without loss of generality, we may assume that ( $x, y, z$ ) satisfies the following:

1. For any facility $i \in F$, client $j \in C$, and time step $t \in[T], x_{i j}^{t} \in\left\{0, y_{i}^{t}\right\}$.
2. For each facility $i \in F$, there exists $o_{i} \in[0,1]$ such that $y_{i}^{t} \in\left\{0, o_{i}\right\}$ for each time step $t \in[T]$.

Given a preprocessed solution $(x, y, z)$ to the linear programming relaxation that satisfies the properties of Lemma 3.2.1 and Observation 3.2.2, our algorithm proceeds by first making a random choice and then opening facilities and connecting clients in each time step.

## Rounding method of Svenson, Norouzi-Fard and An

Random choice: Sample independently an exponential clock $Q_{i} \sim \mathcal{E x p}\left(o_{i}\right)$ for each facility $i \in F$ and an exponential clock $R_{j} \sim \mathcal{E} x p(1)$ for each client $j \in C$.
Opening and connecting: At each time step $t \in[T]$, open facilities and connect clients as follows. Consider the clients in the non-decreasing order of their sampled clocks $\left(R_{j}\right.$ 's). When client $j \in C$ is considered, find the facility $i=\underset{i: x_{i j}^{t}>0}{\arg \min } Q_{i}$ of the smallest clock among the facilities that $j$ is connected to in the support of $x^{t}$. Similarly, let $j^{\prime}=\arg \min R_{j^{\prime}}$ be the $j^{\prime}: x_{i j^{\prime}}^{t}>0$
client with the smallest clock in the neighborhood of $i$. The connection of $j$ at time $t$ is now determined as follows: if $j=j^{\prime}$ then open $i$ and connect $j$ to $i$; otherwise, connect $j$ to the same facility as $j^{\prime}$.

Here the improvement lies on the choice of facility $i$ where we assign client $j$ in each stable interval. The exponential clocks again define a quantitative ordering between facilities and clients. This creates neighborhoods where a single facility dominates, meaning that all the clients in this region connect to it. This dominance keeps the solution produced by the algorithm stable deriving a constant bound with respect to the switching cost. However, it also allows distant connections which increases the service cost. Using the properties of exponential clocks and some combinatoric arguments the authors show that the probability that client $j$ connects to facility $i$ diminishes rapidly as the distance grows longer. Thus the main result of this paper is the following theorem.

Theorem 3.2.3. There is a randomized 14 -approximation algorithm for the dynamic facility location problem.

Summing up the takeaway points regarding the applications we have seen so far we can note the following:

- We have seen cases where the exponential clocks compete with each other in order to be selected and cases where specific thresholds determine the selection of the clocks.
- The introduction of stable intervals seems to be effective when the variables suffering switching cost add up to some a priory known value. However, the construction of these intervals requires lookahead which implies that this method can not be transferred immediately to some on-line setting like the one we are about to see next.


### 3.3 On-line Set Cover with Service Cost revisited

Let us shift to the on-line framework and recall the On-line Set Cover with Service Cost once more. Using regularization Buchbinder et al. presented an on-line $O(\log m)$-approximation algorithm which computes on the fly a fractional solution to this problem. Following the work of [BCN14] we will now see the on-line rounding algorithm proposed by the authors eventually deriving an $O(\log m \log n)$-approximation.

## Rounding Algorithm for On-line Set Cover with Service Cost

1. parameter : $\alpha \geq 0$
2. $\forall S \in \mathcal{S}$ choose i.i.d. random variables $Z_{S} \sim \mathcal{E} x p(1)$.
3. $\forall e \in \mathcal{E}$, choose i.i.d. random variable $Z_{e} \sim \mathcal{E} x p(1)$
4. at any time step $t$, let $y_{S, t}$ denote the current fractional value of $S$.
5. for $t=1,2, \ldots T$ do
(a) let $A_{t}=\left\{S \in \mathcal{S} \left\lvert\, \frac{Z_{S}}{y S, t}<\alpha\right.\right\}$.
(b) $B_{t}=\bigcup_{e \in \mathcal{E}}\left\{S \left\lvert\, S=\arg \min _{S^{\prime}: e \in S^{\prime}}\left\{\frac{Z_{S^{\prime}}}{y_{S^{\prime}, t}}\right\}\right.\right.$ and $\left.\frac{Z_{S}}{y_{S}}<\frac{Z_{e}}{\max \left\{0,1-\sum_{S: e \in S} y y_{S, t}\right\}}\right\}$.
(c) output $A_{t} \cup B_{t}$.

Here we notice that there exists a threshold $\alpha$ such that any clock greater than that, is included in $A_{t}$. For the rest of the clocks there is a competition related with each element $e$ which decides which sets $S$ will end up in $B_{t}$. The high level intuition related with sets $A_{t}$ and $B_{t}$ is that all the "nice" sets $S$ are included immediately in the solution through $A_{t}$ whereas $B_{t}$ ensures that the final solution we will return, is indeed feasible.

The analysis bounds the service cost using standard techniques similar to the previous applications but for the switching cost a new approach is presented. The authors separate every time step from $t$ to $t+1$ into consecutive sub-steps where the fractional value of only one variable changes. Considering cases it is proven that every such change can not affect the expected cost too much, eventually deriving the desired $(\log n)$ - approximation. We are going to dive into more detail in chapter 4 where we are going to prove a similar bound for the On-line Shortest Path with Switching Cost.

## Chapter 4

## On-line Shortest Path with Switching Cost

### 4.1 Problem Formulation

Let $G=\{V, E\}$ be a directed weighted graph with no negative length cycles. Let also $|V|=n$ and $|E|=m$. We are giving firstly the integral LP formulation for the Dynamic Shortest $s-t$ Path with Switching Cost and afterwards we will present its fractional relaxation:

$$
\begin{array}{ll}
\min \sum_{t=1}^{T} \sum_{(i, j) \in E} c_{i j}^{t} x_{i j}^{t}+g \sum_{t=1}^{T} \sum_{(i, j) \in E} z_{i j}^{t} \\
\text { s.t. } \quad \sum_{(i, j) \in \delta^{+}(i)} x_{i j}^{t}-\sum_{(j, i) \in \delta^{-}(i)} x_{j i}^{t}= \begin{cases}1, & \text { if } i=s \\
-1, & \text { if } i=t \\
0, & \forall i \in V \backslash\{s, t\}\end{cases} \\
\sum_{(i, j) \in \delta^{+}(i)} x_{i j}^{t} \leq 1 & \forall i \in V \\
z_{i j}^{t} \geq x_{i j}^{t}-x_{i j}^{t-1} & \forall t, \forall(i, j) \in E \\
x_{i j}^{t} \in\{0,1\} & \forall t, \forall(i, j) \in E \\
z_{i j}^{t} \in\{0,1\} & \forall t, \forall(i, j) \in E
\end{array}
$$

## Integral Version

$$
\begin{array}{ll}
\min \sum_{t=1}^{T} \sum_{(i, j) \in E} c_{i j}^{t} x_{i j}^{t}+g \sum_{t=1}^{T} \sum_{(i, j) \in E} z_{i j}^{t} \\
\text { s.t. } \sum_{(i, j) \in \delta^{+}(i)} x_{i j}^{t}-\sum_{(j, i) \in \delta^{-}(i)} x_{j i}^{t}= \begin{cases}1, & \text { if } i=s \\
-1, & \text { if } i=t \\
0, & \forall i \in V \backslash\{s, t\}\end{cases} \\
\sum_{(i, j) \in \delta^{+}(i)} x_{i j}^{t} \leq 1 & \forall i \in V \\
z_{i j}^{t} \geq x_{i j}^{t}-x_{i j}^{t-1} & \forall t, \forall(i, j) \in E \\
x_{i j}^{t} \geq 0 & \forall t, \forall(i, j) \in E \\
z_{i j}^{t} \geq 0 & \forall t, \forall(i, j) \in E
\end{array}
$$

## Fractional Version

Interpreting the integral formulation we get that variables $x_{i j}^{t}$ are indicators taking value either 0 or 1 depending on whether the corresponding edge $(i, j)$ is included in the shortest path at time $t$. The $c_{i j}^{t}$ s represent the weights or costs associated with each edge and $z_{i j}^{t}$ capture the switching cost as usual. The constrains we use are the standard shortest paths constrains for the case where no negative length cycle exists, extended with the corresponding constrains for $z_{i j}^{t}$.

Regarding the linear programming relaxation we make the following observations :

- From the above constraints, it is implied that:

$$
\sum_{(i, j) \in \delta^{+}(S)} x_{i j}^{t} \geq 1 \quad \forall t, \quad \forall S \text { s.t. }: S \subset V \text { and } s \in S \text { and } t \notin S
$$

- Furthermore, it is easy to verify that this formulation belongs in the framework provided by Buchbinder et al. in [15] and thus a fractional solution can be obtained on-line, via regularization, sacrificing an $O(\log m)$ approximation factor.

Given a fractional solution to the above LP we will proceed to round on-line the solution in each time step $t$ losing an other logarithmic factor on the approximation. To this end we will present a new algorithm which taking advantage of the exponential clocks properties will return a feasible solution in a $O(\log n)$-approximation.

### 4.2 Rounding Algorithm for On-line Shortest Paths with switching Costs

Before we state the rounding algorithm we should try to deeply understand the problem we are trying to solve and its inherent structure. A couple of things differentiate this problem from the one we saw at the end of the previous chapter. First of all, obtaining feasibility for the rounded solution is not trivial in this problem. Let's just think for a minute the case where we opt in each round $t$ to pick the edges whose exponential clock is higher than some threshold $\alpha$. This would include all the "good" edges similarly to On-line Set Cover with Service Cost. However, this set of edges is far from providing a feasible solution. An attempt to restore feasibility, by making sure that every $s-t$ cut is bridged, is hindered by the exponentially big number of cuts. Even worse, there is a strong dependence between the edges that constitute an $s-t$ shortest path. Changing even one edge could trigger a chain of changes creating a new, totally different shortest path. The above argumentation poses a serious difficulty both in extending our set of edges to a feasible set but more importantly it makes our effort to bound the switching cost bleak.

The high level idea in the algorithm we propose is the following. In each round $t$ we indeed opt to pay for the "good" edges of the graph i.e. the edges whose clock is smaller than some threshold $\alpha$. Having these edges in the solution we set out to obtain feasibility as cheaply as possible. To this end we elect to run Dijkstra's algorithm on a carefully modified copy of our graph. Note that Dijkstra not only guarantees feasibility but also restricts, nicely, the number of cuts we have to consider. We are now left with figuring out the appropriate modification for our graph.

- All the vertices and the edges remain the same in the graph. Thus, there is no way to add or remove paths from $s$ to $t$.
- Given that we have already paid for the "good" edges in the graph it is natural to let our Dijkstra to freely cross each one of them. With this reasoning we assign zero weight on each such edge.
- On the other hand considering the rest of the edges we prefer edges with higher fractional values and smaller exponential random variables i.e. the smaller the clock the more likely it should be for this edge to be included in the solution. We set the weight of each such edge to be the value of its corresponding clock and let Dijkstra to the rest.


## Rounding algorithm for On-Line Shortest Paths with Switching Cost

1. Set Parameter: $a \geq 0$
2. $\forall(i, j) \in E$ choose i.i.d. random variable $Z_{i j} \sim \mathcal{E} x p(1)$
3. At any time step $t$ let $x_{i j}^{t}$ be the current fractional value of edge $(i, j)$.
4. for $t=1,2, . ., T$ do:
(a) Let $A_{t}=\left\{(i, j) \in E \left\lvert\, \frac{Z_{i j}}{x_{i j}^{t}}<a\right.\right\}$
(b) Create the graph $G^{t}=\{V, E\}$ with the same vertices and edges as $G$ but different weights on the edges:

- For any edge $(i, j) \in A^{t}, w(i, j)=0$.
- For any other edge $\left(i^{\prime}, j^{\prime}\right) \notin A^{t}, w\left(i^{\prime}, j^{\prime}\right)=\frac{Z_{i^{\prime} j^{\prime}}}{x_{i^{\prime} j^{\prime}}^{t}}$.
(c) Run Dijkstra in $G^{t}$ from $s$. Then let $B_{t}$ be the edges on the shortest path from $s$ to $t$ that are not included in $A_{t}$.
(In order to simplify the analysis here we opt to define $B_{t}$ as the set of all edges - not in $A_{t}$ - in the shortest path tree that Dijkstra will create reaching for $t$ )
(d) output $A_{t} \cup B_{t}$.

Theorem 4.2.1. Rounding algorithm achieves $r=O(\log m \log n)$ approximation ratio.

Proof. Our goal is to bound the switching and service cost of our algorithm with respect to the quantities that the fractional solution will pay. Thus, we will achieve a multiplicative approximation which will extend to the total cost that the integral optimal solution will pay. Before we begin bounding the cost we will compute the expected cardinality of set $B_{t}$ in any time step $t$

Lemma. $\mathbb{E}\left[\left|B_{t}\right|\right] \leq n e^{-a}$

Proof. We know that in order for Dijkstra to compute the shortest path from $s$ to $t$ it will face at most $n-1, s-t$ cuts and it will make a choice regarding which edge to pick to cross each cut. First, we will focus on one such cut $S$ and will compute the probability that no edge from $A_{t}$ crosses $S$.

$$
\operatorname{Pr}\left[\min _{(i, j) \in \delta^{+}(S)}\left(\frac{Z_{i j}}{x_{i j}^{t}}\right)>a\right]=\exp \left(-a \sum_{(i, j) \in \delta^{+}(S)} x_{i j}^{t}\right) \leq \exp (-a)=e^{-a}
$$

where the last inequality follows from the fact that $\sum_{(i, j) \in \delta^{+}(S)} x_{i j}^{t} \geq 1$ due to the feasibility
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constrain.
Let us now define the random variable $X_{i}^{t}=1$ when no edge from $A_{t}$ crosses the cut $S_{i}$ and $X_{i}^{t}=0$ otherwise. Let $k$ be the number of cuts that Dijkstra will face while computing the shortest $s-t$ path. Thus we have:

$$
E\left[\sum_{i=1}^{k} X_{i}^{t}\right]=\sum_{i=1}^{k} E\left[X_{i}^{t}\right] \leq n e^{-a}
$$

Corollary. It follows immediately that the expected switching cost with respect to $B_{t}$ is at most $n e^{-a}$ which is 1 for $a=\log n$.

However, we want to replace this additive quantity with a multiplicative approximation. Thus, we will analyze more thoroughly how the changes in each $x_{i j}^{t}$ will affect the expected switching cost of our algorithm. To this end between time steps $t-1$ and $t$ we will consider $m$ in between sub-steps so that in each of them only the fractional value of one of the edges can change. First, we will consider all the edges whose fractional value will increase and then those whose fractional value will decrease. Clearly, adding the switching and service cost over all $m T$ sub-steps can only be greater than the total cost that our algorithm will pay since we may end up double counting some additions in the sets $A$ and $B$. Also notice that while we are considering the fractional values that increase, $A_{t-1}$ is a subset of the current set $A$ and similarly while we are considering the fractional values that decrease, $A_{t}$ is a subset of the current $A$. Thus the expected size of $B$ conditioned on the additions or removals of specific edges in set $A$ over the sub-steps can only be smaller than $n e^{-a}$.

Also let $Y_{(i, j), S}^{t}$ be the minimal clock in cut $S$ other than the clock of edge $(i, j)$ i.e.

$$
Y_{(i, j), S}^{t}=\min _{\left(i^{\prime}, j^{\prime}\right) \in \delta^{+}(S) \mid\left(i^{\prime}, j^{\prime}\right) \neq(i, j)} \frac{Z_{i^{\prime} j^{\prime}}^{t}}{x_{i^{\prime} j^{\prime}}^{t}}
$$

By the properties of the exponential clocks $Y_{(i, j), S}^{t}$ is an exponential random variable with :

$$
\lambda=\sum_{(i, j) \neq\left(i^{\prime}, j^{\prime}\right)} x_{i^{\prime}, j^{\prime}}^{t} \geq 1-x_{i, j}^{t}
$$

## Step \#A :Switching cost deriving from increasing fractional variables

Consider edge $(i, j) \in E$ whose fractional value increases from $x_{i j}^{t-1}$ to $x_{i j}^{t}=x_{i j}^{t-1}+\Delta$. The probability that this increase will result in one more addition in our set $A_{t}$ is:

$$
\begin{aligned}
\operatorname{Pr}\left[(i, j) \in A_{t} \text { and }(i, j) \notin\left(A_{t-1} \cup B_{t-1}\right)\right] & \leq \operatorname{Pr}\left[(i, j) \in A_{t} \text { and }(i, j) \notin A_{t-1}\right] \\
& =\operatorname{Pr}\left[\frac{Z_{i j}}{x_{i j}^{t-1}+\Delta}<a<\frac{Z_{i j}}{x_{i j}^{t-1}}\right] \\
& =e^{-a x_{i j}^{t-1}}-e^{-a x_{i j}^{t-1}+\Delta} \\
& =e^{-a x_{i j}^{t-1}}\left(1-e^{-a \Delta}\right) \leq a \Delta
\end{aligned}
$$

This addition to set $A$ can in turn trigger additions on set $B$. However the expected size of $B$ conditioned on the event that $(i, j) \in A_{t}$ is smaller than $n e^{-a}$ deriving expected switching cost $a \Delta n e^{-a}$.

Let us now consider the event : $\left\{(i, j) \notin A_{t}, B_{t-1}\right.$ and $\left.(i, j) \in B_{t}\right\}$

To bound the probability of the event above let us fist consider a specific $s-t$ cut $S$. The probability that no edge from $A$ crosses this cut and the clock of $(i, j)$ is the minimum only after the increase of its fractional value is below. Note that $Y_{i j, S}$ is referring to the current sub-step:

$$
\begin{aligned}
\operatorname{Pr}\left[\frac{Z_{i j}}{x_{i j}^{t-1}+\Delta}<Y_{i j, S}<\frac{Z_{i j}}{x_{i j}^{t-1}} \text { and } \frac{Z_{i j}}{x_{i j}^{t-1}+\Delta}>a\right] & \leq \operatorname{Pr}\left[\frac{Z_{i j}}{x_{i j}^{t-1}+\Delta}<Y_{i j, S}<\frac{Z_{i j}}{x_{i j}^{t-1}} \text { and } Y_{i j, S}>a\right] \\
& =\int_{a}^{\infty} f_{Y}(k) \operatorname{Pr}\left[\frac{Z_{i j}}{x_{i j}^{t-1}+\Delta}<k<\frac{Z_{i j}}{x_{i j}^{t-1}}\right] d k \\
& =\int_{a}^{\infty} \lambda e^{-\lambda k}\left(e^{-x_{i j}^{t-1} k}-e^{-\left(x_{i j}^{t-1}+\Delta\right) k}\right) d k \\
& =\frac{\lambda}{x_{i j}^{t-1}+\lambda} e^{-a\left(x_{i j}^{t-1}+\lambda\right)}-\frac{\lambda}{x_{i j}^{t-1}+\Delta+\lambda} e^{-a\left(x_{i j}^{t-1}+\Delta+\lambda\right)} \\
& \leq e^{-a}-\frac{1}{\Delta+1} e^{-a(\Delta+1)} \\
& =e^{-a}\left(1-\frac{1}{\Delta+1} e^{-a \Delta}\right) \\
& \leq e^{-a}\left(1-e^{-(a+1) \Delta}\right) \\
& \leq e^{-a}(a+1) \Delta
\end{aligned}
$$

Since Dijkstra will face at most $n$ such cuts from union bound we have that :

$$
\operatorname{Pr}\left[(i, j) \notin A_{t}, B_{t-1} \cap(i, j) \in B_{t}\right] \leq n e^{-a}(a+1) \Delta
$$
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Conditioning on the addition of edge $(i, j)$ to set $B$ we can now bound from above the expected size of $B$ with $1+n e^{-a}$. An easy way to derive this is by assuming that edge $(i, j)$ belongs to $A$. The current set $A$ is a superset of $A_{t}$ which implies that the expected size of $B$ at the current sub-step is smaller than $n e^{-a}$. It follows that the conditioned expected size of $B$ is at most $1+n e^{-a}$.
Adding everything up we get that the expected switching cost is bounded above by

$$
\begin{aligned}
n e^{-a}(a+1) \Delta\left(1+n e^{-a}\right) & =n e^{-a}(a+1) \Delta+n^{2} e^{-2 a}(a+1) \Delta \\
& =\Delta n e^{-a}\left(a+1+n e^{-a}(a+1)\right)
\end{aligned}
$$

Thus the total expected switching cost that the increase from $x_{i j}^{t-1}$ to $x_{i j}^{t}=x_{i j}^{t-1}+\Delta$ is bounded above by

$$
a \Delta+\Delta n e^{-a}\left(a+a+1+n e^{-a}(a+1)\right)=a \Delta+\Delta n e^{-a}\left(2 a+1+n e^{-a}(a+1)\right)
$$

## Step \#B :Switching cost deriving from decreasing fractional variables

Consider edge $(i, j) \in E$ whose fractional value decreases from $x_{i j}^{t-1}$ to $x_{i j}^{t}=x_{i j}^{t-1}-\Delta$. The probability that edge $(i, j)$ belonged to set $A_{t-1}$ and was removed is bounded above by :

$$
\begin{aligned}
\operatorname{Pr}\left[(i, j) \in A_{t-1} \text { and }(i, j) \notin A_{t}\right] & =\operatorname{Pr}\left[\frac{Z_{i j}}{x_{i j}^{t-1}}<a<\frac{Z_{i j}}{x_{i j}^{t-1}-\Delta}\right] \\
& =e^{-a x_{i j}^{t-1}-\Delta}-e^{-a x_{i j}^{t-1}} \\
& =e^{-a x_{i j}^{t-1}}\left(e^{a \Delta}-1\right) \\
& \leq a \Delta
\end{aligned}
$$

This deletion from set $A$ can in turn trigger additions in set $B$. However again the conditioned expected size of $B$ is smaller than $n e^{-a}$ deriving expected switching cost at most $a \Delta n e^{-a}$.

Let us now consider the event : $\left\{(i, j) \notin A_{t}, B_{t}\right.$ and $\left.(i, j) \in B_{t-1}\right\}$.

To bound the probability of the event above let us first consider a specific $s-t$ cut $S$. The probability that no edge from $A$ crosses this cut and the clock of $(i, j)$ is the minimum only before the decrease of its fractional value is

$$
\operatorname{Pr}\left[\frac{Z_{i j}}{x_{i j}^{t-1}}<Y_{i j, S}<\frac{Z_{i j}}{x_{i j}^{t-1}-\Delta} \text { and } \frac{Z_{i j}}{x_{i j}^{t-1}}>a\right] \leq \operatorname{Pr}\left[\frac{Z_{i j}}{x_{i j}^{t-1}}<Y_{i j, S}<\frac{Z_{i j}}{x_{i j}^{t-1}-\Delta} \text { and } Y_{i j, S}>a\right]
$$

Following the same analysis as before we can upper bound this probability from $e^{-a}(a+1) \Delta$ Using union bound on the $s-t$ cuts we get that $\operatorname{Pr}\left[(i, j) \notin A_{t}, B_{t}\right.$ and $\left.(i, j) \in B_{t-1}\right] \leq$ $n e^{-a}(a+1) \Delta$

At this point we differentiate from the increasing case noticing that the conditional expected size of $B$ is bounded above from $n e^{-a}$ from which we derive that the expected switching cost is $n^{2} e^{-2 a}(a+1) \Delta$

Thus the total expected switching cost that the decrease from $x_{i j}^{t-1}$ to $x_{i j}^{t}=x_{i j}^{t-1}-\Delta$ is bounded above by $\Delta n e^{-a}\left(a+n e^{-a}(a+1)\right)$

Summing up we get that the total expected switching cost of our algorithm suffers due to $\Delta$ movement in the fractional solution can be at most :

$$
a \Delta+\Delta n e^{-a}\left(3 a+1+2 n e^{-a}(a+1)\right)
$$

Having derived an appropriate multiplicative bound for the switching cost we now turn our attention towards the service cost of our algorithm in comparison with the service cost paid by fractional solution.

Now we will bound the cost that our algorithm suffers because of the set $A_{t}, B_{t}$ respectively.

## Step \#C :Service cost with respect to $A_{t}$

For each time step $t$ for each edge $(i, j)$ with fractional value $x_{i j}^{t}$ the probability that it will be chosen in $A_{t}$ is:

$$
\operatorname{Pr}\left[(i, j) \in A_{t}\right]=\operatorname{Pr}\left[\frac{Z_{i j}}{x_{i j}^{t}}<a\right]=1-e^{-x_{i j}^{t} a} \leq x_{i j}^{t} a
$$

Thus the service cost due to the edges in $A_{t}$ is at most $a$ times the service cost that the fractional solution pays.

$$
\text { Step \#D :Service cost with respect to } B_{t} \text {. }
$$

For each time step $t$ each edge $(i, j) \in E$ is chosen in $B_{t}$ due to a specific cut $S$ that Dijkstra faces with probability:

$$
\begin{aligned}
\operatorname{Pr}\left[\left.\frac{Z_{i j}}{x_{i j}^{t}}<\min _{\left(i^{\prime}, j^{\prime}\right) \in \delta+} \min _{\left.(S) \mid i^{\prime}, j^{\prime}\right) \neq(i, j)} \frac{Z_{i^{\prime} j^{\prime}}}{x_{i^{\prime} j^{\prime}}} \right\rvert\, \frac{Z_{i j}}{x_{i j}^{t}} \geq a\right] \operatorname{Pr}\left[\frac{Z_{i j}^{t}}{x_{i j}^{t}} \geq a\right] & =\frac{x_{i, j}^{t}}{\sum_{(i, j) \in \delta^{+}(S)} x_{i j}^{t}} \exp \left(-a \sum_{\left(i^{\prime}, j^{\prime}\right) \neq(i, j)} x_{\left.i^{\prime} j^{\prime}\right)}\right) e^{-a x_{i j}^{t}} \\
& \leq x_{i j}^{t} \exp \left(-a \sum_{(i, j) \in \delta^{+}(S)} x_{i j}^{t}\right) \\
& \leq x_{i j}^{t} e^{-a}
\end{aligned}
$$

### 4.2. ROUNDING ALGORITHM FOR ON-LINE SHORTEST PATHS WITH SWITCHING COSTS37

For the first equality we used that :

$$
\operatorname{Pr}_{Z, Y \sim \mathcal{E x p}\left(\lambda_{Z, Y)}\right.}[Z<Y \mid Z \geq c]=\frac{\lambda_{Y}}{\lambda_{Z}+\lambda_{Y}} e^{-c \lambda_{Y}}
$$

for $Z, Y$ independent exponential random variables. The inequality is following again from the feasibility constrain $\sum_{(i, j) \in \delta^{+}(S)} x_{i j}^{t} \geq 1$.
Thus the expected service cost due to $B_{t}$ is at most $n e^{-a}$ times the service cost of the optimal solution, since Dijkstra will face at most $n$ cuts.
Setting appropriately $a=\log n$ we get that the multiplicative factor our algorithm suffers with respect to the switching cost is :

$$
a+n e^{-a}\left(3 a+1+2 n e^{-a}(a+1)\right)=\log n+5 \log n+3=6 \log n+3
$$

Clearly the respective factor related with the service cost is smaller:

$$
a+n e^{-a}=\log n
$$

Finally, let Cost ${ }^{\text {alg }}$ denote the total cost our algorithm pays and Cost ${ }^{\text {frac }}$ and Cost ${ }^{\text {int }}$ the respective costs for the optimal fractional solution and the optimal integral solution. Then we can state the following:

$$
\mathbb{E}\left[\text { Cost }^{\text {alg }}\right] \leq(6 \log n+3) \text { Cost }^{\text {frac }}
$$

## Chapter 5

## Conclusion

### 5.1 Summing up

In this dissertation our main focus was set on on-line settings where a learner has to make decisions in the face of uncertainty. We defined the class of On-line Convex Optimization problems and its generalization Smooth On-line Convex Optimization. We introduced the reader to competitive analysis and on-line learning. We pointed out their underlining differences, we explored the boundaries between the two areas and stated a fundamental incompatibility result. We then explained how the regularization technique can be transferred from on-line learning to competitive analysis deriving innovating result.

We then approached a recent rounding method called exponential clocks. We explored different applications such as the classic and the On-line Set Cover with Service Cost and the Off-line Dynamic Facility Location. We concluded identifying some nice properties of exponential clocks which eventually we utilize in order to get a new result.

In the last part of our work we define a natural problem which belongs in the class of Smooth On-line Convex Optimization, namely On-line Shortest Path with Switching Cost. We take advantage of the existing framework in the literature in order to obtain, on-line, a fractional solution within an $O(\log m)$ multiplicative factor from the optimal fractional solution. As a final step we device a new rounding algorithm that works on-line and guarantees providing an integral solution to our problem with total approximation ratio $O(\log m \log n)$.
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