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ABSTRACT

| present a solution for road safety using EEG data provided from EMOTIV Technology
and machine learning analysis to extract when a driver has a problem and cannot operate
the vehicle. The solution was tested in two SDN enabled platforms EmMPOWER and
Mininet-WiFi. EmMPOWER rests on a single platform, which consists of general-purpose
hardware and operating system, and provides new features and capabilities both for the
wireless and the mobile domain. It also provides three types of virtualized network
resources such as forwarding nodes (OpenFlow switches), packet processing nodes
(Micro Servers) and radio processing nodes (WiFi Access Points or LTE eNodeBs).
Mininet-WiFi is an emulator, which creates a virtual network, kernel, switch and
application code, on a single machine and allows the using of both WiFi Stations and
Access Points. Moreover, EMOTIV is a platform that uses electroencephalography (EEG)
sensors to measure signals of a brain and convert them to raw data, that later can be
used for research and other purposes. | implemented the EmMPOWER platform on a local
network with a machine acting as the controller, one server acting as an edge server, one
virtual machine on a cloud server with the role of the cloud server of the application, one
router acting like packet processor and two routers with wireless capable hardware having
the role of access points to which the clients can connect to. For the Mininet-WiFi, | run
the complete setup on a single virtual machine and its topology consists from one
controller server connected to OpenFlow switch, which connects the edge server, the
cloud server and the Access Point. The clients are two laptops connected to the WiFi of
the EmMPOWER platform or two simulated nodes connected to the Mininet-WiFi’'s Access
Point. The application consists from three deployments, a cloud server, which creates the
training model and stores incidents to a database, an edge server, which classifies the
data received and takes the proper actions, and a client, which send EEG and position
data to the edge server and receives commands from the same server. It provides the
ability to check if the operators of a vehicle, client of the above networks, has his eyes
closed and therefore be able to continue his task or a two-step action is required. On the
first stage, if the operator has his eyes closed, a wakeup action is taking place to his
terminal. On the second stage, if the operator does not open his eyes, then an action to
stop the vehicle is given and if any other operator is at close proximity, he is informed
about the situation from his terminal. Moreover, the decision for the actions is taken by
the edge server using the KNN algorithm, which classifies, the raw data received, to two
categories, eyes close and eyes open. The communication between the servers and the
client uses the MQTT protocol, which is a lightweight publish/subscribe messaging
transport and is ideal for mobile applications in Internet of Things scenarios and has
efficient distribution of information to one or many receivers. The results demonstrate the
usage, such technologies will have to road safety by utilizing smart network topologies,
user monitoring solutions and machine learning techniques. Taking into consideration the
benefits of the aforementioned technologies, | conclude that such solutions show
promising advantages on the area of road safety, but leave room for improvement as they
are at an early stage of development.

SUBJECT AREA: Smart Network Applications

KEYWORDS: network, machine learning, classification, Internet of Things, EEG, SDN



NEPIAHWYH

Mapoucidlw pia Auon yia Tnv 0dIKA ac@AAcia xpnoidotroliwvTag Ta dedouéva EEG 1Tou
Tapéxovral atrd Tnv TeXvoloyia EMOTIV kal Tnv avdAuon pnxavikig pdénong yia va
eCaydyete, TTOTE 0 00NYOGS €€l TTIPORANUA Kal dev PtTopEi va Asitoupyroel To éxnua. H
AUon dokipaoTnke o€ duo SDN evepyotroinuéveg TAat@opueg EmMPOWER kai Mininet-
WiFi. To EmMPOWER oTnpiletal o€ pia viaia TTAATQOpUA, N oTroia atroTeAEiTal atrd UAIKS
YEVIKNG XPNonG Kal AEIToupyikd oUOoTNUA KAl TTAPEXEI VEEG DUVATOTNTEG KAl OUVATOTNTEG
TG00 YId TOV aCOUPPATO 60O KAl YIa TOV TOMEQ KIVNTAG TNAEQWVIaG. TapExer eTTiong TPEIG
TUTTOUG €IKOVIKWV TTOpwV BIKTUOU, OTTWG KOpBol TTpowbnong (switches OpenFlow),
KOuPoug emeEepyaoiag TakéETwy (Micro Servers) kal  KOUBOUG  PadIOPWVIKAG
emmegepyaoiag (onueia pdéoBaong WiFi j LTE eNodeBs). To Mininet-WiFi ivar évag
€€OMOIWTAG, O OTToI0G dnuIoUpPYEi éva €IKOVIKO OiKTUO, TTUPHVA, DIOKOMIOTA Kal KWOIKQ
EQPAPMOYNG, OE EVA JOVO PunXAvnua Kal ETTITPETTEI TN Xpnon kai Twv duo WiFi ZtaBuwv kai
2nueiwv MpdéoBaong. EmmAéov, 10 EMOTIV €ival pia TTAAT@Opua TTou XPNOIUOTTOIET
aio6nTpeg NAekTpoeykeparoypagiag (EEG) yia Tn p€Tpnon onuatwy evog eyKEQAAoU Kal
TN METATPOTIN TOUG O€ aveTegépyaoTa Oedouéva, Ta OTToid apyoTEPA MUTTOPOUV Va
XPNOIMOTIOINBOUV yIa €PEUVNTIKOUG Kal GAAoOUG oOkoTroug. ‘EBeca Ttnv TTAaT@Opua
EmPOWER o¢ éva To1TiKé OiKTUO PE Eva INXAvNUa TTOU AEITOUPYOUOE WG EAEYKTAG, évag
€CUTTNPETNTI TTOU AEITOUPYOUOE WG €EUTTNPETNT AKPNG, Mid EIKOVIKA PnNxavr ot €va
€EUTTNPETNTI) O APXITEKTOVIKA TUTTOU OUVVEQPO HE TO POAO TOu €EUTTNPEETNTH TUTTOU
OUVVEPOU TNG EQAPHOYNG, Evag OPOUOAOYNTHG TTOU EVEPYOUOE WG ETTECEPYAOTAG TTAKETWV
Kal OUO dpOoUOAOYNTEG PE BUVATOTNTA ACOUPPATNG ETTIKOIVWVIOG TTOU £XEI TO PONO ONUEIWV
TTPOOBACNG OTA OTTOI PTTOPOUV va ouvdeBoUV ol TTeEAATEG. Na To Mininet-WiFi, Tpéxw Tnv
TTAAPN €yKOTAOTAON OE PIA €VIAIA EIKOVIKN PNXavh Kai n TotroAoyia TG atroTeAEiTal atro
éva eguUTTNPETNTH €AEYKTr ouvdedepévo o€ dlakopioTh OpenFlow, 0 oTToiog cuvdéel Tov
KEVTPIKO BIAKOMIOTH, TOV €EUTTNPETNTA OUVVvEQWY Kal To Access Point. O1 TreAdTeg gival
duo @opnToi uttohoyioTég ouvdedepévol oto WiFi Tng mAateéppag EmPOWER 1y duo
TTPOCOMPOIWUEVOI KOUBOI ouvdedepévol oTto Znueio MpdoBaong tou Mininet-WiFi. H
EQapUoyr aTToTEAEITAI ATTO TPEIG UAOTTOINCEIG, €vav OIAKOMIOTH OUVVEQO, O OTI0I0g
onuioupyei To JovTéAO ekTTaiI®EUONG Kal aTToBNKeUEl cUPBAvTa o€ pia Baon dedouévwy,
évav eCUTTNPETNTH AKPWYV, O OTT0IOG TagIVOUEl Ta An@BEvTa dedouéva Kal AapBaver Tig
KATAAANAEG evEpyelEg, Kal Evav TTEAATN, o oTroiog oTéAvel EEG kai 6edopéva BEong otnv
end server Kal AauBAavel eviOAEG attOd Tov 1o dlakouioTr. Mapéxel Tn duvatdtnTa va
eAEYEEI €AV OI XEIPIOTEG EVOG OXNMATOG, TTEAATN TWV TTAPATTAVW BIKTUWY, £XEI TA JATIO TOU
KAEIOTA KaI CUVETTWG Va gival 0 B€on va ouvexioel TNV aTTo0TOAR Tou A attaiTeital dpdon
OUOo BnudTwy. ZT0 TTPWTO OTABIO, AV O XEIPIOTNG EXEI TA JATIA KAEIOTA, AapBAvel Xwpa pia
EVEPYEIQ AQUTTVIONG OTO TEPHATIKO TOU. 2TO OEUTEPO OTADIO, EAV O XEIPIOTHG OEV AVOIEEI
Ta PATIQ TOU, TOTE QIVETAI MIA EVEPYEIQ VIO VO OTAUATACEI TO OXNUA KAl av KATTOI0G AAAOG
XEIPIOTNG PPIOKETAI KOVTA, EVNUEPWVETAI YIO TNV KATAOTOON ATTO TO TEPUATIKO TOU.
EmmAéov, n ammdé@aon vyia TIG evépyeleg AaPBAveETal ammd TOV KEVTPIKO €EUTTNPETNTN
XPNoIJoTToIVTaG ToV aAyopiBuo KNN, o o1roiog Tagivopuei, Ta akatépyaoTa O£douéva TTOU
AauBdvovTal, og dUO KATNYOopPIiEG, KOVTA OTa PATIO KAl Ta PJATIO avoixXTd. H emmikoivwvia
METAGU TWV EGUTTNPETNTWY KaAI TOU TTEAATN XPNOIUOTIOIEI TO TTPWTOKOAAO MQTT, TO OTTOI0
gival pia eAappid peTa@opd uNVUPATWY PETAdooNG / eyypa@nig Kai gival 1I6aviko yia KIVNTEG
eQapuoyEG o€ oevapla Tou AIadIKTUOU TwV MpayudTwy Kal £XEI ATTOTEAECUATIKA KATAVOUN
TTANPOQOPIWV Ot évav 1 TTOANOUG OékTEC. Ta atmoTeAéopata KaTadeikvUuouv Tn XpHon
QUTWV TWV TEXVOAOYIWV OTNV OBIK) AOQPAAEIA, XPNOIMOTTOIWVTAG TOTTOAOYIEG ECUTTVWIV
OIKTUWYV, AUCEIC TTAPaKOAOUBNONG XPNOTWV KAl  TEXVIKEG EKPABNONG HNXAvWv.
AauBdavovtag uttown Ta OQEAN TWV TTPOAVOPEPOUEVWY TEXVOAOYIWVY, KATAARyw OTO
OUNPTTEPAOPA OTI TETOIEG AUOEIG TTAPOUCIAloUV TTOAAG UTTOOXOUEVA TTAEOVEKTHUATA OTOV



TOMEQ TNG 0OIKAG Ao@AAEIaG, aAAG a@rivouv TTEpIBwpla BeATIwoNG KaBWS BpiokovTal o€
TTPWIKO OTAdIO AVATITUENG.
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PREFACE

This thesis was developed in Athens from November 2018 till November 2019. It
constitutes an essential part for acquiring a degree and was conducted during my last
year as Master in Science Student in the Department of Informatics and
Telecommunications of the National and Kapodistrian University of Athens. The concepts
that are presented are state of the art technologies and are used in many new generation
networks, 10T scenarios and EEG data collection. The platforms, that were used, are
dynamic, continuously updated and provide freedom for development and
experimentation. At this point | would like to thank my thesis supervisor, Associate
Professor, Athanasia Alonistioti for giving me the opportunity to implement, configure and
examine these platforms with SCAN laboratory’s equipment, as well as to develop
applications, which constitutes an initial effort of experimentation with the EEG data and
machine learning over smart networks.
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1. INTRODUCTION

The use of machine learning has opened up many opportunities to tackle problem of the
past from a new perspective or tackle problems that were difficult to solve. Moreover, with
the increase in computation power from the mobile devices and computers in general,
decisions on a specific time sensitive problem can been taken quicker than ever before.
Also, combined with the new generation of smart networks edge computing has provided
a new distributed way to assist to computation problems near the edge of such networks.

1.1 The transition from traditional networks to Next Generation Networks

The growth of mobile devices, the adaptation of server virtualization and the explosion of
cloud services, the shift towards edge computing made clear to the networking industry
that the current traditional network architecture needs to be reexamined. Nowadays the
once dominant client-server computing is replaced with dynamic computing trends where
the static architecture of the conventional networks does not meet the needs of today’s
business environments and enterprise data centers. The rise of the cloud services, the
changing traffic patterns and the explosion of “Big Data” are only some of the new
computing trends that need to be addressed today. [10] Furthermore the current
traditional networks have proved to be insufficient meeting the emerging demanding
needs. Network architectures have enough limitations such as scalability, contradictory
policies and dependence from the provider, hence the new user’s and enterprise’s needs
cannot be fully coped.

The Software Defined Networking (SDN) is a technology that, although it is part of a long
story of efforts to make the computer networks more programmable. The main concept
behind the SDN is the separation of the control plane — decide how the traffic will be
handled — from the data plane — forward traffic according to the controller’s directives.
Between the control plane and the data plane, resides a communication interface that
allows direct access to the forwarding plane of network devices such as switches and
routers, both physical and virtual as well as manipulation of this elements. The first
standard communications interface was OpenFlow, which was created in 2008 and is still
being managed from the Open Networking Foundation (ONF). OpenFlow provided the
basic tools to enable dynamic flow control by establishing new open communication
protocols. This enhanced the SDN concept and brought into surface a plethora of
benefits.

5G Networks are the next generation of 4G LTE Networks that will not only provide faster
speed and transfers, but also deliver new levels of performance and efficiency that will
empower new user experiences and connect new industries. This network aims to expand
on mission-critical communications and connecting the massive 10T. This is enabled by
many new 5G NR air interface design techniques that focus on enhanced mobile
broadband (eMBB) use cases to boost capacity and provide an elevated mobile
broadband experience. [11]

1.2 Internet of Things concept and uses

The concept of Internet of Things has risen the past decade with the increase of
connected devices to the internet. Basically, 10T is the internet-able nature of modern
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physical devices, vehicles, and buildings, referred to as connected devices or smart
devices. Application for 10T go further than just consumer products, though. Large-scale
projects, such as smart grids, smart homes, intelligent transportation, and smatrt cities are
relying on massive interconnection. Furthermore, the use of such devices enables new
scenarios to use technology to medical areas. The Internet of Medical Things (IoMT),
(also called the Internet of health things), is an application of the |oT for medical and
health related purposes, data collection and analysis for research, and monitoring. [13]

1.3 EEG technologies and uses

An electroencephalogram (EEG) is a test used to evaluate the electrical activity in the
brain. Brain cells communicate with each other through electrical impulses. An EEG can
be used to help detect potential problems associated with this activity. This test tracks
and records brain wave patterns by using small flat metal discs called electrodes, which
are attached to the scalp with wires. The electrodes analyze the electrical impulses in the
brain and send signals to a computer that records the results. More recent versions of
this technology can be used in real time scenarios and provide accurate measurements
of a subject, while an intense physical activity occurs. Also with the advancements in this
technology, availability has reached the consumers market with many solutions readily
available for everyday uses or experiments. [14]

1.4 Machine Learning in solving problems

Machine learning (ML) is the scientific study of algorithms and statistical models that
computer systems use to perform a specific task without using explicit instructions, relying
on patterns and inference instead. Machine learning algorithms build a mathematical
model based on sample data, known as "training data", in order to make predictions or
decisions without being explicitly programmed to perform the task. Machine learning
algorithms are used in a wide variety of applications, such as image recognition and
computer vision, where it is difficult or infeasible to develop a conventional algorithm for
effectively performing the task [12]. There are four main categories of ML supervised,
unsupervised, semi-supervised and reinforcement machine learning. Supervised ML
takes what has been learned in the past to new data using labeled examples to predict
future events, unsupervised is used when the information used to train is neither classified
nor labeled, semi-supervised falls somewhere in between supervised and unsupervised
learning, since they use both labeled and unlabeled data for training and reinforcement
machine learning is a learning method that interacts with its environment by producing
actions and discovers errors or rewards.[15]

1.5 Road and Car Safety

Road safety is a major category of research and development, especially in moderns
days that cars become faster, there are higher number of cars on the road, than there
were ever before, but also technology of smart cars progresses with high speeds towards
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automation of many car and road systems. Many companies have developed solutions
to assist the drivers and warn them when the conditions while travelling are not ideal and
help to prevent accidents. For example, by using cameras cars can assist the driver while
parking or while driving and has no clear viewing angles, creation of complex safety
systems for breaking or air bag deployment. These needs for improved road and car
safety have shifted the efforts to enter the domain of real time video and EEG data
analysis to have a more accurate prediction regarding driver fatigue, object tracking etc.
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2. The 5G-EmMPOWER Testbed

The 5G-EmPOWER platform was initially designed for the wireless and the wired domain
of software defined networks. Subsequently it enhanced its capabilities by supporting the
mobile domain. In addition it has expand its capabilities to establish the experimentation
of 5G that is an emerging concept. As Dr.Riggio highlights, 5G-EmPOWER is an open
Mobile Network operating System for SDN/NFV research and experimentation in
heterogeneous mobile networks [9]. However, the scope of this thesis will limit mainly in
the use of the platform as one of the basis networks to contact the experiments and run
the client and server applications. The platform is continuously updating in order to keep
up with the hot trends in software defined networking. Therefore, the architecture of the
platform will be described as it was during the development of this thesis.

2.1 5G-EmPOWER Architecture

The 5G-EmPOWER Architecture comprises a Single Master - the 5G-EmPOWER Master
- and multiple agents — 5G-EmPOWER Agents — running on each Access Point (AP) or
Wireless Termination Point (WTP) in the language of 5G-EmPOWER. The high-level
system architecture is presented on image 1.

eMMB Smart Health Smart Grid Industry
Cars HD
CA=> A AT A%

Verticals

Control Applications Management Applications Network Analytics

5G-EmPOWER SDK

Pandas numpy Sklearn

Machine Learning Core

Global Network View Virtualization and Slicing

5G-EmPOWER Operating System

’é\ @ il

Wi-Fi LTE ns3

Infrastructure

Image 1 5G-EmPOWER high level system architecture [4]

The 5G-EmPOWER master runs on top of an OpenFlow Controller (e.g. Floodlight) and
has a global view of the network. This allow the controller to have knowledge of the clients,
the flows and the infrastructure of the network. The 5G-EmPOWER agents handle
multiple clients as a collection of logical isolated clients. Each client has the illusion that
is connected to a port of a switch, due to the virtualization that the controller provides. [4]
As it can been seen a REST Interface plays the role of the Northbound Interface and
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gives the ability to network applications, which ran on top of the controller, to request
resources and data from the network or to register new rules to the network. It is important
to mention that each network application runs in an isolated slice and therefore it affects
all or a subset of the network. As a result a plethora of experiments can be held without
interfering with each other.

Due to the fact that the whole 5G-EmPOWER platform is built on open source tools —
OpenVSwitch and Click Modular Router for the datapath and Floodlight as the controller
but in a newer version it has been replaced with the network operating system that
EmPOWER provides — it makes it even more attractive to experiment on top of this
testbed. Furthermore, except from the REST interface, the network applications can
exploit the Pyretic interpreter, which is integrated in the framework in order to allow
experimenters to use the programmatic capabilities that this compassable language
offers.

As mentioned before the agents running on the WTPs allow multiple clients to be treated
as a collection of logically isolated clients connected to different ports of a switch. This is
being achieved in 5G-EmPOWER with the Light Virtual Access Point (LVAP) abstraction.
[6] This leverages the network by separating association/authentication from the physical
connection between a client and an AP. With LVAPS, a unique basic service set identifier
(BSSID) is generated for every client that tries to associate with the WLAN. Hence every
client has the impression of owning the AP. In like manner, each AP hosts an LVAP for
each connected client. The power of this abstraction can be understood during the
migration of an LVAP between two physical APs. This process, which is called client
handover, does not require anymore the re-association and re-authentication steps that
are essential in the traditional WLANS.

All in all, the whole system provides programming abstractions to developers in order to
ease the development of complex network applications. The exploitation of a “logically
centralized” architecture by these high-level programming abstractions gives the ability
for the experimenter to control the behavior of the network. Network applications are able
to register events in relation to the network’s conditions and generate triggers when a
condition has changed. For instance the mobility manager scheme minimizes for the
developer the interaction with all the Wi-Fi implementation details, such as directly
handling the IEEE 802.11 protocol or finding workarounds for the handover process.

5G-EmPOWER WTPs build upon a programmable hypervisor. The hypervisor controls
the lifecycle of the slices and is responsible for their creation, monitoring, and
management.

P. Kontopoulos 21
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Figure 1 The high-level architecture of the hypervisor

5G-EmPOWER provides an open ecosystem where new 5G services can be tested in
realistic conditions.

2.2 5G-EmPOWER Components, Modules and Abstractions

The 5G-EmPOWER testbed was built in order to provide an easy way for the
administrators to handle and observe the network conditions. Furthermore, it contains
abstractions that enable the developer to create his own network applications and
experiment with them on top of a network slice. A plethora of components, modules and
abstractions exist in the platform, much of them are outside of the scope of this thesis.
However the most basic set of them will be described below in order to better explicate
the platform and subsequently the application that was developed.

The 5G-EmMPOWER Operating System consists of the following components:

e empower-runtime, the Python-based 5G-EmPOWER Controller. This allows
network apps to control Wi-Fi APs and LTE eNBs using either a REST API or a
Python API.

e empower-lvap-agent, the 5G-EmPOWER Wi-Fi agent. This agent allows
controlling Wi-Fi access points using the empower-runtime. While in principle it is
possible to install this agent on any Linux box you will avoid a lot of pain if you use
our OpenWRT branch which includes all the necessary Kernel patches.

e empower-enb-agent, the 5G-EmPOWER LTE agent library. This agent allows
controlling LTE eNBs using the empower-runtime. The agent can be integrated
with any LTE stack however for the moment we officially support only srsLTE.

e empower-srsLTE, a branch of srsLTE with the 5G-EmPOWER eNB agent.

e empower-openwrt-packages, the 'empower-lvap-agent' package for OpenWRT
19.07.
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e empower-openwrt, a branch of OpenWRT 19.07 including some Kernel patches
necessary for the correct operation of the ‘empower-lvap-agent'.

e empower-config, the configuration files for the Wi-Fi WTPs.

Wireless Termination Points (WTP)

The Wireless Termination Points are the physical points of attachment in the Radio
Access Network (RAN), providing clients with wireless connectivity. In a Wifi network
WTPs are similar to Access Points (APs), while in a LTE network with eNodeBs (eNBs).
The WTPs are connected to the Controller through a secure channel.

Light Virtual Access Point (LVAP)

The LVAP abstraction provides a high-level interface for wireless clients’ state
management. This abstraction offers an efficient way of handling technology-dependent
details such as association/disassociation, authentication/deauthentication, handover
and resource scheduling. The creation of a new LVAP is being triggered every time a
client tries to connect to the network. The WTP on the other hand, will host as many
LVAPs as the number of wireless clients that are under its control. More precisely, LVAPs
are the extension of VFNs on the new generation networks.

Channel Quality and Interference Maps

The channel quality map is an abstraction that provides a full view of the network state to
the programmers in terms of channel quality between LVAPs and WTPs. This information
is made available with the Resource Blocks. The channel quality map is available to the
programmer via two data structures, the User Channel Quality Map (UCQM) and the
Network Channel Quality Map (NCQM). These two data structures are 3-dimensional
matrices where each entry is the channel quality (available in dBm) over one Resource
Block between two entities. For the UCQM the first entity is the LVAP and the second is
the WTP, whereas in the NCQM the channel quality is measured between two WTPs.

These abstractions are very important in an 5G-EmPOWER network, as they can be used
for selecting the Resource Blocks that satisfy Quality of Service (QoS) requirements of
an LVAP. As it will be analyzed in section 3.4 this is useful for the handover procedure -
as the channel quality and interference maps provide the available resource blocks of the
network, where the LVAP can be scheduled on, after a handover.

Port

In contrast with a switched Ethernet LAN, where links are deterministic and the status of
a port in a switch is binary (active or not active), in a wireless network the links are
stochastic. This leads to a state, where physical layer parameters that characterize the
link between an LVAP and a WTP, such as transmission power, modulation, coding
schemes and MIMO (Multiple Input Multiple Output) configuration must be adapted to the
actual network conditions. This adaptation requires real-time coordination between
LVAPs and WTPs and can only be implemented near the air interface. Therefore the port
abstraction is essential as it gives the ability to the controller to establish a new control
policy if the optimal operating conditions are not met.
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The definition of a port is a 3-tuple <p,m,a>, where p is the transmission power, m is the
available modulation and coding schemes (MCS) and a is the MIMO configuration
(number of spatial streams). [5]

In summary, the port abstraction specifies the configuration of the link between a WTP
and an LVAP over a certain Resource Block. In addition, a range of parameters important
for the communication between the WTP and the LVAP are specified in the port
configuration. Consequently a WTP will have as many port configurations as the number
of LVAPs that is currently managing.

2.3 5G-EmPOWER Installation

For the installation of the Empower Platform the hardware that was used is:

. Two Soekris net5501 [1 net5501-60 (Single Core 433 MHz, 256 MB RAM), 1
net5501-70 (Single Core 500 MHz, 512 MB RAM)] in which the empower-openwrt-
15.05 image was installed and have the role of WTPs (Wireless Termination
Point. The network element providing client with wireless connectivity, i.e. an
Access Point in IEEE 802.11 terminology.) Also two 300Mbps Wireless N PCI TL-
WNO951N Adapters were used, one in each soekris, as wireless interface.

o One PC (virtual machine) with Debian 8.4 Jessie (Single Core 2.4 GHz CPU,
2048 MB RAM), in which Python 3.4.2 and all required libraries (python3-tornado
(Version 4.2.1), python3-sglalchemy (Version 1.0.8), python3-construct (Version
2.5.2), protobuf (Version 3.0.0), protobuf3-to-dict (Version 0.1.2)) were installed,
in order to run the empower-runtime controller.

. Two IBMs R51, with one 150Mbps High Gain Wireless USB TL-WN722N
Adapter each, which have the role of clients or LVAPs [(Light Virtual Access
Point). One LVAP is created for each wireless client in the network. The LVAP
interface supports seamless handover and radio resource management (e.g.
channel assignment)] of the network.

The controller machine is connected to a LAN network via Ethernet where a router has
the role of DHCP Server. On the same network the two WTPs are connected through
Ethernet connections and belong to the same subnet of the controller in order to
communicate with it (between the controller and the router or the WTP and the router
switch/es may reside). This topology is presented below on image 2.
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Image 2 Topology of the Empower Platform setup in SCAN Lab
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3. Mininet-Wifi Definition and Deployment

Mininet-WiFi is a network emulator or perhaps more precisely a network emulation
orchestration system. The project is a fork of Mininet (http://mininet.org/) which allows the
using of both WiFi Stations and Access Points. Mininet-WiFi only add features and can
be worked like working with Mininet, but extends it to the wireless domain. It runs a
collection of end-hosts, switches, routers, and links on a single Linux kernel. It uses
lightweight virtualization to make a single system look like a complete network, running
the same kernel, system, and user code. A Mininet-WiFi host behaves just like a real
machine and run arbitrary programs (including anything that is installed on the underlying
Linux system.) The programs you run can send packets through what seems like a real
Ethernet interface, with a given link speed and delay. Packets get processed by what
looks like a real Ethernet switch, router, or middlebox, with a given amount of queueing.
When two programs, like an iperf client and server, communicate through Mininet-WiFi,
the measured performance should match that of two (slower) native machines.

In short, Mininet-WiFi's virtual hosts, switches, links, and controllers are the real thing —
they are just created using software rather than hardware — and for the most part their
behavior is similar to discrete hardware elements. Although, Mininet-WiFi offers many
advantages for wireless network simulations, it does have some limitations, because
when running multiple nodes on a single machine the performance of those nodes is
restricted by that host machine.

Running on a single system is convenient, but it imposes resource limits: if your server
has 3 GHz of CPU and can switch about 10 Gbps of simulated traffic, those resources
will need to be balanced and shared among your virtual hosts and switches.

By default your Mininet-WiFi network is isolated from real life LAN and from the internet.
However, the use of NAT option can connect Mininet-WiFi network to your LAN via
Network Address Translation. Also, a real (or virtual) hardware interface can be attached
to the network.

The topology for this thesis consists from:

e Two emulated moving cars (clients) that are connected to the networks eNodeBs
and transmit their GPS coordinates (extracted from SUMO), while running the
client application.

e Two eNodeBs for the cars to connect two, basically the Access Points for the cars
to connect to the emulated wireless network.

¢ One OpenFlow enabled switch, which connects the controller, the edge server and
the two eNodeBs. It receives the flows needed from the controller.

e The Edge Server that is responsible for the classification and everything needed
for the actions of the classification

e The Cloud Server, which is responsible for the creation of the model used for
classification and logging.

Basically, the same applications used for the previous scenario are used on this one and
all that changes is the topology.
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4. OpenDayLight

OpenDaylight (ODL) is a modular open platform for customizing and automating networks
of any size and scale. The OpenDaylight Project arose out of the SDN movement, with a
clear focus on network programmability. It was designed from the outset as a foundation
for commercial solutions that address a variety of use cases in existing network
environments. It is a highly available, modular, extensible, scalable and multi-protocol
controller infrastructure built for SDN deployments on modern heterogeneous multi-
vendor networks. Also, it provides a model-driven service abstraction platform that allows
users to write apps that easily work across a wide variety of hardware and south-bound
protocols. [16] OpenDaylight code has been integrated or embedded in many vendor
solutions and apps, and can be utilized within a range of services. It is also at the core of
broader open source frameworks, including ONAP, OpenStack, and OPNFV.Moreover,
as part of LF Networking, ODL is driven by a global, collaborative community of vendor
and user organizations that continuously adapts to support the industry’s broadest set of
SDN and NFV use cases.

4.1 The OpenDaylight Architecture

The core of the OpenDaylight platform is the Model-Driven Service Abstraction Layer
(MD-SAL). In OpenDaylight, underlying network devices and network applications are all
represented as objects, or models, whose interactions are processed within the SAL. The
SAL is a data exchange and adaptation mechanism between YANG models representing
network devices and applications. The YANG models provide generalized descriptions of
a device or application’s capabilities without requiring either to know the specific
implementation details of the other. Within the SAL, models are simply defined by their
respective roles in a given interaction. A “producer” model implements an APl and
provides the API’s data; a “consumer” model uses the APl and consumes the API’s data.
While ‘northbound’ and ‘southbound’ provide a network engineer’s view of the SAL,
‘consumer’ and ‘producer’ are more accurate descriptions of interactions within the SAL.
For example, protocol plugin and its associated model can either be a producer of
information about the underlying network, or a consumer of application instructions it
receives via the SAL.

The SAL matches producers and consumers from its data stores and exchanges
information. A consumer can find a provider that it's interested in. A producer can
generate notifications; a consumer can receive notifications and issue RPCs to get data
from providers. A producer can insert data into SAL'’s storage; a consumer can read data
from SAL’s storage. A producer implements an APl and provides the API's data; a
consumer uses the APl and consumes the API’'s data.

The ODL platform is designed to allow downstream users and solution providers
maximum flexibility in building a controller to leverage services created. ODL includes
support for the broadest set of protocols in any SDN platform — OpenFlow, OVSDB,
NETCONF, BGP and many more — that improve programmability of modern networks
and solve a range of user needs. That modularity and flexibility of OpenDaylight is why it
was chosen as a controller platform for this thesis.
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5. MQTT

MQTT stands for MQ Telemetry Transport. It is a publish/subscribe, extremely simple and
lightweight messaging protocol, designed for constrained devices and low-bandwidth,
high-latency or unreliable networks. The design principles are to minimise network
bandwidth and device resource requirements whilst also attempting to ensure reliability
and some degree of assurance of delivery. These principles also turn out to make the
protocol ideal of the emerging “machine-to-machine” (M2M) or “Internet of Things” world
of connected devices, and for mobile applications where bandwidth and battery power
are at a premium. That makes it ideal for the scenarios explored in this thesis for Internet
of Things (IoT) contexts where a small code footprint is required and/or network
bandwidth is at a premium. The protocol runs over TCP/IP, or over other network
protocols that provide ordered, lossless, bi-directional connections. Its features include:

e Use of the publish/subscribe message pattern which provides one-to-many
message distribution and decoupling of applications.

e A messaging transport that is agnostic to the content of the payload.
e Three qualities of service for message delivery:

o "Atmost once", where messages are delivered according to the best efforts
of the operating environment. Message loss can occur. This level could be
used, for example, with ambient sensor data where it does not matter if an
individual reading is lost as the next one will be published soon after.

o "At least once", where messages are assured to arrive but duplicates can
occur.

o "Exactly once", where messages are assured to arrive exactly once. This
level could be used, for example, with billing systems where duplicate or
lost messages could lead to incorrect charges being applied.

A small transport overhead and protocol exchanges minimized to reduce network traffic.
A mechanism to notify interested parties when an abnormal disconnection occurs.

For the scope of the thesis the third quality of service was used to ensure a that no loss
of message occurs and there are not duplicates send over the network. [17]
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6. SUMO

SUMO is an open source, highly portable, microscopic and continuous road traffic
simulation package designed to handle large road networks. "Simulation of Urban
MODbility", or "SUMQO" for short, it allows to simulate how a given traffic demand which
consists of single vehicles moves through a given road network. The simulation allows to
address a large set of traffic management topics. It is purely microscopic: each vehicle is
modelled explicitly, has an own route, and moves individually through the network.
Simulations are deterministic by default but there are various options for introducing
randomness. [18] For this thesis OpenStreetMap data were used to run the simulations
for the nodes. Afterwards, the exported data where given to SUMO in order to create the
movement for the cars in the scenarios. Afterwards, the extracted data are separated to
csv files for each client and then each client transmits those data, alongside the EEG
data.
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7. Emotiv EEG

The EPOC+ for scientific research projects and educational applications. With 14
channels, the EPOC+ gives you a dense array of high-quality data. All data are provided
in CSV format. The 14 channels or sensors placed on the head of the subject are located
as shown below and the 14 elements that correspond to these sensors are AF3, F7, F3,
FC5, T7, P7, 01, 02, P8, T8, FC6, F4, F8, AF4.

Back of
the head

Image 4 Representation of the sensors' location on head

Also, there are 14 more elements that correspond to the quality of the connection during
the data gathering process, which are CQ_AF3, CQ_F7, CQ_F3, CQ_FC5, CQ_T7,
CQ_P7,CQ_01,CQ_02,CQ_P8,CQ_T8,CQ_FC6, CQ_F4, CQ_F8, CQ_AF4, and can
take values from 0 to 4, for O to be no connection and 4 to be greatest quality possible.
The following two points apply to all collected data:

The marker is the variable that indicates the start or end of an event / area of interest (eg
at this point the user started to close their eyes), defined by a shortcut during the sampling
phase. MarkerH is a variable that determines which Hardware Input (eg keyboard,
mouse) MarkerH defined. In the CSV files containing the sampling values, between two
non-zero markers an event occurs, such as closed or open eyes.

A graphical representation of Marker's function is shown in the following figure.

e | (I

Area of Interest

Figure 2 CSV File Representation
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8. Machine Learning KNN

In this thesis for the data analysis the k-nearest neighbor algorithm (k-NN) is used. The
algorithm uses Euclidean Distance between the points x, x:

d((xg, x7) = 2y (xi—x))?

Figure 3 Euclidean Distance

The function counts the distance between two points on the same dimension of n-
dimension space (where x and x’ have n dimensions). Follows a brief step by step
description of the KNN algorithm:

1. Let’s say we have a collection of data for training X = {x1,x2,x3,..., XN}, where xi
is a n-dimension Feature Vector

2. We know that each category that corresponds to each xi and thus we have the
collection Y ={y1, y2, y3,..., yN}, where yi is the category that xi belongs to

3. Let’s say we have a collection of data for evaluation Q = {q1, 92, q3, ..., gN}, where
gi is a n-dimension Feature Vector

4. We choose K

a. We calculate for g1 every Euclidean Distance with each xi and then create
a list Distance_list = [ d1(x1, q1), d2(x2, q1), d2(x3, g1), ..., dN(xN, q1) ]

b. From the list we use the K shortest distances and thus we find the K closest
neighbors xi

c. Every xi and yi corresponds to a category, we can calculate for each K
closest neighbors which yi appear the most frequently (Voting Rule) and
then classify.

5. We calculate the

Wyi +=1 / di(xi, q1)

Figure 4 Weight of yi

6. For every category we calculate

Yi-weight = yi-votes * Wyi

Figure 5 Y(i-weight) Category
7. The g1 will be classified to the category with the highest Yi-weight
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9. Road Safety Application

Taking into consideration all the technologies mentioned in the previous sections, a three-
part application was created to explore road safety scenarios with EEG data. For the
communication of MQTT protocol, which is widely used for 10T deployments. Moreover,
for the development of each sub-application Python was used to take advantage of the
libraries available for data analysis and 10.

9.1 Overview and Requirments

For the entirety of this thesis many parts and technologies had to be incorporated for the
creation of a fully functional system. From the communication protocols to each entity
(edge server, cloud server, database server, clients) to ultimately the technologies for
classification and platform to test the applications created. Every application uses python
to run in order to cover the needs of such complex implementation

9.2 Client Application

The client application is the one that run on the moving nodes. The main role is to send
in ‘real time’ the EEG data and GPS data to the Edge Server. The data are in csv format
and are send every second over the network using MQTT. Furthermore, the application
receives commands from the server side to inform the user of an event, in the scope of
this thesis, the driver, to open his eyes and if the driver's EEG data indicate of continius
non responsinveness then another command to stop the vehicle is given.

9.3 Edge Server

The Edge Server receives from the Cloud Server the training model, that is later using to
classify the received EEG data. When the server receives the EEG data classifies them
into two categories: eyes open, eyes closed. When the eyes of the driver are open no
action is needed, as this is the default and expected state for a driver when driving a
vehicle. On the other hand, if the classification indicates that the driver has his eyes
closed then two actions can be set in motion depending on whether the driver opened his
eyes after the first warning or not.

When the driver is found to have his eyes closed, one of two actions takes place as
described below:

1. The first time a classification of eyes closed occurs, a message is send to that
client’s terminal to take an action (maybe play a sound or other alarms) to wake
him up and resume the previous course.
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2. If the above action occurs and the client continues to send data, that are classified
as eyes closed, then the server starts to calculate the distance between the
vehicles, using the GPS data, and warns the closest vehicles to take action (maybe
stop their vehicle). At the same time, a message to stop is send to the vehicle of
the driver in “danger”.

When any of the above events happens, the information of all the involved clients is send
to the cloud server to catalog it to the database.

To implement the categorization algorithm, the Edge Server must extract the feature
vector for each of the CSV files it receives from the terminals. The way it does that will be
described on the Cloud Server below.

9.4 Cloud Server

The Cloud server has two main roles on the scope of this thesis. The first one is to train
the model and then send it, with the use of MQTT, to the edge server, in order the second
one to be able to do the classification. The distinction happens because in fog
environments cloud servers have more computational power to train and run new models,
whereas the edge server can handle up to a certain point the computational needs of real
time classification to many users simultaneously. The second role is to communicate with
the Database to store the critical events that are send from the edge server detection.

The Cloud Server (backhaul is responsible for the development of the trainingset which
will ultimately be sent to EdgeServer. Next, the development steps of the set will be
analyzed:

e Each CSV file in the Training_Set file will have to calculate the entropy of the
values for each of the 14channels.

¢ In addition, the name of the experiment (EyesOpened / Closed) is also saved each
time. The experiment name can very easily be extracted from the CSV file name.
The final entropy structure is graphically illustrated in the following table.

Table 1 Feature Vector of each CSV received/send

2.EyesOpene

17.EyesOpene

18.EyesOpene

2.EyesOpene

.| 20.EyesClose

CSv

CSv

dl 10.csv dl 24.csv dl 27.csv dl 10.csv dl 29.csv
Feature Feature Vector | Feature Vector | Feature .| Feature
Vector of 1st | of 1st CSV of 1st CSV Vector of 1st Vector of n

CSv

. The new CSV created needs to be sent back to the EdgeServer.

For the training set, used for the training of the classifier an indicative form is shown to

the table 2.
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Table 2 Training set indicative form

Experiment Name Entropy/Feature Vector of each channel
4.EyesClosed.csv EntropyAF3, EntropyF7,...,EntropyAF4
11.EyesClosedl.csv EntropyAF3, EntropyF7,...,EntropyAF4

9.5 Database

The Database is a MYSQL database to store the logs created from the events. It can be
located to the same computer or on a remote host. For the scope of the thesis, the
database is located to a separate VM on the same server.
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9.6 CONCLUSIONS AND FUTURE WORK

In this thesis an effort was made to describe the basic concepts of the SDN, EEG data
collection and use, IoT communication scenarios. SDN provides the perspective to
operators, developers, researchers and especially users that is needed to for the
scenarios presented above. This new option of combining the use of new smart networks,
EEG technologies and machine learning to tackle real life problems.

This thesis presented a combination of variety of technologies from different areas of
interest. From the networks perspective, two solutions have been presented. The 5G-
EmPOWER for testing on real hardware and Mininet-WiFi for emulated scenarios, in
order to explore the use of the applications to different situations. For the communication
MQTT protocol was used because of its versatility and light-weight nature on IoT
scenarios. For the python applications, each one was designed for a specific task and the
goal was to show, that distribution of computational power and compartmentation of each
task can provide advantages to complex problems and provide the speed needed to
tackle them. From Machine Learning’s prespective K-NN was used on EEG data for its
simplicity on identifying the classes needed. Moreover, SUMO was used, as a simple way
to create the movement of the nodes with real coordinates on real geographical areas.

The applications were created during my research in order to experiment with the
platforms and to test them in real life conditions. They acts as a distributed application on
top of the platforms. It creates the infrastructure to collect the EEG and GPS data from
the clients and send to the server to analyze them. In a second stage, it provides the
ability to classify and take actions on the received data. This allows for on the fly
classification and proper action initiation when needed. For the future, a combination
between EEG data and image processing will help greatly to improve the identification of
driver’s status.

In conclusion, the wholesome deployment of all these technologies has proved to be a
useful toolkit for investigation in road safety and other type of critical scenarios. Although
they are continuously evolving and EEG data collection has not reached a really mature
stage yet, it is one of the simplest solutions for experimentation and research.
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TABLE OF TERMINOLOGY

ZevoyAwooog 6pog EAAnvIK6g Opog
Electroencephalography HAekTpogyKeQaAoypaia
Machine Learning Mnyxavikry MadBnon
Server ECuttnpeTnTAG

Switch AIQKOUIOTAG
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ABBREVIATIONS - ACRONYMS

5G 5th generation mobile networks
A-CPI Application-Controller Plane Interface
Ajax Asychronous Javascript and XML
AP Access Point

API Application Programming Interface
BSSID Basic Service Set Identifier

CQM Channel Quality Map

CSS Cascading Style Sheets

D-CPI Data-Controller Plane Interface
DPCF Data Plane Control Function

HTML Hyper Text Markup Language

ISM Industrial, scientific and medical band
loT Internet of Things

LVAP Light Virtual Access Point

MCS Modulation and Coding Schemes
MIMO Multiple Input Multiple Output

NBI North Bound Interface

NCQM Network Channel Quality Map

NE Network Element

NFV Network Function Virtualization
NOS Network Operating System

ONF Open Networking Foundation

oSl Open Systems Interconnection model
0SS Operations Support System

QoS Quality of Service

RDB Resource Data Base

REST Representational State Transfer
RSSI Received Signal Strength Indication
SDN Software Defined Networking
UCQM User Channel Quality Map

WLAN Wireless Local Area Network
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WTP Wireless Termination Point
XML Extensible Markup Language
EEG Electroencephalography
k-NN k-nearest neighbors algorithm
SUMO Simulation of Urban MObility
MQTT MQ Telemetry Transport

MQ Message Queuing
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