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ABSTRACT

In this thesis, we deal with the subject of Handling Uncertainty by using Dempster-Shafer
Theory of Evidence. The purpose of this project is to use the subject of handling uncer-
tainty as a recommendation technique in a Music Recommendation System (MRS). We
use the Dempster’s rule of combination and more specifically a Monte Carlo algorithm
which is an approximation algorithm to compute the rule. Both the Music Recommenda-
tion model and the Dempster’s rule of combination are implemented with the use of the

programming language Python and it’s libraries.

SUBJECT AREA: Artificial Intelligence
KEYWORDS: uncertainty, dempster-shafer, approximation algorithms,montecarlo, rec-
ommendation systems, music recommendation, Python, music-metadata



NEPIAHWH

21NV TITUXIAKI EPYO0ia AUTO TTOU HAG ATTAOXOAE €ival To B€ua Tou Xeipiopou TNG ABERaIOTNTAG
ME TNV xprion Tng Bswpiag Dempster Shafer Theory of Evidence. O okotmdg autig NG
MEAETNG €ival va XpNOIKOTTOINCOUNE TO Bépa Tou XeIpIoPoU TG ABERaIOTNTAG CAV TEXVIKN
ouoTaong o€ éva ZU0TnPa ZuoTdoewv MoOuOIKAG. ©Oa XpNOIKOTIOINOOUUE TOV Kavova
ouvOuaouou Tou Dempster Kal TTI0 CUYKEKPIYEVA Ba TOV UAOTTOINCOUE PE EVAV TTIPOCEYYIOTIKO
aAy6piBuo, Monte-Carlo. H uhotroinon Tou povTtéAou yia 1o ZUoThpa ZuoTdoews Mouaikng
KOaOwWG Kal n UAOTTOINGCT TOU TTPOCEYYIOTIKOU AAYOPiBUOoU €XEI Yivel e TNV XpHon THS YAWooag
Python émtwg kai pe Tnv Bondeia BiIBAI0BNKwWY TNG.

OEMATIKH MNEPIOXH: Texvnti Nonuoouvn

AEZEIZ KAEIAIA: aBeBaidtnta, dempster-shafer, 1rpooeyyioTikoi aAyopiBuol, monte-
carlo, ouoTuaTa CUOTACEWY, CUCTNHUA CUOTACEWG JOUOIKNAG, Python,
METAOEDOUEVA UOUTIKNG
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Music Recommendation Systems using Dempster Shafer Theory

1. INTRODUCTION

With the invention of the World Wide Web every person can stay connected with just the
use of a computer and an internet connection. Also a new way to buy or sell products
on online services or over the Internet which is called e-commerce has began [13]. Thus,
companies should be able to learn their customers needs and preferences in order to
become more profitable and grow. This need has lead to create and use the Recom-
mendation Systems(RS) almost everywhere. Nowadays they have become very popular
as they are used by major companies such as Amazon [14] [7], YouTube[7], Twitter[15],
Netflix [7], LastFm [7], etc., for music recommendations to even everyday product recom-
mendations.

In order for the RS to make a recommendation it will need information about the user
preferences[16]. Information about users can be collected explicitly by asking the user for
a rating on a certain item or implicitly by keeping information about the users, for example
keeping their purchase history. With this information it is easy to predict for each user
products that they will like.

Because of the unprecedented scale of readily available content, the user can easily be-
come overwhelmed [16]. Thus this creates a problem which we will show with an example
about music recommendation systems.

In the offline world we would walk inside a shop and ask one of the employees about a
CD with pop music that was released in 2014 and publisher was Heaven music. Lets say
that there are more than 30+ options that meet these criteria, so the employee will ask you
more questions, like the name of the primary artist, and will present you less than 10 song
options, that will be tailored to your preferences. So there always can be a reasonable limit
in the recommendations that the employee will present. On the other hand in an online
request the first recommendations would be filters and the options will be again 30+. Thus
the number of the song options depends only from the filters that user will select each time.

For this problem the RS gives a solution. By collecting information about the user prefer-
ences we can recommend products that have a higher probability of being preferred. In
the above example for the online request, we could analyze the music preferences of a
user, and then show first the songs that have a higher probability of being preferred.

In this thesis we will research the Music Recommendation Systems (MRS). The MRS
are very useful as the digital music distribution has led to an ubiquitous availability of
music. Due to the lack of explicitly available user feedback data, music recommendation
techniques tend to rely more upon content descriptions of items. Thus it is more advisable
to use content-based recommendation techniques for MRS. A content-based MRS could
use the song metadata, which are characteristic information about a song such as the
song title, artist name, release year, etc. or even apply signal processing and analysis in
order to find similarity between songs [16].

As mentioned before in the online music store example there is a gap between a physical
and an online store’s recommendations. Thus in this thesis we will face this problem with a

15 A. Roussaki
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Music RS that recommends a homogeneous group of users with the most suitable songs
for their tastes. More specifically, we will filter a list with songs from an online collection of
audio features and metadata called Million Song Dataset (MSD) [17] and a list with user
song selections from a social music website called Thisismyjam [18] in order to find a set
of songs that have a higher probability of being preferred.

The model [6] that we will use for the recommendations is going to have a different detail
which is that the recommendation will be on the item features and not on the items. This
might be considered strange but is very helpful as it will reduce the problem dimensionality
and can meet user preferences even when they are not made explicit.

As said above the RS is needed to generate a short list of suitable items to a specific user
among a huge number of potential items. The problem is the uncertainty that is created
by the the information that the users provides with their preferences as they commonly
are uncertain, imprecise or incomplete [31]. Thus this will be a problem with the Music RS
that is introduced in this thesis.

A solution in this problem is to use the the Dempster Shafer Theory of Evidence (DS).
The DS is a general framework for reasoning with uncertainty and allows us to combine
evidence from different independed sources, like the features of each song, and arrive at
a degree of belief. Thus in order to find the best recommendations after the preferences
are induced by each feature we will use the DS.

For the implementation of the DS Theory in this model we will use an approximation algo-
rithm and more specifically a Monte Carlo algorithm instead of the more traditional method.
We made this choice because of the complexity of the Dempste’s rule of combination, as
is a problem known to be #P-complete. Thus with the Monte Carlo algorithm we will use
an optimized algorithm which implements the Dempster’s rule of combination.

A. Roussaki 16
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2. DEMPSTER SHAFER THEORY

2.1 Overview

Dempster-Shafer theory (DS) [1], [2], or also known as theory of belief functions or evi-
dence theory is a general framework, developed by Arthur P. Dempster and Glenn Shafer,
for reasoning with uncertainty. In this theory instead of considering a precise value p for
the probabilistic measure associated with an event, a pair of lower and upper probabilities
are used to include a set of probabilities to quantify uncertainties. This framework allows
for the probability of the hypothesis to be represented as intervals with the help of the mass
function or basic probability assignment, bounded by two values, belief and plausibility.

2.2 Definitions

Given a question of interest the frame of discernment denoted by © or else Universe U,
is a finite set of possible answers to the question.

The set of all the subsets of © is 2° and can include the empty set () 2° = {A|A C ©}. A
subset A represents the a statement that the truth lies in A [4], [10].

2.2.1 Basic Definitions

Definition 2.2.1. (Mass Function) The mass function or else called basic probability as-
signment (bpa), as mentioned above is a mathematical entity for assigning degrees of
belief to a set of hypothesis.

A function m: 2° — [0, 1]

From the mass assignments, the upper and lower bounds of a probability interval can be
bounded by two measures called belief (or support) and plausibility. We will analyze them
more in detail below.

The interval upper bound will be the plausibility of the subset A and the lower bound will
be the belief of the subset A.

Bel(A) < P(A) < PI(A) (2.1)

or else it can be interpreted as

P(A) € [Bel(A), PI(A)] (2.2)

17 A. Roussaki
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Definition 2.2.2. (Focal Elements) Focal element of a belief function over © is a subset A
of © for which it has to apply m(A) > 0 [10]. The union of all the focal elements of a belief
function is called its core [3].

Definition 2.2.3. (Belief Function) Belief function is a real function over the subsets Bel
29 — [0, 1]. The belief or support for a set A, expresses the total amount of belief commit-
ted to A and is defined as the sum of the masses of all subsets of set A.

Bel(A)= Y m(B) VACO (2.3)

BCA

The following can be concluded for the belief function: ~ Bel(©) =1 Bel() =0

Definition 2.2.4. (Plausibility Function) The plausibility for a set AVA C O, expresses the
total amount of belief not committed to the negation of A.

PI(A) = Bel(©) — Bel(A) (2.4)

From the definition of the belief function we have concluded that  Bel(©) = 1 which, will
help transform the plausibility definition into the following.

PI(A) =1 — Bel(A) (2.5)
We can conclude the following from the definition:  Pl(©) =1 PI(0) =0

Proposition 1. The plausibility of a set A can be computed from a mass function, as the
sum of the masses of all the sets that intersect with the set A [10].

Pi(A)= Y  m(B) VACO (2.6)
BNA#D

Proof. We will use the definition of the plausibility function in order to prove the above

PI(A) = Bel(©) — Bel(Z) VYACO
From the definition of the belief function we know that

Bel(©) = Y m(B)and Bel(A) = Y m(B) VAC®

BCO BCA

So the plausibility definition becomes as follows

Pl(A)=> m(B)— ) m(B) VACO

BCO BCA

A. Roussaki 18
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From the above definition we derive that the plausibility of the subset A equals with the
sum of the masses of all subsets of the © (frame of discernment) minus the sum of the
masses of all subsets of A. From the subtraction derives that the plausibility of the subset
A equals to the sum of the masses of all the subsets of © that intersect with A.

Example 1.

In order to understand the definitions and usages of the mass, belief and plausibility func-
tions we will give a simple but helpful example that uses all the above.

Assume that there is a professional seamstress which has a YouTube channel that shows
sewing projects. In order to make a new sewing video she asks her fans about what style
do they want the new cloth design to be. Thus she uses a special poll program using the
following choices casual (c), vintage (v), sportswear(s). The frame of discernment © of
this example is © = {c,v, s}. A fan is able to choose one or more styles of his/her choice.
The results from the poll are be the following:

Firstly the program gather all the choices and finds the masses of them
m({c}) =0.1

m({v}) =0.75

m({s}) = 0.05

m({c,v}) =0.1

The belief and plausibility of each choice and their combination will be computed by the
program using the definitions of the belief and the plausibility function by using 2.2.3, 2.2.4.

Table 2.1: Belief and plausibility of only the focal elements

Style Belief Plausibility
Casual 0.1 (m({c})) 0.2 (1 —m({v}) —m({s}))
Vintage 0.75 (m({v})) 0.85 (1 — m({c}) — m({s}))

0.05 (1 —m({v}) —
m({c}) —m({c,v}))

0.95 (1 — m({s}))

Sportswear 0.05 (m({s}))

0.95 (m({c,v}) + m({c}) +
m({v}))

Casual,Vintage

19 A. Roussaki
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The second way to compute the plausibility is by using the proposition 1.

Table 2.2: Belief and plausibility of only the focal elements

Style Belief Plausibility
Casual 0.1 (m({c})) 0.2 (m({c}) + m({c, v}))
Vintage 0.75 (m({v})) 0.85 (m({v}) + m({c,v}))
Sportswear 0.05 (m({s})) 0.05 (m({s}))

_ 0.95 (m({c,v}) + m({c})+ 0.95 (m({c,v}) + m({v}) +
Casual,Vintage m({v})) m({c}))

A diagrammatic representation(or here called lattice) of 2° for the styles example is given

in Fig. 1. Please note that a set of size n has 2 n subsets.

these subsets.

The empty set, (), is one of

{casual, vintage, sportswear}

Bel(©) =1,
PI(©) =1

{vintage, sportswear} {vintage, casual}

Bel(vs) =0, Bel(vc) = 0.95,
Pl(vs) =1 Pl(vc) = 0.95
{vintage} {sportswear}
Bel(v) = 0.75, Bel(s) = 0.05,
Pi(v) = 0.85 Pi(s) = 0.05

{0}
Bel(0) =0,
PI(0) =0

Figure 2.1: Lattice of the styles

20
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{sportswear, casual }
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Table 2.3: Belief and plausibility of all the subsets

Style Belief Plausibility
Casual 0.1 0.2

Vintage 0.75 0.85
Sportswear 0.05 0.05
Casual,Vintage 0.1 0.95
Sportswear,Vintage 0 1
Casual,Sportswear 0 1
Sportswear,Vintage,Casual 0 1

If we examine closely the results of the program we can see that the style that is mostly
likely to be liked from the fans of the channel is the vintage. This is because the interval
of the possibility of the vintage style, 0.75 < P(Vintage) < 0.85, has a small range and the
plausibility Pl(Vintage) is close to 1. JAN

2.2.2 Dempster’s Rule Of Combination

Dempster’s rule of combination was first introduced by Dempster in 1967 and then rein-
terpreted by Shafer [3]. It allows combining distinct, normalized belief functions that are
defined over the same frame of discernment ©.

Let m; and m, be two mass functions defined over the same frame of discernment ©. Us-
ing Dempster’s rule of combination we compute a new mass function m; , that integrates
the evidence of both m; and m, [16].

For the Dempster’s rule of combination we use the symbol &. Thus the combination of
two mass functions m; and m, will be m; 2 =m; @& mo.

Y. mu(C)-ma(B)

__ CnB=A
mia(d) = = S mi(C) - ma(B)
CNB=10
1
mua(4) = 1Z ] m%::@ml(C) “ma(B) CréA my(C) - ma(B)

21 A. Roussaki
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1
mia(A) = > ma(C)-ma(B), k= Y mi(C)-my(B), YVACO,A#D
CNB=A CNB=0
(2.7)
For the above definition we need to know that
k=Y mi(C)-ms(B) (2.8)

CNB=0

k is a measure of the amount of conflict between the two mass sets. K =1 - kis a
normalization constant that can serve as a measure of the extend of the conflict between
two mass functions. K has the effect of completely ignoring conflict and attributing any
mass associated with conflict to the null set (.

The following can be concluded for the Dempster’s rule of combination: m; »(0) = 0

In order to understand the combination rule we need to recall some basic algebraic notions
that apply for the above rule [11].

Dempster combination rule properties
» Commutative property m; & my = mgy & my
* Associative property (m; @ msy) @ ms = my @ (mg G ms3)

« Neutral element m; & my = m;, where m, :2° — [0,1], and m,({0}) =1

Example 2.

With the following example we will understand the practical use of the Dempster’s rule
of combination. In this example we will use the Dempster’s rule of combination mathe-
matical formula 2.7 with the use of tables. Will use the tables because it will be easier to
understand the practical use of the combination rule.

Suppose that we are patients and we have made an appointment with a doctor about our
current condition. The condition that we might have can be the following pneumonia (p),
flu (f), allergy(a), common cold (c). The frame of discernment © is © = {a, p, f, c}.

In order for the doctor to make a valid examination, we will be asked a series of questions
about our condition. He asks as if we are experiencing sneezing or in general nasal

A. Roussaki 22
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discharge. Indeed for the past couple days we have nasal discharge. So there is a mass
function 1 that:

mi1({a, f,c}) = 0.5
m1({©}) = 0.5

The doctor asks if we had a loss for our appetite in the past few days and we answer
him/her that indeed we had. So he/she tells us that the condition might be flu or pneumo-
nia, with:

m2({p> f7 C}) =0.7
my({©}) =0.3

The table consists of the first row that has the focal points of the first mass function m;,
the first column has the focal points of the second mass function my and in each of the
other cells we have calculated the intersection of the focal points.

Table 2.4: Dempster rule of combination at the mass function m; and m»

i {a, f,c} ©

{p, f.c} {f,c} {p, f,c}

0.35 0.35

o {a, f,c} {6}

0.15 0.15

From the use of the Dempster rule of combination used in the table above the new mass
function now will be the m, » = m; @ my. The mass function m, » did not have any conflict
as we can see from the table and from the definition of the K 2.8

12({a, f,c}) =0.15
12({f,c}) =0.35
2(
2(

3

3

12({p, f,c}) =0.35

3

23 A. Roussaki
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Lastly the doctor asks us to take a chest X-ray. The X-ray shows that hew have many
small inflammations on the right lung. Thus the doctor is almost sure that we suffer from

pheumonia.

m3({p}) = 0.85
m3({0}) = 0.15

Table 2.5: Dempster rule of combination at the mass function m3; and m »

M2l Aa, f,c} {f,c} {p, f,c} S
ms3
) {0} {0} {p} {r}
0.1275 0.2975 0.2975 0.102
@ {aa f’ C} {f7 C} {pa fa C} {9}
0.0225 0.0252 0.0525 0.1275

The new mass function will be the m, » 53 = ms @ my 5. There are conflicts as see can see
from the table above there are cells that contain the {(0}. Thus the k of the definition (2.8)

IS

= > mg(A) - mia(B) = 0.1275 + 0.2975 = 0.425

ANB=0

A. Roussaki
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1
=——— (0.2 1275) =~ 0.7391
mips({p}) = ;g5 - (0:2975 + 0.1275) ~ 0.739
1
mips({a, f,e}) = oo 00225 0.0391

1
m1,2,3({p, f7 C}) = m -0.0525 ~ 0.0913

1
mi23({0}) = 5755 - 01275 = 0.2217

Now we need to find the interval of the probability that we indeed have pneumonia P({p}).
Again from the definition of the belief function and the plausibility function we find the
plausibility Pl({p}) = 0.8171 and the belief Bel({p}) = 0.6945.

Thus the probability for us to suffer from pneumonia is 0.6945 < P({p}) < 0.8171.

2.2.3 Dempster rule of combination conflicts

As pointed out by Zadeh (1979) normalization can lead to serious problems in the case of
what has come to be known as the Dempster rule of combination. The Dempster rule of
combination can not be applied if there is not at least one parent relation which is conflict
free. Thus it is not permitted to combine distinct probability distributions which means that
there must be at least one combination of focal points that intersects. With other words the
rule of combination can not be used if there is not even one combination of focal points

that intersects which translates as £ = > my(A) - me(B) = 1. If indeed k& = 1 from
ANB=(
the definition of the rule of combination we would have a division with zero which is an

undefined expression [12].

With an example we will show how the counter effective results that the Dempster rule of
combination can generate when there is a high degree of conflict.

Example 3.

Assume that you are a doctor and a patient comes to the clinic that we work and complains
that he has a persistent headache for the past few weeks and that the headache will not
stop with mild analgesics.

After a thorough examination of the patient, blood tests and a CT scan, we believe that
the patient either has a brain tumor (t) with bpa 0.99 or meningitis (m) with bpa 0.01.
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Because both of the severity of both illnesses we ask the opinion of a second doctor that
works for the clinic. The second doctor believes that our patient has a migraine headache
(h) with probability 0.99 or meningitis with probability 0.01.

We apply the rule of combination in order to combine the two mass functions.

Our examination
my({t}) = 0.99
my({m}) = 0.01

Examination of the second doctor

ma({h}) = 0.99
mo({m}) = 0.01

Table 2.6: Dempster rule of combination at the mass function m; and ms

"2 {h} {m}

0.9801 0.0099

{m} 10} {m}
0.0099 0.0001

The new mass function after the rule of combination is my , = m; © my

1

As we can see the meningitis is diagnosed with 100 percent of confidence, but this result
goes against the common sense since both of the doctors agree there is a little chance
that the patient has meningitis.

A
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3. APPROXIMATION ALGORITHMS AND DEMPSTER-SHAFER
THEORY OF EVIDENCE

3.1 Overview

The Dempster’s rule of combination as shown above is a formula for combining evidential
information provided by different sources. A major drawback of the Dempster’s rule is
it's computational complexity. The problem was pointed out by Barnett in his first paper
introducing the Dempster-Shafer theory [23]. The computational complexity for applying
this rule is in the worst case will be exponential [23],[22],[20]. More specifically the Or-
phonen [22] has shown that the combination of two mass functions or basic probability
assignments using Dempster’s rule is #P-complete.

In order to overcome this problem various strategies and methods have been suggested.
Some of them are, the exploitation of independence, deterministic algorithms and the ap-
proximation algorithms [20],[21]. In this chapter we will study about the approximation
algorithms as an optimization for the Dempster rule of combination. Approximation al-
gorithms are efficient algorithms that find approximate solutions to optimization problems
with provable guarantees on the distance of the returned solution.

Two categories of approximation algorithms used in order to optimize the Dempster’s rule
of combination are the Monte Carlo algorithms and algorithms that reduce the number of
the focal elements in belief function [21], which we will call input size reduction algorithms.
We known that the number of the computations is directly related to the number of focal
elements that each mass function has.Thus algorithms that aim to reduce that number
or redistributing the corresponding numerical values can help reduce the time needed for
computing Dempster’s rule of combination. The former category, Monte Carlo algorithms,
calculate belief directly. More specifically they approximate belief up to arbitrary accuracy.
This calculation has very low complexity [25].

In this chapter we will show epigrammatically some of the most known approximation algo-
rithms for optimizing the Dempster’s rule of combination, from both Monte Carlo category
as well as the ones that aim at reducing the number of the focal elements. The outline
of the overview presented in this section is based on [9]. Then we will focus more on the
implementation of the DS theory with a Monte Carlo algorithm [20] as we will use in the
Music RS of this thesis.

3.2 Input size reduction algorithms

3.2.1 Bayesian Approximation
The Bayesian Approximation [26] reduces a given mass function m to a discrete probability

distribution (a discrete probability distribution is a probability distribution that can take on
a countable number of values [27]). This means that only singleton subsets of the frame
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of discernment © are allowed to be focal elements of the Bayesian mass function m.

The Bayesian approximation is defined as:

ZB:AQB m(B)
m(A) = Zc:cg@ m(C) - |C[
0, otherwise.

Al =1,

3.2.2 k-lI-x Method

The k-I-x method [28] combines the highest valued focal elements of the original mass
function m into the approximation m;,, and assigns zero to all the other subsets of the
frame of discernment ©. The selection of the focal elements for the k-I-x method must be
subjected to the following rules:

» The approximation m,;, can contain at most [ focal elements.
* The minimum number of focal elements must be k.

* The accumulated mass of all focal elements of m that are not included in my;, is
restricted to be at most x, where = ~ [0, 1].

3.2.3 Summarization Method

The Summarization method [21] is very similar to the k-l-x method that we have shown.
In this method we won’t change the best-valued focal elements of the mass function. The
numerical values of the remaining focal elements are gathered and then assigned to the
union of the corresponding subsets of the frame of discernment ©. The Summarization
method is defined as:

m(A), Ae M
ms(A) = ZA’QA,A’gsz(AI)7 A=A
0, otherwise.

* The number of the focal elements that are contained in a given mass function m are
denoted by k.

* The set of the £ — 1 subsets of © with the highest values in m is denoted by M.
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* The Ayisdefinedas A= |J A.
A'd M
m(A’) >0

3.3 Monte Carlo Algorithms

Monte Carlo algorithms are another category of approximation algorithms that can be used
to optimize the Dempster rule of combination. They make a number of random choices on
the basis of some probability distribution. The results of a Monte Carlo algorithm might be
incorrect in a limited number of cases and correct within a certain probability. The Monte
Carlo algorithms for finding combined belief are much faster as they are almost linear in
the size of the data.

Nic Wilson has described in details the Monte Carlo algorithms in his papers [24], [25],
[30]. More specifically the belief is estimated using a large number L of trials of a random
algorithm. Each trial of the algorithm gives an estimate of belief, which is either 0 or 1. The
average of the estimates of all the trials converges to the correct value of the estimates
of the L gets larger. It is not feasible to calculate the belief of all the subjects of the frame
of discernment © when the frame is large. Thus it is assumed that for a small number of
important sets A C ©, we are interested in calculating the belief Bel(A). The algorithms
involve random sampling, thus they can be expressed in terms of source triplets. A source
over O is atriple (2, P,T"), Q is a fine set, P is a strictly positive probability distribution over
Q and I is a function from € to 2° — {}}. A source triple is associated with a mass function
m and a belief function Bel, m(A) = >  P(w)and Bel(A)= > P(w). Dempster’s

w:T(w) w:T(w)CA
rule of combination for source triples is a mapping sending a finite set of source triples
{(Qy, P, 1), fori = 1,---  k} to a triple (Q, Pps,T). LetQ =, - -+ - Qp and forw € Q,

k
w = (w(1),---,w(k)). For w € Qdefine the function I : Q@ — 2° by I'"(w) = N I'i(w(i)) and
=1

the probability function P'(w) = I1%_, P(w(i)). Let Q be the set {w € Q : I'(w) # 0}, let T
be I restricted to €2 and let probability function Ppg on 2 to be P’ conditioned on €2 so that
for w Pps(w) = P'(w)/P'(2). The factor 1/P'(Q2) is a measure of the conflict between the
evidences. The combined belief for A C O is Bel(A) = Pps({w € 2 : I'(w) C A}), which
we abbreviate to Ppg(I'(w) C A).

3.3.1 Naive Monte-Carlo algorithm

A simple algorithm of Monte-Carlo is based on the papers of the Nic Wilson [30], [24].
For A C ©, Bel(A) = Pps(I'(w) € A), in order to calculate the Bel(A) we can repeat a
large number of trials of a Monte-Carlo Algorithm. For each trial, we pick w with chance
Pps(w) and the trial succeeds if ['(w) C A else the trial fails. The Bel(A) is estimated by
the proportions of the trials that succeed.

29 A. Roussaki



Music Recommendation Systems using Dempster Shafer Theory

The simplest algorithm is to pick w with chance Ppg(w) by repeatedly picking w € Q with
chance P, until we get an w in €. In order to find the w with chance P/ we will do the
following for each i = 1,---  k, we pickw; € Q; with chance P;(w;) andletw = (w1, -+ ,wg).

This algorithm is very efficient for problems where the evidenced are not very conflict-
ing [30]. The time that the algorithms takes to achieve a certain accuracy is |0|k/P'(12).
The reason that this algorithm is efficient is that the number of the trials needed is not
dependent on the size of the problem.

3.3.2 Markov Chain Algorithm

A Markov Chain is a stochastic model describing a sequence of possible events in which
the probability of each depends only on the state attained in the previous event. We will
form a Markov Chain, so that the result of each trial is dependent only on the result of the
previous trial. The Markov Chain algorithms require a condition on 2 to work which we
will call "contentedness” [30]. The contentedness corresponds to the Markov Chain being
irreducible. This means that from every state of the chain we can get to any state.

3.4 DS implementation with Monte Carlo Algorithm

The approximation algorithm that we are going to use for the implementation of the Demp-
ster rule of combination is created by the Thomas Reineking for his dissertation "Belief
Functions: Theory and Algorithms”, [9]. He have created a Python library that performs
calculations in the Dempster-Shafer Theory of Evidence [20]. The algorithm that is used
belongs to the Monte Carlo algorithms and is an approximation algorithm. Here we will
show this algorithm and describe all of its steps in detail.

Below we present the Dempster rule of combination between two mass functions m; and
moy implemented with the Monte Carlo. We can change the sample count and if we need
to have importance sampling in order to have the best results for our model.

ml.combine_conjunctive (m2, sample_count=1000, importance_sampling=True))

The function combine conjunctive conjunctively combines the mass function with another
mass function and returns the combination as a new mass function. Both mass functions
are assumed to be defined over the same frame of discernment ©. If normalization is
set to true then mass function that results from this combination will be normalized. The
importance sampling is what determines the approximation method. If it is set to true then
all the empty intersections will be avoided. This leads to a lower approximation errors but
is slower. Thus it must be used if there is significant evidential conflict between the mass
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functions. If the importance sampling is false the method will independently generates
samples from both mass functions and computes their intersections.

def combine_conjunctive(self, mass_function, normalization=True,

sample_count=None, importance_sampling=False):

return self._combine(mass_function, rule=lambda s1, s2: sl & s2,
normalization=normalization,
sample_count=sample_count,
importance_sampling=importance_sampling)

The combine is a helping method that helps to complete the conjunctive combination. It
raises an error if the given mass function is not valid. Also it makes the proper combination
that depends from the parameters normalization, sample_count, and importance sampling.
It returns the combination of the two functions that are given.

def _combine(self, mass_function, rule, normalization,

sample_count, importance_sampling):

combined = self
if isinstance(mass_function, MassFunction):
mass_function = [mass_function]

for m in mass_function:
if not isinstance(m, MassFunction):
raise TypeError("expected type MassFunction but got %s; make sure

to use keyword arguments for anything other than
mass functions" % type(m))
if sample_count == None:

combined = combined._combine_deterministic(m, rule)
else:

if importance_sampling and normalization:

combined = combined._combine_importance_sampling(m,

sample_count)
else:

combined = combined._combine_direct_sampling(m, rule,

sample_count)
if normalization:

return combined.normalize ()
else:

return combined

The method combine importance sampling returns the combination if the given mass
functions using importance sampling.

def _combine_importance_sampling(self, mass_function, sample_count):
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combined = MassFunction ()
for (s1, n) in self.sample(sample_count, as_dict=True).items():
weight = mass_function.pl(sl)

for s2 in mass_function.condition(sl).sample(n):
combined [s2] += weight
return combined

The method _combine_deterministic returns the deterministic combination of the two given
mass functions.

def _combine_deterministic(self, mass_function, rule):
combined = MassFunction ()
for (hl, v1) in self.items():
for (h2, v2) in mass_function.items():
combined [rule(hl, h2)] += v1 * v2
return combined

The method combine direct sampling returns the combination of the two given mass
functions by using a direct sampling.

def _combine_direct_sampling(self, mass_function, rule, sample_count):

combined = MassFunction ()
samplesl = self.sample(sample_count)
samples2 = mass_function.sample(sample_count)

for i in range(sample_count):
combined [rule(samples1[i], samples2[i])] += 1.0 / sample_count
return combined

Below we can see the implementation of the plausibility and the belief of the DS theory.
The function bel computes the belief of the given hypothesis or the entire belief function if
the parameter hypothesis is set to None. The method bel. computes the plausibility of the
hypothesis or the entire plausibility function. Both functions return their results in a python
frozenset in order to be hashable.

def bel(self, hypothesis=None):
if hypothesis is None:
return {h:self.bel(h) for h in powerset(self.core())}
else:
hypothesis = MassFunction._convert(hypothesis)
if not hypothesis:
return 0.0
else:
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return fsum([v for (h, v) in self.items() if h and
hypothesis.issuperset(h)])

def pl(self, hypothesis=None):
if hypothesis is None:
return {h:self.pl(h) for h in powerset(self.core())}
else:
hypothesis = MassFunction._convert (hypothesis)
if not hypothesis:
return 0.0
else:
return fsum([v for (h, v) in self.items() if hypothesis & h])
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4. RECOMMENDATION SYSTEMS

4.1 Overview

A recommendation system (RS) is a subclass of information filtering systems that pro-
vides suggestions for items that might interest a particular user. The suggestions that an
RS provides involve various derision making processes like what song to listen to, what
clothes to buy or even what books to read. The item is a term that indicates what the RS
recommends to users [16].

Suppose that it is a Saturday night and we look for a movie to watch, so we go to a
DVD store in order to rent a movie. We want to watch a thriller, thus we find that there
are 60+ movie titles with that genre in the store. Because the number of the choices is
overwhelmingly large for us to decide, we ask the employee to give us some advice in
which movie we should rent. The employee will ask as if we want the movie to be directed
from the 2015 and after, instead we answer that we would like to watch a vintage movie.
The number of the suggested movies are 5, which is a suitable number of choices in order
for us to decide. Instead when we want to rent a movie from an online DVD store we will
be able to add filters in order to find the movies of our selection. Thus the filter that we will
use is going to be "genre: thriller’ so the online movie store again will provide us with 60+
movie titles. This time we won’t have an employee to ask us helpful questions in order to
minimize our choices, which consists a big disadvantage.

Thus We use the RSs because the users don’t have the time or the experience that is need
in order to fully evaluate all the potential overwhelming number of items that might be in-
teresting for them. There might be personalized recommendations and non-personalized.
An example of the first is the online store known as Amazon where the user has a per-
sonal account that uses a recommendation system in order to give fully personalized item
suggestions for them. An example of the non-personalized recommendations is again at
the Amazon website where we can see the top products of the day which will be the same
for all the users.

4.2 Recommendation Techniques

In order for an RS to provide the recommendations of products or services, which will be
tailored to the user’s preferences and constraints needs to collect information from users
regarding their preferences. The user data that will be used from the RS can be explicitly
expressed, as ratings for products or indirectly by interpreting the actions of the user like
collecting demographic attributes [16].

Thus each recommendation technique may vary because of the type of the data. For
example in an music recommendation system (MRS) we have the music metadata of a
song, the audio data but we have a lack of explicitly available user feedback data so we
would choose a contented based technique, that would find similar songs to those that
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a user might have listened in the past. Another example is the Demographic technique
where we won’t need from the user to make a rating for an item, because it recommends
items via the demographic data of the user. Below we will present five of the the mostly
used recommendation techniques as Burke Robin [16], [18] distinguishes. In the the-
sis, recommendations will be carried out by reasoning under uncertainty. Towards this,
Dempster-Shafer Theory will be used.

4.2.1 Content Based Systems

Content Based RS, recommend items based on the similarity, of the items that the user
has liked in the past. The similarity between two or more items is based on the features
that characterize them.

The classic content based recommendation (keyword-based systems) [16] tries to match
the user profile attributes against the item attributes. Here the attributes will be simple
keywords. For example, suppose that we have a Netflix account and we mostly like to
watch crime thrillers, the suggestions that Netflix will provides us with will be crime thrillers
because the similarity will be the genre of the movies.

Another content based technique will be the semantic indexing technique, where we will
use concepts instead of keywords. Top-down and Bottom-up are the main group of seman-
tic indexing [16]. The "Top-down technique rely on the integration of external knowledge
such as ontologies, encyclopedic knowledge” [16] and the "Bottom-up uses a semantic
representation based on the hypothesis that the meaning of words depends on their us-
age in large corpora of textual documents” [16].

4.2.2 Collaborating Filtering Systems

This approach recommends to the active user the items that other users with similar tastes
liked in the past. The similarity in taste of two users is calculated based on the similarity in
the rating history of the users. This is the reason why we refer to collaborative filtering as
"people-to-people” correlation. Collaborative filtering is considered to be the most popular
and widely implemented technique in RS [7]. Data collection under this approach includes
both explicit data collection, like asking a user to rate an item, and implicit data collection,
like keeping records on how often and for how long a user views an item.

4.2.3 Demographic System

Demographic Recommender systems generate recommendations based on the user de-
mographic attributes. It categorizes the users based on their attributes and recommends
the items by utilizing their demographic data [7], [8].
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4.2.4 Knowledge-based System

Knowledge-based systems recommend items based on specific domain knowledge about
how certain item features meet users needs and preferences and how the item is useful
for the user [7]. Knowledge based systems usually tend to work better than others at the
beginning of their deployment, if they are equipped with learning components [16].

4.2.5 Hybrid recommender System

A hybrid recommender system can combine all or some of the above techniques. Thus it
can use the advantages of the combined techniques and try to fix the disadvantages that
arise from them.

4.3 Handling uncertainty inside a Recommendation System

All the above recommendation techniques that have been shown above aim to to enhance
the accuracy and the performance of the recommendations. Nevertheless all these ap-
proaches are unable to to deal with the uncertainty that arises at different faces of the
recommendation process. This is important because the uncertainty may seriously affect
the RS performance.

The uncertainty arises from the randomness present in the data itself, like measure errors
in the data collection. The information about the user preferences is commonly uncertain,
imprecise or even incomplete [31]. Thus handling the uncertainty became an active re-
search area and its integration in real world applications becomes a important challenge
[32].

In this thesis we will use the Dempster Shafer Theory of evidence that we have already
seen in the Chapter 2 in order to handle the uncertainty. This theory is one of the most
known frameworks to model uncertain imprecise and incomplete information. Also is a
powerful tool that combines evidence from different sources. This will be proved to be
very helpful for our recommendation model. Below we will show how we can use the
DS theory as a recommendation technique for the recommendation model that we will
implement in this thesis.

4.4 Dempster Shafer in a Recommendation System

DS theory can be used internally in a RS as a recommendation technique in order to pro-
vide users with item suggestions. This recommendation technique could be characterized
as a non-personalized recommendation as it provides the suggestion in a group of users
and not to a specific user. The paper "Discovering user preferences using Dempster-
Shafer theory” [6] suggests an effective recommendation model that uses as a technique
method to use the DS theory in order to bridge the online-offline gap in recommending

37 A. Roussaki



Music Recommendation Systems using Dempster Shafer Theory

items. We will explain the problem of the online-offline gap in recommending items with
an example.

More specifically in this technique it is proposed to move from items to item features in
order to reduce the problem dimensionality and to infer the user preferences even though
they are not made explicit. The preferences which are induced by each feature are con-
sidered as an independent source of information, and will be combined by a rule. With the
help of the DS theory we will be able to handle the uncertainty and still be able to provide
the users with item recommendations.

4.41 Music Recommendation System Model

In thesis we will use a similar model to the one proposed in the paper "Discovering user
preferences using Dempster-Shafer theory” [6]. In the paper it is suggested that we use
the item features instead of the item itself for the recommendation in order to reduce the
problem dimensionality and to infer user preferences even though they are not made ex-
plicit. The DS theory is used and more specifically the Dempster’s combination rule is used
to combine the preferences that are induced by each item feature, in order to provide item
suggestions for a homogeneous group of users. In our case we will use the Dempster’s
combination rule implemented by a Python library called "py_dempster_shafer” [20]. In
the library the Dempster’s combination rule that we will use is implemented with a Monte
Carlo algorithm. The items in our case will be songs and their features will be some of
the music metadata that we have analyzed above and the user data collection that will be
used from this RS will be a list of Like votes from each user to the songs they prefer.

4.4.1.1 Formal Definitions

The model definitions are the following:

the characteristics set of asongare C = {c¢;,,...,cik;}.

+ the domain of each feature f F; = {f1,..., f,} being f; the number of different
values a feature can take.

+ theitem setis [ = {iy,...,4,} each I; is defined by a vector (fi;,..., f,;) with ¢; ; €
201,
» theusersetis U = {uy,...,u,}.

4.4.1.2 Model Constraints

The model has the following constrains:
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* The users belong to the same market segment, so they are homogeneous in terms
of profiling.

« Each item is described by some characteristics which can be single or multiple val-
ues.

* Iltems can be grouped and user preferences can be expressed on item groups.

+ Values assigned to groups of items are obtained by the union of characteristic values
assigned to each item.

4.4.1.3 Basic probability assignments (bpas) for feature sets

The suggestions of this MRS are made by taking into account the characteristics of the
items. The task of the MRS is to search for a subset of items with maximal likelihood to
be preferred by the users. As it was previously detailed the users assumed to be homo-
geneous this means that they belong to the same market segment. Thus their features
are assumed to be similar. We will define this assumption as follows.

P(U; —» Iy) = Y _P(U; = L|Gy — I, Ui : Gy) P(Gy = Li|U; : Gy)P(U; : Gy,)
Gp

For the above mathematical expression we need to define the following:

* The expression U; — I, means that the user U; likes the item I,.
* The G}, — I, means that the subset G, of users like the item I,.

* Lastly the expression U; : G, meaning is that the user U; is homogeneous in terms
of profiling yo the group G,

From all the above definitions we can conclude the following:

* The expression P(G), — I;|U; : Gy) = P(G), — I}) is obvious.

» Given that the preferences of a group are translated to all the users then we cam
write that P(Ui — I|G, — I, U; : Gp) = 1.

+ If all the users in a group are homogeneous G, then P(U; : G,) = 1.

The search for the MRS suggestions can be limited to the voted expressed by the users
to the group G,,.
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P(U; — Iy) = P(G, — I)

Definition 4.4.1. (Feature-basic probability assignment) Let C; be a feature with domain
F; ={fua,", fir,} The basic probability assignment m(K), VK € 2% is defined as follows:

#U
k) =S

The Ux C U are the users who selected items with features c;; are part of K, |J «¢;; =
J€l(Uk)
K, where I(Uk) is the collection of items chosen by Uk.

Example 4.

A simple example will explain the definition of the feature-basic probability assignment
4.4.1. Let F; be a set with song features, F; = {rock,latin,indie, classic}, the number
of users is three, #(U) = 3. The users that like rock and indie songs are two, #(Ux) =
#U,, Uy = 2. Thus, m({rock,indie}) ~ 0.667. A

From the definition of the feature probability assignment we conclude that the number of
property sets with basic probability assignment is at most the number of the users. The
music genres are approximately 42 without the subcategories that they may have, thus the
computation of the basic probability assignment should require exploring 242 ~ 4, 398 x 10!2
sets. Thus we can understand how much we can reduce the problem dimensionality.

Definition 4.4.2. (Item projection) Given a feature C; with domain F;, we can write that for
allv={I,--- I} €2,

pei(¥) = K; C 25

where F,, € K; F; , C c¢;,, for which I,,, = (c1m," - ,cpm)Vm € 1,--- ;sandq € 1,--- | k;.

Definition 4.4.3. (Item basic probability assignment) Let V ¢ 2! be an item set and
pci(¥) = K; its projected feature set with regard to C;. Then the basic probability as-
signment of pc;(®) is

m(¥) = m;(K;), being pc;(V) = K;
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Definition 4.4.4. (Dempster Rule of Combination) Let ¥ < 2! be an item set and the
features {C4,--- ,Cy}. Then the m(V) is defined as follows:

2 Y malpar(Ar) - ome(per(Ar),  ifAIN N A =T
m(V) = AN NAR=T;
0, ifA N NA=0.
where 7 = > ma (per (A1) - - - my(pep(Ag))

AiN-NAR=0

Definition 4.4.5. (Desirability of a set) In order to find the best item set suggestions for
the users we will use the following mathematical expression.

Des(X) = oPl(X)+ (1 —0)Bel(X) Vo €]0,1],¥X € 2°

The Des defines the desirability of the set and the o defines the conservation degree where
o = 0 is full conservative.
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5. MUSIC RECOMMENDATION SYSTEM

We are going to take a closer look into the music recommendation systems. More specif-
ically we will use the Dempster-Shafer theory in order to provide the users with song
recommendations.

5.1 Music Metadata

Music metadata is the information included in audio files used to identify audio content. It
includes information like artist, genre, title, album name, track number etc. The more de-
tailed the metadata the more easy is to make the music recommendations to users. With-
out the metadata the song would be files with no content. For major streaming platforms
like Apple Music, Pandora, Spotify etc it is necessary to have strict metadata conventions.

A list with some of the music metadata is [5]:

» Track Title * Lyrics Language
» Genre

Lyrics publisher

* Primary Artist/Band Name - Composition Owner

» Featured Artists o
* Year of Composition

+ Composer |

« Publisher * Master Recording Owner

* Producers * Year of Recording

Explicit Content Release Language

5.1.1 Example of application

In the example below we will show in detail how the Music Recommendation Model works
as well as how we will find the best songs to suggest to the users.

Example 5.

Given the table 5.6 below we can see the songs that every user likes and the features
of each song. With the data that the table 5.1 provides us with, we can begin with the
steps of the model.

Firstly we need to find the basic probability assignment for each feature of the songs. The
features are genre, artist name and song title. Thus we will make 3 different tables that
associate the bpa with each feature. The table 5.2 shows the bpa of the genre feature,
the table 5.3 shows the bpa of the artist name and finally the table 5.4 shows the bpa of

43 A. Roussaki



Music Recommendation Systems using Dempster Shafer Theory

the song title.
Table 5.1: Song metadata and user song likes
Song Title Genre Artist Name U, U, U; U,
1 Back to Black Soul, Pop  Amy Winehouse v
2 Bohemian Rhapsody Rock Queen v v
3 Don't play that song Soul Aretha Franklin v
4 Burning For You Rock Blue Oyster Cult v
5 Fly me to the moon Jazz Frank Sinatra v v v
6 Dream On Rock, Pop Aerosmith
7 (Don’t Fear) The Reaper  Rock Blue Oyster Cult v

Table 5.2: Basic probability assignment associated with the song genre

Genre Users bpa
Jazz Uy 0.25
Rock Uy 0.25
Rock, Jazz Us 0.25
Soul, Pop, Jazz U, 0.25
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Table 5.3: Basic probability assignment associated with the song artist name

Artist Name Users bpa
Amy Winehouse, Frank Sinatra, Aretha Franklin U, 0.25
Blue Oyster Cult, Queen Uy 0.25
Frank Sinatra, Queen U, 0.25
Frank Sinatra Uy 0.25

Table 5.4: Basic probability assignment associated with the song title

Title Users bpa
Fly me to the moon U,y 0.25
Back to Black, Don'’t play that song, Fly me to the U, 0.25
moon

Bohemian Rhapsody, Burning For You Uy 0.25
Fly me to the moon, Bohemian Rhapsody Us 0.25

We have computed the bpas that are associated with the features (genre, title, artist name)
and we have kept those that have bpa greater than zero. Now the next step is to find the
association between the items and the bpas. In order to achive that we will use the tables
with the feature-bpa that we have already made and we will associate each feature with
the items that contain it.
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Table 5.5: Basic probability assignment associated with the item

Genre Songs bpa
Jazz 5 0.25
Rock 2,4,6,7 0.25
Rock, Jazz 2,4,5,6,7 0.25
Soul, Pop, Jazz 1,2,3,4,5,6,7 0.25
Artist Name

Amy Winehouse, Frank Sinatra, Aretha Franklin 1,3,4 0.25
Blue Oyster Cult, Queen 2.4,7 0.25
Frank Sinatra, Queen 2,5 0.25
Frank Sinatra 5 0.25
Title

Fly me to the moon 5 0.25
Back to Black, Don’t play that song, Fly me to the moon 1,3 0.25
Bohemian Rhapsody, Burning For You 2,4 0.25
Fly me to the moon, Bohemian Rhapsody 2,5 0.25

In the table 5.5 we have made the association between the items-features-bpa. Again we
will keep only those whose bpa is greater than zero. Now that we have made the above
association we will use the Dempster rule of combination in order to fuse two feature ta-
bles at a time. Here we will compute the combination between the genre and the artist
name. The table 5.6 depicts the combination between the feature Genre and Artist Name.

Mgenre({5}) = 0.25 Martist({1,3,4}) = 0.25
Mgenre({2,4,6,7}) = 0.25 Mariist({2,3,7}) = 0.25
Mgenre({2,4,5,6,7}) = 0.25 Mariist({2,5}) = 0.25
mgem‘e({17 27 37 47 57 67 7}) =0.25 martist({5}> =0.25
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Table 5.6: Dempster rule of combination at the items associated with genre and the items
associated with the artist name

Artist {1,3,4} 24,7} (2,5} {5}
Genre

{5} 0 0 {5} {5}
0.0625 0.0625 0.0625 0.0625
0.0625 0.0625 0.0625 0.0625

{2,4,5,6,7} {4} {27 4a 7} {27 5} {5}
0.0625 0.0625 0.0625 0.0625

(1,2,3,4,5,6,7) {1,3,4} {2,4,7} {2,5} {5}
0.0625 0.0625 0.0625 0.0625

As we have shown in the Chapter 2 we can ¢

3

a({5}) =0.3076
«({2}) = 0.0769
sa({4}) = 0.1538
o({2,5}) =0.1538
al

o

al

S

)
)

3

3

g,a

3

oal({1,3,4}) = 0.0769
0a({4,7}) = 0.0769
0a({2,4,7}) = 0.1538

3

m
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ompute the new mass functions.
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Table 5.7: Dempster rule of combination at the items associated with genre and the items
associated with the artist name

Title {5} {1,3) {2,4) {2,5)
Genre,Artis
{5} {5} 0 0 {5}
0.0769 0.0769 0.0769 0.0769
(2} 0 0 {2} {2}
0.0192 0.0192 0.0192 0.0192
@ 0 0 (4) 0
0.0384 0.0384 0.0384 0.0384
{2,5) {5} 0 {2} {2,5}
0.0384 0.0384 0.0384 0.0384
“n 0 0 (4} 0
0.0192 0.0192 0.0192 0.0192
{1,3,4} 0 {1,2} {4} 0
0.0192 0.0192 0.0192 0.0192
0.0384 0.0384 0.0384 0.0384

Table 5.8: The new masses after the Dempster rule of combination

Mass function Belief Plausibility
mgat({5}) = 0.4338 Bel({5}) = 0.4338 Pl({5}) = 0.5204
Mgar({2}) = 0.1733 Bel({2}) = 0.1733 PI({2}) = 0.3898

(

(

mga:({4}) = 0.1733
Mg.a:({2,5}) = 0.0866
Mmg.a:({1,2}) = 0.0433
Mga:({2,4}) = 0.0866

Bel({4}) = 0.1733

Bel

(
(
(
(
(
(

{2,5}) = 0.6937
Bel({1,2})
)

= 0.2166

Bel({2,4}) = 0.4332

PL({4}) = 0.2599

PI({1,2}

)
)

= 0.3808
PlL({2,4}) = 0.5631

(
(
(
PI({2,5}) = 0.8236
(
(
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With the Dempster rule of combination between the three features we have computed the
new masses. Now we can find the belief and the plausibility of each probability as we
can see in the table 5.8. The final step is to select the preferred items for the sugges-
tions for the users. This will happen by using the desirability definition 4.4.5 with o = 0.6
Des(X) = 0.6PI(X) + 0.4 - Bel(X).

Table 5.9: The desirability score for each song set

Songs Desirability Score
{5} Des({5}) = 0.4854
{2} Des({2}) = 0.3031
{4} Des({4}) = 0.2253
{2,5} Des({2,5}) = 0.7715
{1,2} Des({1,2}) = 0.3204
{2,4} Des({2,4}) = 0.5111

Suppose that we need all the item sets that their desirability is greater than 0.5 then
the songs that the MRS is going to suggest will be the {2 : Bohemian Rhapsody, 4 :
Burning for You, 5 : Fly me to the moon}.

A

5.1.2 Implementation of the model

In this chapter we present the implementation of the model in that we made 4.4.1 and
which tools have been used. We will describe the input data, how we manipulate it in
order to be able to use it for the MRS model purposes. Furthermore we will describe in
detail the application code.

5.1.21 Tools

The Music Recommendation System model that we have described in this chapter 5 has
been implemented with the Python programming language. Other tools that have been
used are the SQlite in order to handle the input data, the pandas which is a python library
that we use in order to manipulate csv files and the python library py_dempster_shafer
that is implemented by Thomas Reineking [20] and we will use the implementation of the
Dempster rule of combination with the use of Monte Carlo algorithm.
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5.1.2.2 Input data

The input data that we are going to use are provided by the MillionSongDataset (MSD) [17]
and the Thisismyjam [18]. From the first we have been provided with one SQLite database
which is called track_metadata.db. This database contains the songs and their metadata.
The second provides us with two files which contain the data about the users and their
song choices. These files are the likes.tsv which contains the user and their jam choices
and the jam_to_msd.csv which associates the jams with the songs.

Below in the table 5.10 we can see the form of the track_metadata that we need. The
original form contains some extra metadata but they will not be useful for the model. Thus
we will not use them and instead we will form a table with only the necessary features.

Table 5.10: An example of the track_metadata table

track_id title release artist name duration year

Monster Faster

Pussy
Ballads X-Mas  cat 252.05506 2003

TR.-- Silent Night

Below we show the input data that the Thisismyjam has provided. The table 5.11 depicts
the relationship between a user and a jam. As said before the jam is used to connect the
user with the MillionSongDataset songs. Thus we could describe the two following tables
as intermediate tables between the user and the song metadata.

The likes.tsv is a file which is separated with tabs thus the tsv ending of the file. Each
record that contains is a user and a jam_id. Thus if a user has liked many songs there will
be many records with the same user and a different jam_id. This constitutes a problem
because we need only one record that associates a user with many jam_ids. Before we
solve this problem we will firstly associate the user with the msd_id. So we construct a
new table called user_msd 5.13.

Table 5.11: The likes.tsv file

user_id jam_id
u0 1211
u0 1212
ul 1212
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Table 5.12: The jam_to_msd.csv file

jam_id msd_id
1211 a6b7
1212 ab57

Table 5.13: The table user_msd

user_id msd_id
u0 a67
uo a57
ut a57

Now we will solve the problem that we described above. From the table 5.13 we will
construct a new table that connects a user with all their msd_ids. The msd_ids will be
separated with the character ”|”. An example of this table is depicted below.

Table 5.14: The likes table

user _id msd_id
u0 a67|a57
ul ab7

In the figure 5.1 all the tables that have been shown in this chapter are depicted in a
diagram. As the diagram depicts, the data that we will use in the model application, are
stored in from the files song.csv and likes.csv. If we combine the likes file and the songs
file we would have as a result a table like the 5.1.
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Figure 5.1: Input data diagram

5.1.2.3 Model application

After generating the two input csv files songs and likes, we can continue with the applica-
tion of the model. The steps that are implemented in the Python code are the same as
are shown in the section 5.1.1. Here we will show how the model application works.

The first step of the application is to read the two files songs.csv, likes.csv and store their
data in two tables. After storing the files we will use them in order to make a dictionary that
contains the item sets that the users prefer along with their bpas. After constructing this
dictionary we need to connect the items with their features. Thus we will construct new
dictionaries, one for each song characteristic, that will contain the features with their bpa.

Next we will find the mass function for each characteristic, by using the corresponding
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dictionary. The next step is to use the implementation of Dempster’s rule of combination
with the Monte Carlo algorithm and fuse all the mass functions until we are left with one
final mass function. We will do the same for the Dempster’s implementation.

The last step of the application is to select the most desired songs that the recommen-
dation system will suggest to the users along with their scores and the time needed for
their finding. This will be implemented by a simple yet effective method. For this method
we will choose a desirability threshold and then search the song set. If their desirability
score is greater than the threshold they will be suggested. This step will be done for both
implementations (Monte Carlo and Exact computation) in order to be able to compare their
results.

The application steps are shown in the figure below 5.2.

We can
select how
L many
songs we
will save
Read the Save the files
SONg.csv as numpy
and the arrays
p -~ \_\

~
~
- ~

> -
Dictionariy Dictionaries
items - Dempster Monte Carlo
Items - bpa Features results resuits
// - - o ~ ////
- ~

/ // - - S ~ ///

A - - w7

S
s
o
B . Use the DS
" Select the
Dictionaries Find the mass methodtouse | et \ fher'::;uld .
features- bpa e ;:zcnt.liz?; desired conservation

songs

Figure 5.2: Application of the model

5.1.3 Problems with the implementation of the model

In the implementation of the model the most serious problem that we faced was the space
complexity of the model. As we mentioned before this model constructs python dictio-
naries in order to construct the mass functions that both Dempster’s rule of combinations
implementations will use. Thus as the song number is growing the need for memory grows
alongside. In order to avoid this problem we tried to use as less space for the dictionaries.
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This means that if the data of a dictionary were no longer useful we would immediately
delete the dictionary or even change some of the dictionaries data with new instead of
using two dictionaries in the same time.

Another problem that we faced was that for a large song number we faced an underflow
in the desirability calculation. Thus we used mathematical calculation of the numpy library
of the Python in order to avoid the desirability results with underflow.

5.1.4 Tests and Results

We will test the two implementations of the Dempster’s rule of combination. We will test
for a certain number of records their desirability scores along with the conservation degree

as well as the time results again along with the conservation degree.

For the results in the tests below we will assume that the desirability threshold is 0.5.

Table 5.15: Results of the Dempster’s and the Monte Carlo implementations with 100 song
records

Results of 100 Records

Exact method Monte Carlo
conservation || Best Score | Number of | Av. Best Score | Number of | Av.
degree Songs Score Songs Score
0.3 1.0 2 0.9999 1.0 1 1.0
0.5 1.0 2 0.9999 1.0 1 1.0
0.7 1.0 2 0.9999 1.0 1 1.0

Table 5.16: Results of the Dempster’s and the Monte Carlo implementations with 500 song
records

Results of 500 Records

Exact method Monte Carlo
conservation || Best Score | Number of | Av. Best Score | Number of | Av.
degree Songs Score Songs Score
0.3 0.9992 12 0.9979 || 0.9975 1 0.9975
0.5 0.9992 12 0.9979 || 0.9975 1 0.9975
0.7 0.9992 12 0.9979 || 0.9975 1 0.9975
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Table 5.17: Results of the Dempster’s and the Monte Carlo implementations with 1000 song
records

Results of 1000 Records

Exact method Monte Carlo
conservation || Best Score | Number of | Av. Best Score | Number of | Av.
degree Songs Score Songs Score
0.3 0.9999 45 0.9989 || 0.9981 1 0.9981
0.5 0.9999 45 0.9989 || 0.9981 1 0.9981
0.7 0.9999 45 0.9989 || 0.9981 1 0.9981

Table 5.18: Results of the Dempster’s and the Monte Carlo implementations with 5000 song

records

Results of 5000 Records

Exact method Monte Carlo
conservation || Best Score Number of | Av. Best Score | Number of | Av.
degree Songs Score Songs Score
0.3 0.9997 2189 0.9283 0.8967 1 0.8967
0.5 0.9997 2189 0.9284 0.8967 1 0.8967
0.7 0.9997 2189 0.9284 0.8967 1 0.8967

From the above results we can conclude that the Monte Carlo algorithm implementation
scores are lower than the Exact method. Also we can see that the latter wields more song
options than the Monte Carlo. But in the table 5.18 the number of the most desired songs
of the Exact’s method is very large for the RS to recommend to the users. We could select
only a number of the best songs but as we see in the 5.18 the song number is greater than

2.000.

We also need to examine the time that both methods needed to compute those results.
From the figure below we can see that the Monte Carlo needs lesser time to find the best
results than the Dempster’s method as the song number is growing.
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Figure 5.3: Time chart

Below we can see how much time is needed for each algorithm to find the best results if
we use different conservation degrees.

Table 5.19: Time and conservation degree for 100 songs

Time needed for 100 Records

Exact method

Monte Carlo

conservation Time (seconds) Time (seconds)
degree

0.3 0.0001684 0.0035307

0.5 0.0002501 0.0039434

0.7 0.0002784 0.0037543

Table 5.20: Time and conservation degree for 500 songs

Time needed for 500 Records

Exact method

Monte Carlo

conservation Time (seconds) Time (seconds)
degree
0.3 0.0120897 0.0123480
0.5 0.0086407 0.0173909
0.7 0.0105557 0.0146330
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Table 5.21: Time and conservation degree for 1000 songs

Time needed for 1000 Records

Exact method

Monte Carlo

conservation Time (seconds) Time (seconds)
degree

0.3 0.0778903 0.0501570

0.5 0.0776214 0.0774978

0.7 0.2225786 0.0553936

Table 5.22: Time and conservation degree for 5000 songs

Time needed for 5000 Records

Exact method

Monte Carlo

conservation Time (seconds) Time (seconds)
degree

0.3 22.897744 2.3440137

0.5 23.083891 2.8748354

0.7 22.796713 2.4226841
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6. CONCLUSION AND FUTURE WORK

By now it is clear how helpful a Recommendation System can be in the day to day ap-
plications, as the users can find the best suited items for them. A main problem that the
RS need to solve, in order to make the best recommendations, is the uncertainty. The
uncertainty arises from the data that is collected from the users. In the Music RS that we
have implemented in this thesis we have used the Dempster Shafer Theory of evidence
as it is one of the most expressive frameworks for reasoning with uncertainty.

In our Music RS model we make recommendations by using the items features and not
the items. Thus the DS Theory does not only helps us handle the uncertainty but is also
very helpful as it can combine evidence from different sources, like the features of each
song and arrive at a degree of belief.

The Music RS uses data from real world applications such as the Million Song Dataset
[16]. This is one of the reasons that we have chosen to use an optimized algorithm called
Monte Carlo algorithm [20] in order to implement the DS Theory. We have compared this
Monte Carlo algorithm and a simple implementation of the Dempster rule of combination
in order to see the desirability of the results and the time needed in order to produce those
results.

It is a question of future work to further investigate the capabilities of the approximation
algorithms that implement the DS Theory. More examinations based on the desirability of
the results, the time and space complexity could be carried out with the same data. Thus
those data could help us to fully understand which algorithm is best suited for this type of
RS model.
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ABBREVIATIONS - ACRONYMS

DS Dempster-Shafer

bpa basic probability assignment
MSD Million Song Dataset

MRS Music Recommendation System
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ANNEX |

The following code blocks include some of the most important functions of this thesis Mu-
sic RS Model. This Model is implemented with the Python programming language.

The function find feature set makes a set with the users and their song choices by using
the user likes data and the song data.

def find_feature_set(user_likes, song_data):
feature_set = set()

for row_number in user_likes:

[multi_feature] = song_datalint(row_number) - 1]

multi_feature = multi_feature.replace(" ", "")

for feature in split_string(multi_feature, "["):
if feature == 'None':

continue
feature_set.add(feature)

return feature_set

The function find feature set bpa dictionary returns a dictionary with the feature sets
and their bpa.

def find_feature_set_bpa_dictionary(likes_data,
feature_data, user_number):

feature_dict = dict ()

for row in likes_data:
user_likes = split_string(row[1], "[")
feature_set = frozenset(find_feature_set(user_likes, feature_data))
if feature_set in feature_dict:
feature_dict [feature_set] += 1
else:
feature_dict[feature_set] = 1

for key in feature_dict:
feature_dict [key] /= user_number
return feature_dict

The function feature item_dictionary returns a dictionary with feature as keys and the
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items that is related as values.

def feature_item_dictionary(features_array):
feature_item_dict = dict ()

row_num = O

for [row] in features_array:
if row is None:
continue
row_num += 1
features = split_string(row, "|")
for feature in features:
feature = feature.replace(" ", "")
if feature == "None":
continue
if feature in feature_item_dict:
feature_item_dict[feature].add(row_num)
else:
feature_item_dict [feature] = {row_num}

return feature_item_dict

The function feature item_dictionary takes as arguments two dictionaries. The first one
contains features sets and the items that contain them and the second contains the fea-
ture sets and their bpa.

def from_feature_to_item_dictionary(feature_user_dict,
feature_item_dict):

dictionary = dict()

for feature_set in list(feature_user_dict):

item_set = set ()
for feature in feature_set:
if feature == "None":
continue
items = feature_item_dict[feature]
item_set = item_set.union(items)
dictionary[frozenset (item_set)] = feature_user_dict[feature_set]

return dictionary

The function return_all_item_set bpa_dicts returns an array with all the item set and bpa
dictionaries.

def return_all_item_set_bpa_dicts(likes_data, song_data):
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user_number = likes_data.shape[0]
col_song_data = song_data.T.shape[0]

return_array = []
for feature_col in range(l, col_song_data):

feature_user_dict = find_feature_set_bpa_dictionary(

likes_data, song_datal:, [feature_col]], user_number

)
feature_item_dict = feature_item_dictionary(song_datal:, [feature_coll])
item_bpa_dict = from_feature_to_item_dictionary (

feature_user_dict, feature_item_dict
)

return_array.append(item_bpa_dict)

return return_array

The function mass_functions from_dictionaries returns the mass functions from the dic-
tionaries that contain the item sets and their bpa’s.

def mass_functions_from_dictionaries(dictionary_array):
mass_function_array = []

for dictionary in dictionary_array:
mass_function_array.append(MassFunction(dictionary))

return mass_function_array

The function ds_ mc_combination rule takes as input the mass function array and returns
the mass function after using the Dempster Shafer combination rule via using a monte
carlo algorithm.

def ds_mc_combination_rule(mass_function_array):
monte_carlo = mass_function_array[0] & mass_function_array[1]

for mass_function in mass_function_array([2:]:

monte_carlo = monte_carlo.combine_conjunctive (
mass_function, sample_count=1000, importance_sampling=True

)

return monte_carlo

The function find_desirable sets searches all the item sets and returns the best item sug-

65 A. Roussaki



Music Recommendation Systems using Dempster Shafer Theory

gestions.

def find_desirable_sets(mass_functions, threshold):
item_set = set()

for key in mass_functions:
if DempsterShafer.set_desirability(mass_functions, key, threshold):

item_set = item_set.union (key)

return item_set

The function set desirability returns true if the desirability of an item set is greater than a
threshold that we have selected.

def set_desirability(mass_function, item_set,
threshold=0.5, conservation_degree=0.5):

plausibility = mass_function.pl(item_set)

belief = mass_function.bel(item_set)

desirability = ( conservation_degree * plausibility +
(1 - conservation_degree) * belief)

if desirability > threshold:
return True

else:
return False
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