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Abstract

In this work spin quantum networks are considered as a potential plat-
form for realizing short distance quantum communication tasks. We ex-
amine the network properties that allow us to efficiently transfer quantum
states between different locations. To this end we address two classes of
protocols, one where the network’s couplings are initially suitably engi-
neered but remain constant throughout the transfer process and another
where the couplings are time-driven. In the former case, we examine the
scenario of perfect state transfer (PST) between two arbitrary nodes of the
network. By studying open and closed chain geometries, we re-derive
the necessary and sufficient conditions for PST and develop an analytical
scheme that enables us to identify the allowed transfers. We highlight the
existence of solutions where the profile of the couplings does not posses
any apparent geometrical symmetry. The symmetry of the underlying net-
work is identified by exploiting the relation between one of the necessary
and sufficient conditions for PST and the recently introduced graph theoret-
ical concept of Latent Symmetry. The presence of latently symmetric pairs
of vertices is unraveled by performing an isospectral reduction. This trans-
formation allows us to acquire the profile of the networks’ couplings and
therefore obtain the geometric characteristics that a network should posses
in order to support PST. Furthermore, we employ the engineered couplings
protocol to examine the generation of entangled states in an open chain
geometry. To this end, the phenomenon of Fractional State Transfer is in-
vestigated, where we consider the transfer of a quantum state between one
initial and two target sites of the network. We take steps towards obtaining
the pattern of allowed and non allowed transfers and analytically obtain the
necessary and sufficient conditions for this phenomenon. In addition, we
prove that the bipartite nature of the chain imposes restrictions on the rela-
tive phase that appears in the generated entangled state. Finally, concerning
the case where the couplings of the network are time-driven, we turn our
focus on a protocol where the underlying undriven chain posses topological
characteristics. Based on considerations around the nature of the adiabatic
invariant and the form of the evolution of the instantaneous eigenspectrum,
we propose a particular driving function for controlling the couplings, that
leads to fast and robust state transfer along the chain. To prove our point,
we perform a comparison with two other state transfer protocols, while to
ensure robustness, we study the impact of static noise on each protocols’
parameters.
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Chapter 1

Introduction

In the early 1920’s the modern theory of quantum mechanics was formulated, providing
us a mathematical framework for the description of nature in atomic and subatomic
scales. The power of the quantum theories developed from then on, is reflected in
the phenomenal accuracy of their predictions. However, since the early days of the
theory, the rules constituting the mathematical foundations, yet simple, proved to be
counter-intuitive. The conceptual difficulties regarding the interpretation of quantum
foundations, that continue to puzzle physicists one century later on, can be seen as the
harbinger of the vast challenges that one will face when trying to gain control over a
quantum system.

In 1965, Moore [87] considered how the number of integrated circuit components,
that are the building blocks of every electronic device, will evolve over the following
years. He predicted that the number of components per integrated circuit would double
once every year. The essence behind this, is that in order for the power of an electronic
device to increase, the number of transistors on each component has to increase as well
and consequently, the transistor’s size should decrease. This implies, that the integrated
components will eventually reach the scale where the quantum effects cannot be ignored
and have to be treated accordingly. Letting aside the technological necessity, controlling
the behavior of quantum systems, deepens our understanding of fundamental quantum
processes and opens up the prospect of discovering new phenomena.

Considerations in the same spirit as described above, gradually gave rise to the field
of Quantum Information. With the development of a quantum key distribution protocol
[14] and the proof of the no cloning theorem [123]], research on quantum cryptography
was initiated. At the same time, Feynman was one of the firsts to envision a quantum
computer capable of simulating physical systems [S5] and a few years later Deutsch
[48]] was stating that, in principle, a universal quantum computer could have remark-
able properties, which could not be reproduced by a classical Turing machine. This was
indeed demonstrated one decade later by Grover [65] and Shor [112], who developed
algorithms for solving problems in which a quantum computer could outperform its
classical counterpart. At the beginning of the 20-th century, Di Vincenzo [50] summa-
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14 CHAPTER 1. INTRODUCTION

rized the criteria that need to be fulfilled, in order for a device to be able to efficiently
perform tasks of quantum computation and communication. In the twenty years that
passed since Di Vincenzo’s paper, a huge research effort has been made in order to
identify and realize the most prominent platforms to this purpose.

Currently, two of the most well established platforms for realizing a quantum com-
puter employ superconducting [49] and ion-trap qubits [74, [13]. While other ongoing
directions involve neutral atoms [67, [121]], semiconductor qubits [7, [108] and photons
[76]. Lastly, one very appealing proposal, though until now hard to realize, employs
topological protected qubits [90, 95]]. In the latter approach, the topological protection,
in principle, minimizes the error rate during the computation, avoiding in this way the
use of error correcting codes [64], which pose a daunting challenge in all the other
methods.

Existing quantum devices are able to handle a few dozens of qubits and recently quan-
tum supremacy [104] (i.e. the ability of a quantum computer to solve a problem, whose
solution is intractable in a feasible amount of time by a classical computer) was claimed
to be achieved by employing a device that has the ability to handle 53 superconducting
quits [3l]. However, this result has been disputed [99] and there are indications that in
order to realize quantum supremacy we have to gain control over at least a few hundreds
qubits. Each of the aforementioned platforms has its advantages and disadvantages and
in years to come it remains to be seen if one or a combination of more, will be estab-
lished as the optimal implementation.

In this thesis, we will not concern ourselves with quantum computational tasks. In-
stead, we will focus on one of the Di Vincenzo’s “desiderata” for quantum communica-
tion that was stated as follows:

“The ability to faithfully transmit flying qubits between specified locations”

The term “flying qubits” was used to emphasize the fact that the physical imple-
mentation of the qubits which are employed for communication tasks, will most likely
differ from the ones used for quantum computation. This fact remains true even nowa-
days, where photons are considered to be the most reliable candidates for performing
long-distance communication tasks [93]. The qubit state is usually mapped onto the po-
larization of the photon and can be transmitted through optical fibers. And even though
proposals where electrons were considered as an alternative, have previously been made
[51,41]], it wasn’t until Bose’s seminal work [20] that this direction flourished.

Bose proposed spin chains to act as an efficient quantum channel for short distance
communication. He envisaged a circuit of quantum processors where the information
can be transferred between them through spin chain quantum channels, avoiding this
way the encoding of the qubit to photons. Moreover, his transfer protocol required no
dynamical control over the system’s parameters, therefore minimizing the errors that
arise when local or global control operations take place during the transfer process. The
main draw back of this approach is its scalability, since the qubit state can only be per-
fectly transferred along chains of very small size. To remedy this issue a new approach
emerged [39, 92], where the interactions between adjacent spins are initially suitably
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engineered but remain constant throughout the transfer process. In this way, Perfect
State Transfer (PST) can be achieved between the two end sites of a spin chain of ar-
bitrary length. A crucial aspect of this protocol is that the couplings between adjacent
spins should follow a mirror symmetric profile (with respect to the center of the chain)
in order for PST to take place. Based on the engineered coupling protocol a series of
works was initiated, attempting to expand and explore its potential use. The neces-
sary and sufficient conditions were derived [[118]], the quantum speed limit was deduced
[126], a recursive formula for obtaining the optimal profile for the coupling strengths
was proposed [120] and the effect of next to nearest neighbors [68, [78) 40] and static
[46, 103} [105] or dynamical [27] disorder were considered, just to mention a few. A
very comprehensive review of the subject can be found in [69, 21]]. Our work was also
motivated by this approach and we formulated the following research questions: Can
PST occur between two arbitrary sites of the quantum channel? If not, why? If so, is
there another underlying symmetry in the interactions’ profile besides mirror symme-
try? How are the symmetries of the interactions’ profile connected with the network’s
geometry? To this end, we consider PST between arbitrary initial and target sites in
open and closed (periodic boundary conditions) spin chains [97]].

The problem of faithfully transferring a qubit state by employing a time-independent
protocol, can be reduced to the problem of transferring a single excitation in a discrete
network. This equivalence allowed mathematicians to treat the state transfer problem,
as a continuous quantum random walk on a graph [72]. In this way, the machinery of
graph theory was mobilized to tackle the problem and even though the research direction
deviated from the original purpose of end to end quantum communication in a chain,
more complex geometries were explored 38,116, 11,30, 8] and the details of the under-
lying dynamical evolution were treated more rigorously. In addition, another potential
protocol was introduced by Godsil [61], where in order to avoid the engineering of the
interactions, the PST condition is loosen up, allowing for state transfer arbitrary close to
perfect, therefore named Pretty Good State Transfer (PGST). Inspired by the connection
between graph theory and state transfer, we will employ the recently introduced graph
theoretical concept of latent symmetry [[113] and highlight its relation to the geometry
of the underlying network [[106], revisiting the results obtained in [97].

Another potential application of the engineered state transfer protocol is the gener-
ation of entanglement. The generation of bipartite and multipartite entanglement is of
crucial importance for many quantum information tasks, ranging from quantum telepor-
tation [[15] to quantum error correction codes. Entanglement is generated by realizing
the phenomenon of fractional revival in the spin chain, where the wavefunction, initially
localized on one site of the chain, is found after some time perfectly splitted between the
initial and the target site. Fractional revivals have been intensively studied in molecular
[119] and atomic [98 125} |6] systems and can be related to the Talbot effect [[17] as
well as to pattern formations of the spatial wavefunction. In [36], this direction was ex-
amined by studying the fractional revivals during the free evolution of a Gaussian wave
packet in a homogeneous tight-binding model. One of the first works to consider the
generation of entanglement between the two end sites of an engineered spin chain, was
developed in [44]. While, an extensive study of factional revivals between the two end
sites of engineered chains was been made in [58,57]]. In [71]] Kay, considered fractional
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revivals as a resource for state preparation and developed a numerical technique for de-
signing the corresponding spin chains. In another recent work [[10], besides studying
entanglement, they employed fractional revivals to generate periodic space-time quan-
tum interference patterns, known as quantum carpets [10]. Lastly, a series of works
(31,132,134, 33] have addressed the problem from a graph theoretical point of view, by
considering underlying networks of unweighted graphs. In this work, we will consider
the fractional perfect state transfer between one initial and two arbitrary target sites of a
weighted quantum chain, attempting to map the allowed transfers and identify the states
that can be generated using the engineered state transfer protocol.

As stated earlier, a key feature of the engineered interaction protocol is the fact that
we do not need to control the quantum channel’s parameters during the transfer pro-
cess. In general, depending on whether the parameters of the system vary in time
or not the quantum state transfer (QST) protocols can be divided into two classes,
time-dependent and time-independent respectively. Other time-independent protocols,
besides the engineered chain, that have been proposed rely on Rabi-like oscillation
schemes [[122,194,159]], a dual rail protocol was proposed in [25]], while in [60] a transfer
protocol was introduced, where local memory was used to increase the efficiency of
the transfer while at the same time allowing for the transfer of multiqubit states. On the
other hand, concerning time-dependent protocols, the most intuitive protocol in this case
is to apply a sequence of swap operations between adjacent sites and gradually move the
state along the chain. Other representative protocols were introduced in [9, 1109, 26, /7].

Two of the most important factors that determine the efficiency of a QST protocol
are its speed and robustness. That is, how much time it takes for the transfer to occur
and how faithfully the state is transferred in the presence or absence of decoherence and
static imperfections. The quantum speed limit for transferring a state along a spin chain
has been studied for various protocols [47, 126, 15, 28, [128]] . On the other hand, many
works [[46, |68l 1103} 122]] have examined the role of different sources of decoherence in
QST protocols and proposed schemes [25, 9, 166, |1, 2] to circumvent their impact. In
most cases there is a trade-off between speed and robustness, as increasing one results
to the decrease of the other and vice versa.

A very promising direction towards the realization of an efficient platform able to
perform fault-tolerant quantum computation comes from the field of topological states
of matter [[107]. One of the most appealing properties of topological systems is that they
host edge states which, due to their topological protection, are robust to different sources
of quantum decoherence. Recent studies [[79, [114, 154, 85, |19} 82, 83]], have employed
1-D topological systems, such as the Kitaev chain [[75] and the SSH model [4], to act as
a platform for realizing QST protocols. In this work, in the same spirit and aiming to
balance the trade-off between the various factors that determine the efficiency of QST
protocols, we will propose a fast and robust time-dependent protocol for transferring an
excitation along an SSH chain [96].

The Hamiltonian used in all the aforementioned protocols, is quite generic and the
results can be in principle applied to a variety of physical systems. The engineered J’s
protocol has been experimentally realized in the following setups (see Fig. [L.I). A
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Figure 1.1: Experimental realizations of the engineered coupling protocol for perfect
state transfer. (a) Array of evanescently coupled waveguides [12] (b) Liquid nuclear
magnetic resonance experiment (c) Superconducting transmon qubits (d) Na-
noelectromechanical resonators [113]].

three qubit liquid nuclear magnetic resonance was used and in [127]. Experiments on
an array of N = 9 [12] and N = 19 [101] evanescently coupled waveguides, were con-
ducted as a proof of principle, while in [35] an array of N = 11 evanescently coupled
waveguides was the first setup where high fidelity transfer was accompanied by preser-
vation of entanglement. Moreover, in the protocol was implemented in a chain of
four coupled superconducting transmon qubits. Lastly, the more recent experiment was
conducted in a setup consisting of N = 8 nanoelectromechanical resonators [115]. On
the other hand, the protocols that involve time-driven couplings are much harder to real-
ize experimentally. Nevertheless different setups ranging from, NV centers in diamond
[124]], superconducting circuits [116, 85]], arrays of quantum dots [102]], driven optical
lattices and NMR [29] have been proposed as potential platforms for realizing pro-
tocols with time-driven couplings. Which direction will be established as the optimal
one highly depends on the feasibility of its experimental implementation.

We have tried to give a brief overview of the great efforts that have been made dur-
ing the past two decades towards obtaining the optimal protocol for state transfer in
quantum networks, highlighting at the same time the directions in which this work has
contributed. The details of our results will be presented in the chapters to follow.

1.1 Outline

Chapter 2: We start by introducing the Heisenberg Hamiltonian and we briefly review
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how spin chains can be employed to act as efficient quantum channels for transfer-
ring information in a quantum network. The concept of Perfect State Transfer (PST)
together with the engineered couplings protocol are introduced. We derive the two nec-
essary and sufficient conditions for realizing PST between two arbitrary nodes of the
network (reachability criteria). We examine open and closed chains and map the reach-
able and non-reachable transfers. Analytically, we devise a scheme that allows us to
deduce whether PST is possible or not and to extract the corresponding profiles for the
couplings. Numerically, we employ an optimization algorithm based on the simplex
method.

Chapter 3: We highlight the equivalency between the evolution of an excitation in an
engineered quantum channel and a continuous random walk in a weighted graph. Re-
viewing the concept of cospectral vertices, the first reachability criterium is interpreted
in terms of walks in the quantum network. We present the recently introduced concept
of latent symmetry and argue that the isospectral reduction transformation can be em-
ployed to extract the symmetry profile for the sets of couplings that support PST. To
demonstrate the power of this treatment we revisit some of the examples of the previous
chapter. We furthermore show how the notion of strong cospectrality can handle net-
work degeneracies connecting it with the second reachability criterium for PST.

Chapter 4: We consider fractional state transfer as a mechanism for generation of en-
tangled states. We restrict ourselves to the case where the initial state splits between
two target sites. We numerically and analytically examine open chain geometries and
investigate the pattern of reachable and non-reachable target states. The reachability
criteria are derived and we highlight the fact that the bipartite nature of the underlying
chain imposes restrictions on the relative phase that appears on the target state.

Chapter 5: We review some basic properties of the SSH chain. We present two time-
dependent QST protocols that feature almost perfect state transfer between the two end
nodes of the chain when a time-driving function is imposed on the system’s parame-
ters. One where the underlying undriven channel is an odd-sized SSH chain and another
where the underlying chain is topologically trivial. Based on simple considerations con-
cerning the terms that are involved in the definition of the adiabatic invariant we identify
the crucial characteristics that the driving function needs to posses, in order to speed up
the transfer process for the SSH channel. We propose an intuitive function that has the
aforementioned characteristics. To unravel the crucial aspects of our construction, we
compare our proposal to an SSH chain possessing a different driving function, as well
as, to the protocol where the underlying chain is topologically trivial. We also consider
the impact of on and off-diagonal disorder ensuring the protocol’s robustness and we
examine its behavior as the system’s size is increased.

Chapter 6: In the final chapter we conclude.



Chapter 2

A “‘static”’ quantum channel

2.1 Preliminaries

The Heisenberg Hamiltonian can be used to describe a one dimensional spin-1/2 quan-
tum channel:

1 1

T AL AT Y AY Y 2 AZAZ
Hxyz = B § (50707 + Jj0]07 + J56767) + 5
<i,5> i=1

|
(]
&
Q>

(2.1)

The chain consists of N spins, (67,5, 67) stand for the Pauli matrices, (J7, Jj}, J7;)
corresponds to the strength of the exchange interaction between pairs of spins < 7,7 >
and B; to the magnetic field. This is the so-called Heisenberg XYZ model, where XYZ
characterizes the fact that the exchange interaction can be completely anisotropic. When

J* = JY we get the XXZ model and when J* = JY = J? the XXX model.

For the state transfer protocols we will consider in this work, unless explicitly stated
otherwise, we will assume that J* = JY > 0, J* = 0 and B; = 0 Vi. Furthermore, we
will assume that the exchange interaction is non-zero only between nearest neighbors.
The Hamiltonian after these assumptions are implemented, becomes the Heisenberg XX

model:
1

Hyx =5 ), (6767 +615)) (2.2)

<1,7>

The quantum state of one spin-1/2 can be expanded in the basis of vectors:

m=(g). -3 23

corresponding to spin up and spin down respectively, along the z-direction. Since the
total spin operator 0* = Zfil o; commutes with the Hamiltonian, every eigenstate will
conserve the number of up-spins. Therefore, the Hamiltonian of Eq. [2.2] can be written
in the site-basis as a block diagonal matrix, where in each block the number of up-spins
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Figure 2.1: Matrix representation of the XX-model on the site basis, for a 4-site spin
chain.

is conserved. In general, we get 2% states of the form: Zl> ® (ZQ) ®..® <ZN> ,
1 2 N

where a;,b; = 0, 1, that are separated in NV + 1 blocks. Considering an example of a
4-site spin chain the matrix acquires the block-diagonal form depicted in Fig. 2.1}

The first to consider, a “’static” QST protocol employing a spin chain quantum chan-
nel, was Bose in his seminal work [20]]. To sketch Bose’s idea, for convenience, we will
continue considering the example of the 4-site chain. However, the analysis that follows
is general. The goal is to transfer an initial state of the form:

Y(t = 0) = cos @ |0000) + €' sin # |1000) (2.4)

from the first to the last site of the chain without applying any local or global operations
during the transfer process. That means, we let the system evolve freely through the time
evolution operator U, = e+ and after some time ¢*, corresponding to the retrieval
time, we expect to find the system in the target state:

Y(t = t*) = cos §]0000) + € sin §]0001) (2.5)

Due to the form of the Hamiltonian matrix we know that the action of the time evolution
operator on the system eigenstates, cannot transform a state belonging to one sub-block
to a state belonging to a different sub-block. Therefore, the first term of the superposi-
tion in Eq. [2.5] (corresponding to the first block of the matrix in Fig. 2.1 will "remain”
as it is during the evolution (up to a phase). For the transfer to occur, we only need to
ensure that:

e ™M 11000) = € ]0001) , (2.6)

here £ is an overall phase and we have taken 2 = 1. In this way, the problem of trans-
ferring a superposition of the form of Eq. [2.5]is reduced to the so-called one excitation
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subspace of the XX Hamiltonian (see the second highlighted 4x4 block in Fig. [2.1).
Therefore, from now on we will consider as our Hamiltonian the one excitation sub-
block of the matrix [2.1] given by:

Ho= ISR (o4 1]+ [+ 1) k) 2.7)

k=1

In the last equation we have introduced the notation |k) = |0105...14...05_1), corre-
sponding to one spin-up excitation on the k-th site.

2.1.1 Perfect state transfer

Let us now introduce the quantity that measures how faithfully we can transfer a state
between an initial |n) and a target |m) site. The quantity is called fidelity and can be
given by the following equation:

F = [(m|e ™" )|’ (2.8)

which is simply the transition probability between the initial and the target site. When
F =1, we say that Perfect State Transfer (PST) has occured. While, the case where
n = m, corresponds to a revival, where the wavefunction relocalizes at some time
t* on the initial site. The quantum revivals occur in every system that satisfies the
prerequisites dictated by the quantum recurrence theorem [18].

In fact, the “proper” fidelity, originally introduced by Bose, is a function of the afore-
mention quantity and is defined as folllows:

VFcosy F 1
=+ — 4+ = 2.
F 3 +6+2 (2.9)

This definition comes from the fact that in general, the state of the n-th spin is a mixed
state with a density matrix given by the following equation:

Pout(t) = P(t) [Your (1)) (Cour(t)] + (1 — p()) 0) (O] (2.10)

where p(t) = cos?§ + sin? O F and

[Vout(t)) = (cos@10) 4 ¢ sin O((m| e " |n)) 1)) (2.11)

1
Vp(t)

Equationis obtained by integrating over all pure initial states of the n-th spin [i;,) =
cos@(0) + ¢?sin@|1), on the Bloch sphere (i.e. 2= [ (V| pout(t*) [thin) dQ). In Eq.
the parameter +y corresponds to the arg{(m| e~"* |n)}. However, this phase can be
adjusted by applying an external magnetic field and thus, can be chosen to be a multiple
of 2. Consequently, since Eq. [2.9]is just a function of F, throughout this thesis when

we refer to the fidelity we will consider Eq. [2.§]
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Figure 2.2: A schematic of an engineered chain with a mirror symmetric profile of the
couplings (different colors correspond to different coupling strengths). (a) Initially the
excitation is localized at the first site of the chain. (b) At the retrieval time ¢* we find
that the excitation has been perfectly transferred to the other end of the chain.

Bose examined whether PST is possible between the first and the last site of spin
chains of different length and he found out that the maximum spin chain length support-
ing PST is N = 4. To remedy the lack of scalability, a modified version of the static
protocol was proposed in [39,92]. In this case, it was assumed that we are capable of
suitably engineering the couplings J;’s between adjacent spins, which then remain fixed
during the transfer process (see Fig. [2.2). More specifically, it was demonstrated that
by enforcing a mirror symmetric profile of the form:

Jo=Jyom, n=0,1,..,N—1 (2.12)

PST could be supported between the two end sites of a spin chain of arbitrary length
N. This protocol is commonly referred to as the engineered .J’s protocol and its main
advantages are: its fastness together with the fact that no dynamical control is applied
during the transfer process. The necessary and sufficient conditions for transferring
a state between the two end sites (1 — NN) of an engineered spin chain, have been
analytically determined [69,118]]. The first condition is that the couplings should follow
the mirror symmetric profile that was introduced in the previous section. The second,
imposes restrictions on the spectrum of the Hamiltonian.

2.2 Reachability criteria

In this section, we will analytically derive the two necessary and sufficient conditions
for achieving PST by adjusting the weigths of the couplings, but without restricting
ourselves to the transfer between the first and the last site of a chain. Instead we will
consider the transfer between two arbitrary sites. The first to consider such a case, to
our knowledge is Kay in [70]. By doing this, we aim to shed light to the underlying
dynamics of the transfer process and identify the role of the network’s symmetries.
More specifically, we will investigate how the symmetries that appear in the coupling’s
profile are modified, depending on the initial and final site of the transfer. To this end,
we have to note, that when examine a particular geometry, we will exclude the solutions
that result in disconnecting parts of the network (i.e. J; # 0).



2.2. REACHABILITY CRITERIA 23

We will examine two kinds of geometries, open and closed chains. By closed chains
we mean that periodic boundary conditions are imposed on the system (i.e. the first site
is connected to the last one). The Hamiltonian of Eq. can be written down in matrix
form:

o Ji 0 ... JINn
J 0 J :
0 J, O
Hy = | . . (2.13)
JIN-1
INv ... Jy-1 0

where Jy # 0 and Jy = 0 correspond to closed and open chains respectively. The
matrix is real and symmetric and no degeneracies are present. The case of geometries
possessing spectral degeneracies will be considered in the next chapter. The eigenvalue
equation writes:

In order for PST to occur between the initial site |n) and the target site |m), we demand

that:
e—iHNt*

ny = e |m) (2.15)

Inserting the resolution of identity I = SN |v;) (v;] we get:

N N

Z i(Eit* =€) (vi|n) [v;) = Z (vi|m) ;) (2.16)

i=1 i=1
where |v;) are linearly independent and thus, V i
Bt =8 (1 |n) = (v;|m) (2.17)

if we add the fact that the eigenvector components of a real symmetric matrix can be
chosen to be real, we end up with two equations:

sin(Eit* — &) =0 (2.18a)

cos(Eit" — &) (viIn) = (v;|m) (2.18b)

We consider a transfer between a set of quantum states (in our case |n) and |m)) as
reachable, when the states are connected through time evolution. That means, we have

the ability to construct a time evolution operator that simultaneously satisfies Eq.
(a) and (b). If we assume that Eq. [2.18](a) holds then Eq. [2.18](b) implies that:

(vi|n) = % (v;lm) (2.19)

which tells us that in each eigenvector of the Hamiltonian matrix the n-th and the m-th

eigenvector components should be equal to each other, up to a plus or minus sign. On
the other hand, Eq. [2.18](a) gives:

Et' —¢=uvm, 1, €N (2.20)
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and taking the difference between two eigenvalues we get:

(Ej — El)t* = (l/j — I/i)ﬂ' (221)
Without loss of generality, we can set the retrieval time to be t* = 7, which results in:
E; - F;
€Q (2.22)
E]’ — E!

This is the second reachability criterium which due to Eq. [2.22] is sometimes called the
rationality criterium for the eigenvalues 38, [120].

Looking things from a slightly different perspective may actually help us gain a more
intuitive picture of what the two reachability criteria stand for. The fidelity of the transfer
between sites n and m is given by the following sum:

N
E VinUVim 62¢i
i=1

where we have introduced the notation v;, = (v;|n) and ¢; = E;t. PST dictates that the
above sum should be maximized. The first reachability criterium makes a step towards
this direction, by ensuring that the absolute values of the involved eigenvector compo-
nents should be equal to each other |v;,| = |vi,,|. What remains to be appropriately
fixed, are the relative signs between them. Namely, the spectrum of the network should
be such that there exists a time t*, for which all the exponents ¢’ can produce an overall
sign to the N terms of the sum.

2

F= (2.23)

In Fig. we depict a schematic of the exponential factors e*® on the unit circle
during a transfer process, corresponding to a system with N = 4. This picture is inspired
by the classical analogy that was presented in [89], where the wave-packet revivals
were linked to the bunching of runners on a racetrack. When ¢ = 0 (see Fig. [2.3] (a))
all vectors align towards the same direction on the positive part of the real axis. For
an arbitrary time ¢ < t* (see Fig. (b)), some vectors rotate clockwise will others
anticlockwise, depending on the sign of the corresponding eigenvalue. When PST is
possible, there is a time ¢ = t* such that all vectors are aligned. In this case, all the
terms in the sum of Eq. [2.23|acquire the same sign and the sum is maximized (PST). In
Fig. [2.3](c) we have singled out two cases, one where the alignment occurs on the real
axis (red vectors) and another where the alignment takes place on the imaginary axis
(black dashed vectors). The phases ¢; then, obey the following equation:

b = {"”T o =0,1,2, .. (2.24)
Of course, in general, the alignment can occur in an arbitrary direction. Nevertheless, for
the systems we will consider in this chapter it will become apparent that Eq. holds.
Finally, in (d) for t = 2t* the vectors are once again aligned on the same direction
(again in the general case this direction maybe arbitrary), this case corresponds to a
revival where the wavefunction re-localizes on its original position acquiring a phase
¢. Note here, that this periodicity that emerges in the dynamics of a quantum system is
always present when PST occurs.
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Figure 2.3: A schematic where the exponential terms of Eq. [2.23] for a system of
N = 4, are represented as vectors on the unit circle.

2.3 Network optimization

For the open and closed geometries that will be analytically examined in the following
section, the fidelity, in the absence of magnetic field, can be seen as a function of the
couplings and the retrieval time:

F = f(Ji,J2,..; In-1, In, t7) (2.25)

where for open chains we have to set .Jy = 0. Thus, for closed chains we have N + 1
parameters while for open chains /V. Finding the set of parameters that support PST can
be treated numerically as an optimization problem. Since, F' € [0, 1], we can define the
infidelity /, which corresponds the cost function (sometimes referred as loss function)
that the optimization algorithm has to minimize.

I=1-F (2.26)

where, in our case, the couplings and the retrieval time are the parameters with respect to
which, the minimization takes place. The optimization algorithm we will use is based on
the Nelder-Mead method [91]. This method is also commonly referred to as the simplex
method, since it employs a polytope (i.e. simplex) of n + 1 vertices in the parametric
space, where by n we denote the total number of parameters. After the boundaries of the
parametric space are imposed, pseudo-random values are assigned on each vertex and
the cost function is computed. In every step of the algorithm, different operations are
applied on one or more vertices deforming the polytope. In this way the polytope scans
the parametric space until a minimum is obtained, the algorithm then returns the optimal
values for the set of parameters. The simplex algorithm will be our main numerical tool
for deducing whether PST between a pair of vertices is possible or not. It is a reliable
method for obtaining the profile of the couplings when their analytical determination
becomes tedious or intractable.
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2.4 Open chains

To address the second question i.e., when the reachability criteria can be met, we will
now explicitly demonstrate that for certain cases the two criteria for PST cannot be met
simultaneously. To do so, we first focus our study on open chains. The eigenvalue
equation [2.14]is a linear system of [NV equations, where, each eigenvector component is
defined up to an arbitrary sign s;;.

J1Si2|vie| = Eisi|vi|
Jisi|vi| + Josis|vis| = Eisia|via]
: (2.27)

JNfQSiN72|Uz‘N72| + JN7151N|UiN| = EiSiN71|UiN71’
In_1Sin—1|vin-1| = Eisin|vin],

To deduce whether PST between the first and the m-th site is possible we will exploit
the first m — 1 equations of the linear system Eq. (2.27]). By doing so, we can express
|vjm | as a function of |v;1| as follows

n—2 n—2
Er = EnSS S JA EnSE % T+
J J

[val, (2.28)

Vim| =

n—1
S1im H Jj
J

where s, is the relative sign between the first and the m-th component of v;.Then by
employing the first reachability criterium we can set |v;,,|/|vi1| = 1 and we end up
with two energy polynomials, corresponding to the plus or minus sign of the product
in the denominator. The number of the real roots of the two energy polynomials added
together, has to be greater than, or equal to the total number of the system’s eigenvalues
otherwise PST can not be achieved.

Based on this counting argument, it is straightforward to deduce that PST from the
first site to any target site n < N/2 for even-sized and n < (N + 1)/2 for odd-sized
chains, is forbidden. Additionally, since an open chain is mirror symmetric around the
axis that passes from its center, two mirror symmetric transfer processes have the same
properties. For example, when we consider the transfer from the first to the third site
of a 6-site chain, based on the above, we have two second degree polynomials that can
give four roots. Thus, PST cannot be made possible, since we ought to have at least six
roots. By invoking the mirror symmetry of the chain, the same holds for the transfer
between the fourth and the sixth site of the chain.

Moreover, specifically for odd-sized chains, because the spectrum of the Hamiltonian
is symmetric, there will always be a zero energy eigenvalue. If we want to examine
whether PST can occur from the n-th to the m-th site we can use Eq. for |v;,| and
|vim|. Using these two relations we can expunge |v;1| and express |v;,,| as a function of
|vin|, then by setting them equal we again end up with an energy polynomial. For the
special case where m is even and n is odd or the other way around, the constant term of
the polynomial is a product of the couplings. Since all the eigenvalues have to satisty
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the polynomial equation, the zero energy eigenvalue has to do so too. However, this
would mean that at least one of the couplings has to be equal to zero and consequently
that the chain gets disconnected. In conclusion, for odd-sized chains no PST is possible
between even and odd sites.

Things get more involved when we try to rule out other PST’s that do not fall into the
two cases we have mentioned so far. To this purpose the second reachability criterium
has to be employed. We will explicitly demonstrate an analytical scheme that can be
used for these cases by considering a specific example.

2.4.1 6-site chain: 1 — 4

We will rule out a PST between the first and the fourth site of a 6-site chain. The energy
polynomial in this case, when we set |v;4] equal to |vg] is

E} — (J2+ JHE + s14J1J3J3 = 0, (2.29)

where s;4 = £1. By using Descartes rule we can deduce the maximum number of the
polynomial’s positive roots depending on the sign of the constant term. In this particular
case, since we are dealing with a 6-site chain and two third degree polynomials, all the
roots have to be eigenenergies of the system. For s;4, = +1 the polynomial can have two
real positive roots Fy, Fy and one negative F3. While, for s;4 = —1, we get one real
positive F, and two negative E5, Eg. Due to the symmetry of the spectrum we also get,
that g = —F4, B's = —FEs and F/5 = — Ej. Considering the above, it is straightforward
to see that the transfer amplitude becomes a sum of sines.

<4| €_iH6t* ‘]_> = — 2|’U11|2 sin Elt* — 2|’U21|2 sin Egt*

(2.30)
+ 2|vsy | sin Est*.

Due to Eq. [2.24, we get that ¢; = Ejit* = (2n; + 1)7. On the other hand, employing
Vieta’s formula, the following equality holds for the three roots of the polynomials.

E, = —(Ey + E3) (2.31)

Multiplied by t* the above equation implies that the sum of two odd integers is an odd
integer. This proves by contradiction that the two reachability criteria cannot be met
simultaneously and PST is not possible for this transfer.

2.4.2 7-sitechain: 1 — 5

Now let us consider a second example, where we examine the transfer between the
first and the fifth site of a 7-site open chain. Using the linear system of Eq. we
express |v;s| in terms of |v;;|. Setting them equal we obtain two energy polynomials
corresponding to s15 = £1.

E4 — (J12 + J22 + Jg)EQ + J12J§ + 815J1J2J3J4 =0 (232)
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For s15 = +1 we find four real roots, +F; and +F5. While, for s;5 = —1 a double root
E, = 0and E? = J? + J? + J2 are obtained. Taking into account the above facts, the
probability amplitude of finding the wavefunction localized at the fifth site after time ¢*
is given by:

<5|6—iH7t* 1> :|Ull|2€—iE1t* + |U21|2 —iFot* |2 —iE3t*

— |vg|? (2.33)

€ (&

- |Us1

iFEst* i t*

— ”U51|2€ — |'l}61‘2€iE3 + ‘Uﬂ‘e
Due to the symmetry of the energy spectrum it also holds that |vy1| = |v71|, |v21] = |ve1]
and |vz1| = |vs1|. Thus, it follows that:

(5] 71T 1) =2|v11|” cos Eit* + 2|vg|* cos Eat*

) (2.34)
— 2|U31|2 COS Egt — ’U41|2.

For the amplitude to get its maximum values, an overall minus sign has to be produced
from the cosines. This means, that F;t*, Est* have to be odd multiples of 7, while Fst*
even. However, from Eq. (2.32), if we multiply with ¢* and employ Vieta’s formula, we
get

(Bit*)? + (BEot™)? = () (J7 + J5 + J2) = (Est™)*. (2.35)

Since, the sum of the squares of two odd integers cannot be the square of an integer, we
have proved by contradiction that the transfer under consideration is not reachable.

The main point we want to highlight can be stated as follows: when the number of
roots of the energy polynomials is greater than the number of the eigenvalues, the sec-
ond criterium can be used in order to prove that some of these roots cannot satisfy the
two reachability criteria simultaneously. It is also clear that as the length of the chain
grows the number of these cases is increased, since we are forced to deal with polynomi-
als of greater degree. We have analytically examined open chains up to 10 sites and the
optimization algorithm we have used, comes in complete agreement with our analytical
findings. Even though the properties of the eigenvalues of Jacobi matrices have been
studied extensively [56, (117, 43], the mathematical task to prove that a number of roots
of an energy polynomial of arbitrary degree cannot satisfy the rationality criterium, to
our knowledge has not yet been properly addressed. As a result, there is no universal
analytical procedure that can be followed to deduce whether PST between two states
is possible or not. It follows that in general, each case has to be studied separately,
which is something that at first sight seems discouraging. Nevertheless, the power of
the analytical approach we just presented here, is that it can be applied with small mod-
ifications for each case and in order to demonstrate this fact more transparently we have
considered the two previous examples.

To sum up, the following general statements can be made for open chains of arbitrary
length. PST is always possible between mirror symmetric sites and this has been rigor-
ously proven for the transfer between 1 and N [118]]. In addition, transfers where both
the initial and target sites are located at the first half of the chain cannot support PST.
The same holds for their mirror symmetric counterparts. Finally, for odd-sized chains
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we have proved that no PST is realized between even and odd sites. To these statements
we will also add one that is based on our numerical results. Having examined open
chains of length up to N = 20 sites, we have numerical evidence which support that
for even-sized chains PST between the first and N — 1 site is always possible, in these
transfers the profile of the couplings is not mirror symmetric. The rest of the cases have
to be studied separately. If we are unable to prove by contradiction that PST is not sup-
ported, we have to search the parametric space and find the suitable profile for the J’s
that extremizes the fidelity.

This can be done numerically via an optimization algorithm or by using yet again the
linear system of Eq. to analytically extract the optimized profile for the J;’s. For
the sake of illustration and to gain a more intuitive picture of the physical system under
consideration, we will present an indicative example for both cases.

The first example considers the transfer from the first to the third lattice site of an open
chain of length N = 4. This example highlights the fact that the profile of the couplings
does not have to be necessarily periodic, as in the case of mirror symmetric lattice sites.
In Fig. (2.4) we have plotted the probability for each of the four states on the lattice
basis as a function of time, obtained by running the optimization algorithm. The system
starts at the first site and then gradually the probability spreads out all over the chain,
until the whole wavefunction gets localized on the third site at the retrieval time. At this

T T T T T T

1.0}
0.8+
0.6+

0.4+

Probability

0.2+

0.0}

Time (1/Jmax)

Figure 2.4: PST between sites 1 and 3. Probability for each lattice site as a function of
time. Time is depicted in units of 1/.J,,,,,, where J,,,, is an arbitrary unit of energy. We
have set J; = J,,4, and subsequently the optimal values for the time and the couplings
are found to be Jy = 0.6J,42, J3 = 0.8 54, and t* = 4.967/ J 00

point we demonstrate that the method we suggest here to examine reachability, is also
very powerful for designing the optimal profile in reachable cases. By employing the
linear system of Eq. for a 4-site chain together with the first reachability criterium
we obtain the following energy polynomial

E?* — J? + s13J1Jy = 0. (2.36)

The system has four eigenenergies that are symmetric around zero, that is £F; and
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+FEs. It is clear that the s13 = +1 gives the pair of eigenenergies with the minimum

absolute value, say +F, while s;3 = —1 corresponds to £F>. Having in mind the
above, it is straightforward to see that
(3| e (1) = 2|vy1|? cos (Ert*) — 2|vay|” cos (Eat®). (2.37)

The first pair of eigenenergies that gives an overall sign to the sum is, £t* = 7 and
Eqt* = 27, If we multiply the equations of the linear system Eg. with the
retrieval time ¢*, all quantities become dimensionless. After doing so, we can solve the
linear system in terms of the couplings and time and obtain the same values as those
produced by running the optimization algorithm.

2.5 Closed chains

For closed geometries, the introduction of the coupling between the first and the last site
changes the system’s behavior in a drastic manner. The linear system in this case takes
the following form:

J1sia|via| + Insiv|vin| = Eisit|vi

Jisit|vit| + Jasis|vis| = Eisia|via (2.38)

Insil|vi| + In—1Sin—1|vin-1] = Eisin|vin]-

Let us consider PST between an arbitrary pair of sites for a closed chain of fixed length.
Following the same procedure as we did for the open chains, we express the eigenvector
component of the initial site as a function of the eigenvector component of the target
site and we extract two energy polynomials. Due to the cyclic symmetry of the closed
system, the degree of the energy polynomials is the same, independently of the choice
of the initial and target sites. Namely, the highest degree polynomial for a circular chain
of length NV is N — 2 for even-sized chains and N — 1 for the odd ones.

From this perspective, it should come as no surprise that our numerical and analytical
findings support the following statement: “For any closed chain of fixed length, if we
can find an optimal profile for the couplings that supports PST between a particular pair
of sites, then an optimal profile that supports PST between an arbitrary pair of sites
always exists”. Similarly, if PST is not possible for a pair of sites then the same holds
for all pair of sites. Note here that we have assumed different initial and target sites. We
do not take into consideration the case of quantum revivals which are always reachable.

In addition to the aforementioned facts, the even or odd length of the chain turns out
to play a crucial role to the reachability of a transfer. In particular, all odd-sized chains
with the exception of N = 3 do not support PST. On the contrary, for even-sized chains
of arbitrary length, we can always obtain an optimal profile for the couplings that makes
the transfer between any particular pair of states reachable.

The N = 3 closed chain is the only odd geometry in which PST is possible between
all pair of sites. We will impose the first reachability criterium on the linear system for
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the transfer between a pair of sites. Without loss of generality, we pick the first and the
third site. Then, depending on which equations we use, we can either obtain a second
degree polynomial

E? — s133E — Ji(J; + s132) = 0, (2.39)

or a first degree polynomial
(JQ — 813J1)E + J3(J1 — 813) = 0. (240)

In Eq. (2.39), we expect that one choice of the sign 53 will give one eigenvalue, while
the other choice, will give the other two eigenvalues. On the other hand, by observing
Eq. (2.40) we could immediately state that, since two first degree polynomials cannot
give three solutions, PST is not possible. This however is not the case here. For s13 =
—1 we get that £y = —J3 but for s;3 = +1 we can pick J; = J, which gives an infinite
number of solutions and thus we can avoid the contradiction. In conclusion, PST is
realized in this system as long as £y = —J3 and J; = J5. The N = 3 closed geometry
is the only case where a specific choice of the couplings can lead to an omission of
the highest order term in the energy polynomial. For all the other odd closed chains
(N > 3), PST is not supported. To analytically demonstrate this fact, we can demand
that the energy polynomials, obtained from the linear system (2.38]), possess as roots
the system’s eigenvalues, arriving this way to a contradiction. For the even-sized closed
chains, the optimal profile for the couplings that supports PST between a particular
pair of states, can be obtained by the same scheme that was developed in the previous
section.

Nonetheless, the optimization algorithm, as the system’s length grows, remains our
strongest tool for obtaining the optimal profile for the couplings. Thus, it is worth
highlighting a property, that besides its physical importance, enables us to make the
optimization algorithm more efficient. When running the algorithm we obtain many
solutions for the coupling’s profile in reachable cases. Of particular importance is the
fact that, there always exists a solution which is locally symmetric on the two different
“paths” (clockwise, anti-clockwise) leading from the initial to the target site. To clarify
further this point, we will consider a specific example.

In Fig. we show the probability for each lattice site for an engineered profile of
the couplings, that supports PST between the first and the third site of a 6-site closed
chain. By observing the values of the couplings we can easily notice that, for the path
that goes clockwise from the first to the third lattice site, J; = .J5. For the anti-clockwise
path, the profile is again parity symmetric (J3 = Jg and J; = J5). Therefore, by
imposing such symmetries on the couplings, we can drastically reduce the dimensions
of the parametric space in which the optimization algorithm searches for solutions. In
the following chapter we will investigate the root of the emerging symmetries on the
profile of the couplings for a quantum network of arbitrary geometry.
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Figure 2.5: PST between site 1 and 3. Probability for each lattice site as a function of
time. Time is depicted in units of 1/.J,,,,.. We have set J; = J,,,4, and subsequently the
optimal values for the time and the couplings are found to be J, = Jas, J3 = Jg =
0.369J 4z, J1 = J5 = 0.547 0, and t = 8.494/ -



Chapter 3

Latent symmetry and PST

3.1 Preliminaries

In this chapter we will identify the graph theoretical concepts related to the phenomenon
of PST in discrete networks and unravel the underlying geometrical symmetry that has
to be imposed between two sites in order to be able to support PST. Our aim is twofold,
on the one hand we want to highlight the power of the tools developed in graph theory,
most of which remain blurry in the physics community. On the other, we will demon-
strate how these concepts will allow us to gain a deeper understanding of the underlying
dynamics of the PST process and indicate in which ways we can employ them in order
to extend our means of controlling and designing quantum networks that feature PST.

3.1.1 A continuous-time random walk on a graph

A graph G(V, E) denotes a set of objects, commonly addressed to as vertices V', pairs
of which are connected. We will consider weighted graphs, where their connections
belonging to the set £ are called edges and each element e;; (connecting vertices 7 and
j) is weighted by a function w : E — R™. A graph G can be fully specified by its
adjacency matrix Ag which is defined as follows:

Ag = w(z,]) for €ij E E 3.1)
0 otherwise

When all the edges have the same value, the graph is called unweighted and the value
1 is used to signify the existence of an edge. In the case of a weighted graph, arbi-
trary values can be assigned to every edge, we will restrict ourselves to positive real
numbers. In Fig. we give a diagrammatic representation of a weighted graph G,
consisting of 3 vertices and 4 edges together with its adjacency matrix Ag,. Note, that
the diagonal entries in the adjacency matrix correspond to edges that are connecting
the vertices to themselves and are diagrammatically represented by loops. Let ¢/(t) be a

33
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Figure 3.1: A weigthed graph consisting of 3 vertices and 4 edges, together with its
adjacency matrix.

time dependent-vector on the vertices of (&, then for a continuous-time quantum random
walk starting from the vertex a the evolution is given by

(1)) = e 49 |a) (3.2)

where |a) corresponds to a unit vector of the form |00...1,...0), defined in the basis of the
adjacency matrix. The adjacency matrix of a graph has an one to one correspondence
with the Hamiltonian matrices we considered in the previous chapter. The vertices cor-
respond to sites, the weighted edges to the couplings between the spins and the weighted
self-loops to the magnetic field on each site. Thus, from now on we may use the afore-
mentioned terms interchangeably. We say that PST occurs between vertices a and b
when:

(bl e "¢ |a)| =1 (3.3)

where t* corresponds to the retrieval time.

3.2 Cospectrality

In the previous chapter we have introduced two reachability criteria which pose the nec-
essary and sufficient conditions for PST. The first reachability criterium for two vertices
a and b, belonging to a graph G of N vertices, writes:

[(vila)| = [(vilb)| i =1,2,.., N (3:4)
where v; corresponds to the i-th eigenvector of the Hamiltonian matrix.

When Eq. holds the vertices a and b are said to be cospectral [110]. Cospec-
trality is a property that has been related to PST [63] and the following statements are
equivalent [63]]:

1. vertices a and b are cospectral

2. o(H\a)=0(H\D)

3. (H") o = (H*)pp VK
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Figure 3.2: The first three powers of a 4-site open chain supporting PST between
vertices v; and vs. For the highlighted elements of H? and H?3, we demonstrate how the
entries of each matrix can be interpreted in terms of walks.

By o(H \ a) we denote the spectrum of the Hamiltonian matrix computed after the row
and column corresponding to the vertex a, have been deleted. Of particular importance
is the third equivalent definition of cospectrality, since it allows us to interpret the con-
cept in terms of walks in the graph. We will demonstrate this geometrical picture of the
matrix powers of the Hamiltonian by considering a simple example that was examined
in Chapter 2| Namely, we will consider a 4-site chain supporting PST between the first
and the third vertices. We have previously raised the importance of this example, that
belongs to the class of transfers where the profile of the couplings is not mirror symmet-
ric. In Fig. [3.2] we have computed the first 3 matrix powers of the Hamiltonian for a set
of couplings that supports PST between v; and v,. We will now proceed and give the
interpretation of the matrix entries in terms of walks. For an entry (H"), ;, the matrix
power k corresponds to the number of steps we can take, while the subscripts ¢, j corre-
spond to the initial and final vertices of the walk. For the calculation of each entry, what
we basically do is adding all the possible walks of length £ between the ¢-th and the
j-th vertices, while at the same time compensating for the weights of the edges. Taking
for example (H?)3 3 we have two options for realizing a walk of length 2 starting and
ending at the third vertex. The first is to go, 3 — 2 — 3 and the otheris 3 — 4 — 3,
each time an edge is crossed we have to multiply with the corresponding weight and at
the end the walks have to be added together. Therefore, for this particular example, we
get (H?)33 =11+ 1.3333-1.3333 = 2.77769. Following the same procedure, all the
matrix entries of each power of the Hamiltonian matrix can be computed. In Fig.
we provide an additional example by considering the off-diagonal entry (H?); 5.

Based on the above discussion, we can relate the first reachability criterium with
the geometry of the network, restating it in the following way: One of the necessary
conditions a quantum network should satisfy in order for PST to occur between vertices
a and b, is that the sum of all the weighted walks of length k starting and ending on
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vertex a should be equal to the corresponding sum of walks of vertex b (i.e. (H¥),, =
(H*);3) and this should hold for every power of the Hamiltonian matrix. Actually here,
by taking advantage of the Caley-Hamilton theorem, which states that a square matrix
satisfies its own characteristic equation, for a Hamiltonian consisting of N vertices, it
directly follows, that it suffices to ensure that this holds for all £ < N — 1.

3.3 Isospectral reduction and Latent symmetry

We will now briefly review another concept originating from network theory, that goes
by the name isospectral reduction [24]. The purpose of the isospectral reduction trans-
formation, as the name suggests, is to reduce the dimension of a matrix H in CN*N
while at the same time preserve its spectral information. In order, for a smaller matrix
to be able to preserve the eigenvalues of the original matrix, rational functions are em-
ployed. The isospectral reduction is performed over a set of vertices S and is defined in
the following way:

Rs(H,\) = Hgs — Hgg(Hgg — I\) " Hgg (3.5)

by S we denote the complement of S, that is the rest of the vertices that are not included
in the set S. The matrices Hgg and Hgg are obtained by deleting all the vertices of S and
S respectively, while Hgg and Hgg correspond to the connections between set S and S.
The isospectral reduction is defined for all values of A besides the ones that correspond
to eigenvalues of Hgg, we will denote this set by £. Thus, the isospectral reduction
is properly defined when A € L. The eigenvalues of the reduced matrix Rs(H, \) are
given by:

det(Rs(H,\) — XI) =0 (3.6)
If the spectrum of Hgg does not contain any eigenvalues of the original matrix H then
all the eigenvalues of H are given by Eq. [3.6l On the contrary, the eigenvalues of H

that are contained in the spectrum of Hgg are excluded from the spectrum of Rg(H, \).
Thus, for the spectrum of the reduced matrix o(Rgs(H, \)) we get:

o(Rs(H, ) = o(H) — 0(Hsg) (3.7)

In Fig. [3.5| we give two representative examples, one where the initial graph is reduced
over three vertices and all spectral information is preserved and one where the reduction
over two sites does not contain all the eigenvalues of the initial graph.

We have to highlight here an important aspect of the reduction that will be proved to
be crucial for our approach. The reduced matrix obeys the eigenvalue equation:

Rg(H, \i)Vi = \iv; (3.8)

where by \; and v; we have denoted the eigenvalues and eigenvectors of Rs(H, X;).
Note, that the eigenvectors v; do not have to form an orthogonal basis and in principle,
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o O 1 0 0 O
1 0 2 3 4
Vo H = 0 2 0 0 O
Vs V3 0O 3 0 0 O
0 4 0 0 O
Wi o(H) = {—v/30,v30,0,0,0}
f Sl = {V3,V4,V5} \ / 52 = {Vl,Vg} \
4\ 6\ 8\
X—1 X2—1 X2-1 0 1
Rs, (H,\) = ( Xgil /\?il ,\122—)\1 ) Rs,(H,A) = ( 1 2 )
8\ 12X 16\ pY
X—1 N2=1 2—1
o(Hg,s,) ={-1,1} o(Hs,s,) = {0,0,0}

K o(Rs, (H,)\)) = {—/30,v/30,0,0,0} j k o(Rs,(H, \)) = {—/30,/30} /

Figure 3.3: A 5-vertex graph is given together with its Hamiltonian matrix / and its
spectrum o(H). In the first case (bottom left) the reduction is performed over the set
S1 = {vs, v4, V5 }, while in the other (bottom right), over Sy = {vy, vo}. For both cases,
we provide the spectrum of the reduced matrix together with the spectrum of Hgg.

could even be linearly dependent or pairwise identical. However, they are related to the
eigenvectors v; of H [52,23]]. Namely, V ¢ we can write:

{Q'j = CiVij j € S (39)

where, by v;; we denote the eigenvector components, while ¢; corresponds to a normal-
ization constant. That means, that each eigenvector of the reduced matrix is up to a
normalization constant, the projection of the corresponding eigenvectors of H onto the
set S.

3.3.1 Latent Symmetry

We are now ready to present the concept of latent symmetry that was recently introduced
by Smith and Webb [113]. It was defined in the following way: A graph G has a
latent symmetry, if there exists a subset of vertices S, that are symmetric under some
isospectral reduction Rg(G) [113]]. Latent symmetry, as the name implies, allows one
to identify symmetries of a network that are difficult to unravel unless performing a
reduction.

To serve our purpose of connecting this notion to the phenomenon of perfectly trans-
ferring a state in a quantum network, we will consider isospectral reductions on a subset
of two vertices. We say that two vertices are latently symmetric if their isospectral re-
duction is a bisymmetric matrix. When the adjacency matrix of the graph is symmetric,
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which is always the case for the class of Hamiltonian matrices we consider in this work,
the isospectral reduction over two vertices takes the following form:

Rs(H,\) = (J;lg)) J€2 ((AA))) (3.10)

where f1()\), f2(A) and g(\) are rational functions of the parameter A\. Thus, in order
for the matrix of Eq. to be bisymmetric, we need f1(\) = fo(A), VA € L.

If we look back at Eq. [3.9] we immediately notice that when two vertices of a Hamil-
tonian A are latently symmetric then the absolute values of the corresponding eigen-
vector components for each eigenvector of [ should be equal to each other. Therefore,
latent symmetry between two vertices implies cospectrality. This fact has been very
recently demonstrated in [[73l].

3.3.2 4-site open chain revisited

Let us sum up the concepts introduced so far. A necessary condition between two
vertices that support PST is that the corresponding eigenvector components for every
eigenvector, should be equal to each other up to a sign. When this is the case, the two
vertices are called cospectral. The notion of cospectrality has a geometrical interpreta-
tion in terms of walks on the quantum network. In fact, it implies that a not so apparent
symmetry exists between the two vertices. A way to deduce whether this symmetry is
present or not, is to perform the transformation of isospectral reduction. We will now
demonstrate how to employ latent symmetry in order to identify the symmetry that has
to be imposed on the J’s profile in order to achieve PST between two vertices. To this
purpose, we will consider the simple example of a 4-site open chain that was examined
in the previous chapter.

The Hamiltonian matrix of a 4-site open chain is as follows:

0 J; 0 0
(a0 koo

I (3.11)
0 0 J; O

We will first examine the transfers 1 — 4 and 1 — 3. In Eq. [3.12] we have calculated
the isospectral reductions over the corresponding pairs of vertices.

2
)\;]1 ?\]_2 112(]2}73 Ji J1Ja
— —J2 —J2 — A A
R{174} (H4) - J1JoJ3 Jg)\ R{1,3} (H4> - J1Jo J22+J32 (312)
N2 N2 > T

When we demand that the resulting matrices should be bisymmetric for the case 1 — 4,
we get that J; = Js;. This comes is accordance with the mirror symmetric profile
that should be imposed on the chain in order to support PST between the first and the
last vertices. On the other hand, for the transfer 1 — 3 we get a pythagorian triplet
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J¢ = J2 + J2. Thus, an underlying hidden symmetry is revealed explaining the non
mirror-symmetric profile of the couplings that we obtained in the previous chapter.

0 .
R{l,g}(m):( 7, J22/\> (3.13)

-2

As for the case of the transfer 1 — 2, by inspecting the reduction of Eq. we can
immediately see that the only solution is J, = 0. Therefore, we can deduce that this
transfer is non-reachable, since the only way to make the two vertices latently symmetric
is to disconnect the chain.

3.4 What about network degeneracies?

We will now re-derive the necessary and sufficient conditions for PST, however on the
contrary to the previous chapter, we will not assume that the system’s eigenvalues are
simple. Instead, we will consider the more general case where a degenerate eigenvalue
& of multiplicity j exists. The following approach holds for an arbitrary number of
degenerate multiplets.

We start by demanding PST between vertices n and m, of an N vertex graph, at the
retrieval time ¢*: ‘ ‘
e HY In) = e |m) (3.14)

After inserting the resolution of unity, we split each sum to a degenerate and a non-
degenerate subspace:

D (o) [+ €S ol o) = €37 (ol o) ¢ D Goelm) )

(3.15)
where ‘v3> and |vy) are the eigenvectors corresponding to the degenerate and the non-
degenerate subspace respectively. Moreover, k is the number of simple eigenvalues and
of course N = j+Fk. Invoking the linearly independence, we can treat the two subspaces
independently. Thus, we obtain the two following equations:

et <v§’n> = ¢t <Uﬂm> (3.16)
B (uyn) = €% (v).|m) (3.17)
For the non-degenerate subspace we get:
sin (Bt —&) =0 and cos (Ext™ — &) (vg|n) = (vg|m) (3.18)
and combining the above results we have:
(vg|n) = dy (vg|m) (3.19)
where for a given k, dj, can be either +1 or —1. For the degenerate subspace we get:

sin (Et* =€) =0 and  cos (Et* — &) (vi|n) = (vj|m) (3.20)
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and we end up with:
(vi|n) = d (v}|m) (3.21)

where in contrast to the previous case, for all j, d can be either +1 or —1. In other words,
the relative sign of the eigenvector components corresponding to the vertices n and m,
should be the same for every eigenvector belonging to the same degenerate subspace.
Vertices satisfying the aforementioned condition are called strongly cospectral [63] due
to the fact that the condition [3.21] is more restrictive than cospectrality. Moreover, in
[73]] it was proven that two vertices are strongly cospectral if and only if their isospectral
reduction is a bisymmetric matrix and its eigenvalues are simple.

We will now present an indicative example employing strong cospectrality to achieve
PST. We will consider a graph of five vertices and ten edges. The graph is depicted in
Fig. along with the corresponding Hamiltonian matrix. We will examine the case
where the weights are determined by three parameters (a, b, ¢), all of which are different
from each other. In this particular setting the Hamiltonian has a double degenerate
eigenvalue £y = FEy; = —a. If we perform the isospectral reduction over all pairs of
vertices, we can deduce that the following pairs are cospectral:

{V17V2}7 {V17V3}a {V27V3}7 {V4a V5} (322)

However, when we run our optimization algorithm in order to find out whether a set
of parameters {a, b, c,t*} exists such that PST is supported, we conclude that such a
set exist only for the vertices {v4, vs}. This is because the vertices v4 and v are the
only pair of strongly cospectral vertices, which becomes apparent when we calculate
the spectrum of the reduced matrix:

3c? 3¢

+b

Rys5 = ( ﬁ"ib A=Za, ) (3.23)
A—2a A—2a

In every other case, the spectrum of the reduced matrices always contains the degenerate
pair of eigenvalues. On the contrary, o(Ry45)) does not contain any of the degenerate
eigenvalues, both of them belong to the set o(Hgg). In general, in order for two vertices
to be strongly conspectral for a d-fold degenerate eigenvalue, at least d — 1 eigenvalues
should be contained in o(Hgg). Let as return to the picture that was introduced in the
previous chapter, where the exponential terms e'“i appearing in the sum:

5 2

F =) vyvie™| (3.24)

i=1

are represented on the unit circle. In Fig. [3.4 we may notice that all vectors are aligned
(red ones), besides two (black ones) which correspond to the degenerate eigenvalue.
This may seem disturbing at first sight, since we have explicitly argued that in order
for PST to occur all vectors should be aligned, so that the exponents can produce an
overall sign that maximizes the fidelity. However, before rushing into conclusions, let
us turn our attention on the eigenvector matrix of the Hamiltonian (computed for the set
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Figure 3.4: A 5-vertex graph is given together with its Hamiltonian matrix. For this
given parametrization of the edges, PST is only supported between vertices v, and vj

which are strongly cospectral.

of parameters that result in PST between the fourth and the fifth vertices):

—0.8082 0.1158 0. 0.3515 —0.4579
0.5044 0.642 0. 0.3515 —0.4579
0.3038 —0.7578 0. 0.3515 —0.4579
0. 0. —0.7071 —0.5608 —0.4305
0. 0. 0.7071  —0.5608 —0.4305

(3.25)

where the first two columns are the two eigenvectors corresponding to the degenerate
eigenvalues. One can immediately notice that the eigenvector components correspond-
ing to the fourth and the fifth site (vi4, v15 and wvoy4, vo5) are equal to zero. Thus, these
two terms contribute to the maximization of the sum of Eq. [3.24] through their absence
and due to this reason the corresponding vectors in Fig. [3.4] do not have to be aligned
with the rest. In the general case, strong cospectrality ensures that the exponetial factor
of the degenerate subspace aligns the corresponding vectors, at t = t*, with the rest.
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sin (E;t)

Figure 3.5: The exponential terms e*“* for the example we considered in Fig. are
represented as vectors on the unit circle for ¢ = ¢*, where PST occurs.

3.5 Applicability

In this chapter we have unraveled the connections between the PST in engineered chains
and some recently developed concepts coming from graph theory. By doing so, we
have traced the origin of both symmetric and asymmetric profiles that we encountered
in the previous chapter when examining open and closed geometries. The underlying
symmetry a network should posses, in order to support PST between a pair of vertices,
is the latent symmetry. The isospectral reduction procedure provides a straightforward
methodology, that allows us to deduce whether the aforementioned symmetry is present
in a quantum network. Moreover, we are able to obtain the symmetries of the couplings’
profile. This information is crucial for both the optimization and the inverse eigenvalue
algorithms [69], which are the main numerical tools that are employed for designing
networks that support PST. Lastly, in a given network where the geometry of the network
does not allow for PST to occur, schemes can be devised to obtain the set of suitable

modifications that have to be applied in order to make it so. Steps towards this direction
have been made in [63, 106, 88]].



Chapter 4

Fractional State Transfer

4.1 Preliminaries

A way to generate entanglement in the one-excitation subspace of a quantum spin chan-
nel through the engineered J’s protocol is by employing the phenomenon of fractional
revival. As we have already seen in Chapter [2] when a one-site excitation at some point
during the dynamical evolution relocalizes on the initial site, we say that a revival has
occurred. The fractional revival on the other hand, occurs when the wavefunction, for a
time t* in between two revivals, is localized in a particular number of sites (target sites).
This phenomenon exhibits a periodic behavior with period equal to the period of one
full revival. In fact from a point of view, PST can be thought of, as a special case of
fractional revival.

Coming back to entanglement, it is worth noting that since the early days of the
engineered protocol, it was highlighted [38] that entanglement transfer can be realized
in the chain. In the most simple case, this is due to the fact that the mirror symmetric
profile simultaneously supports PST between mirror symmetric sites. We can imagine
that a Bell state of the form 1/4/2(|01) + |10)) is imposed on the first two qubits of an
N-site chain. Therefore, in the one excitation subspace (i.e. |k) = |010s...15...0x_1))
our initial state has the form

1

V2

Att = t*, corresponding to the retrieval time where PST occurs between vertices 1 —
N and 2 — N — 1 we will get the state

¥ (t = 0)) (1) +12)) (4.1)

1
V2

In this way, the Bell state is transferred on the other end of the chain. An important thing
that we have to keep in mind and also applies for the fractional revivals we will consider
in this chapter, is the fact that since we restrict ourselves to the one-excitation subspace,

[t =17)) = —=(IN) + [N — 1)) 4.2)

43
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we do not consider entangled states containing two-excitation terms like 1/+/2(]00) +

|11)).

In the same spirit with the aforementioned scheme, one can consider the following
scenario. We start with an excitation localized on the first site of the chain |1). If
the chain supports a fractional revival, where the wavefunction is equally distributed
among the first and the last site, at t* we obtain the state 1/v/2(|1) 4 |V)). Tracing out
the other spins of the chain, this is equivalent to the generation of the entangled state
1/4/2(]10) + |01)). In fact a few years back, Kay [71] generalized this approach by
numerically demonstrating that in principle, an arbitrary one excitation quantum state
can be generated by suitably engineering the quantum channel.

In this chapter we will present our contribution towards the direction of entanglement
generation in an engineered quantum channel. We will do so by extending the approach
we followed in Chapter[2] In this case, we will examine the splitting of the wavefunction
during the transfer between an arbitrary initial and two arbitrary target sites of the spin
chain. When this transfer process occurs with fidelity F' = 1, we say that Fractional
State Transfer (FST) has occurred. We will consider the fractional revivals as a special
case of FST, corresponding to the case where one of the target sites is the same as the
initial one. Our aim is to identify the reachable and non-reachable transfers and deduce
which states can be prepared by employing this scheme.

4.2 Reachability criteria for FST

We yet again restrict ourselves to the one-excitation subspace of the XX Hamiltonian
(see Eq. [2.2)) and we are considering the transfer between an initial site |n) and two
target sites |m) and |k). The target state has the following form:

| (t = t*)) = cos x [m) + sin xe” |k) (4.3)

where y € (0,7/2) and 6 € [0, 27) In order to achieve fractional perfect state transfer,
the following equation should hold:

e Y In) = e (cos x |m) + e sin x |k)) (4.4)

inserting the resolution of identity we get:
N

N
D e E (uyln) o) =) (cosx (vilm) + € sinx (vilk)) [} (4.5)
=1

i=1
and invoking linear independence:
e F=8) (1 |n) = cos x (vi|m) + e sin x (v]k), Vi (4.6)

Thus, when separating real and imaginary parts we end up with the following relations:

cos(Eit" — &) (vi|n) = cos x (v;|m) + cos @ sin x (v;|k) (4.7a)
sin(E;t" — &) (v;|n) = sin 0 sin x (v;|k) (4.7b)
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From here on, we can distinguish two cases, one where # = v7 for which we obtain:

sin(Eit* — &) = 0 (4.8a)
{viln) = F(cos x (vs|m) + sin x (v;[k)) (4.8b)

and another where 6 # v, for which we get:

N . .
Zsm (Eit* =€) _q (4.92)
— sin 20 sin? y '
N *
Zsm (0 — Eit*+¢) 1 (4.9b)
sin? @ cos? y

=1

What we can immediately notice, is that for § = vm we once more obtain the rationality
criterium (see Eq. 4.8|(a)), that we have encountered in the PST case of Chapter

4.3 Numerical results

In a manner similar to Chapter |2 an optimization algorithm was employed to examine
the reachable and non-reachable transfers in an open chain geometry. The optimization
parameters are the couplings J;, time ¢, the relative phase between the two targets 6 and
the angle x, which is related to the target sites’ amplitudes. The cost function that the
optimization algorithm tries to minimize is the infidelity, defined as 1 — F', where F'is
the fidelity of FST given by:

2

F=|@t=1t) e n)| (4.10)

We will start by sketching the pattern of reachable and non-reachable transfers based
on our numerical results. Even and odd-sized chains will be treated separately.

Concerning the even-sized chains, fractional revivals are always reachable when n =
m and k is the mirror symmetric of m. In these cases ¢ = 7 and the J’s profile are
symmetric. The fractional revival between the first and the /N — 1 site of the chain is
also always reachable. All transfers where the target sites are 1 and IV are reachable,
irrespective of the initial site. Finally, in general, the transfers where both target sites
are in the first half of the chain (m, k < N/2) are non-reachable.

For odd-sized chains, all transfers where the target sites are 1 and N are reachable,
irrespective of the initial site. In addition, every transfer where n = 1, m = i(i =
1,2,....,N — 1) and kK = N, is reachable . Non-reachable are the transfers where we
go from the central site to the two nearest mirror symmetric ones, an exception to this
rule is N = 3 where FST is supported and the two couplings are equal to each other
J1 = Js. Finally, similarly to the even-sized chains, the only fractional revivals that are
reachable are the ones where the initial site n (n = m) and the target site k£ are mirror
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Figure 4.1: Infidelity as a function of the angle , corresponding to the fractional state
transfer 1 — 4 + 2. The red points correspond to the values Y = 0 (PST between 1
and 4) and xy = 7/2 (non-reachable PST between 1 and 2). The inset shows the gradual
increase of infidelity in the region close to /2.

symmetric. Note, that in this case, in contrast with the even-sized chains, the relative
phase is 0 = v.

We will highlight some important aspects of the aforementioned numerical results.
One thing that we examined is how the solutions we obtain are affected by the ampli-
tudes of the target sites. More specifically, we wanted to know if there are values of
the parameter x for which the infidelity of the process is increased. To this purpose
for the reachable transfers we have taken different values of y € [0, 7/2] and for each
value we obtained through the optimization algorithm the optimal set of parameters that
minimizes the infidelity. In Fig. .| we give an indicative example by considering the
fractional state transfer between the initial site |1) and the target sites |2) and |4). For
x = 0 the infidelity of the process is zero (i.e. of the order of 107!%) since this corre-
sponds to PST between the first and the fourth site, which we know is reachable. On the
contrary for x = 7/2, which corresponds to the non-reachable transfer between sites
1 and 2, the infidelity is increased and becomes of the order of 10~*. For the rest of
the values corresponding to different distributions of the wavefunction among the target
sites the infidelity is zero. This fact indicates that the process is insensitive to the values
of the amplitudes that we may impose on the target state. Let us make one small remark
here concerning Fig. 4.1} The fact that in the infidelity suddenly jumps when approach-
ing the value x = /2, is due to the size of the step we have chosen for scanning the
interval. If we decrease the size of the step and examine the behavior of infidelity for
x-values arbitrary close to 7/2 we will see that the transition is smooth and no sudden
jump takes place (see the inset in Fig. 4.1).

Of particular interest is the profile where all .J’s, besides the ones on the center of the
chain, are mirror symmetric. Solutions that follow this profile have been first obtained
in [44] and later on in [10] through an inverse eigenvalue schemes, while in [38] an
analytical treatment was developed. In every case, their relation to the mirror profile
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of the standard PST has been highlighted. We have strong numerical indications that
this is a distinct feature of fractional revivals, since no such profile for the couplings has
been encountered in any other fractional state transfer process.

Lastly our attention was drawn by the fact that in order to get zero infidelity the
. . . .. . 7T
phase factor 6 is restricted in acquiring either the value v7 or (2v + 1)—, where v € Z.

To validate this numerically, for fixed amplitudes (i.e. x) we have examined infidelity’s
behavior, taking the phase factor 6 € [0, 27|. In Fig. 4.2|we consider two such examples.
On the right plot it is apparent that in order to get zero infidelity, the phase factor # has to
be equal to v, while on the left plot § = (2v4-1)7. Examining the pattern of reachable
transfers we have observed that if the two target sites are both odd or even-labeled the
relative phase 6§ = v (e.g. Fig. d.2[(a)). On the other hand, when one target site is even
and the other odd we get 0 = (2v + 1)7 (e.g. b)). In the following section we will
analytically demonstrate that this is the case for a particular class of networks which are
called bipartite.

0.5

0.4

Infidelity

o0
X
“)U"Uuu()

0

Figure 4.2: Infidelity as a function of the angle 6, corresponding to the fractional state
transfer (a) 1 - 1+4and (b) 1 — 2+ 4.
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4.4 Restrictions on the relative phase

In this section we will analytically demonstrate why the relative phase between the
two target sites that were considered, is restricted in acquiring the values § = v or
(2v + 1)F. To this purpose, we will first introduce the notion of a bipartite graph [62].
A graph is bipartite if all its vertices can be partitioned in two sets S; and S5, in such
a way that every edge has one end belonging to S; and the other to S;. A way to
identify the bipartite character of a graph is through proper coloring. Proper coloring is
the procedure where colors are assigned on each vertex, such that no adjacent vertices
have the same color. Of course for a /NV-vertex graph this can be trivially realized by
employing NV different colors. What is important is the least number of colors that are
needed for proper coloring a graph. This number is called the chromatic number of a
graph. If the chromatic number of a graph is 2 then the graph is bipartite. In Fig. 4.3
we provide some examples of bipartite and non-bipartite graphs.

For a bipartite Hamiltonian matrix, assuming that its vertices are colored with black
and red, we can define [100] the operator:

S=> " In)(n[=>_ In)(n| 4.11)

néeblack néered

which anticommutes with the Hamiltonian. For an open chain, we assign the black color
to even-numbered vertices and the red to odd-numbered vertices. If k is an even vertex
S |k) = |k), while if k is an odd vertex S |k) = — |k). Moreover, for every eigenvector
|v;) with eigenvalues E;, S |v;) will be the eigenvector corresponding to the eigenvalue
—F;. Based on the latter, we can write:

e n) =" (wiln) (e fug) + €S |vy)) (4.12)

E;>0

where |v;) are the eigenvectors corresponding to the positive eigenvalues. If we multiply
Eq. from the left by a site basis vector (k| depending on whether £ is even or odd,
the sign of the second term inside the sum will be plus or minus respectively. Thus, for
k € even, (k| et¥" |n) will become a sum of cosines Eq. (a). On the contrary for

(a) (b) (c)

Figure 4.3: (a) A bipartite graph with chromatic number 2. (b) A graph with chromatic
number 3 (c) A graph with chromatic number 4.
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k € odd, we will get a purely imaginary sum of sines Eq. (b).

(Keven| et In) =2 Z (viln) (Keven|vi) cos (Et") (4.13a)
E;>0

(koad €' In) = —2i Z 2 (vi|n) (koda|vi) sin (E;t") (4.13b)
E;>0

The same equation will of course hold if instead of Keyen, koaa W€ had meyen, Mogq- On
the other hand, when we multiply Eq. [4.4] from the left with (k| and (m| we get:

<k‘| 6z‘Hlt*

ny = cos (6 + &) sin x + isin(6 + &) sin x (4.14a)
(m| e |n) = cos € cos y + isin € cos x (4.14b)

If we now equate the real and imaginary parts of Eq. [.13]and Eq. §.14] for both
Keven, Koad @and Meyen, Moga W€ can derive the following relations:

Keven, Meven © sin(@+¢&) =0 and sin& =0 (4.15a)
Kodd, Moda ©  cos(@+&) =0 and cos¢ =0 (4.15b)
Kodd, Meven :  €cOs8(0+&) =0 and sin& =0 (4.15¢)
Keven; Modd ©  sin(0+&) =0 and cos& =0 (4.15d)

From which it directly follows that for a bipartite Hamiltonian, when the two target
sites belong to the same partition of vertices, their relative phase is restricted to take the
values # = v, while when they belong to different partitions § = (2v + 1)7/2, where
v € Z. This proof can be seen as an extention of the approach developed by Kay in
[70l], where the bipartite nature of the chain was related to PST.

4.5 Reachability criteria for bipartite networks

Having addressed the restrictions that are imposed on the relative phase, let us revisit the
analytic relations that were derived in Section For simplicity, let us only consider
the case where the wavefunction equally splits between the two target sites (i.e. x =
7/4). We hereby present the reachability criteria for FST in terms of the eigenvalues
and the eigenvector components of the Hamiltonian.

For § = vr from Eq. [4.8| we get:
sin(Eit* — €)= 0 (4.16a)

1
viln) = £—{v;|m) + (v;|k (4.16b
(viln) ﬁ(< m) + (vil k) )
due to the bipartite nature of the spin chain the rationality criterium (Eq. a)) im-
plies that the retrieval time ¢* can be chosen appropriately, such that the eigenvalues
acquire integer values, while Eq. .16(a) describes the relation between the eigenvector
components of the sites that participate in the fractional transfer process.
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On the other hand, for § = (2v + 1) /2 we get the following equations:

Y 1
> sin’(Eitt - ¢) = 3 (4.17a)
i=1
(v;|m) = V2 cos (Eit* — €) (v;|n) (4.17b)
(v|k) = V2sin (Eit* — &) (v;|n) (4.17¢)

In contrast to the PST case, due to the complexity of the above equations, we have not
yet identified a geometrical symmetry of the network that can be related to Eq. 4.16|(b)

and Eq. (b) and (¢).



Chapter 5

A time-driven quantum channel

5.1 Preliminaries

In the previous chapters we have turned our focus on the engineered J’s protocol. We
have seen that the major advantages of this protocol are the high speed of information
transfer and the fact that no dynamical control is needed during the transfer process.
However, besides the speed of the transfer, there is another factor that determines the
efficiency of the transfer process and that is the protocols resilience to different sources
of decoherence. In addition to that, we have seen that PST occurs in between two
revivals of the initial state where the fidelity of the transfer forms a peak. Thus, a crucial
aspect in order to achieve a high fidelity transfer is to be able to read out the target state
at a particular time window related to the width of the peak. The latter feature is present
in various QST protocols and poses a challenging task for the experimentalists.

An alternative approach aiming to properly address one or both of the aforementioned
issues, are time-dependened quantum protocols. In this approach, the parameters of the
quantum channel are time-driven during the transfer process. As we already mentioned
in the introduction, the most intuitive way of realizing a time-dependent protocol is to
perform a series of swap operations in order to gradually move the excitation site by
site until the target state is reached. Although, this protocol performs well in terms
of speed, when disorder is introduced on the system’s parameters, the fidelity of the
transfer is highly degraded. This effect was highlighted in [[103]], where a comparison,
in terms of the effect of disorder, was made between the engineered “static” protocol
and one adiabatic time-dependent transfer protocol. It was deduced that although the
static quantum channel by far outperforms the adiabatic one in terms of speed, it is
more susceptible to static off-diagonal noise in .J’s. In most cases, increasing the speed
comes along with a decrease in terms of robustness. Therefore, finding the balance
between these two aspects is a task of crucial importance.

A very active research direction that was initiated the past few years, employs sys-
tems that possess topological characteristics to develop efficient QST protocols. These

51
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systems, due to their topological protection, are extremely resilient to specific sources
of decoherence. In this chapter we will examine a QST protocol employing a Su-
Schrieffer-Heeger (SSH) chain, revealing crucial aspects of the driving function that
when handled appropriately, lead to fast and robust transfer process. To demonstrate
this, we will make a comparison between our proposal and another time-dependent pro-
tocol, in which the underlying undriven quantum channel is topologically trivial.

5.1.1 SSH model

We will start by briefly introducing the SSH model. We will hereby present only the
properties that will be necessary to our discussion. For a more detailed review of the
model we refer the reader to [4]]. The SSH chain is the simplest topologically non-trivial
system in 1-D that can be obtained by suitably modifying the Hamiltonian of the one
excitation subspace that was introduced in Chapter [2}

N-1 N

H=> Ji(li) i+ 1 +he)+ > Bili) il (5.1)

i=1 =1

To do so, the chain has to be dimerized. Meaning, we have to make J; = J,4q for
1 € odd and J; = Jepen for i € even. In addition, the magnetic field needs to be
constant. We will once again assume that B; = 0 V4, unless explicitly stated otherwise.
We will distinguish two cases, one where the SSH chain consists of an even number of
sites IV € even and another where NV € odd.

For even-sized chains the topological phase arises when J,3q < Jepen, and two modes
appear at the center of the energy gap (see Fig. [5.1). On the contrary, in the trivial phase
where J,qq > Jeven, N0 modes appear inside the gap. The energies corresponding to the
two eigenmodes lie close (above and below) to £/ = 0 and are separated from the rest
of the modes by a finite energy gap of the order of J.,.,. This gap is a characteristic
feature of topological protection. If we construct a linear combination of the two eigen-
vectors corresponding to the two modes, we obtain a state that is localized on the left
|L) or on the right side | R) of the chain depending on the relative sign between the two

eigenvectors (see Fig. [5.1).

If we initially prepare the system to be the state that is localized on the left side of the
chain and we let it evolve freely, due to the finite size of the chain, the wavefunction of
|L) has an overlap with | R). Thus, as the system evolves in time, there will be an Rabi-
like oscillation between the states | L) and | R). This scheme has been employed to create
an efficient time-independent QST protocol for transferring single site excitations along
the chain [79} 54]. It closely resembles the weak-coupling (or strong- magentic field)
protocols that have been proposed to create Rabi-like oscillation schemes for transfer-
ring excitations [122} (111} |84]], but its additional topological protection makes it more
robust to specific types of disorder. The drawback of this approach is that the energy
spacing between the two modes is decreased (exponentially) as the length of the chain
increases. Thus, leading to large transfer times as the systems’ size scales up.
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Figure 5.2: On the left we depict the spectrum of an odd-sized SSH chain, consisting
of N = 31 and J,4q = 0.5, Jepen, = 1.0 . On the right we have plotted the eigenvector
corresponding to the zero mode. The red mode corresponds to J,34 < Jeven, While the

black to the exact opposite case, where Jyqq > Jeven-
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On the contrary, for odd-sized chains, there is always one zero mode (see Fig. [5.2)
that is localized on the end corresponding to the weaker coupling. Namely, when J,4q <
Jeven (Joda > Jeven) the mode is localized near the first (last) site of the chain (see
Fig. [5.2). In this case the energy of the mode is exactly zero. For odd-sized chains
the eigenmode energies (besides the zero energy solution) are given by the following
expression:

€ = x| Jodd + Jevene'¥ |, (5.2)

where ¢; = 2jm/(N + 1) and j = 1,2,...,[N/2] (j counts the number of + pairs and
[x] gives the greatest integer that is less than equal to x) [42]. Thus, for an odd-sized
chain of length N the energy gap can be analytically determined and is given by:

9 = 2|epva| (5.3)

The main protocol we will examine in this chapter is based on the odd-sized SSH chain.

5.2 QST protocols

The aim of the protocols we will consider, is to transfer a single excitation from the first
|1) to the last |N) site of the chain, by properly controlling the couplings J;(¢) during
the dynamical evolution. The quantity that determines how faithfully the transfer has
occurred is the fidelity, which for a time-dependent protocol can be defined as:

F = |(NIN(@#)[* (5.4)

where by | N (t*)) we denote amplitude of the N-th site, obtained by numerically solving
the time-dependent Schrodinger equation and ¢* corresponds to the transfer time. In all
protocols we will present, the energy scale is determined by the maximum value that the
couplings acquire during the dynamical evolution. Thus, without loss of generality we
will set J,,4, = 1. Time will be given in units of 1/.J,,,, and energy in units of .J,, 4.
We will now present two different cases for realizing an efficient time-driven quantum
channel, one where the underlying undriven chain has topological characteristics and
another where the chain is topologically trivial.

5.2.1 Topological chain

We restrict ourselves to odd-sized chains and we assume that we can separately control
even and odd-indexed couplings. Initially the system is prepared so that J,;q = 0
and J.,., = 1 and the excitation is localized on the first site of the chain which is
disconnected from the rest (see Fig. (a)). Therefore, the initial state is an eigenstate
of the system (]100...0) with zero eigenenergy). At the transfer time ¢t* (see Fig.
(c)) we end up with the opposite situation (i.e. Jepe, = 0 and J,39 = 1). The system
undergoes a transition and transforms from a topological chain supporting an edge mode
on the first site, to a topological chain with an edge mode on the last site, resulting to
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Figure 5.3: A schematic of different time instants during the dynamical evolution of
the topological chain. (a) Initially, J,qq = 0, Jeven = Jimaz, the zero-mode is localized
on the first site and the energy gap takes its maximum value (~ J,,q, ). (b) For ¢t = t*/2
we have J,30 = Jeven = J < Jmae and the energy gap acquires its minimum value (~
4.J/N). Before and after t*/2 we have Joqq < Jeven < Jmaz a0d Jeven < Joad < Jimaz
respectively. (c) Finally, Joqq = Jmaz> Jeven = 0, the zero-mode is localized on the last
site and the energy gap, once again takes its maximum value.

an excitation transfer from one side to the other. Note here, that in this protocol, there
always exists a time where all the couplings acquire the same value J.,e,, = Joq4. In our
case we will consider this time to be ¢ = ¢t*/2 (see Fig. (b)). For the infinite system,
Jeven = Jodq corresponds to the closing of the energy gap separating the zero-energy
mode with the rest excited states. However, in finite systems a finite energy difference
between any two modes is always present. Thus, the point in the parameter space where
Jeven = Jodd, corresponds to the minimization of the energy gap.

5.2.2 Topologically-trivial chain

To explore how the topological nature of the underlying static chain affects the trans-
fer, we will proceed to a comparison with a protocol employing a topologically-trivial
chain. We consider a protocol where the only couplings that are controlled are the ones
connecting the edge sites with the rest of the chain (i.e. J; and Jx_1). This protocol has
been chosen based on its performance in terms of speed and also by the fact that local
manipulation of the system’s parameters makes it experimentally more feasible. As was
the case for the topological chain, the initial state is localized at the first site and cor-
responds to the system’s zero-energy eigenstate (see Fig. (a)). Here, J; = 0 while
J; = J Vi # 1. During the dynamical evolution, due to the odd-size of the chain, the
zero-energy eigenstate is always present. Therefore, gradually switching on .J; while
Jn_1 1s decreased, results at time ¢*, to the transfer of the excitation at the other end of
the chain (see Fig. [5.4](c)). An important difference between this protocol and the one
described in the previous section, is that in this case, there is no point in the parameter
space where all the couplings acquire the same value.
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Figure 5.4: A schematic of different time instants during the dynamical evolution of
the topologically-trivial chain. (a) Initially, J;1 = 0, J; = Jyqe Where s =2, ..., N — 1,
the zero-mode is localized on the first site and the energy gap takes its maximum value.
(b) For t = t*/2 we have J; = Jy_1 < Jpqae While J; = Jpa, fori = 2,3, ..., Jy_o.
Before and after t* /2 we have J; < Jy_1 < Jyae and Jy_1 < Ji < Jpnas respectively.
(c) Finally, J; = 0 and J; = J,,4, fori = 2, ..., N — 1, while the zero-mode is localized
at the last site of the chain.

5.3 Crucial characteristics of the driving function

Before presenting our numerical results, we will develop an intuitive and solid line of
arguments that dictate which are the crucial considerations that have to be taken into
account when driving the state transfer in an odd-sized SSH chain. In all protocols we
will consider the system is prepared in the zero-energy eigenstate that is localized on the
first site of the chain. As the system evolves, a zero-energy state is always present due
to the odd size of the chain. Therefore, the adiabatic approximation ensures, that if the
system is driven sufficiently slow during the transfer process, the system remains in the
zero-energy eigenstate without exciting eigenstates. Our proposal is based on suitably
adjusting the driving function in order to reach high fidelity values for small transfer
times. Our approach does not rely on methods like the adiabatic passage or shortcuts
to adiabaticity, where specifically engineered terms are introduced in the Hamiltonian
that can induce counter-processes able to suppress the excitations. In other words, we
confine ourselves to drive the parameters of nearest-neighbor coupling. To introduce
counter-adiabatic terms one should include next-to-nearest neighbor interactions like in
[45].

When driving the chain, we focus on two important quantities: The energy difference
between the zero-mode and the rest of the states, and the derivative of the Hamiltonian
matrix that is directly related to the slope of the driving function. These two quantities,
after all, appear in the definition of the adiabatic invariant [86], which goes as follows:
Assuming that |v;(¢)) is the instantaneous the zero-energy eigenstate, in order to be
close to the adiabatic limit, the following sum has to be sufficiently small

(v, ()] H Jos(2))

2 (1)~ Bilh)

<1, (5.5)

where E,,(t) the instantaneous eigenenergy of the j* mode and H the time-derivative
of the Hamiltonian. Equation holds when no degeneracies appear in the spectrum
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Figure 5.5: For each protocol (a) cosine (b) exponential and (c) trivial, on the top panel
we plot the driving function as a function of time. While on the bottom panel, we depict
the corresponding instantaneous energy spectrum as a function of time. In all plots, we
have taken the transfer time to be ¢* = 1 and the chain consists of N = 31 sites.

and the energies | E;(t) — E;(t)| > € are separated by a small ¢, V¢. In the QST protocol
employing the odd-sized SSH chain, initially (as J,;; = 0) the energy gap separating
the zero-mode from the excited states takes its maximum value. As J,4q is switched-on
and J.,., decreases, the energy gap approaches its minimum, occurring at J,3q0 = Jepen
and at the transfer time ¢* regains its maximum value (e.g. see Fig. [5.5] (a) and (b)
bottom panel). Our logic when dealing with the aforementioned dynamical evolution
is simple and can be summarized into two considerations. One thing that we can do is
to force the driving function to equate .J,4q and J.,, at values close to J,,,., which is
the maximum value the couplings can acquire during the transfer. This will result in
the maximization of the minimum energy gap. The minimum energy gap can be used to
specify a characteristic time scale. When the transfer time is sufficiently large compared
to this time scale, we can safely assume that we are close to the adiabatic following of
the zero-energy state. A driving function that has this characteristic has also been used
in [103]], where the dimerized chain they consider is equivalent to the SSH chain. The
other crucial consideration, is to adjust the driving in such a way that, initially, when the
energy gap is bigger, we “strongly” drive the system (i.e. steeper slope of the driving
function) and when we are close to the minimum value of the energy gap the driving
becomes more “gentle” (i.e. smaller slope). Note however here, that strongly driving
the system may induce non-adiabatic transitions between the zero-energy state and the
excited states, that in general reduce the efficiency of the transfer.

Recently [85)], in a superconducting quibit chain that can be effectively described
by an odd-sized SSH chain, an adiabatic protocol using a cosine driving function was
considered. Aiming to balance the interplay between the two aforementioned consider-
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ations in order to increase the speed of the transfer protocol, we propose an alternative
exponential driving function. We claim that this function encapsulates the desirable cru-
cial characteristics we considered in this section. In the next sections we will explicitly
demonstrate that the proper implementation of the above leads to faster transfer process
while at the same time the robustness of the protocol is maintained.

5.4 Speed of the transfer

Now let us examine in more detail the QST protocols that we briefly described in the
previous section and provide the numerical evidence supporting our claims. We will
examine chains of moderate length N = 31 sites. In the protocol we propose the
couplings are driven by an exponential function (see Fig. [5.5](b) top panel):

Jogg = (1 — e Y /(1 —e™®) and  Jopen = (1 — e @D/ /(1 — ) (5.6)

where o« = 6.0 is a free parameter that has been fine-tuned to increase the efficiency
in terms of speed. We will get back to the role of this free parameter at the end of the
current section. The exponential protocol will be compared with the cosine protocol
proposed in [85]] (see Fig. [5.5|(a) top panel), in which:

Joda = b(1 —cos (wt/t*)) and  Jepen = b(1 + cos (mt/t")) (5.7)

with a constant parameter b = 0.5 . On the other hand, for the trivial protocol the driving
function has the following linear form (see Fig. [5.5](c) top panel):

t ¢
Ji=go Iva=1- and =T =1LVi# LN -1 (5.8)

t*’

In Fig. [5.5] we plot for each protocol on the top panel the driving function for the
couplings and on the bottom how the instantaneous eigenspectrum evolves over time.
Comparing the two protocols that employ the topological chain (see Fig. [5.5](a) and (b)),
we can immediately notice their qualitative differences. The cosine function initially for
large values of the energy gap, drives the system slowly, meaning the numerator of Eq.
[7.4] is smaller as compared to the exponential. However, it approaches the minimum
value of the energy gap with greater slope, while the exponential slows down and drives
the system more smoothly in this region. Last but not least, the minimum value of the
energy gap is analytically obtained by plugging into Eq. [5.3] the instantaneous values of
the couplings at ¢ = t* /2. For the cosine we get ¢°% = 0.09, while for the exponential
g? = (.18. As it was already mentioned, this is because the exponential equates Je,ep,
and J,44 at higher values.

In the trivial protocol on the other hand (Fig. [5.5] (c)), the evolution is completely
different. Namely, the instantaneous energy gap separating the zero-energy mode with
the rest of the modes starts from its minimum value (g/"®® = 0.1), slowly increases

min

reaching its maximum (¢”® = (.14) at the middle of the time evolution and then

max
returns to its initial value.
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Figure 5.6: Fidelity as a function of the transfer time for all protocols.

Now, that the qualitative differences between the protocols have become apparent, let
us proceed and examine some quantitative results. In Fig. for each protocol, we plot
the fidelity 7 (Eq. [5.4) as a function of the transfer time ¢*. To make a comparison in
terms of the speed of the transfer we have to set a lower bound in fidelity. In particular,
we will consider the time after which the fidelity is stabilized above 0.9. In this case,
the exponential protocol is clearly faster than the cosine protocol, since this occurs for
t* > 42 as compared to the cosine where this happens for ¢* > 761. The trivial protocol
on the other hand, even though it reaches & = 0.9 for t* = 35, appears to have a
strongly oscillatory behavior that prevents its stabilization above F = 0.9 till £* > 231.

For all profiles, in the limit of * — oo the fidelity approaches unity and the excitation
is perfectly transferred along the chain. This makes up the adiabatic limit where, dur-
ing the dynamical evolution, we “follow” the zero-energy state, without exciting other
eigenstates. The oscillations that appear in the fidelity plot of the trivial protocol are
in general undesirable in QST protocols since they demand great precision when tun-
ing the transfer time [69]. Moreover, they signify that non-adiabatic processes are the
underlying mechanism responsible for achieving high values of fidelity in such small
transfer times. Taking a closer look at the fidelity plot of the exponential protocol (Fig.
for « = 6), we can notice that small oscillations are also present here, i.e. the fi-
delity curve does not increase smoothly. This indicates that non-adiabatic processes are
at work also in this case. Obtaining a suitable basis where these processes that occur
during the dynamical evolution can be rigorously tracked down, remains a highly non-
trivial task [81,53]. Nevertheless, as we will now show, the non-adiabatic processes can
be properly handled to increase the efficiency of the transfer process.

When we introduced the exponential driving function, we mentioned that the « pa-
rameter is fine-tuned (o = 6.0). Smaller values of the a parameter lead to a less steep
slope of the driving function and a smaller value of g;.> (i.e. Jeyen, Jodga €quate at a
smaller value). In this case, the non-adiabatic processes are suppressed and the fidelity
smoothens out (see Fig. [5.7)a = 4). Consequently, the protocol’s speed is reduced since
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high fidelity values are obtained for larger transfer times. On the contrary, increasing «
above the fine-tuned value results to a stronger slope of the driving function and a greater
value of g;.7 . Therefore, the non-adiabatic processes take over for small transfer times
and strong oscillations appear at the fidelity plot (see Fig. a = 8). This once again
reduces the speed of the protocol. Thus, the value of this fine-tuned parameter o« = 6
is a trade-off, since it signifies the point up to which we strongly drive the system such
that the speed is increased, but gently enough to avoid non-adiabatic effects.

1.0
0.9r

Fidelity

e
—

Figure 5.7: Fidelity as a function of the transfer time for the exponential driving and
for different values of the o parameter.

5.5 Disorder Analysis

In this section, we will consider static disorder both on the couplings and on the mag-
netic field and study its effect on the transfer probability. Based on the matrix repre-
sentation of the Hamiltonian the disorder on the couplings is commonly addressed to
as off-diagonal disorder, while the disorder on the magnetic field as diagonal disorder.
Static disorder can be attributed to manufacturing errors that arise during the experi-
mental implementation. The way each disorder realization is imposed on the system’s
parameters is the following:

Ji(t) = J,(t)(1+6J)  Bi(t) — By(t) + 0B, (5.9)

0.J; and § B; acquire random real values uniformly distributed in the interval (—dj, d),
while d; corresponds to the disorder strength. When we consider static disorder, for
each realization a random profile of perturbations is imposed on the parameters and
remains fixed during the time evolution.

In Fig. for each protocol, we plot the mean transfer probability |(N|N (¢*))[*, as a
function of log t* for diagonal and off-diagonal disorder of moderate strength d; = 0.2.
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Figure 5.8: For each protocol, (a) cosine, (b) exponential and (c) trivial, we show the
impact of diagonal and off-diagonal disorder of strength d, = 0.2 (units of .J,,,,,). Each
point corresponds to the mean value of the transfer probability |(N|N(¢*))|* averaged
over 10000 disorder realizations given as a function of the transfer time, while the error
bars correspond to the standard deviation of the sample. In order to compare we have
also included the unperturbed curve. The transfer time axis is displayed in logarithmic
scale. We also note, that the limits of the ¢*-axis for the cosine differ from the other two.



62 CHAPTER 5. A TIME-DRIVEN QUANTUM CHANNEL

We have to note here, that we use the term mean transfer probability instead of mean
fidelity, to stress the fact that one should be careful and properly treat the phase v that
appears in the original definition of fidelity Eq. 2.9 In this case, since the static noise
corresponds to fabrication errors, to consider the original fidelity we can assume that
the phase factor v can be suitably adjusted for each realization before taking the mean
value.

What we can immediately notice, is that in almost all cases (there is one exception that
will be discussed later on) the effect of disorder does not ruin completely the transfer
process. Instead, the main effect is that in the presence of disorder (diagonal or oft-
diagonal), the transfer time t* needed to reach high values of transfer probability is
increased.

Let us turn our attention to the protocols employing the SSH chain. The zero-energy
mode of the underlying static chain is known to be robust against perturbations that re-
spect chiral symmetry [4]. Off-diagonal (chiral) disorder may change the mode’s wave-
function, however its energy remains pinned down to zero. On the contrary, diagonal
disorder breaks chiral symmetry and the energy of the mode is shifted. For the time-
driven chain a difference between chiral and non-chiral disorder becomes apparent in
the case of the adiabatic cosine protocol (see Fig. (a)). As it was expected from the
static case, the transfer probability reduces more in the presence of non-chiral disorder
[85. [79]. The exponential protocol however, seems indifferent to whether the disorder
is chiral or not (see Fig. [5.8] (b)). The reason behind this lies in the higher speed of
the exponential protocol. Since the effect of disorder strongly manifests in large time
scales, the adiabatic cosine protocol is far more sensitive compared to the exponential.
This argument has been recently used to justify the resilience of the counter adiabatic
protocol in [45].

When we examine the effect of the disorder on the couplings for the topologically
trivial protocol (see Fig. [5.8](c)) we observe that the oscillatory behavior of the transfer
probability for small transfer times is suppressed (i.e. less oscillations and the mean
transfer probability is significantly degraded). Thus, we can deduce that the resonant
processes are not so robust to the static off-diagonal disorder.

On the other hand, when considering the effect of the disorder on the magnetic field
we distinguish two cases. One where the disorder is imposed on all sites of the chain
and another where the first and last sites are exempted (i.e. B; = 0By = 0). In the
latter case, the protocol proves to be even more robust than the off-diagonal case (see
Fig. (c) diagonal 2). However, in the former, the effect of disorder is severe and
the transfer process is completely destroyed (see Fig. (c) diagonal 1). The diago-
nal disorder on the edges greatly affects the transfer process since it induces an energy
difference between the initial and the final state. The system’s initial state is localized
on the first site with energy equal to § By, while the final state is localized on site N
with energy 0 B. Combined with the fact that the energy gap separating them from the
rest of the excited states takes its minimum value (which is smaller than the strength
of the disorder) during the beginning and the end of the transfer process, explains the
high impact of the diagonal disorder on the edges. In conclusion, the topological pro-
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tection coming from the energy gap, clearly favors the topological channels, which are
indifferent to whether the diagonal disorder is imposed on the edge sites.

To sum up, the exponential protocol is quite robust to both diagonal and off-diagonal
disorder and clearly outperforms the two other protocols. As opposed to the adiabatic
cosine protocol, it is indifferent to whether the disorder is chiral or not and compared
with the trivial chain we can deduce that no significant (in terms of affecting the trans-
fer probability) resonant processes susceptible to static noise are at work. Finally, the
presence of a wide energy gap in the underlying static SSH chain clearly favors the
topological quantum channel when the diagonal disorder is imposed on the edge sites
of the chain.

5.6 Scalability

The last thing we will examine is a crucial aspect determining the efficiency of a QST
protocol, commonly referred to as scalability. Meaning: how does the protocol behaves
when we increase the system’s size. To numerically examine this property, we pick
up an arbitrary fidelity and plot the transfer time ¢* it takes to reach it as a function
of the system’s size N. For consistency with the analysis made so far, we once again
pick F = 0.9 and examine chains up to N = 100 (see Fig. [5.9). We have to note,
that in the case of the trivial protocol, we pick up the transfer time ¢, after which
the oscillations of fidelity do not lead to a decreased fidelity value below the imposed
bound (i.e. F < 0.9). Considering the SSH protocols, as the system size is increased
the value of the minimum instantaneous energy gap decreases. Consequently, to reach
the desirable value of fidelity, the system has to be driven at a slower pace. Nevertheless,
by inspecting Fig. it is evident that the proposed exponential driving outperforms
the two other protocols in terms of the transfer time and exhibits a good behavior up to
the lengths we have considered here.
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Figure 5.9: For each protocol, we plot the transfer time ¢ 4 it takes to reach 7 = 0.9
as a function of the system’s size V.



Chapter 6

Conclusions and outlook

We have studied the problem of transferring states between vertices of a quantum net-
work. In the first chapters of this work we focused on the engineered couplings protocol,
while on the last chapter a time-dependent protocol was considered.

Concerning the engineered couplings protocol, by examining the conditions (reacha-
bility criteria) for the manifestation of perfect state transfer between an arbitrary pair of
vertices in open and closed geometries, we identified the reachable and non-reachable
transfer processes depending on the size of the chain [97]. For open chains, we high-
lighted the existence of non-mirror symmetric patterns that emerge in the profile of the
couplings. The analytical treatment that has been previously developed to deal with the
transfers between mirror symmetric vertices, proves insufficient in these cases. To this
end, we developed a scheme that enables us to analytically tackle the problem. This
scheme sheds light to the mathematical complexity of the problem which increases with
the chains size and inevitably at some point the analytical treatment becomes infeasible.
Our results are supported by the numerical implementation of an optimization algorithm
from which we can extract the profile of the couplings. An interesting finding that we
came up with, when examining closed geometries, is that we identified a class of net-
works that do not support PST between any two vertices. This class of networks consists
of all odd-sized cycles apart from the N = 3 case.

To find the root of the underlying symmetry that dictates the couplings’ profile, we
turned our attention to the graph theoretical tools that have been developed to treat PST
in arbitrary network configurations. Exploiting the relation between cospectrality and
the recently introduced notion of Latent Symmetry, the latter is identified as “core”
geometrical symmetry that two vertices should possess in order to support PST. Latent
symmetry is defined in terms of the isospectral reduction, which enables us to identify
non trivial automorphisms between two vertices of the graph.

We have investigated the implications of the connections between cospectrality, latent
symmetry and the first criterium for PST [106]. More specifically, we highlighted the
fact, that the geometrical interpretation of cospectrality succeeds in providing an intu-
itive picture for one of the first reachability criterium in terms of walks in the network.

65
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We have demonstrated that performing the isospectral reduction over a pair of vertices
and imposing latent symmetry, we can obtain the symmetry profile of the couplings that
satisfies the first reachability criterium. This provides a consistent analytical method
for deducing whether two vertices can support PST based on the geometry of the net-
work and also gives invaluable information for the numerical treatments (optimization
algorithm or inverse eigenvalue methods). Moreover, we have connected the non-mirror
symmetric patterns of the couplings, that we have previously encountered, to the net-
work’s non-trivial automorphisms. In this way, we showed that the isospectral reduction
proves to be a powerful tool that allows us to design networks whose geometry com-
plies with the first reachability criterium. On the other hand, the second reachability
criterium imposes restrictions on the eigenvalues and there is no apparent way (at least
to our knowledge) to relate this criterium to the geometry of the network. To this end,
the only resources we have at our disposal are the aforementioned numerical treatments.
Lastly, we have also addressed the case where the Hamiltonian of the network possess
degenerate eigenvalues and demonstrated how the notion of strong cospectrality, that
has been alleged to be one of the necessary and sufficient conditions for PST, ensures
that the degenerate subspace meets the condition demanded by the second reachability
criterium.

For PST to occur, the two reachability criteria have to be simultaneously satisfied.
The isospectral reduction can be used to exclude PST, when the geometry of the network
does not comply with the symmetries that are imposed on the profile of the couplings by
the first reachability criterium. However, there are cases where, eventhough the profile
of the couplings respects latent symmetry, their weights cannot be suitably adjusted to
enforce the second criterium on the system’s eigenvalues. These cases are the most dif-
ficult to handle and the analytical treatment that was developed in the first chapter of this
work makes a step towards addressing this issue. The most striking example where the
two conditions fail to be simultaneously satisfied, is the family of odd weighted cycles
(besides N = 3). This example opens the perspective of employing the machinery that
has been developed so far, towards obtaining a no-go theorem for particular classes of
weighted graphs were PST will be impossible between any pair of vertices.

Another potential use of the engineered couplings protocols is the generation of
entangled states through the phenomenon of fractional state transfer. Extending the
methodology that we introduced when studying PST, we considered reachable and non-
reachable transfers in an open chain between one initial and two target sites. We showed
that, the bipartite nature of the chain proves to be restrictive on the values that the rel-
ative phase of the entangled state can acquire. Based on our numerical findings, we
tried to unravel the pattern of reachable transfer as the systems’ size grows and we also
analytically determined the reachability criteria that have to be imposed on the systems’
eigenvalues and eigenvectors.

In this case, the relations are more tedious to handle and so far an geometrical in-
terpretation in terms of network symmetries is missing. Meaning the symmetries that
appear in the coupling’s profile remain in general unidentified. Investigating the isospec-
tral reduction over the three sites involved in the FST, might help to shed some light
towards this direction.
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In the final chapter, we have numerically investigated a time-dependent protocol that
employs a topological quantum chain to act as a quantum channel for transferring single-
site excitations [96]]. We propose an exponential driving function that increases the ef-
ficiency of the transfer in terms of speed. To sustain our claim, we make a comparison
with two other QST protocols. The crucial characteristics of the exponential function
are the fact that it suitably adapts the slope of the driving function based on the value of
the instantaneous energy gap, while at the same time ensures that the minimum value of
the energy gap is as big as possible. In addition, we studied the effect of diagonal and
off-diagonal static noise highlighting the fact that even though the speed of the protocol
is increased its robustness is maintained and lastly, we numerically verified that the ex-
ponential protocol outperforms the other two protocols when we increase the system’s
size. The difference in terms of speed with the cosine and the trivial protocol, empha-
sizes the power of our treatment and identifies the considerations that have to be taken
into account when driving a topological quantum chain. The developed scheme makes
a substantial contribution to speeding-up adiabatic protocols (with topological charac-
teristics or not) since it indicates a conceptual way of designing the control schemes
depending on the instantaneous eigenspectrum characteristics.

To conclude, on the one hand we have considered one of the fastest time-independent
protocols for short distance quantum communication and shed light to its underlying
dynamics and potential use, while on the other we took steps towards optimizing the
speed of one of the more robust time-dependent proposals. Our work adds up to the
ongoing effort of constructing discrete networks that can efficiently transfer and manip-
ulate quantum states. We have witnessed first hand the vast challenges that one faces
when trying to gain control over a quantum system.
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Ewcarywy)

Mt amé Tic Paoixdtepeg diepyasieg otov xhddo tng wPavtixrg Thnpogopiag, slvon 1
a€LOTIO TN PETAPOPE XATACTACEWY UETALY BUo OoNUElwY Tou yweou. Eni tou mapdy-
TOG, YL TN TEOYUATOTOMGT) UETAPORES HEYSAWY UTOCTAGEWY To PWTOVLYL ATOTEAOVDY
Vv Bértiotn emhoyr. H xBavtind xatdotoorn cuvidwe xwoxomoleitoar otny moA-
WoN TV PuToViwY T omolo Ytopoly vo YeTapepdoly petall 600 onueiwy uéow
omtx®v wov. Iap” dho tadta, €yer emonuaviel otL 1 xwdixomolnon tne Thnpeo-
poplag ota peTOVIA uTopEl Vo amogeuy Vel OTay 1 UETAPOES XATUCTICENDY TEOXELTAL
var porypatomomndel UETAL XOVTIVOY OTOCTACEMY. LTOV avIinodo TV PuIoviny
o€ auTAV TNV TeplnTwon), €youy mpotaldel TpwTdxOMAa ETIXOVWVIAS ToL oTolal Yenot-
uomotoVv ahucidec omv. Evapxtrpto évauoyo i authAv TV gpeuvnTt| xatebuvor
amotéheoe 1 epyaoia tou Bose [20]. Xtnv epyacio autrh ol cuvdéoelc peTol Twv
YEITOVIXWY OTY TNG aAUGdag Yewprinxay otadepés xon opoyevelc. Ilpoetowdlovtag
TO CUOTNUA €TOL WOTE 1) XATAGTAON 1) omtola YEAOUUE var peTapépoupe Poloxeton 6To
TEMTO TAEYUOTIXG onueio Tng akucidog, To cOoTNUa agrivetal ehetiepo xon e€eTdle-
T AV UTIEPYEL XAToLoL Y eoVixY| oTiyUr| t* xotd Ty omolo 1) xatdo toom €yel uetapepVet
070 dhho dxpo TN ahucidac. Baoiwd mheovexTtnuo Tou v AoYw TewmToxOAoUL elvor
TO YEYOVOS OTL OeV amoutelton SUVOUIXOS EASYYOG TWV TOQUUETEMY TOU GUCTYUO-
T0¢ aTd TN OLdpxElo TG UETONPopdc (ypovoaveZdotnTto mpwmtdxorho). To uéyedog
mou xoopilel T6Co ALOTIOTA UETAUPEPETAL L0l XATAO TOGT, OVOUALETOL TULOTOTNTOL XAl
otay ot 1 TocotnTa ebvon fon Ye 1 AéUe OTL €YOUUE TEAELN PETUPORE ULAS XATAO-
taongc. O Bose pehétnoe mde PeToBAAETOL 1) TOTOTNTO TNG HETUPORAS XoddS TO
uéyedoc tng ohucidoc peyoh@Vel. ALamloTwoe OTL YENOWOTOIWVTIS TO TUPAUTAVE
TEOTOXOALO 0 PEYIOTOS APLIUOC TAEYUATINOS aprdude onueiny uLag ahuoldag Tou dU-
varTon Vo HETapépet TEAELa Wial xatdotao ebvoan N = 4. Av xou 10 anotéheopa autod dev
oy WtadTepa eVIPEUVTIXG YIaL TNV TROXTIXY| EQUPUOYT) TOU TEWTOXOAAOU, AiYO xaupd
opY6TERA TEOTAUNXE piot Mooy AUTAC TNG LOEUC TOU AVTIUETWTIOE TO EV AOY®
TEOBANUAL.  XTIC UEAETES [39, B2] Sromotddnxe bt N téhewa METUPORY LG xoTdo-
Taong umopel va yiver ywplc TNV emBOAY| BUVAUIXOU EAEYYOU YLl OGOBNTOTE UEYAAES
oAuoideC, apxel oL CUVBESELS HETAE) TOV OTILY VoL TEOXATAGKEVAG TOVY xortdhhnha. ITo
OLYXEXQPUEVY, TO TEOQIA Tou Yo TEETEL Vo axohovdoly oL cuVBESELS, Yo TEETEL Vo
elvol XATOTTES CUUUETEXO WG TPOS TO XEVTEO TN ahucidac. To mpwtdxohho autd
TETUYAVEL TN PETAUPOPE XUTUCTACEWY OF UXEOUS YEOVOUS, OUWS EyEl emonuoviel
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TELQOUTLIXG. 1) BUCKOALXL TPOTUPUOHEUTC TWV CUVOEGEWY UE HEY AT axpiBetor xordidg xon
1 evatcUnoio Tou TpwToxdAhoL TNy apoucia Yopiou. To mpoavagpepdévta Tpof-
Afortar €Y0uV 00NYNOEL OTNV UEAETH TEWTOXOAM®Y OTo ontola oL GLVOETELS UeTAl)
TOV OTY ENEYYOVTOL BUVOIXS XOTE TNV UETOPOEE. (YPOVOEEUOTNUEVE TEWTOXONAAL).
ISwitepo evilapépov Topouctdlouy TEOTACELS Ol OTO{ES YENOYLOTOOLY OTIY AAUGIOES
UE TOTOMOYIXG YOEaXTNEIo TG, T omola SUVITOL Vol TEOCTATEYOUV TNV Sladixacio
NG UETAUPORAS amd TNyES YopUfou xou amocuVOyHC.

To anoteAéopota TnG TUPOVCUC UEAETNG CUVELTPEPOLY oL OTIC BUO TEOUVIPER-
Veloeg epeuvnTinéc xateudivoels (ypovouveZdoTnta xot YpoVOELUpTOUEVY TEWTOXOM).
‘Evauoyo ylor Ty UEAETN Hag YUpw amd TO YeovoaveldoTnTo TEWTOXOAO ATOTENECE
T TUEUTNEOVUEVT) XUTOTTEIXT] CUMMETELA TWV CUVOECEWY GTNV TERITTWOT TNG TEAELAS
uetapopdc. To gpeuvnTind epwTAuoTA Tou dlopoppmooue HToy To e€rg: Mmopel to
(QOVOUEVO TNG TEAELUS UETAPORAS Vo GUUPEL UETAE ) OTOLOUBHTOTE Ay tx0U xo TEAXOD
TheypaTxol onpeiou evog xPBaviixold dixtiou; Av oyt, mote xou yiotl; Av vou, um-
doyel xdmotar GAAT avaduouevn cudueTela TEpay g xatontewrc; Ildg ocuvdcovta
Ol OUUUETEIEG OTO TPOYIA TV GUVOECEWY UE TNV YEWUETPlo Tou Bixthov; Erlong,
MEAETHONXE 1) HETUPORE LG XAUTAC TUONG ATO EVOL AEYIXd OE BUO TEAXY TAEYUATIXG
onuelo. H petogopd auth ovoudleton xhaopotixt| (fractional) xou péow autrg punopet
xavelc vor tpoeTotudoet xBoavTind evayxahlouévee xataotdoelc. ‘Ocov agpopd To yeo-
VOECUQTWHUEVA TEOTOXOAAY, ETUXEVTPWUAXOUE GTNY UEAETN EVOC TEWTOXOAOU TOU
Yenowlomolel Wi oAUGEd UE TOTOAOYIXE YOQUXTNELO TIXG XAl T AVTICTOLY o EQEUV-
ntd pwthuata Atav: Iow ebvar ta Baowd yopaxtneloTind o omolo mEENEL Vol
OLtIETEL 1) YPOVOEEUPTWUEVT CUVAETNOT EAEYYOU TWY CUVOECEWY PETAE) TWV OTY,
TEOXEWEVOU 1) UETAPOPA vou YiveTal oe UixpdTepoug ypeovous; Enneedlel 1 emPBoin
QUTWV TWV YARUXTNRLOTIXGY TNV AVUIEXTIXOTNTO TOU TEOTOXOAAOU GTNV TEQITTMON
Umopéng otatixol YoplBou;

To anmoteréopata tng €peuvdc Yag cuvoiovtal OTIC TaPUXATL EVOTNTEC.

XpovoaveldpTNTO TEOTOXOANO UETAUPORAC

H Xoihtoviavi| mou yenotponoteitar yia vo teptypdipet To xBovtind dixtuo avapépeton
otn BPhoypagia wg povtého XX xa €yel v xdtewdt poppt:

1
_ fTAT | YAy
Hxx = 5 E Jij (6765 + 0, Jj) (7.1)
<iyj>
Ov addnhremdpdoeic meplopllovton UETOED TEOTWY YEITOVWLY, Yewpolue h = 1, 10
oVévoc twv ouvdécewv oupforiletan e J xou ou 67,67, 67 elvon ou mivoxeg Tou
Pauli.Ou xotactdoelc Tou 1-00100 omy avamaploTovton amd Ta dlavioUaTa 500 CUVIG T-

o m=(g). =3 72

H XX-Xoprtoviavy) yetatideton ye tov teAeot| 07, onote 0 apliuds TV omy Ue
TEOGUVUTONOUO TEVL 1) xdTtw elvan dlatneoluevn tocdtnTa. (¢ ex ToUTOL, Yo To
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TEOTOXOAAY PETAPORAS ToL Var pehetndoly oTnyv apoloa epyacio, BUVATOL Vo TEPL-
0PIG TOUKE GTOV UTOY w0 TNG XoUATOVIAVTS OTIOU UOVO EVaL OTILY €YEL TROCAUVATOACUO
mpo¢ ta mévew. H Xowhtoviavy| wag ahuoidog anotelouevn and N omy, o€ autdy
TO UTOYWEO TOPVEL TNV TUEAXATE LOPQT:

'H:Jjjmmk+u+m+¢ﬂm) (7.3)

k=1

To 8iévuopa k) etvon cuvtopoypapia tne xatdotaonc |0r...14...0n), 6mou pévo 1o k-
0070 OTWY €YEL TPOGUVATOAGUS Teog Tal Tévw. H miotdtnta o petopopds F uetalld
000 TAEYUOTIXOY onueiwy 1 xou m oplleTal »g:

F = [(m|e ™" )|’ (7.4)

Me t* oupfohiCoupe TNV yeOVIXT GTIYUY| OVAXTNONG TNS XATACTUCTS Omd TO TAEY-
wotixd onuelo m. ‘Otav F' = 1 Mue 6Tt €youde TEAELL PETOPORS LG XATAOTAOTG
and To n 6t0 m. Lo TNV PeTaopd HETUC) TV TASYUOTXOY onueiwy 1 xou N €yel
amoderydel 6Tl oL cuvdEoelg J; g ahuoidag TEENEL Vo oaxohovoly Evar xUTOTTEXY
OLUUETELXO TROYIA TéTolo Wote J,, = Jy_p, 6Toun =0,1,..., N — 1.

YNV UEAETN Yo OEV TEQLOPIC TAXAPE OTNY EEETACT TNG TEAELNG UETAUPORAC UETAUED
TOU aEY@oU ol Tou TEAXOU TAeyuotixol onueiou tng ahuoidag, ovtdétwe €&-
ETAOTNUOY OAEC TIC BUVITEC UETAUPORES HETULY OAWY TV CUVOUIOUMY OEYIXMY XAl
TEMXWY ONUEIWY TOL TAEYUATOC. Apyixd UeAeTHUNMAY avory TEC o XAEIGTEG AAUGIDEC.
Me tov 6po xheloTéc aAuidEC EVVOOUUE OTL TO TEAEUTALO OTIY GUVOEETAL UE TO TIPWTO,
EVE YOl TIC avOLY TEC 1) oUvdeoT auTh) anouctdlet. Baowd aprduntind epyoheio otnv
UEAETN poc auTh umthede évag alydprduog Bertiotomoinong. Meletwvtog ahucideg
ueyédoug uéypt N = 20 yopTOoYRa@HoUUE TIC TEPITTWOOELS TOU 1) TEAELNL UETAPOQRE
etvan Suvath xon eCaydyaue T0 TEOPIA TV CUVBECEWY J; xadde xon TNV TWr Tou
YPOVOU avdxTnong t*. XTic avoly Tég ahucIBeS, avadelEope TNV Lo T UETAPORKOY Yot
TIC OTOlEG TO TPOPIA TV CUVOEGEWY BEV DLETEL XATOLoL EUPOVT| YwELxr CUUUETELA,
eV TORUTNERINXE OTL Yio OAEC TIC XAEIGTEC YEWUETPIEC LOVOU aptio) TASYUATIXGY
onuelwy, eCatpovpévne e mepintwone N = 3, dev dUVaTOL Vo xaTaoTel duvaTY| 1|
TéAewa YETapopd UETaY omoloudNToTe (EUYOUG TASYUUTIXOY CTUEIY.

H Xogthtoviav Tou cUGTHUITOC 0TO Y0po Twv V€ocwy unopel vo avarapaotadel
oe mivaxa N, o omotoc Yo ixavorotel ™V e&iowon WBoTOY:

H |vi) = E; |v;) (7.5)

Ou iavég o avoryxaieg ouvixeg yior Ty TéAela UeTapopd eEXyUNooY avahuTixXd Xal
ouvoilovton TG TUEUXdTE BVO GYETELS OL OTOLEG APOPOUY TIG LOLOEVERYELEG Kol TIG
CUVIOTWOES TWV LOLOBLIYUGUATOY TOU GUCTAUATOC.

(Ej — Ez)t* = VT, Vi € 7 (760()
(viln) = % (vilm) (7.68)

Bdoel tov mapandve oyéocwy avantiEaue war avohuTixt| yedodoroyia 1 omola pag
EMTEETEL VoL ATOPUVIOUUE oV Lol TEAELOL HETAPOPS UETAEY BUO TAEYUATIXWY CNUElwY
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umopet var utoo trpty Vel and o exdo tote utoxeluevo xPoavtind dixtuo. H uedodoroyia
o Boaotleton oty HEAETN TOL GUOTAULATOS EELOMOEWY TOU TEOXUTTEL a6 TNV e&lowor
woToy. EZlodvovtag Tic CUVIGTOOES TwV IBL0BLIVUCUATMY TOLU avTIGTOL 00V GTo
uTo e€€Taon TASYpATIXG onuelar EAYOVTOL TOAVWYUUY TNG EVEPYELN TOU GUC TAUATOC,
ot MOoEC TV oTolwy TEENEL Vo xavorotoly TNy EE. . Kot" autév tov tpoéTo,
emBeBardoape ovoAuTIXd Tar aeLiuNnTXd amoTeEAECUATE Yog Yia Tol UEYEDT) cAucidmy
TOU 1] TOAUTAOXOTNTAL AVIAUCTIC TOV TOAUWYUUGY ETETOETE TOV AVUAUTIXO YELQIGUO.

Aovddvovoa cuupetplo

‘Eyovtac avadeiel Tnv Onapn Un-xatonTeixd CUUUETEXOY ACEWY GTO TEO(IA TeV
GLVOEGEWY 1) avallATNOY TNE UTOXEUEVNC YEWUETEIXY|C CUUUETEIOG TOU BxTUoU, €6 TE-
e TNV TPOCOY 1| WO OE UEAETEC OTIC OTIOLEC TO YAULVOUEVO TNG TEAELAC UETAUPORAS ElYE
eletaoTel LTS To Tplopa TG LardnuaTg Yewplog Twv Yedpwy. To yeovoaveldptnto
TEOTOXOAO TEAELIG PETOPORAS UTOPEL Vo BwIel 1odUvoua W Evag GUVEYNG XPorv-
TIXO¢ TeplnoTog ot évay oTAUUONEVO YRd@o, UE TNV XoUATOVIOVY Vo ovTLIo TOLyEl
otov mivaxo yertviaong tou ypdgou. Alo mAeyuaTxd onuela Tou Yedgou Yo To
omola oylel n oyéon EL. ovopdlovtow cuvgacuatxd (cospectral). ‘Evog ev-
VOAOXTIXOC OPIOPOS TNG CLVPACPATIXOTNTAC (cospectrality) PECW TwV BUVIUENDY Tou
oo TG XoAToviavAc:

(H") o = (H")yp, Vk (7.7)

MOG ETUTEETEL TNV YEWUETEXY) EQUNVELN LAG EX TV 000 XAVODY XAl OVAY XAV CUV-
Unx@v v Ty TéAewa petagopd. o cuyxexpuuéva, yio var UTopel vor TooyaToTOL
Vel Téhetol peTaQopd PETOED TWV TAEYUUTXOY oNuelny a xat b Yo mpénel To ddpoloua
OAOY TV G TOVUOUEVOY TEQLTATWY k-BrUdTonv Ue opynd xou TEpUaTixd onucio To a
vo ebvan {00 e o avtioTolyo dbpotoua e apyind xou TepUaTind onucio To b. Emmpdo-
Veto, 1 Wbt TNE cuvoopaTdTATOS OE pio Tpdogatn pehétn [T3] ocuvdédnxe ue
™ veoeoayUion évvola Tng Aavidvoucag oupueteiog (latent symmetry) puetald 600
TAEYHATIXOV ONUElWY.

H havidvouoa ouppetpio uetalh 600 TASYUATIXOY ONUEIDY EVOS BIXTOOU AMOXUAITTE-
To €O EVOC UETACY NUATIOUOU LOOQACUATIXAS avorywY TG Tou Tivoa TG XotAtov-
avrig oto eV Aoyw onueta. H ioogaopotind avorywyn evog mivaxa g mpog eva 6OVoAo
TASYHAUTXOVY onuelwy S opiletar we e€rg:

Rs(H,\) = Hgs — Hgg(Hgg — I\) " Hgg (7.8)

e S va avtiotolyel 670 cuuthfpwuc Tou S, dnhadr To UTGAOLT TAEYATIXG onpEt
To onola Bev mepiéyovtar oto S. Ou mivaxec Hgg xan Hgg xoataoxeudlovton dorypd-
govtag ond TN Xophtoviovh Gha o TAEYUoTid onpeiar Tou avTioToy 0Oy oTo S X
S avtiotolywe, eved o Hgg xan Hgg avTioTolyolv otoug mivoxeg oOVOEOTC UETAUED
Tou ouvolou S xar S. Y16)0¢ TNG LOOQACUATIXAC AVaYWYAS Vol 1) ovarywyT| TOU
apytxol Tivoxa ot €var Tivaxo uxpotepng oo taone g (iong UE TOV opllud TV
OTOLYElWY TOU GUVOAOU S), o omnoloc dlatneel To @doua Tou oy, T var yivel
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aUTO EPIXTd Tl oToLyElo Tou g divovian ambd ENTEC CUVOPTACELS TNG TUQUUETOOU
A Méow NG Lo0QaoUaTIXAC avorywYhHS OOVATOL Vo amoxoAuQUoUY U1 TETEUIUEVOL
auTopop@iopol PEToC) TV TAeYpaTix®y onueiny tng Xouhtoviavig. H perétn yog
avadeevieEL TNV Aavidvouca cupueTpla, WG TNV YEWUETEIXT cUUUETElo Tou Vo TEETEL
var uTtdpyel PETAg) 5V0 TAEYUATIXWY OMUEIDY TOU BIXTUOU TEOXEWEVOU Vo UTOPEL
vo petageplel Téhela pla xatdotaon and 1o éva oto dhho.  Ou ADoEC TV Un-
XATOTTEIXMY TPOPIA GUVBECEWY TOL TAEATNEHUNXAY OTIC OVOLYTEC YEWUETPIES Oolv-
TIOTOLYOVV OTOUG TROUVAUPEPUElOES UN-TETEIUUEVOUS AUTOHOPPIOUOUEC TOU BIXTOOU.
Emimpooideta, yonoylomoimvTag TNy LooQUoUATIX avorywyY| UTOROUUE Vo eEary &y OUUE
TIC CUUPETPIEC TOU TROPIA TV CUVBECEWY %ol VoL ATOQUVIOUUE YLoL TNV BUVITOTNTA
eniteuing e TéAELOG PETAPORAC BdoEl TNE YEWUETEIOG TOU BIXTVOU.

Téhog peretlinxe 1 €vvola Tng LOoYURHC CUVPUOUATIXOTNTAC(Strong cospectrality)
uetah dYo onueinwv, 1 omolo GUVEEDNXE AVAAUTIXG UE TIC BUO IXUVES XAl ovaryXafeg
oLVOTXES Yoo TNV TEAEL UETAUPOPS XAUTE TNV TAUPOUGTN EXPUALCUEVOVY OLOTIMY GTO
dixTvo.

Khooyotin uetapopd xatactdoswmy

Mot axoun e@apuoy”) Tou YPOVOUVELHPTNTOU TEWTOXOAAOU TROTUPUCHEVACUEVLY
OLVOECEWY, elval 1) UEAETT TNG XAACUATIXAC UETAUPORAS XATACTUCEWY UE GTOYO TNV
ONtovpEYio EVOYXUMOUEVLY XUTAGTACEWY. LTO TAUOLO AUTO PEAETHOOUE TNV XAVO-
Mot yetapopd Yeto€l evog Tuyaiou apyol (n) xa 6o Tuyaiwy Tehxmy (m, k)
TAEYHATIXOV ONUElWY piog avory Thg ahucidag. H motétnta tng petopopds o autrv
NV nepintwon optletar wg:

F = |(cos x (m| + €” sinx (k|)e™""" |n>|2 (7.9)

6mou x € (0,7/2) xou 6 € [0,27). Emlong, eloydyoue avoluTixd TiC tXovéS xat
avoryxoleg ouVUIAXES oL Yo TEETEL VoL LXAVOTOLOOVTOL OO TI CUVIOTWOES TWV LO-
LOOLUYUOUATODY XAl TIC LOLOTHIES TOU CUCTAUNTOS £TOL MOOTE 1) XAUCUAUTIXY] HETUPORY
va ebvon téhewa (F = 1). Evéd mopdhnia, yenowwonowdviag aptiuntixéc uedodoug
(oAyopriuo Bertiotomoinong) oxtoypopiooue T0 POT(BO TV BUVITOY XANUCUATIXCDY
UETAPORWY GLUVUETHGEL TOL PEYEYOUC TG ahuaidac xon 6Tou \Tory BUVITOV EVTOTICUUE
TIC OUPPETEIEG OTA TPOYIA TwY cLVBEsEWY. Emnpdoieta, avadellaue To TS N Ypupo-
YewpenTixn €Vvola Tou 2-YPWUATIONOL TNG avoly TAS ahuoldag emBIAAEL TEQLOPLOUOUS
OTIC TYWES TNS OYETNS PAong 0 ueTal TwV 6pmY Tou EUPaVI{OVTOL GTNY EVOYXOALC-
UEVN xTdo TooT. Luyxexpluéva oetlope 6Tl 6tay m, k € even fim, k € odd, n oyetxt
yovio ebvon § = v xou 6tav m € even xou k € odd 1 to avticTteogo, § = (2v + 1)7,
omov v € Z.



74 [TEPIAHVH

XpOVOECUPTOUEVO TEWTOXOMO UETUPORHC

To Baocwd woviého To onolo yenowonoiinxe otny TEpITTWGT TOU YPOVOECUOTOUE-
VOU TEWTOXOMOL UETapOoRdS ebvan 1 akuctda Su-Schrieffer-Heeger (SSH). Yxomdg pog
oTNV TERIMTOOT auTY EIVAL 1) UETUPORE L XATAO TAUOTS altd TO €Val 8xpo TNS aAucidog
070 dhho. H Xopdtoviav Tou HOVTENOU TPOXUTTEL UE TOV DYEQIOUO TWV GUVOECEMY
e EE. xatd Tov axorovdo teomo: J; = Jogq Yot € odd xon J; = Jepen YLO
i € even. Otoy 0 GUVOAXOC AEIIUOC TAEYHATIXGDY ONUEiwY TNE aAucidag etvar Lovog
UTEPYEL TIAVTOTE Lol LOLOXAUTAC TUOY) TOU GUOTHUUTOS UE UNOEVIXT) EVERYELX 1) oTola
Otoywplletor amd TIC UTOAOLTES LBLOXATAC TACELS UEGL EVOC EVERYELOXOD YAOUATOC.
Avdhoya pe 10 €4V Joga < Jeven 1) Jodd > Jeven N x0T TOOT 00UTY EVTOTICETAL Y WP
0TO TEWTO 1) 0TO TEAEUTHO TAEYUATIXO ONUEID avTIoTOlYWS. XUVETWS, oV UToUE-
ooupE OTL TN yeovix) ottyuny t = 0 ot cuvocoeg evol Jogg = 0, Jepen = 1 %o 1)
aEYIXT) UAC XAUTAC TUOY EVOL EVTOTUOUEVY] OTO TEWTO TAEYHATIXG onpeio Tng ahuci-
0ag, aLEAVOVTOEC O TadE TO GVEVOS TWV GUVBECEMY Joqq EVE) TORUAANAL UELWVOUUE
T0 0UEVOC TV Jepen, XATUANYOUUE TN Yeovxr oTlyur £ = t* Vo €YOUUE TNV ov-
tlotpogpn exova Jogq = 1, Jepen = 0. Kat’ autédv Tov TpoT0 emiTUY Y dvETOL 1) uETOUPORS
NG XATACTUONG AUTO TO TEWTO 0TO TEAELUTAO TAEYUUTIXG onuelo Tng aluctdag. H
TOTOTNTA TNG UETAUPORAS o auTHY TNV Tepintworn Yo diveton amd 0 oyéon:

F=|NIN@E))P (7.10)

6mou 1o |N(t)) mpoodiopileton Aovovtag v ypovoeaptouevn e&iowarn Schrodinger.
Ye wo mpéopatn uerétn [85], avodelydnxe 1 aviextixdtnto Tou ev Adyw TEwTOXOA-
hou mapousia otatixol YoplBou. Boaowy| mpobndleon yia v eniteudn udmirc
TG TOTNTAS 0T YETAUPORE, anoTeAEl 1) adtofortinn] eZEMEN TOU CUCTAUATOS. BUVETWC,
Yoo TV enlteLdn UPNAAC TUOTOTNTOC 1) YEOVIXT| BISEXEL TNS UETAPORAS Efvon TOAD
HEYOADTERT OE GYEOT UE TOUC AvVTIGTOLYOUS YPOVOUS UVEXTNOTG TOU YPOVOuveEdpTr-
TOU TPWTOXOANOU TOU UEAETACOUE OTIC TTEOTYOUUEVES EVOTNTECS.

H nopoustia tou evepyetaxol ydopatog otny ypovouveldotnTn XoAToviavy|, anoTehel
Baowd YapoxTNEIo TG TNG TOTOAOYIXYC TEOCTUGING TNG LOOXATACTACTC OV AVTLO-
Touyel otny undevixr evépyela. To péyedog Tou evepyeloanol ydouatog 10U UG T |Uo-
T0¢ e€apTdran and Tov A6Yo UETOEY TwV 600 GUVOEGEWY Joqq X0 Jepen. 2TV TapOVON
HEAETN o, PactlOUevol 6 GUANOYIGUOUE TTOL VAT TUGGOUUE GE GYEDT) UE TOUS OPOUS
TOL UTIELGERYOVTAL GTOV OPLoUO Tou adlafBoTinol ovoAAOIWTOU XoL UE YVOUOVA TNV
Hop@r) g e€éhing Tou oTiywadou evepyetoxol @douatog, eviorniCouue Ta Pootxd
YopoXTNELO TG Tou Var TEEmel var emBANY0o0Y OTIC YPOVOECUPTWUEVES CUVIPTNOELS
eNEY 0L TV TOEUUETEWY Jogq(t) xot Jepen (t) TEOXEWEVOL Vo BERTIOGOLYE TOV YPOVO
e Metagopds. llpotelvoupe uior cuyXEXEEVN Hop®T Yol TN cLVAETNOY EAEY)OU
X0l AVAOEIXYVOUUE TNV UTIEQOYT| TNG WS TEOS TNV Tay UTNTAU UETAPORAS, GLUYXEIVOVTAG
™V PE TNV Tpoundpyovoa mpdtaon [85] xou pe évor YpOVOEEUPTOUEVO TEWTOXOMNO
o7o omolo 1 uroxeluevn XouAtoviavh Tng ahucidag dev dladetel ToTohoYIXd Yopax-
Teo Tixd. Emnpéoieta, emBefonmvouue 6Tl 1 ovIexTindTnTal Tou TpmToXOAAOU PEVEL
averneéaoTtn und TNV Tapoucior otatod YopUou xot GUYXEIVOUUE TIC EMITTMOOELS
Tou YopUBou UETAC) TOV TEWTOXOMAWY TOU 1) YEOVOUVELHOTNTY XoATOViovY) OLo-
VETEL TOTOAOYIXG YaEaXTNRIOTNXO XAl TOU TEWTOXOAAOU Tou 1) XolAToviavy) €tvor
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Tomoloyixd TeTpuév. Toyuplopaote otL N p€Yodoc pag elvon yevixr xow dUvaTo
vo. yenowdormotnUel yia Ty BeATioTonolnon Tou Ypévou UETAPORUS XATACTICENY OE
adLOBUTING TEOTOXOAAL.
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