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#### Abstract

In this work spin quantum networks are considered as a potential platform for realizing short distance quantum communication tasks. We examine the network properties that allow us to efficiently transfer quantum states between different locations. To this end we address two classes of protocols, one where the network's couplings are initially suitably engineered but remain constant throughout the transfer process and another where the couplings are time-driven. In the former case, we examine the scenario of perfect state transfer (PST) between two arbitrary nodes of the network. By studying open and closed chain geometries, we re-derive the necessary and sufficient conditions for PST and develop an analytical scheme that enables us to identify the allowed transfers. We highlight the existence of solutions where the profile of the couplings does not posses any apparent geometrical symmetry. The symmetry of the underlying network is identified by exploiting the relation between one of the necessary and sufficient conditions for PST and the recently introduced graph theoretical concept of Latent Symmetry. The presence of latently symmetric pairs of vertices is unraveled by performing an isospectral reduction. This transformation allows us to acquire the profile of the networks' couplings and therefore obtain the geometric characteristics that a network should posses in order to support PST. Furthermore, we employ the engineered couplings protocol to examine the generation of entangled states in an open chain geometry. To this end, the phenomenon of Fractional State Transfer is investigated, where we consider the transfer of a quantum state between one initial and two target sites of the network. We take steps towards obtaining the pattern of allowed and non allowed transfers and analytically obtain the necessary and sufficient conditions for this phenomenon. In addition, we prove that the bipartite nature of the chain imposes restrictions on the relative phase that appears in the generated entangled state. Finally, concerning the case where the couplings of the network are time-driven, we turn our focus on a protocol where the underlying undriven chain posses topological characteristics. Based on considerations around the nature of the adiabatic invariant and the form of the evolution of the instantaneous eigenspectrum, we propose a particular driving function for controlling the couplings, that leads to fast and robust state transfer along the chain. To prove our point, we perform a comparison with two other state transfer protocols, while to ensure robustness, we study the impact of static noise on each protocols' parameters.
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## Chapter 1

## Introduction

In the early 1920's the modern theory of quantum mechanics was formulated, providing us a mathematical framework for the description of nature in atomic and subatomic scales. The power of the quantum theories developed from then on, is reflected in the phenomenal accuracy of their predictions. However, since the early days of the theory, the rules constituting the mathematical foundations, yet simple, proved to be counter-intuitive. The conceptual difficulties regarding the interpretation of quantum foundations, that continue to puzzle physicists one century later on, can be seen as the harbinger of the vast challenges that one will face when trying to gain control over a quantum system.

In 1965, Moore [87] considered how the number of integrated circuit components, that are the building blocks of every electronic device, will evolve over the following years. He predicted that the number of components per integrated circuit would double once every year. The essence behind this, is that in order for the power of an electronic device to increase, the number of transistors on each component has to increase as well and consequently, the transistor's size should decrease. This implies, that the integrated components will eventually reach the scale where the quantum effects cannot be ignored and have to be treated accordingly. Letting aside the technological necessity, controlling the behavior of quantum systems, deepens our understanding of fundamental quantum processes and opens up the prospect of discovering new phenomena.

Considerations in the same spirit as described above, gradually gave rise to the field of Quantum Information. With the development of a quantum key distribution protocol [14] and the proof of the no cloning theorem [123], research on quantum cryptography was initiated. At the same time, Feynman was one of the firsts to envision a quantum computer capable of simulating physical systems [55] and a few years later Deutsch [48] was stating that, in principle, a universal quantum computer could have remarkable properties, which could not be reproduced by a classical Turing machine. This was indeed demonstrated one decade later by Grover [65] and Shor [112], who developed algorithms for solving problems in which a quantum computer could outperform its classical counterpart. At the beginning of the 20-th century, Di Vincenzo [50] summa-
rized the criteria that need to be fulfilled, in order for a device to be able to efficiently perform tasks of quantum computation and communication. In the twenty years that passed since Di Vincenzo's paper, a huge research effort has been made in order to identify and realize the most prominent platforms to this purpose.

Currently, two of the most well established platforms for realizing a quantum computer employ superconducting [49] and ion-trap qubits [74, 13]. While other ongoing directions involve neutral atoms [67, [121], semiconductor qubits [7, 108] and photons [76]. Lastly, one very appealing proposal, though until now hard to realize, employs topological protected qubits [90, 95]. In the latter approach, the topological protection, in principle, minimizes the error rate during the computation, avoiding in this way the use of error correcting codes [64], which pose a daunting challenge in all the other methods.

Existing quantum devices are able to handle a few dozens of qubits and recently quantum supremacy [104] (i.e. the ability of a quantum computer to solve a problem, whose solution is intractable in a feasible amount of time by a classical computer) was claimed to be achieved by employing a device that has the ability to handle 53 superconducting quits [3]. However, this result has been disputed [99] and there are indications that in order to realize quantum supremacy we have to gain control over at least a few hundreds qubits. Each of the aforementioned platforms has its advantages and disadvantages and in years to come it remains to be seen if one or a combination of more, will be established as the optimal implementation.

In this thesis, we will not concern ourselves with quantum computational tasks. Instead, we will focus on one of the Di Vincenzo's "desiderata" for quantum communication that was stated as follows:

## "The ability to faithfully transmit flying qubits between specified locations"

The term "flying qubits" was used to emphasize the fact that the physical implementation of the qubits which are employed for communication tasks, will most likely differ from the ones used for quantum computation. This fact remains true even nowadays, where photons are considered to be the most reliable candidates for performing long-distance communication tasks [93]. The qubit state is usually mapped onto the polarization of the photon and can be transmitted through optical fibers. And even though proposals where electrons were considered as an alternative, have previously been made [51, 41], it wasn't until Bose's seminal work [20] that this direction flourished.

Bose proposed spin chains to act as an efficient quantum channel for short distance communication. He envisaged a circuit of quantum processors where the information can be transferred between them through spin chain quantum channels, avoiding this way the encoding of the qubit to photons. Moreover, his transfer protocol required no dynamical control over the system's parameters, therefore minimizing the errors that arise when local or global control operations take place during the transfer process. The main draw back of this approach is its scalability, since the qubit state can only be perfectly transferred along chains of very small size. To remedy this issue a new approach emerged [39, 92], where the interactions between adjacent spins are initially suitably
engineered but remain constant throughout the transfer process. In this way, Perfect State Transfer (PST) can be achieved between the two end sites of a spin chain of arbitrary length. A crucial aspect of this protocol is that the couplings between adjacent spins should follow a mirror symmetric profile (with respect to the center of the chain) in order for PST to take place. Based on the engineered coupling protocol a series of works was initiated, attempting to expand and explore its potential use. The necessary and sufficient conditions were derived [118], the quantum speed limit was deduced [126], a recursive formula for obtaining the optimal profile for the coupling strengths was proposed [120] and the effect of next to nearest neighbors [68, 78, 40] and static [46, 103, 105] or dynamical [27] disorder were considered, just to mention a few. A very comprehensive review of the subject can be found in [69, 21]. Our work was also motivated by this approach and we formulated the following research questions: Can PST occur between two arbitrary sites of the quantum channel? If not, why? If so, is there another underlying symmetry in the interactions' profile besides mirror symmetry? How are the symmetries of the interactions' profile connected with the network's geometry? To this end, we consider PST between arbitrary initial and target sites in open and closed (periodic boundary conditions) spin chains [97].

The problem of faithfully transferring a qubit state by employing a time-independent protocol, can be reduced to the problem of transferring a single excitation in a discrete network. This equivalence allowed mathematicians to treat the state transfer problem, as a continuous quantum random walk on a graph [72]. In this way, the machinery of graph theory was mobilized to tackle the problem and even though the research direction deviated from the original purpose of end to end quantum communication in a chain, more complex geometries were explored [38, 16, 11, 30, 8] and the details of the underlying dynamical evolution were treated more rigorously. In addition, another potential protocol was introduced by Godsil [61], where in order to avoid the engineering of the interactions, the PST condition is loosen up, allowing for state transfer arbitrary close to perfect, therefore named Pretty Good State Transfer (PGST). Inspired by the connection between graph theory and state transfer, we will employ the recently introduced graph theoretical concept of latent symmetry [113] and highlight its relation to the geometry of the underlying network [106], revisiting the results obtained in [97].

Another potential application of the engineered state transfer protocol is the generation of entanglement. The generation of bipartite and multipartite entanglement is of crucial importance for many quantum information tasks, ranging from quantum teleportation [15] to quantum error correction codes. Entanglement is generated by realizing the phenomenon of fractional revival in the spin chain, where the wavefunction, initially localized on one site of the chain, is found after some time perfectly splitted between the initial and the target site. Fractional revivals have been intensively studied in molecular [119] and atomic [98, 125, 6] systems and can be related to the Talbot effect [17] as well as to pattern formations of the spatial wavefunction. In [36], this direction was examined by studying the fractional revivals during the free evolution of a Gaussian wave packet in a homogeneous tight-binding model. One of the first works to consider the generation of entanglement between the two end sites of an engineered spin chain, was developed in [44]. While, an extensive study of factional revivals between the two end sites of engineered chains was been made in [58, 57]. In [71] Kay, considered fractional
revivals as a resource for state preparation and developed a numerical technique for designing the corresponding spin chains. In another recent work [10], besides studying entanglement, they employed fractional revivals to generate periodic space-time quantum interference patterns, known as quantum carpets [10]. Lastly, a series of works [31, 32, 34, 33] have addressed the problem from a graph theoretical point of view, by considering underlying networks of unweighted graphs. In this work, we will consider the fractional perfect state transfer between one initial and two arbitrary target sites of a weighted quantum chain, attempting to map the allowed transfers and identify the states that can be generated using the engineered state transfer protocol.

As stated earlier, a key feature of the engineered interaction protocol is the fact that we do not need to control the quantum channel's parameters during the transfer process. In general, depending on whether the parameters of the system vary in time or not the quantum state transfer (QST) protocols can be divided into two classes, time-dependent and time-independent respectively. Other time-independent protocols, besides the engineered chain, that have been proposed rely on Rabi-like oscillation schemes [122, 94, 59], a dual rail protocol was proposed in [25], while in [60] a transfer protocol was introduced, where local memory was used to increase the efficiency of the transfer while at the same time allowing for the transfer of multiqubit states. On the other hand, concerning time-dependent protocols, the most intuitive protocol in this case is to apply a sequence of swap operations between adjacent sites and gradually move the state along the chain. Other representative protocols were introduced in [9, 109, 26, 77].

Two of the most important factors that determine the efficiency of a QST protocol are its speed and robustness. That is, how much time it takes for the transfer to occur and how faithfully the state is transferred in the presence or absence of decoherence and static imperfections. The quantum speed limit for transferring a state along a spin chain has been studied for various protocols [47, 126, 5, 28, 128]. On the other hand, many works [46, 68, 103, 22] have examined the role of different sources of decoherence in QST protocols and proposed schemes [25, 9, 66, 1, 2] to circumvent their impact. In most cases there is a trade-off between speed and robustness, as increasing one results to the decrease of the other and vice versa.

A very promising direction towards the realization of an efficient platform able to perform fault-tolerant quantum computation comes from the field of topological states of matter [107]. One of the most appealing properties of topological systems is that they host edge states which, due to their topological protection, are robust to different sources of quantum decoherence. Recent studies [79, 114, 54, 85, 19, 82, 83], have employed 1-D topological systems, such as the Kitaev chain [75] and the SSH model [4], to act as a platform for realizing QST protocols. In this work, in the same spirit and aiming to balance the trade-off between the various factors that determine the efficiency of QST protocols, we will propose a fast and robust time-dependent protocol for transferring an excitation along an SSH chain [96].

The Hamiltonian used in all the aforementioned protocols, is quite generic and the results can be in principle applied to a variety of physical systems. The engineered $J$ 's protocol has been experimentally realized in the following setups (see Fig. 1.1). A
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Figure 1.1: Experimental realizations of the engineered coupling protocol for perfect state transfer. (a) Array of evanescently coupled waveguides [12] (b) Liquid nuclear magnetic resonance experiment [127] (c) Superconducting transmon qubits [80] (d) Nanoelectromechanical resonators [115].
three qubit liquid nuclear magnetic resonance was used and in [127]. Experiments on an array of $N=9$ [12] and $N=19$ [101] evanescently coupled waveguides, were conducted as a proof of principle, while in [35] an array of $N=11$ evanescently coupled waveguides was the first setup where high fidelity transfer was accompanied by preservation of entanglement. Moreover, in [80] the protocol was implemented in a chain of four coupled superconducting transmon qubits. Lastly, the more recent experiment was conducted in a setup consisting of $N=8$ nanoelectromechanical resonators [115]. On the other hand, the protocols that involve time-driven couplings are much harder to realize experimentally. Nevertheless different setups ranging from, NV centers in diamond [124], superconducting circuits [116, 85], arrays of quantum dots [102], driven optical lattices [37] and NMR [29] have been proposed as potential platforms for realizing protocols with time-driven couplings. Which direction will be established as the optimal one highly depends on the feasibility of its experimental implementation.

We have tried to give a brief overview of the great efforts that have been made during the past two decades towards obtaining the optimal protocol for state transfer in quantum networks, highlighting at the same time the directions in which this work has contributed. The details of our results will be presented in the chapters to follow.

### 1.1 Outline

Chapter 2: We start by introducing the Heisenberg Hamiltonian and we briefly review
how spin chains can be employed to act as efficient quantum channels for transferring information in a quantum network. The concept of Perfect State Transfer (PST) together with the engineered couplings protocol are introduced. We derive the two necessary and sufficient conditions for realizing PST between two arbitrary nodes of the network (reachability criteria). We examine open and closed chains and map the reachable and non-reachable transfers. Analytically, we devise a scheme that allows us to deduce whether PST is possible or not and to extract the corresponding profiles for the couplings. Numerically, we employ an optimization algorithm based on the simplex method.

Chapter 3: We highlight the equivalency between the evolution of an excitation in an engineered quantum channel and a continuous random walk in a weighted graph. Reviewing the concept of cospectral vertices, the first reachability criterium is interpreted in terms of walks in the quantum network. We present the recently introduced concept of latent symmetry and argue that the isospectral reduction transformation can be employed to extract the symmetry profile for the sets of couplings that support PST. To demonstrate the power of this treatment we revisit some of the examples of the previous chapter. We furthermore show how the notion of strong cospectrality can handle network degeneracies connecting it with the second reachability criterium for PST.

Chapter 4: We consider fractional state transfer as a mechanism for generation of entangled states. We restrict ourselves to the case where the initial state splits between two target sites. We numerically and analytically examine open chain geometries and investigate the pattern of reachable and non-reachable target states. The reachability criteria are derived and we highlight the fact that the bipartite nature of the underlying chain imposes restrictions on the relative phase that appears on the target state.

Chapter 5: We review some basic properties of the SSH chain. We present two timedependent QST protocols that feature almost perfect state transfer between the two end nodes of the chain when a time-driving function is imposed on the system's parameters. One where the underlying undriven channel is an odd-sized SSH chain and another where the underlying chain is topologically trivial. Based on simple considerations concerning the terms that are involved in the definition of the adiabatic invariant we identify the crucial characteristics that the driving function needs to posses, in order to speed up the transfer process for the SSH channel. We propose an intuitive function that has the aforementioned characteristics. To unravel the crucial aspects of our construction, we compare our proposal to an SSH chain possessing a different driving function, as well as, to the protocol where the underlying chain is topologically trivial. We also consider the impact of on and off-diagonal disorder ensuring the protocol's robustness and we examine its behavior as the system's size is increased.

Chapter 6: In the final chapter we conclude.

## Chapter 2

## A "static" quantum channel

### 2.1 Preliminaries

The Heisenberg Hamiltonian can be used to describe a one dimensional spin- $1 / 2$ quantum channel:

$$
\begin{equation*}
\mathcal{H}_{X Y Z}=\frac{1}{2} \sum_{<i, j>}\left(J_{i j}^{x} \hat{\sigma}_{i}^{x} \hat{\sigma}_{j}^{x}+J_{i j}^{y} \hat{\sigma}_{i}^{y} \hat{\sigma}_{j}^{y}+J_{i j}^{z} \hat{\sigma}_{i}^{z} \hat{\sigma}_{j}^{z}\right)+\frac{1}{2} \sum_{i=1}^{N} B_{i} \hat{\sigma}_{i}^{z} \tag{2.1}
\end{equation*}
$$

The chain consists of $N$ spins, $\left(\hat{\sigma}_{i}^{x}, \hat{\sigma}_{i}^{y}, \hat{\sigma}_{i}^{z}\right)$ stand for the Pauli matrices, $\left(J_{i j}^{x}, J_{i j}^{y}, J_{i j}^{z}\right)$ corresponds to the strength of the exchange interaction between pairs of spins $\langle i, j\rangle$ and $B_{i}$ to the magnetic field. This is the so-called Heisenberg XYZ model, where XYZ characterizes the fact that the exchange interaction can be completely anisotropic. When $J^{x}=J^{y}$ we get the XXZ model and when $J^{x}=J^{y}=J^{z}$ the XXX model.

For the state transfer protocols we will consider in this work, unless explicitly stated otherwise, we will assume that $J^{x}=J^{y} \geq 0, J^{z}=0$ and $B_{i}=0 \forall i$. Furthermore, we will assume that the exchange interaction is non-zero only between nearest neighbors. The Hamiltonian after these assumptions are implemented, becomes the Heisenberg XX model:

$$
\begin{equation*}
\mathcal{H}_{X X}=\frac{1}{2} \sum_{<i, j\rangle} J_{i j}\left(\hat{\sigma}_{i}^{x} \hat{\sigma}_{j}^{x}+\hat{\sigma}_{i}^{y} \hat{\sigma}_{j}^{y}\right) \tag{2.2}
\end{equation*}
$$

The quantum state of one spin- $1 / 2$ can be expanded in the basis of vectors:

$$
\begin{equation*}
|1\rangle=\binom{1}{0}, \quad|0\rangle=\binom{0}{1} \tag{2.3}
\end{equation*}
$$

corresponding to spin up and spin down respectively, along the z-direction. Since the total spin operator $\sigma^{z}=\sum_{i=1}^{N} \sigma_{i}^{z}$ commutes with the Hamiltonian, every eigenstate will conserve the number of up-spins. Therefore, the Hamiltonian of Eq. 2.2 can be written in the site-basis as a block diagonal matrix, where in each block the number of up-spins

| 00｜ | 0 |  |  | 0 | 0 | 0 |  |  | 0 | 0 | 0 | 0 | 0 |  |  | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 000｜ | 0 | 0 |  | $J$ | 0 | 0 | 0 |  |  | 0 | 0 |  | 0 |  |  |  | 0 | 0 | 0 |
| ＜0100｜ | 0 |  |  | 0 | $J$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  | 0 | 0 | 0 | 0 |
| ＜0010｜ | 0 | 0 |  | $J$ | 0 | $J$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  | 0 | 0 | 0 | 0 |
| 〈0001｜ | 0 |  |  | 0 | $J$ | 0 | 0 |  | ， | 0 | 0 | 0 | 0 |  |  |  |  |  | 0 |
| 〈1100｜ | 0 |  |  | 0 | 0 | 0 | 0 |  | J | 0 | 0 | 0 | 0 |  |  |  | 0 |  | 0 |
| 〈1010｜ | 0 |  |  | 0 | 0 | 0 | $J$ |  | 0 | $J$ | $J$ | 0 | 0 | 0 |  |  | 0 | 0 | 0 |
| 〈1001｜ | 0 |  |  | 0 | 0 | 0 | 0 |  | $J$ | 0 | 0 | $J$ | 0 |  |  |  | 0 |  | 0 |
| 〈0110｜ | 0 |  |  | 0 | 0 | 0 | 0 |  |  | 0 | 0 | $J$ | 0 |  |  |  |  |  | 0 |
| ＜0101｜ | 0 |  |  | 0 | 0 | 0 | 0 |  | 0 | $J$ | $J$ | 0 | $J$ | 0 |  | 0 | 0 | 0 | 0 |
| 〈0011｜ | 0 |  |  | 0 | － | 0 | 0 |  | 0 | 0 | 0 | $J$ | 0 | 0 |  | 0 | 0 | 0 | 0 |
| 〈0111｜ | 0 |  |  | 0 | 0 | 0 | 0 |  |  |  | 0 | 0 | 0 |  |  |  | 0 | 0 | 0 |
| 〈1011｜ | 0 |  |  | 0 | － | 0 | 0 |  |  |  |  | 0 | $0$ |  |  |  |  | 0 | 0 |
| ＜1101｜ | 0 |  |  | 0 | 0 | 0 | 0 |  |  | 0 | 0 | 0 | 0 |  |  |  | 0 | $J$ | 0 |
| 〈1110｜ |  |  |  | 0 | 0 | 0 | 0 |  |  | 0 | 0 | 0 | 0 |  |  |  | $J$ | 0 | 0 |
| ＜11 | （ |  |  | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |  |  | 0 | 0 | 0 | 0 |

Figure 2．1：Matrix representation of the XX－model on the site basis，for a 4－site spin chain．
is conserved．In general，we get $2^{N}$ states of the form：$\binom{a_{1}}{b_{1}} \otimes\binom{a_{2}}{b_{2}} \otimes \ldots \otimes\binom{a_{N}}{b_{N}}$ ， where $a_{i}, b_{i}=0,1$ ，that are separated in $N+1$ blocks．Considering an example of a 4 －site spin chain the matrix acquires the block－diagonal form depicted in Fig．2．1．

The first to consider，a＂static＂QST protocol employing a spin chain quantum chan－ nel，was Bose in his seminal work［20］．To sketch Bose＇s idea，for convenience，we will continue considering the example of the 4 －site chain．However，the analysis that follows is general．The goal is to transfer an initial state of the form：

$$
\begin{equation*}
\psi(t=0)=\cos \theta|0000\rangle+e^{i \phi} \sin \theta|1000\rangle \tag{2.4}
\end{equation*}
$$

from the first to the last site of the chain without applying any local or global operations during the transfer process．That means，we let the system evolve freely through the time evolution operator $\hat{U}_{t}=e^{-\frac{i}{\hbar} H t}$ and after some time $t^{*}$ ，corresponding to the retrieval time，we expect to find the system in the target state：

$$
\begin{equation*}
\psi\left(t=t^{*}\right)=\cos \theta|0000\rangle+e^{i \phi} \sin \theta|0001\rangle \tag{2.5}
\end{equation*}
$$

Due to the form of the Hamiltonian matrix we know that the action of the time evolution operator on the system eigenstates，cannot transform a state belonging to one sub－block to a state belonging to a different sub－block．Therefore，the first term of the superposi－ tion in Eq．2．5（corresponding to the first block of the matrix in Fig．2．1）will＂remain＂ as it is during the evolution（up to a phase）．For the transfer to occur，we only need to ensure that：

$$
\begin{equation*}
e^{-i \mathcal{H} t^{*}}|1000\rangle=e^{i \xi}|0001\rangle, \tag{2.6}
\end{equation*}
$$

here $\xi$ is an overall phase and we have taken $\hbar=1$ ．In this way，the problem of trans－ ferring a superposition of the form of Eq． 2.5 is reduced to the so－called one excitation
subspace of the XX Hamiltonian (see the second highlighted $4 \times 4$ block in Fig. 2.1). Therefore, from now on we will consider as our Hamiltonian the one excitation subblock of the matrix 2.1, given by:

$$
\begin{equation*}
\mathcal{H}=J \sum_{k=1}^{N-1}(|k\rangle\langle k+1|+|k+1\rangle\langle k|) \tag{2.7}
\end{equation*}
$$

In the last equation we have introduced the notation $|k\rangle=\left|0_{1} 0_{2} \ldots 1_{k} \ldots 0_{N-1}\right\rangle$, corresponding to one spin-up excitation on the $k$-th site.

### 2.1.1 Perfect state transfer

Let us now introduce the quantity that measures how faithfully we can transfer a state between an initial $|n\rangle$ and a target $|m\rangle$ site. The quantity is called fidelity and can be given by the following equation:

$$
\begin{equation*}
\left.F=\left|\langle m| e^{-i \mathcal{H} t^{*}}\right| n\right\rangle\left.\right|^{2} \tag{2.8}
\end{equation*}
$$

which is simply the transition probability between the initial and the target site. When $F=1$, we say that Perfect State Transfer (PST) has occured. While, the case where $n=m$, corresponds to a revival, where the wavefunction relocalizes at some time $t^{*}$ on the initial site. The quantum revivals occur in every system that satisfies the prerequisites dictated by the quantum recurrence theorem [18].

In fact, the "proper" fidelity, originally introduced by Bose, is a function of the aforemention quantity and is defined as folllows:

$$
\begin{equation*}
\mathcal{F}=\frac{\sqrt{F} \cos \gamma}{3}+\frac{F}{6}+\frac{1}{2} \tag{2.9}
\end{equation*}
$$

This definition comes from the fact that in general, the state of the $n$-th spin is a mixed state with a density matrix given by the following equation:

$$
\begin{equation*}
\rho_{\text {out }}(t)=p(t)\left|\psi_{\text {out }}(t)\right\rangle\left\langle\psi_{\text {out }}(t)\right|+(1-p(t))|0\rangle\langle 0| \tag{2.10}
\end{equation*}
$$

where $p(t)=\cos ^{2} \theta+\sin ^{2} \theta F$ and

$$
\begin{equation*}
\left|\psi_{\text {out }}(t)\right\rangle=\frac{1}{\sqrt{p(t)}}\left(\cos \theta|0\rangle+e^{i \phi} \sin \theta\left(\langle m| e^{-i H t}|n\rangle\right)|1\rangle\right) \tag{2.11}
\end{equation*}
$$

Equation 2.9 is obtained by integrating over all pure initial states of the $n$-th spin $\left|\psi_{i n}\right\rangle=$ $\cos \theta|0\rangle+e^{i \phi} \sin \theta|1\rangle$, on the Bloch sphere (i.e. $\frac{1}{4 \pi} \int\left\langle\psi_{\text {in }}\right| \rho_{\text {out }}\left(t^{*}\right)\left|\psi_{\text {in }}\right\rangle d \Omega$ ). In Eq. 2.9. the parameter $\gamma$ corresponds to the $\arg \left\{\langle m| e^{-i H t}|n\rangle\right\}$. However, this phase can be adjusted by applying an external magnetic field and thus, can be chosen to be a multiple of $2 \pi$. Consequently, since Eq. 2.9 is just a function of $F$, throughout this thesis when we refer to the fidelity we will consider Eq. 2.8 .


Figure 2.2: A schematic of an engineered chain with a mirror symmetric profile of the couplings (different colors correspond to different coupling strengths). (a) Initially the excitation is localized at the first site of the chain. (b) At the retrieval time $t^{*}$ we find that the excitation has been perfectly transferred to the other end of the chain.

Bose examined whether PST is possible between the first and the last site of spin chains of different length and he found out that the maximum spin chain length supporting PST is $N=4$. To remedy the lack of scalability, a modified version of the static protocol was proposed in [39, 92]. In this case, it was assumed that we are capable of suitably engineering the couplings $J_{i}$ 's between adjacent spins, which then remain fixed during the transfer process (see Fig. [2.2). More specifically, it was demonstrated that by enforcing a mirror symmetric profile of the form:

$$
\begin{equation*}
J_{n}=J_{N-n}, \quad n=0,1, \ldots, N-1 \tag{2.12}
\end{equation*}
$$

PST could be supported between the two end sites of a spin chain of arbitrary length $N$. This protocol is commonly referred to as the engineered $J$ 's protocol and its main advantages are: its fastness together with the fact that no dynamical control is applied during the transfer process. The necessary and sufficient conditions for transferring a state between the two end sites $(1 \rightarrow N)$ of an engineered spin chain, have been analytically determined [69, 118]. The first condition is that the couplings should follow the mirror symmetric profile that was introduced in the previous section. The second, imposes restrictions on the spectrum of the Hamiltonian.

### 2.2 Reachability criteria

In this section, we will analytically derive the two necessary and sufficient conditions for achieving PST by adjusting the weigths of the couplings, but without restricting ourselves to the transfer between the first and the last site of a chain. Instead we will consider the transfer between two arbitrary sites. The first to consider such a case, to our knowledge is Kay in [70]. By doing this, we aim to shed light to the underlying dynamics of the transfer process and identify the role of the network's symmetries. More specifically, we will investigate how the symmetries that appear in the coupling's profile are modified, depending on the initial and final site of the transfer. To this end, we have to note, that when examine a particular geometry, we will exclude the solutions that result in disconnecting parts of the network (i.e. $J_{i} \neq 0$ ).

We will examine two kinds of geometries, open and closed chains. By closed chains we mean that periodic boundary conditions are imposed on the system (i.e. the first site is connected to the last one). The Hamiltonian of Eq. 2.7 can be written down in matrix form:

$$
\mathcal{H}_{N}=\left(\begin{array}{cccccc}
0 & J_{1} & 0 & \cdots & & J_{N}  \tag{2.13}\\
J_{1} & 0 & J_{2} & & & \vdots \\
0 & J_{2} & 0 & \ddots & & \\
\vdots & & \ddots & \ddots & & \\
& & & & & J_{N-1} \\
J_{N} & \cdots & & & J_{N-1} & 0
\end{array}\right)
$$

where $J_{N} \neq 0$ and $J_{N}=0$ correspond to closed and open chains respectively. The matrix is real and symmetric and no degeneracies are present. The case of geometries possessing spectral degeneracies will be considered in the next chapter. The eigenvalue equation writes:

$$
\begin{equation*}
\mathcal{H}_{N}\left|v_{i}\right\rangle=E_{i}\left|v_{i}\right\rangle \tag{2.14}
\end{equation*}
$$

In order for PST to occur between the initial site $|n\rangle$ and the target site $|m\rangle$, we demand that:

$$
\begin{equation*}
e^{-i \mathcal{H}_{N} t^{*}}|n\rangle=e^{i \xi}|m\rangle \tag{2.15}
\end{equation*}
$$

Inserting the resolution of identity $\hat{I}=\sum_{i=1}^{N}\left|v_{i}\right\rangle\left\langle v_{i}\right|$ we get:

$$
\begin{equation*}
\sum_{i=1}^{N} e^{i\left(E_{i} t^{*}-\xi\right)}\left\langle v_{i} \mid n\right\rangle\left|v_{i}\right\rangle=\sum_{i=1}^{N}\left\langle v_{i} \mid m\right\rangle\left|v_{i}\right\rangle \tag{2.16}
\end{equation*}
$$

where $\left|v_{i}\right\rangle$ are linearly independent and thus, $\forall i$ :

$$
\begin{equation*}
e^{i\left(E_{i} t^{*}-\xi\right)}\left\langle v_{i} \mid n\right\rangle=\left\langle v_{i} \mid m\right\rangle \tag{2.17}
\end{equation*}
$$

if we add the fact that the eigenvector components of a real symmetric matrix can be chosen to be real, we end up with two equations:

$$
\begin{align*}
& \sin \left(E_{i} t^{*}-\xi\right)=0  \tag{2.18a}\\
& \cos \left(E_{i} t^{*}-\xi\right)\left\langle v_{i} \mid n\right\rangle=\left\langle v_{i} \mid m\right\rangle \tag{2.18b}
\end{align*}
$$

We consider a transfer between a set of quantum states (in our case $|n\rangle$ and $|m\rangle$ ) as reachable, when the states are connected through time evolution. That means, we have the ability to construct a time evolution operator that simultaneously satisfies Eq. 2.18 (a) and (b). If we assume that Eq. 2.18 (a) holds then Eq. 2.18 (b) implies that:

$$
\begin{equation*}
\left\langle v_{i} \mid n\right\rangle= \pm\left\langle v_{i} \mid m\right\rangle \tag{2.19}
\end{equation*}
$$

which tells us that in each eigenvector of the Hamiltonian matrix the $n$-th and the $m$-th eigenvector components should be equal to each other, up to a plus or minus sign. On the other hand, Eq. 2.18 (a) gives:

$$
\begin{equation*}
E_{i} t^{*}-\xi=\nu_{i} \pi, \quad \nu_{i} \in \mathbb{N} \tag{2.20}
\end{equation*}
$$

and taking the difference between two eigenvalues we get:

$$
\begin{equation*}
\left(E_{j}-E_{i}\right) t^{*}=\left(\nu_{j}-\nu_{i}\right) \pi \tag{2.21}
\end{equation*}
$$

Without loss of generality, we can set the retrieval time to be $t^{*}=\pi$, which results in:

$$
\begin{equation*}
\frac{E_{j}-E_{i}}{E_{j}^{\prime}-E_{i}^{\prime}} \in \mathbb{Q} \tag{2.22}
\end{equation*}
$$

This is the second reachability criterium which due to Eq. 2.22, is sometimes called the rationality criterium for the eigenvalues [38, 120].

Looking things from a slightly different perspective may actually help us gain a more intuitive picture of what the two reachability criteria stand for. The fidelity of the transfer between sites $n$ and $m$ is given by the following sum:

$$
\begin{equation*}
F=\left|\sum_{i=1}^{N} v_{i n} v_{i m} e^{i \phi_{i}}\right|^{2} \tag{2.23}
\end{equation*}
$$

where we have introduced the notation $v_{i n}=\left\langle v_{i} \mid n\right\rangle$ and $\phi_{i}=E_{i} t$. PST dictates that the above sum should be maximized. The first reachability criterium makes a step towards this direction, by ensuring that the absolute values of the involved eigenvector components should be equal to each other $\left|v_{i n}\right|=\left|v_{i m}\right|$. What remains to be appropriately fixed, are the relative signs between them. Namely, the spectrum of the network should be such that there exists a time $t^{*}$, for which all the exponents $e^{i \phi_{i}}$ can produce an overall sign to the $N$ terms of the sum.

In Fig. 2.3 we depict a schematic of the exponential factors $e^{i \phi_{i}}$ on the unit circle during a transfer process, corresponding to a system with $N=4$. This picture is inspired by the classical analogy that was presented in [89], where the wave-packet revivals were linked to the bunching of runners on a racetrack. When $t=0$ (see Fig. 2.3 (a)) all vectors align towards the same direction on the positive part of the real axis. For an arbitrary time $t<t^{*}$ (see Fig. 2.3(b)), some vectors rotate clockwise will others anticlockwise, depending on the sign of the corresponding eigenvalue. When PST is possible, there is a time $t=t^{*}$ such that all vectors are aligned. In this case, all the terms in the sum of Eq. 2.23 acquire the same sign and the sum is maximized (PST). In Fig. 2.3 (c) we have singled out two cases, one where the alignment occurs on the real axis (red vectors) and another where the alignment takes place on the imaginary axis (black dashed vectors). The phases $\phi_{i}$ then, obey the following equation:

$$
\phi_{i}=\left\{\begin{array}{l}
n_{i} \pi  \tag{2.24}\\
\left(2 n_{i}+1\right) \frac{\pi}{2}
\end{array} \quad, n_{i}=0,1,2, \ldots\right.
$$

Of course, in general, the alignment can occur in an arbitrary direction. Nevertheless, for the systems we will consider in this chapter it will become apparent that Eq. 2.24 holds. Finally, in 2.3 (d) for $t=2 t^{*}$ the vectors are once again aligned on the same direction (again in the general case this direction maybe arbitrary), this case corresponds to a revival where the wavefunction re-localizes on its original position acquiring a phase $\xi$. Note here, that this periodicity that emerges in the dynamics of a quantum system is always present when PST occurs.


Figure 2.3: A schematic where the exponential terms of Eq. 2.23 for a system of $N=4$, are represented as vectors on the unit circle.

### 2.3 Network optimization

For the open and closed geometries that will be analytically examined in the following section, the fidelity, in the absence of magnetic field, can be seen as a function of the couplings and the retrieval time:

$$
\begin{equation*}
F=f\left(J_{1}, J_{2}, \ldots, J_{N-1}, J_{N}, t^{*}\right) \tag{2.25}
\end{equation*}
$$

where for open chains we have to set $J_{N}=0$. Thus, for closed chains we have $N+1$ parameters while for open chains $N$. Finding the set of parameters that support PST can be treated numerically as an optimization problem. Since, $F \in[0,1]$, we can define the infidelity $I$, which corresponds the cost function (sometimes referred as loss function) that the optimization algorithm has to minimize.

$$
\begin{equation*}
I=1-F \tag{2.26}
\end{equation*}
$$

where, in our case, the couplings and the retrieval time are the parameters with respect to which, the minimization takes place. The optimization algorithm we will use is based on the Nelder-Mead method [91]. This method is also commonly referred to as the simplex method, since it employs a polytope (i.e. simplex) of $n+1$ vertices in the parametric space, where by $n$ we denote the total number of parameters. After the boundaries of the parametric space are imposed, pseudo-random values are assigned on each vertex and the cost function is computed. In every step of the algorithm, different operations are applied on one or more vertices deforming the polytope. In this way the polytope scans the parametric space until a minimum is obtained, the algorithm then returns the optimal values for the set of parameters. The simplex algorithm will be our main numerical tool for deducing whether PST between a pair of vertices is possible or not. It is a reliable method for obtaining the profile of the couplings when their analytical determination becomes tedious or intractable.

### 2.4 Open chains

To address the second question i.e., when the reachability criteria can be met, we will now explicitly demonstrate that for certain cases the two criteria for PST cannot be met simultaneously. To do so, we first focus our study on open chains. The eigenvalue equation 2.14 is a linear system of $N$ equations, where, each eigenvector component is defined up to an arbitrary sign $s_{i j}$.

$$
\begin{align*}
& J_{1} s_{i 2}\left|v_{i 2}\right|=E_{i} s_{i 1}\left|v_{i 1}\right| \\
& J_{1} s_{i 1}\left|v_{i 1}\right|+J_{2} s_{i 3}\left|v_{i 3}\right|=E_{i} s_{i 2}\left|v_{i 2}\right| \\
& \vdots  \tag{2.27}\\
& J_{N-2} s_{i N-2}\left|v_{i N-2}\right|+J_{N-1} s_{i N}\left|v_{i N}\right|=E_{i} s_{i N-1}\left|v_{i N-1}\right| \\
& J_{N-1} s_{i N-1}\left|v_{i N-1}\right|=E_{i} s_{i N}\left|v_{i N}\right|,
\end{align*}
$$

To deduce whether PST between the first and the $m$-th site is possible we will exploit the first $m-1$ equations of the linear system Eq. (2.27). By doing so, we can express $\left|v_{j m}\right|$ as a function of $\left|v_{j 1}\right|$ as follows

$$
\begin{equation*}
\left|v_{i m}\right|=\frac{E^{n-1}-E_{n \geq 3}^{n-3} \sum_{j}^{n-2} J_{j}^{2}+E_{n \geq 5}^{n-5} \sum_{j \neq k}^{n-2} J_{j}^{2} J_{k}^{2}+\ldots}{s_{1 m} \prod_{j}^{n-1} J_{j}}\left|v_{i 1}\right| \tag{2.28}
\end{equation*}
$$

where $s_{1 m}$ is the relative sign between the first and the $m$-th component of $v_{j}$. Then by employing the first reachability criterium we can set $\left|v_{i m}\right| /\left|v_{i 1}\right|=1$ and we end up with two energy polynomials, corresponding to the plus or minus sign of the product in the denominator. The number of the real roots of the two energy polynomials added together, has to be greater than, or equal to the total number of the system's eigenvalues otherwise PST can not be achieved.

Based on this counting argument, it is straightforward to deduce that PST from the first site to any target site $n \leq N / 2$ for even-sized and $n \leq(N+1) / 2$ for odd-sized chains, is forbidden. Additionally, since an open chain is mirror symmetric around the axis that passes from its center, two mirror symmetric transfer processes have the same properties. For example, when we consider the transfer from the first to the third site of a 6 -site chain, based on the above, we have two second degree polynomials that can give four roots. Thus, PST cannot be made possible, since we ought to have at least six roots. By invoking the mirror symmetry of the chain, the same holds for the transfer between the fourth and the sixth site of the chain.

Moreover, specifically for odd-sized chains, because the spectrum of the Hamiltonian is symmetric, there will always be a zero energy eigenvalue. If we want to examine whether PST can occur from the $n$-th to the $m$-th site we can use Eq. 2.28 for $\left|v_{i n}\right|$ and $\left|v_{i m}\right|$. Using these two relations we can expunge $\left|v_{i 1}\right|$ and express $\left|v_{i m}\right|$ as a function of $\left|v_{i n}\right|$, then by setting them equal we again end up with an energy polynomial. For the special case where $m$ is even and $n$ is odd or the other way around, the constant term of the polynomial is a product of the couplings. Since all the eigenvalues have to satisfy
the polynomial equation, the zero energy eigenvalue has to do so too. However, this would mean that at least one of the couplings has to be equal to zero and consequently that the chain gets disconnected. In conclusion, for odd-sized chains no PST is possible between even and odd sites.

Things get more involved when we try to rule out other PST's that do not fall into the two cases we have mentioned so far. To this purpose the second reachability criterium has to be employed. We will explicitly demonstrate an analytical scheme that can be used for these cases by considering a specific example.

### 2.4.1 6-site chain: $\mathbf{1} \rightarrow \mathbf{4}$

We will rule out a PST between the first and the fourth site of a 6 -site chain. The energy polynomial in this case, when we set $\left|v_{i 4}\right|$ equal to $\left|v_{i 6}\right|$ is

$$
\begin{equation*}
E^{3}-\left(J_{1}^{2}+J_{2}^{2}\right) E+s_{14} J_{1} J_{2} J_{3}=0 \tag{2.29}
\end{equation*}
$$

where $s_{14}= \pm 1$. By using Descartes rule we can deduce the maximum number of the polynomial's positive roots depending on the sign of the constant term. In this particular case, since we are dealing with a 6 -site chain and two third degree polynomials, all the roots have to be eigenenergies of the system. For $s_{14}=+1$ the polynomial can have two real positive roots $E_{1}, E_{2}$ and one negative $E_{3}$. While, for $s_{14}=-1$, we get one real positive $E_{4}$ and two negative $E_{5}, E_{6}$. Due to the symmetry of the spectrum we also get, that $E_{6}=-E_{1}, E_{5}=-E_{2}$ and $E_{3}=-E_{4}$. Considering the above, it is straightforward to see that the transfer amplitude becomes a sum of sines.

$$
\begin{align*}
\langle 4| e^{-i H_{6} t^{*}}|1\rangle= & -2\left|v_{11}\right|^{2} \sin E_{1} t^{*}-2\left|v_{21}\right|^{2} \sin E_{2} t^{*} \\
& +2\left|v_{31}\right|^{2} \sin E_{3} t^{*} \tag{2.30}
\end{align*}
$$

Due to Eq. 2.24 , we get that $\phi_{i}=E_{i} t^{*}=\left(2 n_{i}+1\right) \frac{\pi}{2}$. On the other hand, employing Vieta's formula, the following equality holds for the three roots of the polynomials.

$$
\begin{equation*}
E_{1}=-\left(E_{2}+E_{3}\right) \tag{2.31}
\end{equation*}
$$

Multiplied by $t^{*}$ the above equation implies that the sum of two odd integers is an odd integer. This proves by contradiction that the two reachability criteria cannot be met simultaneously and PST is not possible for this transfer.

### 2.4.2 7-site chain: $1 \rightarrow 5$

Now let us consider a second example, where we examine the transfer between the first and the fifth site of a 7 -site open chain. Using the linear system of Eq. 2.27, we express $\left|v_{i 5}\right|$ in terms of $\left|v_{i 1}\right|$. Setting them equal we obtain two energy polynomials corresponding to $s_{15}= \pm 1$.

$$
\begin{equation*}
E^{4}-\left(J_{1}^{2}+J_{2}^{2}+J_{3}^{2}\right) E^{2}+J_{1}^{2} J_{3}^{2}+s_{15} J_{1} J_{2} J_{3} J_{4}=0 \tag{2.32}
\end{equation*}
$$

For $s_{15}=+1$ we find four real roots, $\pm E_{1}$ and $\pm E_{2}$. While, for $s_{15}=-1$ a double root $E_{4}=0$ and $E_{3}^{2}=J_{1}^{2}+J_{2}^{2}+J_{3}^{2}$ are obtained. Taking into account the above facts, the probability amplitude of finding the wavefunction localized at the fifth site after time $t^{*}$ is given by:

$$
\begin{align*}
\langle 5| e^{-i H_{7} t^{*}}|1\rangle= & \left|v_{11}\right|^{2} e^{-i E_{1} t^{*}}+\left|v_{21}\right|^{2} e^{-i E_{2} t^{*}}-\left|v_{31}\right|^{2} e^{-i E_{3} t^{*}} \\
& -\left|v_{41}\right|^{2}  \tag{2.33}\\
& -\left|v_{51}\right|^{2} e^{i E_{3} t^{*}}-\left|v_{61}\right|^{2} e^{i E_{2}^{t^{*}}}+\left|v_{71}\right| e^{i E_{1} t^{*}} .
\end{align*}
$$

Due to the symmetry of the energy spectrum it also holds that $\left|v_{11}\right|=\left|v_{71}\right|,\left|v_{21}\right|=\left|v_{61}\right|$ and $\left|v_{31}\right|=\left|v_{51}\right|$. Thus, it follows that:

$$
\begin{align*}
\langle 5| e^{-i H_{7} t^{*}}|1\rangle= & 2\left|v_{11}\right|^{2} \cos E_{1} t^{*}+2\left|v_{21}\right|^{2} \cos E_{2} t^{*}  \tag{2.34}\\
& -2\left|v_{31}\right|^{2} \cos E_{3} t^{*}-\left|v_{41}\right|^{2} .
\end{align*}
$$

For the amplitude to get its maximum values, an overall minus sign has to be produced from the cosines. This means, that $E_{1} t^{*}, E_{2} t^{*}$ have to be odd multiples of $\pi$, while $E_{3} t^{*}$ even. However, from Eq. (2.32), if we multiply with $t^{*}$ and employ Vieta's formula, we get

$$
\begin{equation*}
\left(E_{1} t^{*}\right)^{2}+\left(E_{2} t^{*}\right)^{2}=\left(t^{*}\right)^{2}\left(J_{1}^{2}+J_{2}^{2}+J_{3}^{2}\right)=\left(E_{3} t^{*}\right)^{2} . \tag{2.35}
\end{equation*}
$$

Since, the sum of the squares of two odd integers cannot be the square of an integer, we have proved by contradiction that the transfer under consideration is not reachable.

The main point we want to highlight can be stated as follows: when the number of roots of the energy polynomials is greater than the number of the eigenvalues, the second criterium can be used in order to prove that some of these roots cannot satisfy the two reachability criteria simultaneously. It is also clear that as the length of the chain grows the number of these cases is increased, since we are forced to deal with polynomials of greater degree. We have analytically examined open chains up to 10 sites and the optimization algorithm we have used, comes in complete agreement with our analytical findings. Even though the properties of the eigenvalues of Jacobi matrices have been studied extensively [56, 117, 43], the mathematical task to prove that a number of roots of an energy polynomial of arbitrary degree cannot satisfy the rationality criterium, to our knowledge has not yet been properly addressed. As a result, there is no universal analytical procedure that can be followed to deduce whether PST between two states is possible or not. It follows that in general, each case has to be studied separately, which is something that at first sight seems discouraging. Nevertheless, the power of the analytical approach we just presented here, is that it can be applied with small modifications for each case and in order to demonstrate this fact more transparently we have considered the two previous examples.

To sum up, the following general statements can be made for open chains of arbitrary length. PST is always possible between mirror symmetric sites and this has been rigorously proven for the transfer between 1 and $N$ [118]. In addition, transfers where both the initial and target sites are located at the first half of the chain cannot support PST. The same holds for their mirror symmetric counterparts. Finally, for odd-sized chains
we have proved that no PST is realized between even and odd sites. To these statements we will also add one that is based on our numerical results. Having examined open chains of length up to $N=20$ sites, we have numerical evidence which support that for even-sized chains PST between the first and $N-1$ site is always possible, in these transfers the profile of the couplings is not mirror symmetric. The rest of the cases have to be studied separately. If we are unable to prove by contradiction that PST is not supported, we have to search the parametric space and find the suitable profile for the $J$ 's that extremizes the fidelity.

This can be done numerically via an optimization algorithm or by using yet again the linear system of Eq. 2.27) to analytically extract the optimized profile for the $J_{i}$ 's. For the sake of illustration and to gain a more intuitive picture of the physical system under consideration, we will present an indicative example for both cases.

The first example considers the transfer from the first to the third lattice site of an open chain of length $N=4$. This example highlights the fact that the profile of the couplings does not have to be necessarily periodic, as in the case of mirror symmetric lattice sites. In Fig. (2.4) we have plotted the probability for each of the four states on the lattice basis as a function of time, obtained by running the optimization algorithm. The system starts at the first site and then gradually the probability spreads out all over the chain, until the whole wavefunction gets localized on the third site at the retrieval time. At this


Figure 2.4: PST between sites 1 and 3. Probability for each lattice site as a function of time. Time is depicted in units of $1 / J_{\max }$, where $J_{\text {max }}$ is an arbitrary unit of energy. We have set $J_{1}=J_{\max }$ and subsequently the optimal values for the time and the couplings are found to be $J_{2}=0.6 J_{\max }, J_{3}=0.8 J_{\max }$ and $t^{*}=4.967 / J_{\max }$.
point we demonstrate that the method we suggest here to examine reachability, is also very powerful for designing the optimal profile in reachable cases. By employing the linear system of Eq. (2.27) for a 4 -site chain together with the first reachability criterium we obtain the following energy polynomial

$$
\begin{equation*}
E^{2}-J_{1}^{2}+s_{13} J_{1} J_{2}=0 \tag{2.36}
\end{equation*}
$$

The system has four eigenenergies that are symmetric around zero, that is $\pm E_{1}$ and
$\pm E_{2}$. It is clear that the $s_{13}=+1$ gives the pair of eigenenergies with the minimum absolute value, say $\pm E_{1}$, while $s_{13}=-1$ corresponds to $\pm E_{2}$. Having in mind the above, it is straightforward to see that

$$
\begin{equation*}
\langle 3| e^{-i t^{*} \mathcal{H}_{N}}|1\rangle=2\left|v_{11}\right|^{2} \cos \left(E_{1} t^{*}\right)-2\left|v_{21}\right|^{2} \cos \left(E_{2} t^{*}\right) . \tag{2.37}
\end{equation*}
$$

The first pair of eigenenergies that gives an overall sign to the sum is, $E_{1} t^{*}=\pi$ and $E_{2} t^{*}=2 \pi$. If we multiply the equations of the linear system Eq. (2.27) with the retrieval time $t^{*}$, all quantities become dimensionless. After doing so, we can solve the linear system in terms of the couplings and time and obtain the same values as those produced by running the optimization algorithm.

### 2.5 Closed chains

For closed geometries, the introduction of the coupling between the first and the last site changes the system's behavior in a drastic manner. The linear system in this case takes the following form:

$$
\begin{align*}
& J_{1} s_{i 2}\left|v_{i 2}\right|+J_{N} s_{i N}\left|v_{i N}\right|=E_{i} s_{i 1}\left|v_{i 1}\right| \\
& J_{1} s_{i 1}\left|v_{i 1}\right|+J_{2} s_{i 3}\left|v_{i 3}\right|=E_{i} s_{i 2}\left|v_{i 2}\right|  \tag{2.38}\\
& \vdots \\
& J_{N} s i 1\left|v_{i 1}\right|+J_{N-1} s_{i N-1}\left|v_{i N-1}\right|=E_{i} s_{i N}\left|v_{i N}\right| .
\end{align*}
$$

Let us consider PST between an arbitrary pair of sites for a closed chain of fixed length. Following the same procedure as we did for the open chains, we express the eigenvector component of the initial site as a function of the eigenvector component of the target site and we extract two energy polynomials. Due to the cyclic symmetry of the closed system, the degree of the energy polynomials is the same, independently of the choice of the initial and target sites. Namely, the highest degree polynomial for a circular chain of length $N$ is $N-2$ for even-sized chains and $N-1$ for the odd ones.

From this perspective, it should come as no surprise that our numerical and analytical findings support the following statement: "For any closed chain of fixed length, if we can find an optimal profile for the couplings that supports PST between a particular pair of sites, then an optimal profile that supports PST between an arbitrary pair of sites always exists". Similarly, if PST is not possible for a pair of sites then the same holds for all pair of sites. Note here that we have assumed different initial and target sites. We do not take into consideration the case of quantum revivals which are always reachable.

In addition to the aforementioned facts, the even or odd length of the chain turns out to play a crucial role to the reachability of a transfer. In particular, all odd-sized chains with the exception of $N=3$ do not support PST. On the contrary, for even-sized chains of arbitrary length, we can always obtain an optimal profile for the couplings that makes the transfer between any particular pair of states reachable.

The $N=3$ closed chain is the only odd geometry in which PST is possible between all pair of sites. We will impose the first reachability criterium on the linear system for
the transfer between a pair of sites. Without loss of generality, we pick the first and the third site. Then, depending on which equations we use, we can either obtain a second degree polynomial

$$
\begin{equation*}
E^{2}-s_{13} J_{3} E-J_{1}\left(J_{1}+s_{13} J_{2}\right)=0 \tag{2.39}
\end{equation*}
$$

or a first degree polynomial

$$
\begin{equation*}
\left(J_{2}-s_{13} J_{1}\right) E+J_{3}\left(J_{1}-s_{13}\right)=0 \tag{2.40}
\end{equation*}
$$

In Eq. (2.39), we expect that one choice of the sign $s_{13}$ will give one eigenvalue, while the other choice, will give the other two eigenvalues. On the other hand, by observing Eq. (2.40) we could immediately state that, since two first degree polynomials cannot give three solutions, PST is not possible. This however is not the case here. For $s_{13}=$ -1 we get that $E_{1}=-J_{3}$ but for $s_{13}=+1$ we can pick $J_{1}=J_{2}$ which gives an infinite number of solutions and thus we can avoid the contradiction. In conclusion, PST is realized in this system as long as $E_{1}=-J_{3}$ and $J_{1}=J_{2}$. The $N=3$ closed geometry is the only case where a specific choice of the couplings can lead to an omission of the highest order term in the energy polynomial. For all the other odd closed chains ( $N>3$ ), PST is not supported. To analytically demonstrate this fact, we can demand that the energy polynomials, obtained from the linear system (2.38), possess as roots the system's eigenvalues, arriving this way to a contradiction. For the even-sized closed chains, the optimal profile for the couplings that supports PST between a particular pair of states, can be obtained by the same scheme that was developed in the previous section.

Nonetheless, the optimization algorithm, as the system's length grows, remains our strongest tool for obtaining the optimal profile for the couplings. Thus, it is worth highlighting a property, that besides its physical importance, enables us to make the optimization algorithm more efficient. When running the algorithm we obtain many solutions for the coupling's profile in reachable cases. Of particular importance is the fact that, there always exists a solution which is locally symmetric on the two different "paths" (clockwise, anti-clockwise) leading from the initial to the target site. To clarify further this point, we will consider a specific example.

In Fig. 2.5) we show the probability for each lattice site for an engineered profile of the couplings, that supports PST between the first and the third site of a 6 -site closed chain. By observing the values of the couplings we can easily notice that, for the path that goes clockwise from the first to the third lattice site, $J_{1}=J_{2}$. For the anti-clockwise path, the profile is again parity symmetric ( $J_{3}=J_{6}$ and $J_{4}=J_{5}$ ). Therefore, by imposing such symmetries on the couplings, we can drastically reduce the dimensions of the parametric space in which the optimization algorithm searches for solutions. In the following chapter we will investigate the root of the emerging symmetries on the profile of the couplings for a quantum network of arbitrary geometry.


Figure 2.5: PST between site 1 and 3. Probability for each lattice site as a function of time. Time is depicted in units of $1 / J_{\max }$. We have set $J_{1}=J_{\max }$ and subsequently the optimal values for the time and the couplings are found to be $J_{2}=J_{\max }, J_{3}=J_{6}=$ $0.369 J_{\text {max }}, J_{4}=J_{5}=0.547 J_{\text {max }}$ and $t=8.494 / J_{\text {max }}$.

## Chapter 3

## Latent symmetry and PST

### 3.1 Preliminaries

In this chapter we will identify the graph theoretical concepts related to the phenomenon of PST in discrete networks and unravel the underlying geometrical symmetry that has to be imposed between two sites in order to be able to support PST. Our aim is twofold, on the one hand we want to highlight the power of the tools developed in graph theory, most of which remain blurry in the physics community. On the other, we will demonstrate how these concepts will allow us to gain a deeper understanding of the underlying dynamics of the PST process and indicate in which ways we can employ them in order to extend our means of controlling and designing quantum networks that feature PST.

### 3.1.1 A continuous-time random walk on a graph

A graph $G(V, E)$ denotes a set of objects, commonly addressed to as vertices $V$, pairs of which are connected. We will consider weighted graphs, where their connections belonging to the set $E$ are called edges and each element $e_{i j}$ (connecting vertices $i$ and $j$ ) is weighted by a function $w: E \rightarrow \mathbb{R}^{+}$. A graph $G$ can be fully specified by its adjacency matrix $A_{G}$ which is defined as follows:

$$
A_{G}=\left\{\begin{array}{lc}
w(i, j) & \text { for } \quad e_{i j} \in E  \tag{3.1}\\
0 & \text { otherwise }
\end{array}\right.
$$

When all the edges have the same value, the graph is called unweighted and the value 1 is used to signify the existence of an edge. In the case of a weighted graph, arbitrary values can be assigned to every edge, we will restrict ourselves to positive real numbers. In Fig. 3.1, we give a diagrammatic representation of a weighted graph $G_{1}$ consisting of 3 vertices and 4 edges together with its adjacency matrix $A_{G_{1}}$. Note, that the diagonal entries in the adjacency matrix correspond to edges that are connecting the vertices to themselves and are diagrammatically represented by loops. Let $\psi(t)$ be a


$$
\left(\begin{array}{lll}
4 & 1 & 3 \\
1 & 0 & 2 \\
3 & 2 & 0
\end{array}\right)
$$

Figure 3.1: A weigthed graph consisting of 3 vertices and 4 edges, together with its adjacency matrix.
time dependent-vector on the vertices of $G$, then for a continuous-time quantum random walk starting from the vertex $a$ the evolution is given by

$$
\begin{equation*}
|\psi(t)\rangle=e^{-i t A_{G}}|a\rangle \tag{3.2}
\end{equation*}
$$

where $|a\rangle$ corresponds to a unit vector of the form $\left|00 \ldots 1_{a} \ldots 0\right\rangle$, defined in the basis of the adjacency matrix. The adjacency matrix of a graph has an one to one correspondence with the Hamiltonian matrices we considered in the previous chapter. The vertices correspond to sites, the weighted edges to the couplings between the spins and the weighted self-loops to the magnetic field on each site. Thus, from now on we may use the aforementioned terms interchangeably. We say that PST occurs between vertices $a$ and $b$ when:

$$
\begin{equation*}
\left.\left|\langle b| e^{-i t^{*} A_{G}}\right| a\right\rangle \mid=1 \tag{3.3}
\end{equation*}
$$

where $t^{*}$ corresponds to the retrieval time.

### 3.2 Cospectrality

In the previous chapter we have introduced two reachability criteria which pose the necessary and sufficient conditions for PST. The first reachability criterium for two vertices $a$ and $b$, belonging to a graph $G$ of N vertices, writes:

$$
\begin{equation*}
\left|\left\langle v_{i} \mid a\right\rangle\right|=\left|\left\langle v_{i} \mid b\right\rangle\right| \quad i=1,2, \ldots, N \tag{3.4}
\end{equation*}
$$

where $v_{i}$ corresponds to the $i$-th eigenvector of the Hamiltonian matrix.
When Eq. 3.4 holds the vertices $a$ and $b$ are said to be cospectral [110]. Cospectrality is a property that has been related to PST [63] and the following statements are equivalent [63]:

1. vertices $a$ and $b$ are cospectral
2. $\sigma(H \backslash a)=\sigma(H \backslash b)$
3. $\left(H^{k}\right)_{a, a}=\left(H^{k}\right)_{b, b} \forall k$

$$
\begin{aligned}
& \begin{array}{c}
H^{2}=\left(\begin{array}{cccc}
2.7775 & 0 & 1.6666 & 0 \\
0 & 3.7775 & 0 & 1.3333 \\
1.6666 & 0 & 2.7775 & 0 \\
0 & 1.3333 & 0 & 1.7777
\end{array}\right) \quad H^{3}=\left(\begin{array}{cc|ccc}
0 & 6.2956 & 0 & 2.222 \\
6.2956 & 0 & 5.5552 & 0 \\
0 & 5.5552 & 0 & 3.7034 \\
2.222 & 0 & 3.7034 & 0
\end{array}\right) \\
\begin{array}{l}
\text { Walks of length } 2
\end{array} \\
\text { Walks of length } 3
\end{array} \\
& \begin{array}{ccc}
\mathrm{v}_{3} \rightarrow \mathrm{v}_{2} \rightarrow \mathrm{v}_{3} & + & \mathrm{v}_{3} \rightarrow \mathrm{v}_{4} \rightarrow \mathrm{v}_{3}
\end{array} \quad \mathrm{v}_{1} \rightarrow \mathrm{v}_{2} \rightarrow \mathrm{v}_{3} \rightarrow \mathrm{v}_{2}
\end{aligned}
$$

Figure 3.2: The first three powers of a 4 -site open chain supporting PST between vertices $\mathrm{v}_{1}$ and $\mathrm{v}_{3}$. For the highlighted elements of $H^{2}$ and $H^{3}$, we demonstrate how the entries of each matrix can be interpreted in terms of walks.

By $\sigma(H \backslash a)$ we denote the spectrum of the Hamiltonian matrix computed after the row and column corresponding to the vertex $a$, have been deleted. Of particular importance is the third equivalent definition of cospectrality, since it allows us to interpret the concept in terms of walks in the graph. We will demonstrate this geometrical picture of the matrix powers of the Hamiltonian by considering a simple example that was examined in Chapter 2. Namely, we will consider a 4 -site chain supporting PST between the first and the third vertices. We have previously raised the importance of this example, that belongs to the class of transfers where the profile of the couplings is not mirror symmetric. In Fig. 3.2 we have computed the first 3 matrix powers of the Hamiltonian for a set of couplings that supports PST between $\mathrm{v}_{1}$ and $\mathrm{v}_{2}$. We will now proceed and give the interpretation of the matrix entries in terms of walks. For an entry $\left(H^{k}\right)_{i, j}$, the matrix power $k$ corresponds to the number of steps we can take, while the subscripts $i, j$ correspond to the initial and final vertices of the walk. For the calculation of each entry, what we basically do is adding all the possible walks of length $k$ between the $i$-th and the $j$-th vertices, while at the same time compensating for the weights of the edges. Taking for example $\left(H^{2}\right)_{3,3}$ we have two options for realizing a walk of length 2 starting and ending at the third vertex. The first is to go, $3 \rightarrow 2 \rightarrow 3$ and the other is $3 \rightarrow 4 \rightarrow 3$, each time an edge is crossed we have to multiply with the corresponding weight and at the end the walks have to be added together. Therefore, for this particular example, we get $\left(H^{2}\right)_{3,3}=1 \cdot 1+1.3333 \cdot 1.3333=2.77769$. Following the same procedure, all the matrix entries of each power of the Hamiltonian matrix can be computed. In Fig. 3.2 we provide an additional example by considering the off-diagonal entry $\left(H^{3}\right)_{1,2}$.

Based on the above discussion, we can relate the first reachability criterium with the geometry of the network, restating it in the following way: One of the necessary conditions a quantum network should satisfy in order for PST to occur between vertices $a$ and $b$, is that the sum of all the weighted walks of length $k$ starting and ending on
vertex $a$ should be equal to the corresponding sum of walks of vertex $b$ (i.e. $\left(H^{k}\right)_{a, a}=$ $\left.\left(H^{k}\right)_{b, b}\right)$ and this should hold for every power of the Hamiltonian matrix. Actually here, by taking advantage of the Caley-Hamilton theorem, which states that a square matrix satisfies its own characteristic equation, for a Hamiltonian consisting of $N$ vertices, it directly follows, that it suffices to ensure that this holds for all $k \leq N-1$.

### 3.3 Isospectral reduction and Latent symmetry

We will now briefly review another concept originating from network theory, that goes by the name isospectral reduction [24]. The purpose of the isospectral reduction transformation, as the name suggests, is to reduce the dimension of a matrix $H$ in $\mathbb{C}^{N \times N}$, while at the same time preserve its spectral information. In order, for a smaller matrix to be able to preserve the eigenvalues of the original matrix, rational functions are employed. The isospectral reduction is performed over a set of vertices $S$ and is defined in the following way:

$$
\begin{equation*}
R_{S}(H, \lambda)=H_{S S}-H_{S \bar{S}}\left(H_{\bar{S} \bar{S}}-I \lambda\right)^{-1} H_{\bar{S} S} \tag{3.5}
\end{equation*}
$$

by $\bar{S}$ we denote the complement of $S$, that is the rest of the vertices that are not included in the set $S$. The matrices $H_{S S}$ and $H_{\bar{S} \bar{S}}$ are obtained by deleting all the vertices of $\bar{S}$ and $S$ respectively, while $H_{S \bar{S}}$ and $H_{\bar{S} S}$ correspond to the connections between set $S$ and $\bar{S}$. The isospectral reduction is defined for all values of $\lambda$ besides the ones that correspond to eigenvalues of $H_{\bar{S} \bar{S}}$, we will denote this set by $\mathcal{L}$. Thus, the isospectral reduction is properly defined when $\lambda \in \mathcal{L}$. The eigenvalues of the reduced matrix $R_{S}(H, \lambda)$ are given by:

$$
\begin{equation*}
\operatorname{det}\left(R_{S}(H, \lambda)-\lambda I\right)=0 \tag{3.6}
\end{equation*}
$$

If the spectrum of $H_{\bar{S} \bar{S}}$ does not contain any eigenvalues of the original matrix $H$ then all the eigenvalues of $H$ are given by Eq. 3.6. On the contrary, the eigenvalues of $H$ that are contained in the spectrum of $H_{\bar{S} \bar{S}}$ are excluded from the spectrum of $R_{S}(H, \lambda)$. Thus, for the spectrum of the reduced matrix $\sigma\left(R_{S}(H, \lambda)\right)$ we get:

$$
\begin{equation*}
\sigma\left(R_{S}(H, \lambda)\right)=\sigma(H)-\sigma\left(H_{\bar{S} \bar{S}}\right) \tag{3.7}
\end{equation*}
$$

In Fig. 3.5 we give two representative examples, one where the initial graph is reduced over three vertices and all spectral information is preserved and one where the reduction over two sites does not contain all the eigenvalues of the initial graph.

We have to highlight here an important aspect of the reduction that will be proved to be crucial for our approach. The reduced matrix obeys the eigenvalue equation:

$$
\begin{equation*}
R_{S}\left(H, \lambda_{i}\right) \tilde{\mathbf{v}}_{i}=\tilde{\lambda}_{i} \tilde{\mathbf{v}}_{i} \tag{3.8}
\end{equation*}
$$

where by $\tilde{\lambda}_{i}$ and $\tilde{\mathbf{v}}_{i}$ we have denoted the eigenvalues and eigenvectors of $R_{S}\left(H, \lambda_{i}\right)$. Note, that the eigenvectors $\tilde{\mathbf{v}}_{i}$ do not have to form an orthogonal basis and in principle,


$$
\begin{aligned}
& H=\left(\begin{array}{ccccc}
0 & 1 & 0 & 0 & 0 \\
1 & 0 & 2 & 3 & 4 \\
0 & 2 & 0 & 0 & 0 \\
0 & 3 & 0 & 0 & 0 \\
0 & 4 & 0 & 0 & 0
\end{array}\right) \\
& \sigma(H)=\{-\sqrt{30}, \sqrt{30}, 0,0,0\}
\end{aligned}
$$



Figure 3.3: A 5-vertex graph is given together with its Hamiltonian matrix $H$ and its spectrum $\sigma(H)$. In the first case (bottom left) the reduction is performed over the set $S_{1}=\left\{\mathrm{v}_{3}, \mathrm{v}_{4}, \mathrm{v}_{5}\right\}$, while in the other (bottom right), over $S_{2}=\left\{\mathrm{v}_{1}, \mathrm{v}_{2}\right\}$. For both cases, we provide the spectrum of the reduced matrix together with the spectrum of $H_{\bar{S} \bar{S}}$.
could even be linearly dependent or pairwise identical. However, they are related to the eigenvectors $\mathbf{v}_{i}$ of $H$ [52, 23]. Namely, $\forall i$ we can write:

$$
\begin{equation*}
\tilde{\mathrm{v}}_{i j}=c_{i} \mathbf{v}_{i j} \quad j \in S \tag{3.9}
\end{equation*}
$$

where, by $\mathrm{v}_{i j}$ we denote the eigenvector components, while $c_{i}$ corresponds to a normalization constant. That means, that each eigenvector of the reduced matrix is up to a normalization constant, the projection of the corresponding eigenvectors of $H$ onto the set $S$.

### 3.3.1 Latent Symmetry

We are now ready to present the concept of latent symmetry that was recently introduced by Smith and Webb [113]. It was defined in the following way: A graph $G$ has a latent symmetry, if there exists a subset of vertices $S$, that are symmetric under some isospectral reduction $R_{S}(G)$ [113]. Latent symmetry, as the name implies, allows one to identify symmetries of a network that are difficult to unravel unless performing a reduction.

To serve our purpose of connecting this notion to the phenomenon of perfectly transferring a state in a quantum network, we will consider isospectral reductions on a subset of two vertices. We say that two vertices are latently symmetric if their isospectral reduction is a bisymmetric matrix. When the adjacency matrix of the graph is symmetric,
which is always the case for the class of Hamiltonian matrices we consider in this work, the isospectral reduction over two vertices takes the following form:

$$
R_{S}(H, \lambda)=\left(\begin{array}{cc}
f_{1}(\lambda) & g(\lambda)  \tag{3.10}\\
g(\lambda) & f_{2}(\lambda)
\end{array}\right)
$$

where $f_{1}(\lambda), f_{2}(\lambda)$ and $g(\lambda)$ are rational functions of the parameter $\lambda$. Thus, in order for the matrix of Eq. 3.10 to be bisymmetric, we need $f_{1}(\lambda)=f_{2}(\lambda), \forall \lambda \in \mathcal{L}$.

If we look back at Eq. 3.9, we immediately notice that when two vertices of a Hamiltonian $H$ are latently symmetric then the absolute values of the corresponding eigenvector components for each eigenvector of $H$ should be equal to each other. Therefore, latent symmetry between two vertices implies cospectrality. This fact has been very recently demonstrated in [73].

### 3.3.2 4-site open chain revisited

Let us sum up the concepts introduced so far. A necessary condition between two vertices that support PST is that the corresponding eigenvector components for every eigenvector, should be equal to each other up to a sign. When this is the case, the two vertices are called cospectral. The notion of cospectrality has a geometrical interpretation in terms of walks on the quantum network. In fact, it implies that a not so apparent symmetry exists between the two vertices. A way to deduce whether this symmetry is present or not, is to perform the transformation of isospectral reduction. We will now demonstrate how to employ latent symmetry in order to identify the symmetry that has to be imposed on the $J$ 's profile in order to achieve PST between two vertices. To this purpose, we will consider the simple example of a 4 -site open chain that was examined in the previous chapter.

The Hamiltonian matrix of a 4-site open chain is as follows:

$$
H_{4}=\left(\begin{array}{cccc}
0 & J_{1} & 0 & 0  \tag{3.11}\\
J_{1} & 0 & J_{2} & 0 \\
0 & J_{2} & 0 & J_{3} \\
0 & 0 & J_{3} & 0
\end{array}\right)
$$

We will first examine the transfers $1 \rightarrow 4$ and $1 \rightarrow 3$. In Eq. 3.12 we have calculated the isospectral reductions over the corresponding pairs of vertices.

$$
R_{\{1,4\}}\left(H_{4}\right)=\left(\begin{array}{cc}
\frac{J_{1}^{2} \lambda}{\lambda^{2}-J_{2}^{2}} & \frac{J_{1} J_{2} J_{3}}{\lambda^{2}-J_{2}^{2}}  \tag{3.12}\\
\frac{J_{1} J_{2} J_{3}}{\lambda^{2}-J_{2}^{2}} & \frac{J_{3}^{2} \lambda}{\lambda^{2}-J_{2}^{2}}
\end{array}\right) \quad R_{\{1,3\}}\left(H_{4}\right)=\left(\begin{array}{cc}
\frac{J_{1}^{2}}{\lambda} & \frac{J_{1} J_{2}}{\lambda} \\
\frac{J_{1} J_{2}}{\lambda} & \frac{J_{2}^{2}+J_{3}^{2}}{\lambda}
\end{array}\right)
$$

When we demand that the resulting matrices should be bisymmetric for the case $1 \rightarrow 4$, we get that $J_{1}=J_{3}$. This comes is accordance with the mirror symmetric profile that should be imposed on the chain in order to support PST between the first and the last vertices. On the other hand, for the transfer $1 \rightarrow 3$ we get a pythagorian triplet
$J_{1}^{2}=J_{2}^{2}+J_{3}^{2}$. Thus, an underlying hidden symmetry is revealed explaining the non mirror-symmetric profile of the couplings that we obtained in the previous chapter.

$$
R_{\{1,2\}}\left(H_{4}\right)=\left(\begin{array}{cc}
0 & J_{1}  \tag{3.13}\\
J_{1} & \frac{J_{2}^{2} \lambda}{\lambda^{2}-J_{3}^{2}}
\end{array}\right)
$$

As for the case of the transfer $1 \rightarrow 2$, by inspecting the reduction of Eq. 3.13, we can immediately see that the only solution is $J_{2}=0$. Therefore, we can deduce that this transfer is non-reachable, since the only way to make the two vertices latently symmetric is to disconnect the chain.

### 3.4 What about network degeneracies?

We will now re-derive the necessary and sufficient conditions for PST, however on the contrary to the previous chapter, we will not assume that the system's eigenvalues are simple. Instead, we will consider the more general case where a degenerate eigenvalue $\mathcal{E}$ of multiplicity $j$ exists. The following approach holds for an arbitrary number of degenerate multiplets.

We start by demanding PST between vertices $n$ and $m$, of an $N$ vertex graph, at the retrieval time $t^{*}$ :

$$
\begin{equation*}
e^{-i H t^{*}}|n\rangle=e^{i \xi}|m\rangle \tag{3.14}
\end{equation*}
$$

After inserting the resolution of unity, we split each sum to a degenerate and a nondegenerate subspace:
$e^{i \mathcal{E} t^{*}} \sum_{j}\left\langle v_{j}^{\prime} \mid n\right\rangle\left|v_{j}^{\prime}\right\rangle+e^{i E_{k} t^{*}} \sum_{k}\left\langle v_{k} \mid n\right\rangle\left|v_{k}\right\rangle=e^{i \xi} \sum_{j}\left\langle v_{j}^{\prime} \mid m\right\rangle\left|v_{j}^{\prime}\right\rangle+e^{i \xi} \sum_{k}\left\langle v_{k} \mid m\right\rangle\left|v_{k}\right\rangle$
where $\left|v_{j}^{\prime}\right\rangle$ and $\left|v_{k}\right\rangle$ are the eigenvectors corresponding to the degenerate and the nondegenerate subspace respectively. Moreover, $k$ is the number of simple eigenvalues and of course $N=j+k$. Invoking the linearly independence, we can treat the two subspaces independently. Thus, we obtain the two following equations:

$$
\begin{align*}
& e^{i \mathcal{E} t^{*}}\left\langle v_{j}^{\prime} \mid n\right\rangle=e^{i \xi}\left\langle v_{j}^{\prime} \mid m\right\rangle  \tag{3.16}\\
& e^{i E_{k} t^{*}}\left\langle v_{k}^{\prime} \mid n\right\rangle=e^{i \xi}\left\langle v_{k}^{\prime} \mid m\right\rangle \tag{3.17}
\end{align*}
$$

For the non-degenerate subspace we get:

$$
\begin{equation*}
\sin \left(E_{k} t^{*}-\xi\right)=0 \quad \text { and } \quad \cos \left(E_{k} t^{*}-\xi\right)\left\langle v_{k} \mid n\right\rangle=\left\langle v_{k} \mid m\right\rangle \tag{3.18}
\end{equation*}
$$

and combining the above results we have:

$$
\begin{equation*}
\left\langle v_{k} \mid n\right\rangle=d_{k}\left\langle v_{k} \mid m\right\rangle \tag{3.19}
\end{equation*}
$$

where for a given $k, d_{k}$ can be either +1 or -1 . For the degenerate subspace we get:

$$
\begin{equation*}
\sin \left(\mathcal{E} t^{*}-\xi\right)=0 \quad \text { and } \quad \cos \left(\mathcal{E} t^{*}-\xi\right)\left\langle v_{j}^{\prime} \mid n\right\rangle=\left\langle v_{j}^{\prime} \mid m\right\rangle \tag{3.20}
\end{equation*}
$$

and we end up with:

$$
\begin{equation*}
\left\langle v_{j}^{\prime} \mid n\right\rangle=d\left\langle v_{j}^{\prime} \mid m\right\rangle \tag{3.21}
\end{equation*}
$$

where in contrast to the previous case, for all $j, d$ can be either +1 or -1 . In other words, the relative sign of the eigenvector components corresponding to the vertices $n$ and $m$, should be the same for every eigenvector belonging to the same degenerate subspace. Vertices satisfying the aforementioned condition are called strongly cospectral [63] due to the fact that the condition 3.21 is more restrictive than cospectrality. Moreover, in [73] it was proven that two vertices are strongly cospectral if and only if their isospectral reduction is a bisymmetric matrix and its eigenvalues are simple.

We will now present an indicative example employing strong cospectrality to achieve PST. We will consider a graph of five vertices and ten edges. The graph is depicted in Fig. 3.4 along with the corresponding Hamiltonian matrix. We will examine the case where the weights are determined by three parameters $(a, b, c)$, all of which are different from each other. In this particular setting the Hamiltonian has a double degenerate eigenvalue $E_{1}=E_{2}=-a$. If we perform the isospectral reduction over all pairs of vertices, we can deduce that the following pairs are cospectral:

$$
\begin{equation*}
\left\{\mathrm{v}_{1}, \mathrm{v}_{2}\right\}, \quad\left\{\mathrm{v}_{1}, \mathrm{v}_{3}\right\}, \quad\left\{\mathrm{v}_{2}, \mathrm{v}_{3}\right\}, \quad\left\{\mathrm{v}_{4}, \mathrm{v}_{5}\right\} \tag{3.22}
\end{equation*}
$$

However, when we run our optimization algorithm in order to find out whether a set of parameters $\left\{a, b, c, t^{*}\right\}$ exists such that PST is supported, we conclude that such a set exist only for the vertices $\left\{\mathrm{v}_{4}, \mathrm{v}_{5}\right\}$. This is because the vertices $\mathrm{v}_{4}$ and $\mathrm{v}_{5}$ are the only pair of strongly cospectral vertices, which becomes apparent when we calculate the spectrum of the reduced matrix:

$$
R_{\{4,5\}}=\left(\begin{array}{cc}
\frac{3 c^{2}}{\lambda-2 a} & \frac{3 c^{2}}{\lambda-2 a}+b  \tag{3.23}\\
\frac{3 c^{2}}{\lambda-2 a}+b & \frac{3 c^{2}}{\lambda-2 a}
\end{array}\right)
$$

In every other case, the spectrum of the reduced matrices always contains the degenerate pair of eigenvalues. On the contrary, $\sigma\left(R_{\{4,5\}}\right)$ does not contain any of the degenerate eigenvalues, both of them belong to the set $\sigma\left(H_{\bar{S} \bar{S}}\right)$. In general, in order for two vertices to be strongly conspectral for a $d$-fold degenerate eigenvalue, at least $d-1$ eigenvalues should be contained in $\sigma\left(H_{\bar{S} \bar{S}}\right)$. Let as return to the picture that was introduced in the previous chapter, where the exponential terms $e^{i E_{i} t}$ appearing in the sum:

$$
\begin{equation*}
F=\left|\sum_{i=1}^{5} v_{i 4} v_{i 5} e^{i E_{i} t}\right|^{2} \tag{3.24}
\end{equation*}
$$

are represented on the unit circle. In Fig. 3.4 we may notice that all vectors are aligned (red ones), besides two (black ones) which correspond to the degenerate eigenvalue. This may seem disturbing at first sight, since we have explicitly argued that in order for PST to occur all vectors should be aligned, so that the exponents can produce an overall sign that maximizes the fidelity. However, before rushing into conclusions, let us turn our attention on the eigenvector matrix of the Hamiltonian (computed for the set


$$
H=\left(\begin{array}{lllll}
0 & a & a & c & c \\
a & 0 & a & c & c \\
a & a & 0 & c & c \\
c & c & c & 0 & b \\
c & c & c & b & 0
\end{array}\right)
$$

Figure 3.4: A 5-vertex graph is given together with its Hamiltonian matrix. For this given parametrization of the edges, PST is only supported between vertices $\mathrm{v}_{4}$ and $\mathrm{v}_{5}$ which are strongly cospectral.
of parameters that result in PST between the fourth and the fifth vertices):

$$
\left(\begin{array}{ccccc}
-0.8082 & 0.1158 & 0 . & 0.3515 & -0.4579  \tag{3.25}\\
0.5044 & 0.642 & 0 . & 0.3515 & -0.4579 \\
0.3038 & -0.7578 & 0 . & 0.3515 & -0.4579 \\
0 . & 0 . & -0.7071 & -0.5608 & -0.4305 \\
0 . & 0 . & 0.7071 & -0.5608 & -0.4305
\end{array}\right)
$$

where the first two columns are the two eigenvectors corresponding to the degenerate eigenvalues. One can immediately notice that the eigenvector components corresponding to the fourth and the fifth site $\left(v_{14}, v_{15}\right.$ and $\left.v_{24}, v_{25}\right)$ are equal to zero. Thus, these two terms contribute to the maximization of the sum of Eq. 3.24, through their absence and due to this reason the corresponding vectors in Fig. 3.4 do not have to be aligned with the rest. In the general case, strong cospectrality ensures that the exponetial factor of the degenerate subspace aligns the corresponding vectors, at $t=t^{*}$, with the rest.


Figure 3.5: The exponential terms $e^{i E_{i} t}$ for the example we considered in Fig. 3.4 are represented as vectors on the unit circle for $t=t^{*}$, where PST occurs.

### 3.5 Applicability

In this chapter we have unraveled the connections between the PST in engineered chains and some recently developed concepts coming from graph theory. By doing so, we have traced the origin of both symmetric and asymmetric profiles that we encountered in the previous chapter when examining open and closed geometries. The underlying symmetry a network should posses, in order to support PST between a pair of vertices, is the latent symmetry. The isospectral reduction procedure provides a straightforward methodology, that allows us to deduce whether the aforementioned symmetry is present in a quantum network. Moreover, we are able to obtain the symmetries of the couplings' profile. This information is crucial for both the optimization and the inverse eigenvalue algorithms [69], which are the main numerical tools that are employed for designing networks that support PST. Lastly, in a given network where the geometry of the network does not allow for PST to occur, schemes can be devised to obtain the set of suitable modifications that have to be applied in order to make it so. Steps towards this direction have been made in [63, 106, 88].

## Chapter 4

## Fractional State Transfer

### 4.1 Preliminaries

A way to generate entanglement in the one-excitation subspace of a quantum spin channel through the engineered $J$ 's protocol is by employing the phenomenon of fractional revival. As we have already seen in Chapter 2, when a one-site excitation at some point during the dynamical evolution relocalizes on the initial site, we say that a revival has occurred. The fractional revival on the other hand, occurs when the wavefunction, for a time $t^{*}$ in between two revivals, is localized in a particular number of sites (target sites). This phenomenon exhibits a periodic behavior with period equal to the period of one full revival. In fact from a point of view, PST can be thought of, as a special case of fractional revival.

Coming back to entanglement, it is worth noting that since the early days of the engineered protocol, it was highlighted [38] that entanglement transfer can be realized in the chain. In the most simple case, this is due to the fact that the mirror symmetric profile simultaneously supports PST between mirror symmetric sites. We can imagine that a Bell state of the form $1 / \sqrt{2}(|01\rangle+|10\rangle)$ is imposed on the first two qubits of an $N$-site chain. Therefore, in the one excitation subspace (i.e. $|k\rangle=\left|0_{1} 0_{2} \ldots 1_{k} \ldots 0_{N-1}\right\rangle$ ) our initial state has the form

$$
\begin{equation*}
|\psi(t=0)\rangle=\frac{1}{\sqrt{2}}(|1\rangle+|2\rangle) \tag{4.1}
\end{equation*}
$$

At $t=t^{*}$, corresponding to the retrieval time where PST occurs between vertices $1 \rightarrow$ $N$ and $2 \rightarrow N-1$ we will get the state

$$
\begin{equation*}
\left|\psi\left(t=t^{*}\right)\right\rangle=\frac{1}{\sqrt{2}}(|N\rangle+|N-1\rangle) \tag{4.2}
\end{equation*}
$$

In this way, the Bell state is transferred on the other end of the chain. An important thing that we have to keep in mind and also applies for the fractional revivals we will consider in this chapter, is the fact that since we restrict ourselves to the one-excitation subspace,
we do not consider entangled states containing two-excitation terms like $1 / \sqrt{2}(|00\rangle+$ $|11\rangle)$.

In the same spirit with the aforementioned scheme, one can consider the following scenario. We start with an excitation localized on the first site of the chain $|1\rangle$. If the chain supports a fractional revival, where the wavefunction is equally distributed among the first and the last site, at $t^{*}$ we obtain the state $1 / \sqrt{2}(|1\rangle+|N\rangle)$. Tracing out the other spins of the chain, this is equivalent to the generation of the entangled state $1 / \sqrt{2}(|10\rangle+|01\rangle)$. In fact a few years back, Kay [71] generalized this approach by numerically demonstrating that in principle, an arbitrary one excitation quantum state can be generated by suitably engineering the quantum channel.

In this chapter we will present our contribution towards the direction of entanglement generation in an engineered quantum channel. We will do so by extending the approach we followed in Chapter2. In this case, we will examine the splitting of the wavefunction during the transfer between an arbitrary initial and two arbitrary target sites of the spin chain. When this transfer process occurs with fidelity $F=1$, we say that Fractional State Transfer (FST) has occurred. We will consider the fractional revivals as a special case of FST, corresponding to the case where one of the target sites is the same as the initial one. Our aim is to identify the reachable and non-reachable transfers and deduce which states can be prepared by employing this scheme.

### 4.2 Reachability criteria for FST

We yet again restrict ourselves to the one-excitation subspace of the XX Hamiltonian (see Eq. 2.2) and we are considering the transfer between an initial site $|n\rangle$ and two target sites $|m\rangle$ and $|k\rangle$. The target state has the following form:

$$
\begin{equation*}
\left|\psi\left(t=t^{*}\right)\right\rangle=\cos \chi|m\rangle+\sin \chi e^{i \theta}|k\rangle \tag{4.3}
\end{equation*}
$$

where $\chi \in(0, \pi / 2)$ and $\theta \in[0,2 \pi)$ In order to achieve fractional perfect state transfer, the following equation should hold:

$$
\begin{equation*}
e^{-i H t^{*}}|n\rangle=e^{i \xi}\left(\cos \chi|m\rangle+e^{i \theta} \sin \chi|k\rangle\right) \tag{4.4}
\end{equation*}
$$

inserting the resolution of identity we get:

$$
\begin{equation*}
\sum_{i=1}^{N} e^{i\left(E_{i} t^{*}-\xi\right)}\left\langle v_{i} \mid n\right\rangle\left|v_{i}\right\rangle=\sum_{i=1}^{N}\left(\cos \chi\left\langle v_{i} \mid m\right\rangle+e^{i \theta} \sin \chi\left\langle v_{i} \mid k\right\rangle\right)\left|v_{i}\right\rangle \tag{4.5}
\end{equation*}
$$

and invoking linear independence:

$$
\begin{equation*}
e^{i\left(E_{i} t^{*}-\xi\right)}\left\langle v_{i} \mid n\right\rangle=\cos \chi\left\langle v_{i} \mid m\right\rangle+e^{i \theta} \sin \chi\left\langle v_{i} \mid k\right\rangle, \quad \forall i \tag{4.6}
\end{equation*}
$$

Thus, when separating real and imaginary parts we end up with the following relations:

$$
\begin{array}{r}
\cos \left(E_{i} t^{*}-\xi\right)\left\langle v_{i} \mid n\right\rangle=\cos \chi\left\langle v_{i} \mid m\right\rangle+\cos \theta \sin \chi\left\langle v_{i} \mid k\right\rangle \\
\sin \left(E_{i} t^{*}-\xi\right)\left\langle v_{i} \mid n\right\rangle=\sin \theta \sin \chi\left\langle v_{i} \mid k\right\rangle \tag{4.7b}
\end{array}
$$

From here on, we can distinguish two cases, one where $\theta=\nu \pi$ for which we obtain:

$$
\begin{array}{r}
\sin \left(E_{i} t^{*}-\xi\right)=0 \\
\left\langle v_{i} \mid n\right\rangle= \pm\left(\cos \chi\left\langle v_{i} \mid m\right\rangle+\sin \chi\left\langle v_{i} \mid k\right\rangle\right) \tag{4.8b}
\end{array}
$$

and another where $\theta \neq \nu \pi$, for which we get:

$$
\begin{align*}
\sum_{i=1}^{N} \frac{\sin ^{2}\left(E_{i} t^{*}-\xi\right)}{\sin ^{2} \theta \sin ^{2} \chi} & =1  \tag{4.9a}\\
\sum_{i=1}^{N} \frac{\sin ^{2}\left(\theta-E_{i} t^{*}+\xi\right)}{\sin ^{2} \theta \cos ^{2} \chi} & =1 \tag{4.9b}
\end{align*}
$$

What we can immediately notice, is that for $\theta=\nu \pi$ we once more obtain the rationality criterium (see Eq. 4.8 (a)), that we have encountered in the PST case of Chapter 2.

### 4.3 Numerical results

In a manner similar to Chapter 2, an optimization algorithm was employed to examine the reachable and non-reachable transfers in an open chain geometry. The optimization parameters are the couplings $J_{i}$, time $t$, the relative phase between the two targets $\theta$ and the angle $\chi$, which is related to the target sites' amplitudes. The cost function that the optimization algorithm tries to minimize is the infidelity, defined as $1-F$, where $F$ is the fidelity of FST given by:

$$
\begin{equation*}
\left.F=\left|\left\langle\psi\left(t=t^{*}\right)\right| e^{-i H t}\right| n\right\rangle\left.\right|^{2} \tag{4.10}
\end{equation*}
$$

We will start by sketching the pattern of reachable and non-reachable transfers based on our numerical results. Even and odd-sized chains will be treated separately.

Concerning the even-sized chains, fractional revivals are always reachable when $n=$ $m$ and $k$ is the mirror symmetric of $m$. In these cases $\theta=\frac{\pi}{2}$ and the $J$ 's profile are symmetric. The fractional revival between the first and the $N-1$ site of the chain is also always reachable. All transfers where the target sites are 1 and $N$ are reachable, irrespective of the initial site. Finally, in general, the transfers where both target sites are in the first half of the chain $(m, k \leq N / 2)$ are non-reachable.

For odd-sized chains, all transfers where the target sites are 1 and $N$ are reachable, irrespective of the initial site. In addition, every transfer where $n=1, m=i(i=$ $1,2, \ldots, N-1)$ and $k=N$, is reachable . Non-reachable are the transfers where we go from the central site to the two nearest mirror symmetric ones, an exception to this rule is $N=3$ where FST is supported and the two couplings are equal to each other $J_{1}=J_{2}$. Finally, similarly to the even-sized chains, the only fractional revivals that are reachable are the ones where the initial site $n(n=m)$ and the target site $k$ are mirror


Figure 4.1: Infidelity as a function of the angle $\chi$, corresponding to the fractional state transfer $1 \rightarrow 4+2$. The red points correspond to the values $\chi=0$ (PST between 1 and 4) and $\chi=\pi / 2$ (non-reachable PST between 1 and 2 ). The inset shows the gradual increase of infidelity in the region close to $\pi / 2$.
symmetric. Note, that in this case, in contrast with the even-sized chains, the relative phase is $\theta=\nu \pi$.

We will highlight some important aspects of the aforementioned numerical results. One thing that we examined is how the solutions we obtain are affected by the amplitudes of the target sites. More specifically, we wanted to know if there are values of the parameter $\chi$ for which the infidelity of the process is increased. To this purpose for the reachable transfers we have taken different values of $\chi \in[0, \pi / 2]$ and for each value we obtained through the optimization algorithm the optimal set of parameters that minimizes the infidelity. In Fig. 4.1, we give an indicative example by considering the fractional state transfer between the initial site $|1\rangle$ and the target sites $|2\rangle$ and $|4\rangle$. For $\chi=0$ the infidelity of the process is zero (i.e. of the order of $10^{-16}$ ) since this corresponds to PST between the first and the fourth site, which we know is reachable. On the contrary for $\chi=\pi / 2$, which corresponds to the non-reachable transfer between sites 1 and 2 , the infidelity is increased and becomes of the order of $10^{-4}$. For the rest of the values corresponding to different distributions of the wavefunction among the target sites the infidelity is zero. This fact indicates that the process is insensitive to the values of the amplitudes that we may impose on the target state. Let us make one small remark here concerning Fig. 4.1. The fact that in the infidelity suddenly jumps when approaching the value $\chi=\pi / 2$, is due to the size of the step we have chosen for scanning the interval. If we decrease the size of the step and examine the behavior of infidelity for $\chi$-values arbitrary close to $\pi / 2$ we will see that the transition is smooth and no sudden jump takes place (see the inset in Fig. 4.1).

Of particular interest is the profile where all $J$ 's, besides the ones on the center of the chain, are mirror symmetric. Solutions that follow this profile have been first obtained in [44] and later on in [10] through an inverse eigenvalue schemes, while in [58] an analytical treatment was developed. In every case, their relation to the mirror profile
of the standard PST has been highlighted. We have strong numerical indications that this is a distinct feature of fractional revivals, since no such profile for the couplings has been encountered in any other fractional state transfer process.

Lastly our attention was drawn by the fact that in order to get zero infidelity the phase factor $\theta$ is restricted in acquiring either the value $\nu \pi$ or $(2 \nu+1) \frac{\pi}{2}$, where $\nu \in \mathbb{Z}$. To validate this numerically, for fixed amplitudes (i.e. $\chi$ ) we have examined infidelity's behavior, taking the phase factor $\theta \in[0,2 \pi]$. In Fig. 4.2 we consider two such examples. On the right plot it is apparent that in order to get zero infidelity, the phase factor $\theta$ has to be equal to $\nu \pi$, while on the left plot $\theta=(2 \nu+1) \frac{\pi}{2}$. Examining the pattern of reachable transfers we have observed that if the two target sites are both odd or even-labeled the relative phase $\theta=\nu \pi$ (e.g. Fig. 4.2 (a)). On the other hand, when one target site is even and the other odd we get $\theta=(2 \nu+1) \frac{\pi}{2}$ (e.g. 4.2 (b)). In the following section we will analytically demonstrate that this is the case for a particular class of networks which are called bipartite.


Figure 4.2: Infidelity as a function of the angle $\theta$, corresponding to the fractional state transfer (a) $1 \rightarrow 1+4$ and (b) $1 \rightarrow 2+4$.

### 4.4 Restrictions on the relative phase

In this section we will analytically demonstrate why the relative phase between the two target sites that were considered, is restricted in acquiring the values $\theta=\nu \pi$ or $(2 \nu+1) \frac{\pi}{2}$. To this purpose, we will first introduce the notion of a bipartite graph [62]. A graph is bipartite if all its vertices can be partitioned in two sets $S_{1}$ and $S_{2}$, in such a way that every edge has one end belonging to $S_{1}$ and the other to $S_{2}$. A way to identify the bipartite character of a graph is through proper coloring. Proper coloring is the procedure where colors are assigned on each vertex, such that no adjacent vertices have the same color. Of course for a $N$-vertex graph this can be trivially realized by employing $N$ different colors. What is important is the least number of colors that are needed for proper coloring a graph. This number is called the chromatic number of a graph. If the chromatic number of a graph is 2 then the graph is bipartite. In Fig. 4.3 we provide some examples of bipartite and non-bipartite graphs.

For a bipartite Hamiltonian matrix, assuming that its vertices are colored with black and red, we can define [100] the operator:

$$
\begin{equation*}
S=\sum_{n \in \text { black }}|n\rangle\langle n|-\sum_{n \in \mathrm{red}}|n\rangle\langle n| \tag{4.11}
\end{equation*}
$$

which anticommutes with the Hamiltonian. For an open chain, we assign the black color to even-numbered vertices and the red to odd-numbered vertices. If $k$ is an even vertex $S|k\rangle=|k\rangle$, while if $k$ is an odd vertex $S|k\rangle=-|k\rangle$. Moreover, for every eigenvector $\left|v_{i}\right\rangle$ with eigenvalues $E_{i}, S\left|v_{i}\right\rangle$ will be the eigenvector corresponding to the eigenvalue $-E_{i}$. Based on the latter, we can write:

$$
\begin{equation*}
e^{i H t^{*}}|n\rangle=\sum_{E_{i}>0}\left\langle v_{i} \mid n\right\rangle\left(e^{-i E_{i} t^{*}}\left|v_{i}\right\rangle+e^{i E_{i} t^{*}} S\left|v_{i}\right\rangle\right) \tag{4.12}
\end{equation*}
$$

where $\left|v_{i}\right\rangle$ are the eigenvectors corresponding to the positive eigenvalues. If we multiply Eq. 4.12 from the left by a site basis vector $\langle k|$ depending on whether $k$ is even or odd, the sign of the second term inside the sum will be plus or minus respectively. Thus, for $k \in$ even, $\langle k| e^{i H t^{*}}|n\rangle$ will become a sum of cosines Eq. 4.13 (a). On the contrary for


Figure 4.3: (a) A bipartite graph with chromatic number 2. (b) A graph with chromatic number 3 (c) A graph with chromatic number 4.
$k \in$ odd, we will get a purely imaginary sum of sines Eq. 4.13 (b).

$$
\begin{array}{r}
\left\langle k_{\text {even }}\right| e^{i H t^{*}}|n\rangle=2 \sum_{E_{i}>0}\left\langle v_{i} \mid n\right\rangle\left\langle k_{\text {even }} \mid v_{i}\right\rangle \cos \left(E_{i} t^{*}\right) \\
\left\langle k_{\text {odd }}\right| e^{i H t^{*}}|n\rangle=-2 i \sum_{E_{i}>0} 2\left\langle v_{i} \mid n\right\rangle\left\langle k_{\text {odd }} \mid v_{i}\right\rangle \sin \left(E_{i} t^{*}\right) \tag{4.13b}
\end{array}
$$

The same equation will of course hold if instead of $k_{\text {even }}, k_{\text {odd }}$ we had $m_{\text {even }}, m_{\text {odd }}$. On the other hand, when we multiply Eq. 4.4 from the left with $\langle k|$ and $\langle m|$ we get:

$$
\begin{array}{r}
\langle k| e^{i H t^{*}}|n\rangle=\cos (\theta+\xi) \sin \chi+i \sin (\theta+\xi) \sin \chi \\
\langle m| e^{i H t^{*}}|n\rangle=\cos \xi \cos \chi+i \sin \xi \cos \chi \tag{4.14b}
\end{array}
$$

If we now equate the real and imaginary parts of Eq. 4.13 and Eq. 4.14 for both $k_{\text {even }}, k_{\text {odd }}$ and $m_{\text {even }}, m_{\text {odd }}$ we can derive the following relations:

$$
\begin{array}{cccc}
k_{\text {even }}, m_{\text {even }}: & \sin (\theta+\xi)=0 & \text { and } & \sin \xi=0 \\
k_{\text {odd }}, m_{\text {odd }}: & \cos (\theta+\xi)=0 & \text { and } & \cos \xi=0 \\
k_{\text {odd }}, m_{\text {even }}: & \cos (\theta+\xi)=0 & \text { and } & \sin \xi=0 \\
k_{\text {even }}, m_{\text {odd }}: & \sin (\theta+\xi)=0 & \text { and } & \cos \xi=0 \tag{4.15d}
\end{array}
$$

From which it directly follows that for a bipartite Hamiltonian, when the two target sites belong to the same partition of vertices, their relative phase is restricted to take the values $\theta=\nu \pi$, while when they belong to different partitions $\theta=(2 \nu+1) \pi / 2$, where $\nu \in \mathbb{Z}$. This proof can be seen as an extention of the approach developed by Kay in [70], where the bipartite nature of the chain was related to PST.

### 4.5 Reachability criteria for bipartite networks

Having addressed the restrictions that are imposed on the relative phase, let us revisit the analytic relations that were derived in Section 4.2. For simplicity, let us only consider the case where the wavefunction equally splits between the two target sites (i.e. $\chi=$ $\pi / 4)$. We hereby present the reachability criteria for FST in terms of the eigenvalues and the eigenvector components of the Hamiltonian.

For $\theta=\nu \pi$ from Eq. 4.8 we get:

$$
\begin{array}{r}
\sin \left(E_{i} t^{*}-\xi\right)=0 \\
\left\langle v_{i} \mid n\right\rangle= \pm \frac{1}{\sqrt{2}}\left(\left\langle v_{i} \mid m\right\rangle+\left\langle v_{i} \mid k\right\rangle\right) \tag{4.16b}
\end{array}
$$

due to the bipartite nature of the spin chain the rationality criterium (Eq. 4.16(a)) implies that the retrieval time $t^{*}$ can be chosen appropriately, such that the eigenvalues acquire integer values, while Eq. 4.16(a) describes the relation between the eigenvector components of the sites that participate in the fractional transfer process.

On the other hand, for $\theta=(2 \nu+1) \pi / 2$ we get the following equations:

$$
\begin{array}{r}
\sum_{i=1}^{N} \sin ^{2}\left(E_{i} t^{*}-\xi\right)=\frac{1}{2} \\
\left\langle v_{i} \mid m\right\rangle=\sqrt{2} \cos \left(E_{i} t^{*}-\xi\right)\left\langle v_{i} \mid n\right\rangle \\
\left\langle v_{i} \mid k\right\rangle=\sqrt{2} \sin \left(E_{i} t^{*}-\xi\right)\left\langle v_{i} \mid n\right\rangle \tag{4.17c}
\end{array}
$$

In contrast to the PST case, due to the complexity of the above equations, we have not yet identified a geometrical symmetry of the network that can be related to Eq. 4.16 (b) and Eq. 4.17 (b) and (c).

## Chapter 5

## A time-driven quantum channel

### 5.1 Preliminaries

In the previous chapters we have turned our focus on the engineered $J$ 's protocol. We have seen that the major advantages of this protocol are the high speed of information transfer and the fact that no dynamical control is needed during the transfer process. However, besides the speed of the transfer, there is another factor that determines the efficiency of the transfer process and that is the protocols resilience to different sources of decoherence. In addition to that, we have seen that PST occurs in between two revivals of the initial state where the fidelity of the transfer forms a peak. Thus, a crucial aspect in order to achieve a high fidelity transfer is to be able to read out the target state at a particular time window related to the width of the peak. The latter feature is present in various QST protocols and poses a challenging task for the experimentalists.

An alternative approach aiming to properly address one or both of the aforementioned issues, are time-dependened quantum protocols. In this approach, the parameters of the quantum channel are time-driven during the transfer process. As we already mentioned in the introduction, the most intuitive way of realizing a time-dependent protocol is to perform a series of swap operations in order to gradually move the excitation site by site until the target state is reached. Although, this protocol performs well in terms of speed, when disorder is introduced on the system's parameters, the fidelity of the transfer is highly degraded. This effect was highlighted in [103], where a comparison, in terms of the effect of disorder, was made between the engineered "static" protocol and one adiabatic time-dependent transfer protocol. It was deduced that although the static quantum channel by far outperforms the adiabatic one in terms of speed, it is more susceptible to static off-diagonal noise in $J$ 's. In most cases, increasing the speed comes along with a decrease in terms of robustness. Therefore, finding the balance between these two aspects is a task of crucial importance.

A very active research direction that was initiated the past few years, employs systems that possess topological characteristics to develop efficient QST protocols. These
systems, due to their topological protection, are extremely resilient to specific sources of decoherence. In this chapter we will examine a QST protocol employing a Su -Schrieffer-Heeger (SSH) chain, revealing crucial aspects of the driving function that when handled appropriately, lead to fast and robust transfer process. To demonstrate this, we will make a comparison between our proposal and another time-dependent protocol, in which the underlying undriven quantum channel is topologically trivial.

### 5.1.1 SSH model

We will start by briefly introducing the SSH model. We will hereby present only the properties that will be necessary to our discussion. For a more detailed review of the model we refer the reader to [4]. The SSH chain is the simplest topologically non-trivial system in 1-D that can be obtained by suitably modifying the Hamiltonian of the one excitation subspace that was introduced in Chapter 2:

$$
\begin{equation*}
\mathcal{H}=\sum_{i=1}^{N-1} J_{i}(|i\rangle\langle i+1|+\text { h.c. })+\sum_{i=1}^{N} B_{i}|i\rangle\langle i| \tag{5.1}
\end{equation*}
$$

To do so, the chain has to be dimerized. Meaning, we have to make $J_{i}=J_{\text {odd }}$ for $i \in \operatorname{odd}$ and $J_{i}=J_{\text {even }}$ for $i \in$ even. In addition, the magnetic field needs to be constant. We will once again assume that $B_{i}=0 \forall i$, unless explicitly stated otherwise. We will distinguish two cases, one where the SSH chain consists of an even number of sites $N \in e v e n$ and another where $N \in$ odd.

For even-sized chains the topological phase arises when $J_{o d d}<J_{\text {even }}$ and two modes appear at the center of the energy gap (see Fig. 5.1). On the contrary, in the trivial phase where $J_{\text {odd }}>J_{\text {even }}$ no modes appear inside the gap. The energies corresponding to the two eigenmodes lie close (above and below) to $E=0$ and are separated from the rest of the modes by a finite energy gap of the order of $J_{\text {even }}$. This gap is a characteristic feature of topological protection. If we construct a linear combination of the two eigenvectors corresponding to the two modes, we obtain a state that is localized on the left $|L\rangle$ or on the right side $|R\rangle$ of the chain depending on the relative sign between the two eigenvectors (see Fig. 5.1).

If we initially prepare the system to be the state that is localized on the left side of the chain and we let it evolve freely, due to the finite size of the chain, the wavefunction of $|L\rangle$ has an overlap with $|R\rangle$. Thus, as the system evolves in time, there will be an Rabilike oscillation between the states $|L\rangle$ and $|R\rangle$. This scheme has been employed to create an efficient time-independent QST protocol for transferring single site excitations along the chain [79, 54]. It closely resembles the weak-coupling (or strong-magentic field) protocols that have been proposed to create Rabi-like oscillation schemes for transferring excitations [122, 111, 84], but its additional topological protection makes it more robust to specific types of disorder. The drawback of this approach is that the energy spacing between the two modes is decreased (exponentially) as the length of the chain increases. Thus, leading to large transfer times as the systems' size scales up.


Figure 5.1: On the left we depict the spectrum of an even-sized SSH chain in its topological phase, consisting of $N=30$ and where $J_{\text {odd }}<J_{\text {even }}\left(J_{\text {odd }}=0.5, J_{\text {even }}=\right.$ 1). On the right we have plotted the linear combinations of the two modes that are sitting in the middle of the energy gap $(|L\rangle$ on the top right panel and $|R\rangle$ on the bottom).


Figure 5.2: On the left we depict the spectrum of an odd-sized SSH chain, consisting of $N=31$ and $J_{\text {odd }}=0.5, J_{\text {even }}=1.0$. On the right we have plotted the eigenvector corresponding to the zero mode. The red mode corresponds to $J_{\text {odd }}<J_{\text {even }}$, while the black to the exact opposite case, where $J_{\text {odd }}>J_{\text {even }}$.

On the contrary, for odd-sized chains, there is always one zero mode (see Fig. 5.2) that is localized on the end corresponding to the weaker coupling. Namely, when $J_{\text {odd }}<$ $J_{\text {even }}\left(J_{\text {odd }}>J_{\text {even }}\right)$ the mode is localized near the first (last) site of the chain (see Fig. 5.2). In this case the energy of the mode is exactly zero. For odd-sized chains the eigenmode energies (besides the zero energy solution) are given by the following expression:

$$
\begin{equation*}
\epsilon_{j}= \pm\left|J_{o d d}+J_{e v e n} e^{i q_{j}}\right| \tag{5.2}
\end{equation*}
$$

where $q_{j}=2 j \pi /(N+1)$ and $j=1,2, \ldots,[N / 2]$ ( $j$ counts the number of $\pm$ pairs and $[x]$ gives the greatest integer that is less than equal to $x$ ) [42]. Thus, for an odd-sized chain of length $N$ the energy gap can be analytically determined and is given by:

$$
\begin{equation*}
g=2\left|\epsilon_{[N / 2]}\right| \tag{5.3}
\end{equation*}
$$

The main protocol we will examine in this chapter is based on the odd-sized SSH chain.

### 5.2 QST protocols

The aim of the protocols we will consider, is to transfer a single excitation from the first $|1\rangle$ to the last $|N\rangle$ site of the chain, by properly controlling the couplings $J_{i}(t)$ during the dynamical evolution. The quantity that determines how faithfully the transfer has occurred is the fidelity, which for a time-dependent protocol can be defined as:

$$
\begin{equation*}
\mathcal{F}=\left|\left\langle N \mid N\left(t^{*}\right)\right\rangle\right|^{2} \tag{5.4}
\end{equation*}
$$

where by $\left|N\left(t^{*}\right)\right\rangle$ we denote amplitude of the $N$-th site, obtained by numerically solving the time-dependent Schrödinger equation and $t^{*}$ corresponds to the transfer time. In all protocols we will present, the energy scale is determined by the maximum value that the couplings acquire during the dynamical evolution. Thus, without loss of generality we will set $J_{\max }=1$. Time will be given in units of $1 / J_{\max }$ and energy in units of $J_{\max }$. We will now present two different cases for realizing an efficient time-driven quantum channel, one where the underlying undriven chain has topological characteristics and another where the chain is topologically trivial.

### 5.2.1 Topological chain

We restrict ourselves to odd-sized chains and we assume that we can separately control even and odd-indexed couplings. Initially the system is prepared so that $J_{\text {odd }}=0$ and $J_{\text {even }}=1$ and the excitation is localized on the first site of the chain which is disconnected from the rest (see Fig. 55.3(a)). Therefore, the initial state is an eigenstate of the system (|100...0 with zero eigenenergy). At the transfer time $t^{*}$ (see Fig. 5.3 (c)) we end up with the opposite situation (i.e. $J_{\text {even }}=0$ and $J_{\text {odd }}=1$ ). The system undergoes a transition and transforms from a topological chain supporting an edge mode on the first site, to a topological chain with an edge mode on the last site, resulting to


Figure 5.3: A schematic of different time instants during the dynamical evolution of the topological chain. (a) Initially, $J_{o d d}=0, J_{\text {even }}=J_{\max }$, the zero-mode is localized on the first site and the energy gap takes its maximum value ( $\sim J_{\max }$ ). (b) For $t=t^{*} / 2$ we have $J_{\text {odd }}=J_{\text {even }}=J<J_{\text {max }}$ and the energy gap acquires its minimum value ( $\sim$ $4 J / N)$. Before and after $t^{*} / 2$ we have $J_{\text {odd }}<J_{\text {even }}<J_{\text {max }}$ and $J_{\text {even }}<J_{\text {odd }}<J_{\text {max }}$ respectively. (c) Finally, $J_{o d d}=J_{\text {max }}, J_{\text {even }}=0$, the zero-mode is localized on the last site and the energy gap, once again takes its maximum value.
an excitation transfer from one side to the other. Note here, that in this protocol, there always exists a time where all the couplings acquire the same value $J_{\text {even }}=J_{\text {odd }}$. In our case we will consider this time to be $t=t^{*} / 2$ (see Fig. 5.3 (b)). For the infinite system, $J_{\text {even }}=J_{\text {odd }}$ corresponds to the closing of the energy gap separating the zero-energy mode with the rest excited states. However, in finite systems a finite energy difference between any two modes is always present. Thus, the point in the parameter space where $J_{\text {even }}=J_{\text {odd }}$, corresponds to the minimization of the energy gap.

### 5.2.2 Topologically-trivial chain

To explore how the topological nature of the underlying static chain affects the transfer, we will proceed to a comparison with a protocol employing a topologically-trivial chain. We consider a protocol where the only couplings that are controlled are the ones connecting the edge sites with the rest of the chain (i.e. $J_{1}$ and $J_{N-1}$ ). This protocol has been chosen based on its performance in terms of speed and also by the fact that local manipulation of the system's parameters makes it experimentally more feasible. As was the case for the topological chain, the initial state is localized at the first site and corresponds to the system's zero-energy eigenstate (see Fig. 5.4(a)). Here, $J_{1}=0$ while $J_{i}=J \forall i \neq 1$. During the dynamical evolution, due to the odd-size of the chain, the zero-energy eigenstate is always present. Therefore, gradually switching on $J_{1}$ while $J_{N-1}$ is decreased, results at time $t^{*}$, to the transfer of the excitation at the other end of the chain (see Fig. 5.4 (c)). An important difference between this protocol and the one described in the previous section, is that in this case, there is no point in the parameter space where all the couplings acquire the same value.


Figure 5.4: A schematic of different time instants during the dynamical evolution of the topologically-trivial chain. (a) Initially, $J_{1}=0, J_{i}=J_{\max }$ where $i=2, \ldots, N-1$, the zero-mode is localized on the first site and the energy gap takes its maximum value.
(b) For $t=t^{*} / 2$ we have $J_{1}=J_{N-1}<J_{\max }$ while $J_{i}=J_{\max }$ for $i=2,3, \ldots, J_{N-2}$. Before and after $t^{*} / 2$ we have $J_{1}<J_{N-1}<J_{\max }$ and $J_{N-1}<J_{1}<J_{\max }$ respectively. (c) Finally, $J_{1}=0$ and $J_{i}=J_{\max }$ for $i=2, \ldots, N-1$, while the zero-mode is localized at the last site of the chain.

### 5.3 Crucial characteristics of the driving function

Before presenting our numerical results, we will develop an intuitive and solid line of arguments that dictate which are the crucial considerations that have to be taken into account when driving the state transfer in an odd-sized SSH chain. In all protocols we will consider the system is prepared in the zero-energy eigenstate that is localized on the first site of the chain. As the system evolves, a zero-energy state is always present due to the odd size of the chain. Therefore, the adiabatic approximation ensures, that if the system is driven sufficiently slow during the transfer process, the system remains in the zero-energy eigenstate without exciting eigenstates. Our proposal is based on suitably adjusting the driving function in order to reach high fidelity values for small transfer times. Our approach does not rely on methods like the adiabatic passage or shortcuts to adiabaticity, where specifically engineered terms are introduced in the Hamiltonian that can induce counter-processes able to suppress the excitations. In other words, we confine ourselves to drive the parameters of nearest-neighbor coupling. To introduce counter-adiabatic terms one should include next-to-nearest neighbor interactions like in [45].

When driving the chain, we focus on two important quantities: The energy difference between the zero-mode and the rest of the states, and the derivative of the Hamiltonian matrix that is directly related to the slope of the driving function. These two quantities, after all, appear in the definition of the adiabatic invariant [86], which goes as follows: Assuming that $\left|v_{i}(t)\right\rangle$ is the instantaneous the zero-energy eigenstate, in order to be close to the adiabatic limit, the following sum has to be sufficiently small

$$
\begin{equation*}
\sum_{j \neq i} \frac{\left\langle v_{j}(t)\right| \dot{\hat{H}}\left|v_{i}(t)\right\rangle}{E_{j}(t)-E_{i}(t)} \ll 1, \tag{5.5}
\end{equation*}
$$

where $E_{m}(t)$ the instantaneous eigenenergy of the $j^{\text {th }}$ mode and $\dot{\hat{H}}$ the time-derivative of the Hamiltonian. Equation 7.4 holds when no degeneracies appear in the spectrum


Figure 5.5: For each protocol (a) cosine (b) exponential and (c) trivial, on the top panel we plot the driving function as a function of time. While on the bottom panel, we depict the corresponding instantaneous energy spectrum as a function of time. In all plots, we have taken the transfer time to be $t^{*}=1$ and the chain consists of $N=31$ sites.
and the energies $\left|E_{j}(t)-E_{i}(t)\right|>\epsilon_{0}$ are separated by a small $\epsilon_{0} \forall t$. In the QST protocol employing the odd-sized SSH chain, initially (as $J_{\text {odd }}=0$ ) the energy gap separating the zero-mode from the excited states takes its maximum value. As $J_{\text {odd }}$ is switched-on and $J_{\text {even }}$ decreases, the energy gap approaches its minimum, occurring at $J_{\text {odd }}=J_{\text {even }}$ and at the transfer time $t^{*}$ regains its maximum value (e.g. see Fig. 5.5 (a) and (b) bottom panel). Our logic when dealing with the aforementioned dynamical evolution is simple and can be summarized into two considerations. One thing that we can do is to force the driving function to equate $J_{o d d}$ and $J_{\text {even }}$ at values close to $J_{\text {max }}$, which is the maximum value the couplings can acquire during the transfer. This will result in the maximization of the minimum energy gap. The minimum energy gap can be used to specify a characteristic time scale. When the transfer time is sufficiently large compared to this time scale, we can safely assume that we are close to the adiabatic following of the zero-energy state. A driving function that has this characteristic has also been used in [103], where the dimerized chain they consider is equivalent to the SSH chain. The other crucial consideration, is to adjust the driving in such a way that, initially, when the energy gap is bigger, we "strongly" drive the system (i.e. steeper slope of the driving function) and when we are close to the minimum value of the energy gap the driving becomes more "gentle" (i.e. smaller slope). Note however here, that strongly driving the system may induce non-adiabatic transitions between the zero-energy state and the excited states, that in general reduce the efficiency of the transfer.

Recently [85], in a superconducting quibit chain that can be effectively described by an odd-sized SSH chain, an adiabatic protocol using a cosine driving function was considered. Aiming to balance the interplay between the two aforementioned consider-
ations in order to increase the speed of the transfer protocol, we propose an alternative exponential driving function. We claim that this function encapsulates the desirable crucial characteristics we considered in this section. In the next sections we will explicitly demonstrate that the proper implementation of the above leads to faster transfer process while at the same time the robustness of the protocol is maintained.

### 5.4 Speed of the transfer

Now let us examine in more detail the QST protocols that we briefly described in the previous section and provide the numerical evidence supporting our claims. We will examine chains of moderate length $N=31$ sites. In the protocol we propose the couplings are driven by an exponential function (see Fig. 5.5(b) top panel):

$$
\begin{equation*}
J_{o d d}=\left(1-e^{-\alpha t / t^{*}}\right) /\left(1-e^{-\alpha}\right) \quad \text { and } \quad J_{\text {even }}=\left(1-e^{\left.-\alpha\left(t^{*}-t\right)\right) / t^{*}}\right) /\left(1-e^{-\alpha}\right) \tag{5.6}
\end{equation*}
$$

where $\alpha=6.0$ is a free parameter that has been fine-tuned to increase the efficiency in terms of speed. We will get back to the role of this free parameter at the end of the current section. The exponential protocol will be compared with the cosine protocol proposed in [85] (see Fig. 5.5](a) top panel), in which:

$$
\begin{equation*}
J_{o d d}=b\left(1-\cos \left(\pi t / t^{*}\right)\right) \quad \text { and } \quad J_{\text {even }}=b\left(1+\cos \left(\pi t / t^{*}\right)\right) \tag{5.7}
\end{equation*}
$$

with a constant parameter $b=0.5$. On the other hand, for the trivial protocol the driving function has the following linear form (see Fig. [5.5(c) top panel):

$$
\begin{equation*}
J_{1}=\frac{t}{t^{*}}, \quad J_{N-1}=1-\frac{t}{t^{*}} \quad \text { and } \quad J_{i}=J_{\max }=1, \forall i \neq 1, N-1 \tag{5.8}
\end{equation*}
$$

In Fig. 5.5, we plot for each protocol on the top panel the driving function for the couplings and on the bottom how the instantaneous eigenspectrum evolves over time. Comparing the two protocols that employ the topological chain (see Fig. 5.5 (a) and (b)), we can immediately notice their qualitative differences. The cosine function initially for large values of the energy gap, drives the system slowly, meaning the numerator of Eq. 7.4 is smaller as compared to the exponential. However, it approaches the minimum value of the energy gap with greater slope, while the exponential slows down and drives the system more smoothly in this region. Last but not least, the minimum value of the energy gap is analytically obtained by plugging into Eq. 5.3, the instantaneous values of the couplings at $t=t^{*} / 2$. For the cosine we get $g_{\text {min }}^{c o s}=0.09$, while for the exponential $g_{\text {min }}^{\text {exp }}=0.18$. As it was already mentioned, this is because the exponential equates $J_{\text {even }}$ and $J_{o d d}$ at higher values.

In the trivial protocol on the other hand (Fig. 5.5 (c)), the evolution is completely different. Namely, the instantaneous energy gap separating the zero-energy mode with the rest of the modes starts from its minimum value ( $g_{\text {min }}^{\text {triv }}=0.1$ ), slowly increases reaching its maximum $\left(g_{\text {max }}^{\text {triv }}=0.14\right)$ at the middle of the time evolution and then returns to its initial value.


Figure 5.6: Fidelity as a function of the transfer time for all protocols.

Now, that the qualitative differences between the protocols have become apparent, let us proceed and examine some quantitative results. In Fig. 5.6, for each protocol, we plot the fidelity $\mathcal{F}$ (Eq. 5.4) as a function of the transfer time $t^{*}$. To make a comparison in terms of the speed of the transfer we have to set a lower bound in fidelity. In particular, we will consider the time after which the fidelity is stabilized above 0.9 . In this case, the exponential protocol is clearly faster than the cosine protocol, since this occurs for $t^{*} \geq 42$ as compared to the cosine where this happens for $t^{*} \geq 761$. The trivial protocol on the other hand, even though it reaches $\mathcal{F}=0.9$ for $t^{*}=35$, appears to have a strongly oscillatory behavior that prevents its stabilization above $\mathcal{F}=0.9$ till $t^{*} \geq 231$.

For all profiles, in the limit of $t^{*} \rightarrow \infty$ the fidelity approaches unity and the excitation is perfectly transferred along the chain. This makes up the adiabatic limit where, during the dynamical evolution, we "follow" the zero-energy state, without exciting other eigenstates. The oscillations that appear in the fidelity plot of the trivial protocol are in general undesirable in QST protocols since they demand great precision when tuning the transfer time [69]. Moreover, they signify that non-adiabatic processes are the underlying mechanism responsible for achieving high values of fidelity in such small transfer times. Taking a closer look at the fidelity plot of the exponential protocol (Fig. 5.7 for $\alpha=6$ ), we can notice that small oscillations are also present here, i.e. the fidelity curve does not increase smoothly. This indicates that non-adiabatic processes are at work also in this case. Obtaining a suitable basis where these processes that occur during the dynamical evolution can be rigorously tracked down, remains a highly nontrivial task [81,53]. Nevertheless, as we will now show, the non-adiabatic processes can be properly handled to increase the efficiency of the transfer process.

When we introduced the exponential driving function, we mentioned that the $\alpha$ parameter is fine-tuned $(\alpha=6.0)$. Smaller values of the $a$ parameter lead to a less steep slope of the driving function and a smaller value of $g_{\min }^{e x p}$ (i.e. $J_{\text {even }}, J_{o d d}$ equate at a smaller value). In this case, the non-adiabatic processes are suppressed and the fidelity smoothens out (see Fig. $5.7 \alpha=4$ ). Consequently, the protocol's speed is reduced since
high fidelity values are obtained for larger transfer times. On the contrary, increasing $\alpha$ above the fine-tuned value results to a stronger slope of the driving function and a greater value of $g_{\text {min }}^{e x p}$. Therefore, the non-adiabatic processes take over for small transfer times and strong oscillations appear at the fidelity plot (see Fig. 5.7 $\alpha=8$ ). This once again reduces the speed of the protocol. Thus, the value of this fine-tuned parameter $\alpha=6$ is a trade-off, since it signifies the point up to which we strongly drive the system such that the speed is increased, but gently enough to avoid non-adiabatic effects.


Figure 5.7: Fidelity as a function of the transfer time for the exponential driving and for different values of the $\alpha$ parameter.

### 5.5 Disorder Analysis

In this section, we will consider static disorder both on the couplings and on the magnetic field and study its effect on the transfer probability. Based on the matrix representation of the Hamiltonian the disorder on the couplings is commonly addressed to as off-diagonal disorder, while the disorder on the magnetic field as diagonal disorder. Static disorder can be attributed to manufacturing errors that arise during the experimental implementation. The way each disorder realization is imposed on the system's parameters is the following:

$$
\begin{equation*}
J_{i}(t) \rightarrow J_{i}(t)\left(1+\delta J_{i}\right) \quad B_{i}(t) \rightarrow B_{i}(t)+\delta B_{i} \tag{5.9}
\end{equation*}
$$

$\delta J_{i}$ and $\delta B_{i}$ acquire random real values uniformly distributed in the interval $\left(-d_{s}, d_{s}\right)$, while $d_{s}$ corresponds to the disorder strength. When we consider static disorder, for each realization a random profile of perturbations is imposed on the parameters and remains fixed during the time evolution.

In Fig. 5.8 for each protocol, we plot the mean transfer probability $\left|\left\langle N \mid N\left(t^{*}\right)\right\rangle\right|^{2}$, as a function of $\log t^{*}$ for diagonal and off-diagonal disorder of moderate strength $d_{s}=0.2$.


Figure 5.8: For each protocol, (a) cosine, (b) exponential and (c) trivial, we show the impact of diagonal and off-diagonal disorder of strength $d_{s}=0.2$ (units of $J_{\max }$ ). Each point corresponds to the mean value of the transfer probability $\left|\left\langle N \mid N\left(t^{*}\right)\right\rangle\right|^{2}$ averaged over 10000 disorder realizations given as a function of the transfer time, while the error bars correspond to the standard deviation of the sample. In order to compare we have also included the unperturbed curve. The transfer time axis is displayed in logarithmic scale. We also note, that the limits of the $t^{*}$-axis for the cosine differ from the other two.

We have to note here, that we use the term mean transfer probability instead of mean fidelity, to stress the fact that one should be careful and properly treat the phase $\gamma$ that appears in the original definition of fidelity Eq. 2.9. In this case, since the static noise corresponds to fabrication errors, to consider the original fidelity we can assume that the phase factor $\gamma$ can be suitably adjusted for each realization before taking the mean value.

What we can immediately notice, is that in almost all cases (there is one exception that will be discussed later on) the effect of disorder does not ruin completely the transfer process. Instead, the main effect is that in the presence of disorder (diagonal or offdiagonal), the transfer time $t^{*}$ needed to reach high values of transfer probability is increased.

Let us turn our attention to the protocols employing the SSH chain. The zero-energy mode of the underlying static chain is known to be robust against perturbations that respect chiral symmetry [4]. Off-diagonal (chiral) disorder may change the mode's wavefunction, however its energy remains pinned down to zero. On the contrary, diagonal disorder breaks chiral symmetry and the energy of the mode is shifted. For the timedriven chain a difference between chiral and non-chiral disorder becomes apparent in the case of the adiabatic cosine protocol (see Fig. [5.8(a)). As it was expected from the static case, the transfer probability reduces more in the presence of non-chiral disorder [85, 79]. The exponential protocol however, seems indifferent to whether the disorder is chiral or not (see Fig. 5.8 (b)). The reason behind this lies in the higher speed of the exponential protocol. Since the effect of disorder strongly manifests in large time scales, the adiabatic cosine protocol is far more sensitive compared to the exponential. This argument has been recently used to justify the resilience of the counter adiabatic protocol in [45].

When we examine the effect of the disorder on the couplings for the topologically trivial protocol (see Fig. 5.8(c)) we observe that the oscillatory behavior of the transfer probability for small transfer times is suppressed (i.e. less oscillations and the mean transfer probability is significantly degraded). Thus, we can deduce that the resonant processes are not so robust to the static off-diagonal disorder.

On the other hand, when considering the effect of the disorder on the magnetic field we distinguish two cases. One where the disorder is imposed on all sites of the chain and another where the first and last sites are exempted (i.e. $\delta B_{1}=\delta B_{N}=0$ ). In the latter case, the protocol proves to be even more robust than the off-diagonal case (see Fig. 5.8 (c) diagonal 2). However, in the former, the effect of disorder is severe and the transfer process is completely destroyed (see Fig. 5.8 (c) diagonal 1). The diagonal disorder on the edges greatly affects the transfer process since it induces an energy difference between the initial and the final state. The system's initial state is localized on the first site with energy equal to $\delta B_{1}$, while the final state is localized on site $N$ with energy $\delta B_{N}$. Combined with the fact that the energy gap separating them from the rest of the excited states takes its minimum value (which is smaller than the strength of the disorder) during the beginning and the end of the transfer process, explains the high impact of the diagonal disorder on the edges. In conclusion, the topological pro-
tection coming from the energy gap, clearly favors the topological channels, which are indifferent to whether the diagonal disorder is imposed on the edge sites.

To sum up, the exponential protocol is quite robust to both diagonal and off-diagonal disorder and clearly outperforms the two other protocols. As opposed to the adiabatic cosine protocol, it is indifferent to whether the disorder is chiral or not and compared with the trivial chain we can deduce that no significant (in terms of affecting the transfer probability) resonant processes susceptible to static noise are at work. Finally, the presence of a wide energy gap in the underlying static SSH chain clearly favors the topological quantum channel when the diagonal disorder is imposed on the edge sites of the chain.

### 5.6 Scalability

The last thing we will examine is a crucial aspect determining the efficiency of a QST protocol, commonly referred to as scalability. Meaning: how does the protocol behaves when we increase the system's size. To numerically examine this property, we pick up an arbitrary fidelity and plot the transfer time $t^{*}$ it takes to reach it as a function of the system's size $N$. For consistency with the analysis made so far, we once again pick $\mathcal{F}=0.9$ and examine chains up to $N=100$ (see Fig. 5.9). We have to note, that in the case of the trivial protocol, we pick up the transfer time $t_{0.9}^{*}$ after which the oscillations of fidelity do not lead to a decreased fidelity value below the imposed bound (i.e. $\mathcal{F}<0.9$ ). Considering the SSH protocols, as the system size is increased the value of the minimum instantaneous energy gap decreases. Consequently, to reach the desirable value of fidelity, the system has to be driven at a slower pace. Nevertheless, by inspecting Fig. 5.9, it is evident that the proposed exponential driving outperforms the two other protocols in terms of the transfer time and exhibits a good behavior up to the lengths we have considered here.


Figure 5.9: For each protocol, we plot the transfer time $t_{0.9}^{*}$ it takes to reach $\mathcal{F}=0.9$ as a function of the system's size $N$.

## Chapter 6

## Conclusions and outlook

We have studied the problem of transferring states between vertices of a quantum network. In the first chapters of this work we focused on the engineered couplings protocol, while on the last chapter a time-dependent protocol was considered.

Concerning the engineered couplings protocol, by examining the conditions (reachability criteria) for the manifestation of perfect state transfer between an arbitrary pair of vertices in open and closed geometries, we identified the reachable and non-reachable transfer processes depending on the size of the chain [97]. For open chains, we highlighted the existence of non-mirror symmetric patterns that emerge in the profile of the couplings. The analytical treatment that has been previously developed to deal with the transfers between mirror symmetric vertices, proves insufficient in these cases. To this end, we developed a scheme that enables us to analytically tackle the problem. This scheme sheds light to the mathematical complexity of the problem which increases with the chains size and inevitably at some point the analytical treatment becomes infeasible. Our results are supported by the numerical implementation of an optimization algorithm from which we can extract the profile of the couplings. An interesting finding that we came up with, when examining closed geometries, is that we identified a class of networks that do not support PST between any two vertices. This class of networks consists of all odd-sized cycles apart from the $N=3$ case.

To find the root of the underlying symmetry that dictates the couplings' profile, we turned our attention to the graph theoretical tools that have been developed to treat PST in arbitrary network configurations. Exploiting the relation between cospectrality and the recently introduced notion of Latent Symmetry, the latter is identified as "core" geometrical symmetry that two vertices should possess in order to support PST. Latent symmetry is defined in terms of the isospectral reduction, which enables us to identify non trivial automorphisms between two vertices of the graph.

We have investigated the implications of the connections between cospectrality, latent symmetry and the first criterium for PST [106]. More specifically, we highlighted the fact, that the geometrical interpretation of cospectrality succeeds in providing an intuitive picture for one of the first reachability criterium in terms of walks in the network.

We have demonstrated that performing the isospectral reduction over a pair of vertices and imposing latent symmetry, we can obtain the symmetry profile of the couplings that satisfies the first reachability criterium. This provides a consistent analytical method for deducing whether two vertices can support PST based on the geometry of the network and also gives invaluable information for the numerical treatments (optimization algorithm or inverse eigenvalue methods). Moreover, we have connected the non-mirror symmetric patterns of the couplings, that we have previously encountered, to the network's non-trivial automorphisms. In this way, we showed that the isospectral reduction proves to be a powerful tool that allows us to design networks whose geometry complies with the first reachability criterium. On the other hand, the second reachability criterium imposes restrictions on the eigenvalues and there is no apparent way (at least to our knowledge) to relate this criterium to the geometry of the network. To this end, the only resources we have at our disposal are the aforementioned numerical treatments. Lastly, we have also addressed the case where the Hamiltonian of the network possess degenerate eigenvalues and demonstrated how the notion of strong cospectrality, that has been alleged to be one of the necessary and sufficient conditions for PST, ensures that the degenerate subspace meets the condition demanded by the second reachability criterium.

For PST to occur, the two reachability criteria have to be simultaneously satisfied. The isospectral reduction can be used to exclude PST, when the geometry of the network does not comply with the symmetries that are imposed on the profile of the couplings by the first reachability criterium. However, there are cases where, eventhough the profile of the couplings respects latent symmetry, their weights cannot be suitably adjusted to enforce the second criterium on the system's eigenvalues. These cases are the most difficult to handle and the analytical treatment that was developed in the first chapter of this work makes a step towards addressing this issue. The most striking example where the two conditions fail to be simultaneously satisfied, is the family of odd weighted cycles (besides $N=3$ ). This example opens the perspective of employing the machinery that has been developed so far, towards obtaining a no-go theorem for particular classes of weighted graphs were PST will be impossible between any pair of vertices.

Another potential use of the engineered couplings protocols is the generation of entangled states through the phenomenon of fractional state transfer. Extending the methodology that we introduced when studying PST, we considered reachable and nonreachable transfers in an open chain between one initial and two target sites. We showed that, the bipartite nature of the chain proves to be restrictive on the values that the relative phase of the entangled state can acquire. Based on our numerical findings, we tried to unravel the pattern of reachable transfer as the systems' size grows and we also analytically determined the reachability criteria that have to be imposed on the systems' eigenvalues and eigenvectors.

In this case, the relations are more tedious to handle and so far an geometrical interpretation in terms of network symmetries is missing. Meaning the symmetries that appear in the coupling's profile remain in general unidentified. Investigating the isospectral reduction over the three sites involved in the FST, might help to shed some light towards this direction.

In the final chapter, we have numerically investigated a time-dependent protocol that employs a topological quantum chain to act as a quantum channel for transferring singlesite excitations [96]. We propose an exponential driving function that increases the efficiency of the transfer in terms of speed. To sustain our claim, we make a comparison with two other QST protocols. The crucial characteristics of the exponential function are the fact that it suitably adapts the slope of the driving function based on the value of the instantaneous energy gap, while at the same time ensures that the minimum value of the energy gap is as big as possible. In addition, we studied the effect of diagonal and off-diagonal static noise highlighting the fact that even though the speed of the protocol is increased its robustness is maintained and lastly, we numerically verified that the exponential protocol outperforms the other two protocols when we increase the system's size. The difference in terms of speed with the cosine and the trivial protocol, emphasizes the power of our treatment and identifies the considerations that have to be taken into account when driving a topological quantum chain. The developed scheme makes a substantial contribution to speeding-up adiabatic protocols (with topological characteristics or not) since it indicates a conceptual way of designing the control schemes depending on the instantaneous eigenspectrum characteristics.

To conclude, on the one hand we have considered one of the fastest time-independent protocols for short distance quantum communication and shed light to its underlying dynamics and potential use, while on the other we took steps towards optimizing the speed of one of the more robust time-dependent proposals. Our work adds up to the ongoing effort of constructing discrete networks that can efficiently transfer and manipulate quantum states. We have witnessed first hand the vast challenges that one faces when trying to gain control over a quantum system.
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$$
\begin{equation*}
\mathcal{H}_{X X}=\frac{1}{2} \sum_{<i, j\rangle} J_{i j}\left(\hat{\sigma}_{i}^{x} \hat{\sigma}_{j}^{x}+\hat{\sigma}_{i}^{y} \hat{\sigma}_{j}^{y}\right) \tag{7.1}
\end{equation*}
$$
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$$
\begin{equation*}
|1\rangle=\binom{1}{0}, \quad|0\rangle=\binom{0}{1} \tag{7.2}
\end{equation*}
$$








$$
\begin{equation*}
\mathcal{H}=J \sum_{k=1}^{N-1}(|k\rangle\langle k+1|+|k+1\rangle\langle k|) \tag{7.3}
\end{equation*}
$$





$$
\begin{equation*}
\left.F=\left|\langle m| e^{-i \mathcal{H} t^{*}}\right| n\right\rangle\left.\right|^{2} \tag{7.4}
\end{equation*}
$$























$$
\begin{equation*}
\mathcal{H}_{N}\left|v_{i}\right\rangle=E_{i}\left|v_{i}\right\rangle \tag{7.5}
\end{equation*}
$$





$$
\begin{array}{r}
\left(E_{j}-E_{i}\right) t^{*}=\nu_{i j} \pi, \quad \nu_{i j} \in \mathbb{Z} \\
\left\langle v_{i} \mid n\right\rangle= \pm\left\langle v_{i} \mid m\right\rangle
\end{array}
$$











## $\Lambda \alpha \nu \vartheta \dot{\alpha} \nu о \cup \sigma \alpha$ би $\mu \mu \varepsilon \tau$ í $\alpha$












$$
\begin{equation*}
\left(H^{k}\right)_{a, a}=\left(H^{k}\right)_{b, b}, \quad \forall k \tag{7.7}
\end{equation*}
$$







 $\pi \lambda \varepsilon \gamma \mu \alpha \tau \iota \varkappa \dot{\omega} \nu$ бпиєí $\omega \nu$.





$$
\begin{equation*}
R_{S}(H, \lambda)=H_{S S}-H_{S \bar{S}}\left(H_{\bar{S} \bar{S}}-I \lambda\right)^{-1} H_{\bar{S} S} \tag{7.8}
\end{equation*}
$$





















 бíx tuo.

K $\lambda \alpha \sigma \mu \alpha \tau \iota \varkappa \dot{n} \mu \varepsilon \tau \alpha \varphi о \rho \alpha ́ \chi \alpha \tau \alpha \sigma \tau \alpha ́ \sigma \varepsilon \omega \nu$




 $\tau \eta \nu \pi \varepsilon \rho i ́ \pi \tau \omega \sigma \eta$ орí६ะтаl $\omega \varsigma$ :

$$
\begin{equation*}
F=\mid\left.\left(\cos \chi\langle m|+e^{i \theta} \sin \chi\langle k|\right) e^{-i H t}|n\rangle\right|^{2} \tag{7.9}
\end{equation*}
$$











 ó $\pi о \cup \nu \in \mathbb{Z}$.

## 



















$$
\begin{equation*}
\mathcal{F}=\left|\left\langle N \mid N\left(t^{*}\right)\right\rangle\right|^{2} \tag{7.10}
\end{equation*}
$$


























 $\alpha \delta ̊ \iota \beta \alpha \tau \iota x \alpha ́ \alpha \rho \omega \tau о ́ \varkappa 0 \lambda \lambda \alpha$.
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