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#### Abstract

For decades now, the realization of an operational quantum computer has captured the scientific community's interest. Such a device will be able to exploit the core concepts of quantum mechanics (superposition, entanglement) in order to solve specific problems, that would take an impractical amount of time for any conventional computer. The big obstacle we need to overcome for an idea like that to work is the sensitivity of quantum systems to what we call quantum noise. We begin our thesis by presenting the key ideas upon which the error correcting codes theory is structured. That is the theory responsible to deal with the fragile stability of quantum systems. The idea is to use a large number of physical quantum degrees of freedom (e.g. qubits) and restrict their possible states to a specific subspace of the original Hilbert space, hence, encoding a smaller number of logical quantum degrees of freedom. We continue by analysing the most famous such code -the toric code- in a manner that gives birth to the concept of error correction at the physical level. What we, succinctly, do is introducing a Hamiltonian that involves only local interactions. The ground state of this Hamiltonian coincides with the subspace we talked about earlier. The degeneracy of that space, as well as its inaccessibility from local operations, makes it a prime candidate for safe quantum information storage. We then study the information process capabilities of this model. Next comes a generalization of the toric code (called generalised Kitaev model) in which we use higher dimensional degrees of freedom to build our system. We analyse the new processes that emerge and see how these can aid our cause. Finally we comment on the adequacy of our models to be used as topological quantum memories and briefly review the recent literature oriented towards the realisation of a more optimal model for the tasks of quantum information storage and process.
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## 1 Introduction

The idea to merge quantum mechanics and information theory arose in the 1970s but garnered little attention until 1982, when physicist Richard Feynman gave a talk in which he reasoned that computing based on classical logic could not tractably process calculations describing quantum phenomena [1]. Computing based on quantum phenomena configured to simulate other quantum phenomena, however, would not be subject to the same bottlenecks. Though the interest on that field didn't really blossomed until 1995 when Peter Shor came up with a quantum algorithm for integer factorization in polyonomial-time [2]. The importance of this algorithm lies on the fact that nearly every cryptography method today relies on the intractability of the factoring problem to classical algorithms.
The difference between classical and quantum computers is the way they manipulate data in order to solve problems. While today's computers use bits as components of information, that is states that can be either 0 or 1 , quantum computers aim to exploit two unique principles of quantum mechanics, superposition and entanglement, via their building blocks, the qubits (two level systems), in order to outpace their classical counterparts. In contrast to bits, qubits can be in a combination of the two states 0,1 with varying probabilities (superposition), that is $|\Psi\rangle=a|0\rangle+b|1\rangle$. On the other hand entanglement or "spooky action at a distance" as Einstein famously described it refers to the ability to create pairs of qubits that exist in a single quantum state and changing the state of one instantaneously change the state of the other in a predictable way no matter the distance between them. These two principles lead us to a massive parallelism, meaning we can perform computations that are impossible for any classical computer (impossible here means that the computation takes an impractical amount of time). It is important to have in mind that those celebrated speed-ups that quantum computers have to offer are for specific problems. To find which those problems are, is a task on each own.
The biggest drawback in this world changing concept is how prone the quantum systems are to errors. Specifically the interaction of qubits with their environment in ways that cause their quantum behaviour to decay and ultimately disappear is called decoherence. Their quantum state is extremely fragile. The slightest vibration or change in temperature - disturbances known as noise - can cause them to tumble out of superposition before their job has been properly done. But even if we could isolate our system perfectly from the environment, in order to manipulate the qubits to do our biding we are doomed to use imperfect gates (unitary operations) that lead
to errors. We deal with these problems via the theory of quantum error correcting codes [3, 4, 5]. But even so, the error threshold below which we can achieve fault tolerant quantum computation is really low.
What came next was Alexei Kitaev's game changing paper in 1997 [6] in which he proposes a topological quantum computation model that encodes information in the topologically degenerate ground states of a system and the computation is performed by braiding the quasiparticles of the model. Such a model is robust against local errors. The surface code, as it is called, is currently considered the most promising platform for realizing a scalable, fault tolerant quantum computer.

## 2 Error correcting codes

Let's take a look of the simplest classical error correcting code, the repetition code. In order to prevent a bit to change from 0 to 1 and the other way around (bit flip error) we make more copies of it, meaning:

$$
\begin{aligned}
& 0 \Rightarrow 000 \\
& 1 \Rightarrow 111
\end{aligned}
$$

If a single bit flip happens, say to the first bit then we have $000 \Rightarrow 100$ and $111 \Rightarrow 011$. So by measuring all 3 bits and take the majority vote into consideration we can retract our information despite the error. Of course if we have two bits to flip then we going to get the wrong answer. But this is still better than doing nothing, considering that if $p$ is the probability of a bit to flip then we managed to change the probability of making a mistake from $p$ to $\mathcal{O}\left(p^{2}\right)$. The question is if we can do the same in order to protect some quantum information. This task has some serious difficulties:

- Measurement. In order to detect and correct the error in the classical repetition code we measured the bits. This process won't do here cause measuring a quantum state leads to its collapse meaning the superposition is destroyed and along with it our hopes of quantum advantage.
- No cloning theorem. There is no quantum operation that will take an arbitrary state $|\Psi\rangle$ to $|\Psi\rangle \otimes|\Psi\rangle$ for all states $|\Psi\rangle$. This fact is a simple consequence of the linearity of quantum mechanics.
- Multiple errors. Except from the bit flip errors, a quantum state is also frail to phase flip errors.
- Continuous notations and decoherence. As we know quantum information is continuous and as such it may lapse into a smaller error than a whole phase flip. There is also the case of mixtures of different kind of errors.

Fortunately for us Peter Shor showed we can cope with all these difficulties relatively easy [3]. We are not going to follow the analysis of quantum error correcting codes step by step but we are going to highlight the key points that are gonna be of use (a clear review on the matter is given in [4]). It turns out that if a quantum error correcting code (QECC) corrects errors A and B , it also corrects any linear combination of them, $a A+b B$. So if we can correct single qubit errors of X (bit flip), Z (phase flip), Y ( bit and phase flip), I (no errors) we can correct every single qubit error cause as we know any $2 \times 2$ matrix can be written as $a I+b X+c Y+d Z$, where $\mathrm{X}, \mathrm{Y}$, Z are the Pauli matrices in the base $|0\rangle,|1\rangle$. As a generalisation any QECC that corrects t-qubit errors X, Y, Z, I on t-qubits also corrects all t-qubit errors, as any $2^{t} \times 2^{t}$ matrix can be written as a tensor product of Pauli matrices.

With these in mind we continue on presenting a formalism that helps deal with QECC and makes finding and correcting errors a lot easier. As we saw the Pauli matrices play a crucial role to the whole procedure. Let us define the Pauli group $P_{n}$ on n qubits to be generated by $\mathrm{X}, \mathrm{Y}, \mathrm{Z}, \mathrm{I}$ on individual qubits. Then $P_{n}$ constists of all tensor products of up to n operators $\mathrm{X}, \mathrm{Y}$, Z , I with overall phase $\pm 1, \pm i$. It emerges from Pauli matrices commutation relationships that all elements of Pauli group either commute or anticommute. Also they all square to $\pm 1$ with the minus coming from the overall phase i.

We now define the stabilizer group S as a group that contains all operators M in the Pauli group for which $M|\Psi\rangle=|\Psi\rangle$ for all $|\Psi\rangle$ in the code (the space we want to protect). We note that the stabilizer group is Abelian meaning that all its elements commutes with each other:

$$
\left\{\begin{array}{l}
M|\Psi\rangle=|\Psi\rangle \\
N|\Psi\rangle=|\Psi\rangle
\end{array} \quad \Rightarrow(M N-N M)|\Psi\rangle=M N|\Psi\rangle-N M|\Psi\rangle=0\right.
$$

So we got $M N=N M \quad \forall M, N \epsilon S$.
A much easier and useful procedure is to come up with a stabilizer group and from that deduce a code space as:

$$
\begin{equation*}
T(S)=\{|\Psi\rangle: M|\Psi\rangle=|\Psi\rangle \quad \forall M \epsilon S\} \tag{1}
\end{equation*}
$$

If we do this and we have a stabilizer code that has r generators and n physical qubits then we will have $k=n-r$ logical qubits. We can think of that as starting in a Hilbert space of dimension $2^{n}$. Every generator demands eigenvectors of +1 thus cutting the Hilbert space in half, that is dimension $2^{n-1}$. If we keep on going we end up with a Hilbert space of dimension $2^{n-r}$ giving as k logical qubits. We need to take extra caution for the fact that every new generator must also cut the remaining Hilbert space in half, but it can be proved that this is the case for the Pauli group.

We are now ready to see how stabilizer elements detect errors. Suppose $M \epsilon S$ and Pauli error E anticommute with each other. Then:

$$
\begin{equation*}
M(E|\Psi\rangle)=-E M|\Psi\rangle=-E|\Psi\rangle \tag{2}
\end{equation*}
$$

As it is clear $E|\Psi\rangle$ is an eigenvector of M with eigenvalue -1 . Thus error E kicks our state out of the code space, a process we can easily detect. But what happens when E commutes with all $M \epsilon S$ ? Then obviously all Ms have eigenvalues +1 for the state $E|\Psi\rangle$. As we are about to see this can mean one of two things. Either we have an undetectable error or we have no error at all.
We define:

$$
\begin{equation*}
N(S)=\left\{N \epsilon P_{n}: M N=N M \quad \forall M \epsilon S\right\} \tag{3}
\end{equation*}
$$

So if $E \epsilon N(S)$, our stabilizers won't be able to detect the error. One special case that leads to commutation between our error and all the stabilizers is $E \epsilon S$. But if we think of that we see that this does not qualify as an error at all, cause S's define property is that it leaves the code unchanged, that is act on it like the identity. We conclude that our code detects any error that is not in the $N(S) \backslash S$.

One very important concept is that of the distance of the code. By this we mean the weight (the number of qubits on which we act non-trivially) of the smallest Pauli operator N in $N(S) \backslash S$ or to phrase it simpler the size of the smallest undetectable error. The error syndrome is the list of eigenvalues of the generators of S. Two errors say E,F have the same error syndrome iff $E^{\dagger} F \epsilon N(S)$ that is $E^{\dagger} F$ commutes with everything in the stabilizer. We notice that if $E^{\dagger} F \epsilon S$ then E,F cannot be distinguished, as both (different) errors do the same thing to our code. So correcting one corrects the other and vice versa. This quality will be of tremendous benefit in the error correction procedure. To sum up the condition for our stabilizer code to correct errors is:

$$
E^{\dagger} F \notin N(S) \backslash S \text { for all possible pairs of errors (E,F) }
$$

There is also a straightforward generalization of the class of stabilizer codes to d-dimensional systems as described in [5]. From now on we are going to attend to a special case of stabilizer quantum codes associated with lattices on the torus. These topological, as they called, codes stores information in topologically protected space of the system and thus embed it with local error robustness. Moreover we are not going to use the usual scheme of error correction, rather we are going to implement error correction at the physical level as presented in Kitaev's original paper [6]. The analysis that follows shows the geometrical interpretation of the above concepts when they are applied to topological systems.

## 3 Toric code



Figure 1: The toric code is defined in terms of a $k \times k$ lattice (here $k=$ 4) with periodic boundary conditions. Edges, plaquettes and vertices are all important concepts. Edges have circles embedded on them, which will represent qubits.

Consider a $k \times k$ square lattice with periodic boundary conditions on both space directions (thus forming a torus)(Figure 1). The lattice consists
of edges $(E)$, vertices (points where edges meet) $(S)$ and plaquettes/faces (individual tiles enclosed by a set of edges - here squares) $(P)$. Let us attach a spin, or a qubit (two level quantum system), to each edge of the lattice. (Thus there are $n=2 k^{2}$ qubits).


Figure 2: Toric code's stabilizer operators.

For each vertex s and each face p we define the following operators:

$$
\begin{equation*}
A_{s}=\prod_{j \in s t a r(s)} \sigma_{j}^{x}, \quad B_{p}=\prod_{j \in \operatorname{boundary}(p)} \sigma_{j}^{z} \tag{4}
\end{equation*}
$$

where $A_{s}$ acts on the star qubits (i.e the qubits lying on the edges neighbouring the s vertex ) by the Pauli operator $\sigma^{x}$, and to all other qubits of the lattice with the identical operator, namely:

$$
\begin{equation*}
\sigma_{j}^{x}=\underbrace{I \otimes \cdots \otimes I}_{(j-1) \text { times }} \otimes \sigma^{x} \otimes \underbrace{I \otimes \cdots \otimes I}_{\left(2 k^{2}-j\right) \text { times }} \tag{5}
\end{equation*}
$$

and $B_{p}$ acts on the face qubits (i.e the qubits lying on the edges that enclose the p face) by the Pauli operator $\sigma^{z}$, and to all other qubits with the identical
operator, namely:

$$
\begin{equation*}
\sigma_{j}^{z}=\underbrace{I \otimes \cdots \otimes I}_{(j-1) \text { times }} \otimes \sigma^{z} \otimes \underbrace{I \otimes \cdots \otimes I}_{\left(2 k^{2}-j\right) \text { times }} \tag{6}
\end{equation*}
$$

See Figure 2. Thus both of these operators are of weight 4. In order to study these operators it is useful to recall some properties of the Pauli matrices:

$$
\sigma^{x}=\left(\begin{array}{ll}
0 & 1  \tag{7}\\
1 & 0
\end{array}\right), \quad \sigma^{y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma^{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

We work in the basis that respects $\sigma^{z}$, thus spanned by the vectors:

$$
\begin{equation*}
|0\rangle=\binom{1}{0}, \quad|1\rangle=\binom{0}{1} \tag{8}
\end{equation*}
$$

giving the following action of the $\sigma^{z}$ and $\sigma^{x}$ operators:

$$
\begin{gather*}
\sigma^{z}|0\rangle=|0\rangle, \quad \sigma^{z}|1\rangle=-|1\rangle  \tag{9}\\
\sigma^{x}|0\rangle=|1\rangle, \quad \sigma^{x}|1\rangle=|0\rangle \tag{10}
\end{gather*}
$$

Starting with their commutation relationships we have:

$$
\sigma_{j}^{a} \sigma_{k}^{b}=\left\{\begin{array}{cl}
-\sigma_{k}^{b} \sigma_{j}^{a} \quad & a \neq b, \quad j=k \\
\sigma_{k}^{b} \sigma_{j}^{a} & \text { otherwise }
\end{array}\right.
$$

These expressions fix the commutation relations of the operators $A_{s}$ and $B_{p}$. It is clear that all $A_{s}$ commute with each other just as all $B_{p}$ commute with each other, meaning $\left[A_{s}, A_{s^{\prime}}\right]=0 \forall s, s^{\prime} \in S$ and $\left[B_{p}, B_{p^{\prime}}\right]=0 \quad \forall p, p^{\prime} \in P$. The commutation relation between $A_{s}$ and $B_{p}$ is slightly less trivial. We start with the observation that a face and a vertex can either share two edges or none. With no edges in common the commutation is profound whereas with two edges in common the anticommutation relationship between $\sigma^{x}$ and $\sigma^{z}$ gives two minus signs which co-cancel, so again the operators in question commutes to give an overall:

$$
\left[A_{s}, B_{p}\right]=0 \quad \forall s, p
$$

Next we make use of the fact that Pauli operators square to unity:

$$
\left(\sigma^{x}\right)^{2}=\left(\sigma^{y}\right)^{2}=\left(\sigma^{z}\right)^{2}=1
$$

From the above it is straightforward to see that this is also the case for our check operators, meaning:

$$
A_{s}^{2}=B_{p}^{2}=1 \Rightarrow A_{s}, B_{p}= \pm 1
$$

That is, if we apply the vertex (plaquette) operator twice on a given state it will remain unchanged. It is of interest to see what happens if we apply vertex (plaquettes) operators on adjacent vertices (plaquettes). Given that any two adjacent vertices (plaquettes) share a common edge, we end up acting on that edge with the identity operator. We can convince ourselves that this process leads to the creation of closed loops (they materialize by colouring the edges, that our system operators have acted upon non trivially) , either on the dual lattice ${ }^{1}$ (if it's vertex operators we work with) or on the primal lattice (for plaquette operators), that enclose the vertices/plaquettes in question (Figure 3 ).
If we now extend this analysis for the case when we apply vertex (plaquette) operators to the entire lattice, the result will leave all edges without any change, giving the following overall constrains:

$$
\begin{equation*}
\prod_{s} A_{s}=\prod_{p} B_{P}=I \tag{11}
\end{equation*}
$$

Let $\mathcal{N}$ be the Hilbert space of all $n=2 k^{2}$ qubits, thus a Hilbert space of dimension $2^{2 k^{2}}$. Define a protected subspace $\mathcal{L} \subseteq \mathcal{N}$ as follows:

$$
\begin{equation*}
\mathcal{L}=\left\{|\Psi\rangle \in \mathcal{N}: A_{s}|\Psi\rangle=|\Psi\rangle, B_{p}|\Psi\rangle=|\Psi\rangle \forall s, p\right\} \tag{12}
\end{equation*}
$$

This equation serves as the definition of the toric code with $A_{s}$ and $B_{p}$ being the stabilizer operators (generators of the stabilizer group). The dimensionality of this subspace is given by $\operatorname{dim} \mathcal{L}=2^{n-m}$ where n is the number of physical qubits and $m$ the independent stabilizer operators. Thus for a lattice wrapped around a torus this protected subspace is 4 dimensional, and so can be used to store two qubits of quantum information. Now let's consider operators of the form:

$$
\begin{equation*}
X\left(c^{\prime}\right)=\prod_{j \epsilon \epsilon^{\prime}} \sigma_{j}^{x}, \quad Z(c)=\prod_{j \epsilon c} \sigma_{j}^{z} \tag{13}
\end{equation*}
$$

where $c^{\prime}$ is a path forming a loop in the dual lattice and $c$ a path forming a loop in the primal lattice. It is straightforward from the above analysis
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Figure 3: Loops on the lattice and the dual lattice.
that these operators can be constructed by the product of stabilizer operators. We call these loops (c, c'), contractible loops, as they are homotopy equivalent to a point, meaning we can deform them continuously to a point. We can also construct non-contractible loops, that is loops that wind the torus in its horizontal and vertical direction and thus cannot be written as products of stabilizer operators and neither can they be deformed to a point (Figure 3). These are loops of different topology. We label these paths as $c_{x 1}, c_{x 2}, c_{z 1}, c_{z 2}$ and the operators related to them as $\tilde{X}_{1}, \tilde{X}_{2}, \tilde{Z}_{1}, \tilde{Z}_{2}$. The connection between these kind of loops (and so the topology of our surface) and the degeneracy of the toric code space will be apparent later on. To
make a bridge with the previous section we note that the operators (13) belong to the stabilizer group hence do not identify as errors at all while the ones attached to the non contractible loops are the ones that pose a grave danger to our model, being undetected and all. The operators (13) can as well be defined to act on domains corresponding to open paths, with a significant impact to our model, as we are going to see. These are the detectable errors of our model, available for correction. So we have constructed a QECC who can protect our code via the usual procedure of error detection (through error syndrome measurement) and error correction. Before we construct the code space and work these procedures explicitly we are going to see another interpretation of that code that affiliates it with the physical level.

For that purpose let us define a Hamiltonian as the sum of plaquette and vertex operators over all plaquettes and vertices of the lattice:

$$
\begin{equation*}
H=-\sum_{s} A_{s}-\sum_{p} B_{p} \tag{14}
\end{equation*}
$$

Since all terms in this Hamiltonian commutes, (14) can be easily diagonalized in the basis of the eigenstates of the $A_{s}$ and $B_{p}$ operators, that is it can be exactly solved. In the following sections we discuss the ground states as well as the excited states of our Hamiltonian and see how the error resistance in the physical level is achieved.

### 3.1 Ground states

To find the ground state $|\Psi\rangle$ of H we need to find the condition that minimize the energy. Given the form of the Hamiltonian and the fact that $A_{s}$ and $B_{p}$ have eigenvalues $\pm 1$, the condition of minimum energy is equivalent to that of:

$$
A_{s}|\Psi\rangle=|\Psi\rangle, \quad B_{p}|\Psi\rangle=|\Psi\rangle \quad \forall s, p
$$

creating the following space of ground states:

$$
\begin{equation*}
L=\left\{|\Psi\rangle: A_{s}|\Psi\rangle=|\Psi\rangle, B_{p}|\Psi\rangle=|\Psi\rangle \quad \forall s, p\right\} \tag{15}
\end{equation*}
$$

We see that the ground state space coincides with the protected subspace of the toric code. In the gap between the ground states and the excited ones partially lies the physical protection of our code. This will be elaborated after a few sections. The energy of the ground state is given by $E_{\min }=$ $-(P+S)=-2 k^{2}$, where P is the number of plaquettes $\left(k^{2}\right)$ and S the
number of vertices $\left(k^{2}\right)$ of our $k \times k$ lattice. We argue that the ground state is given by (up to a normalization):

$$
\begin{equation*}
|\Psi\rangle=\prod_{s}\left(I+A_{s}\right)|0\rangle^{\otimes n} \tag{16}
\end{equation*}
$$

This is easily proved by checking that our constrains hold:

$$
\begin{align*}
B_{p} \prod_{s}\left(I+A_{s}\right)|0\rangle^{\otimes n} & =\prod_{s}\left(I+A_{s}\right) B_{p}|0\rangle^{\otimes n} \\
& =\prod_{s}\left(I+A_{s}\right)|0\rangle^{\otimes n} \tag{17}
\end{align*}
$$

where in the first line we used $\left[B_{p}, A_{s}\right]=0 \forall s, p$, and for the second line that $B_{p}|0\rangle^{\otimes n}=|0\rangle^{\otimes n} \forall p$.

As for the second constrain we have:

$$
\begin{equation*}
A_{s} \prod_{s}\left(I+A_{s}\right)|0\rangle^{\otimes n}=\prod_{s}\left(I+A_{s}\right)|0\rangle^{\otimes n} \tag{18}
\end{equation*}
$$

where we used the fact that $\left(A_{s}\right)^{2}=I$.
We see that the ground state is the equal superposition of all possible products of elementary loops $A_{s}$. Application of any contractible loop operator on the ground state gives back the same state with its components rearranged. But what will we get if we apply a non-contractible loop? As will be shown in the next section we still are on a ground state of our system (after all the operators responsible for this loops commute with all our stabilizers), but on a different one. Thus we conclude that there is a degeneracy on the ground state, one that goes hand to hand with the non contractible loops (of $\sigma^{x}$ operators) of our model, or more accurately with the parity of the winding number around the torus in each space direction (each handle of the torus). More specifically for an odd winding number around the torus we get a new ground state, thus we get an overall of 4 ground states. One with even winding number in both vertical and horizontal directions, one with odd winding number in the horizontal direction and an even number in the vertical direction, one with even winding number in the horizontal direction and and odd in the vertical and finally one with odd winding numbers in both directions. To sum up we have:

$$
\left|\Psi^{(0)}\right\rangle, \quad\left|\Psi^{(1)}\right\rangle=\tilde{X}_{2}\left|\Psi^{(0)}\right\rangle, \quad\left|\Psi^{(2)}\right\rangle=\tilde{X}_{1}\left|\Psi^{(0)}\right\rangle, \quad\left|\Psi^{(3)}\right\rangle=\tilde{X}_{1} \tilde{X}_{2}\left|\Psi^{(0)}\right\rangle
$$

The toric code Hamiltonian can be seen as a lattice gauge theory [7]. In this framework the degrees of freedom living on the edges of the lattice correspond to $\mathbb{Z}_{2}$ (note that this is the symmetry of our model since $\sigma^{\dagger}=\sigma^{-1}=$ $\sigma^{2}$ ) valued gauge degrees of freedom, the vertex operator corresponds to a gauge transformation, and since it commutes with the plaquette operator implies an overall gauge invariance. It is from this equivalence to a gauge theory that the excitations of the toric code that come from violating one of the conditions in Eq.(15) are commonly known as charges and fluxes as we will see in the next section.

### 3.2 Excitations

We have seen in the previous section that a ground state $|\Psi\rangle$ is defined by the following constraints:

$$
\begin{align*}
A_{s}|\Psi\rangle & =|\Psi\rangle  \tag{19}\\
B_{p}|\Psi\rangle & =|\Psi\rangle \tag{20}
\end{align*}
$$

An elementary excitation or a 1-particle excitation (in the quasi-particle picture) is defined by the violation of exactly one of these constraints. Having in mind that the $A_{s}$ 's and $B_{p}$ 's are not independent operators (eq. 11), it is impossible to have exactly one $A_{s}$ or one $B_{p}$ violated, which means single particle excitations do not exist (its a direct consequence of the fact that every edge on the lattice is shared between two vertices and two plaquettes). Let's consider the two-particle excitations.

### 3.2.1 Vertex excitations - charges

Suppose we have one of our vacuum states, say $|\Psi\rangle$, and act on it with an operator $\sigma_{i}^{z}$, that is we act with the operator $\sigma^{z}$ (phase flip) on the i-th edge (qubit) of the lattice. Then we get the following state:

$$
\begin{equation*}
\left|\Psi_{i}^{z}\right\rangle=\sigma_{i}^{z}|\Psi\rangle \tag{21}
\end{equation*}
$$

which is short for:

$$
\left|\Psi_{i}^{z}\right\rangle=\underbrace{I \otimes \cdots \otimes I}_{(i-1) \text { times }} \otimes \sigma_{i}^{z} \otimes \underbrace{I \otimes \cdots \otimes I}_{\left(2 k^{2}-i\right) \text { times }}|\Psi\rangle
$$

This new state is no longer a ground state. The $\sigma_{i}^{z}$ may clearly commute (and thus preserve the constrains) with all the $B_{p}$ operators and with the majority of the $A_{s}$ operators but there are exactly two vertex operators,
the ones adjacent to the i-th edge that anticommute with it leading to the following constrains violation:

$$
\begin{equation*}
A_{s_{1}, s_{2}}\left|\Psi_{i}^{z}>=A_{s_{1}, s_{2}} \sigma_{i}^{z}\right| \Psi>=-\sigma_{i}^{z} A_{s_{1}, s_{2}}\left|\Psi>=-\sigma_{i}^{z}\right| \Psi>=-\mid \Psi_{i}^{z}> \tag{22}
\end{equation*}
$$

In this sense we say that $\sigma_{i}^{z}$ creates two excitations located at vertices $s_{1}, s_{2}$. We interpret these excitations as anyonic (due to their statistics as we will soon see) quasiparticles.
Let's see what happens if we act on the ground state with various $\sigma^{z}$ operators along an open path t (Figure 4) i.e with the so called string operator:

$$
\begin{equation*}
Z(t)=\prod_{j \epsilon t} \sigma_{j}^{z} \tag{23}
\end{equation*}
$$

It is obvious that the only violation in constrains happens at the end points of this path, whereas the intermediate $A_{s}$ 's due to the commutation of $\left(\sigma^{x} \otimes \sigma^{x}\right)\left(\sigma^{z} \otimes \sigma^{z}\right)$ gives no violation. From these we deduce a way to move vertex anyons through our lattice. Note that if this path equals a closed loop then we have no excitations (remember a contractible loop acts like the identity on our code space). It is like creating a pair of anyons and then bringing them together via another route. That causes their annihilation and thus the return to the anyonic vacuum (ground state). More on that in the fusion section. We will call the vertex anyons (a result of phase flip errors) charges and denote them with e.
The energy of a state with a pair of e charges is given by:

$$
\begin{equation*}
E=-(P+S-4) \tag{24}
\end{equation*}
$$

which explains the term excitation and also justifies our claim of robustness in errors at the physical level, due to the fact that excited states are energetically penalized by the energy gap between the ground states and the excited ones. It is obvious that this energy gap has to do with the number of charges (that is the number of $A_{s}$ constrains violated) and not with the path that created them.

### 3.2.2 Plaquette excitations - fluxes

An analogues scheme can be plotted in order to explore the $B_{p}$ 's constraints violation. Consider the string operator:

$$
\begin{equation*}
X(t)=\prod_{j \epsilon t^{\prime}} \sigma_{j}^{x} \tag{25}
\end{equation*}
$$



Figure 4: String operators and particle creation.
where $t^{\prime}$ is a path on the dual lattice, connecting plaquettes (Figure 4). Again on the endpoints of this path we locate two violations considering the $B_{p}$ 's stabilizer operators on place. We call the plaquette violations (a result of bit flip errors), fluxes and denote them with m . As with the charge excitations, the energy of our new state is $E=-(P+V-4)$ and does not depend on the path.

### 3.3 Fusion rules

The fusion of the particles of our model is one of the key procedures for quantum computation. But what do we mean by fusion of our particles? Suppose we got two vertex anyons that do not consist a pair. That means they are not connected with each other by a string (see Figure 5). So our initial state is:

$$
\begin{equation*}
\left|\Psi_{i n}\right\rangle=Z\left(\gamma_{1}\right) Z\left(\gamma_{2}\right)|\Psi\rangle \tag{26}
\end{equation*}
$$

Now let's bring those two together by moving either one of them through the path $\gamma_{3}$. That move has as a result the annihilation of the two e particles, that is the commutation of our newly acquired string operator with the previously engaged vertex operators ( $s, s^{\prime}$ ). Thus we say when we fuse these


Figure 5: The fusion process of two vertex anyons that leads to their mutual annihilation
two together they cancel each other out, leading to the following fusion rule:

$$
e \times e=1
$$

where 1 signals the absence of an excitation.
In an analogues manner we come up with the fusion rule for the plaquette anyons:

$$
m \times m=1
$$

From these we deduce that both vertex and plaquette particles has themselves as antiparticles (which should have been clear the moment we created a pair of each from the anyonic vacuum). We can see clearer now what we mean by $\mathbb{Z}_{2}$ symmetry of our model. The anyonic charge is preserved modulo 2.
Lastly let's consider the case in which we simultaneously act on an edge with both a bit $\left(\sigma^{x}\right)$ and a phase $\left(\sigma^{z}\right)$ flip. That leads, as we see in Figure 6 , to the creation of an e-type particle to a vertex and an m-type anyon to an adjacent plaquette. We can interpret these excitations as one and call it dyon. This interpretation gives birth to yet another fusion rule:

$$
e \times m=\epsilon
$$



Figure 6: The interpretation of an e and an m excitation as one particle named dyon

So now we are ready for a full categorization of the anyons of our model:

$$
\begin{equation*}
1, e, m, \epsilon \tag{27}
\end{equation*}
$$

and their fusion rules:
$1 \times 1=1, \quad 1 \times e=e \times 1=e, \quad 1 \times m=m \times 1=m, \quad e \times m=m \times e=\epsilon$, $e \times \epsilon=\epsilon \times e=m, \quad m \times \epsilon=\epsilon \times m=e, \quad m \times m=e \times e=\epsilon \times \epsilon=1$

The deterministic nature of these fusion rules tells us that we are talking about Abelian anyons.

### 3.4 Anyonic statistics

We now study the statistical behaviour of the elementary excitations of the model, namely the charge e, the flux $m$ and the dyon $\epsilon$. Consider two e anyons as shown in Figure 7. Our system is on the state $\left|\Psi_{i n}\right\rangle=Z\left(\gamma_{1}\right) Z\left(\gamma_{2}\right)|\Psi\rangle$. We can exchange their position by applying $\sigma^{z}$ rotations. The process goes as follows:

$$
\begin{equation*}
\left|\Psi_{f i n}\right\rangle=Z\left(c_{1}\right) Z\left(c_{2}\right)\left|\Psi_{i n}\right\rangle=\left|\Psi_{i n}\right\rangle \tag{28}
\end{equation*}
$$

where the last equation comes from the fact that we have created a contractible loop which does not contain a flux, thus acts trivially on our state.


Figure 7: Exchange of two identical e anyons.

The excited states inherit this property, from the ground ones, by being the equal superposition of all possible strings that connect the two anyons. Hence, the final state of the system equals the initial one, thereby signalling the bosonic mutual statistics of e anyons. With exactly analogues arguments we conclude that $m$ anyons behave like bosons too, when it comes to their self-statistics.

As the e and the m anyons are distinguishable, we cannot directly exchange them, but we can braid them. Braiding corresponds to two exchanges, or equivalently a rotation of one anyon around the other, from where we can attribute their exchange statistics as the square root of the resulting evolution. Following Figure 8 we start from an anyonic vacuum state and create a pair of e-type anyons and a pair of m-type anyons via the usual procedure:

$$
\begin{equation*}
\left|\Psi_{i n}\right\rangle=\sigma_{1}^{z} \sigma_{2}^{z} \sigma_{3}^{x} \sigma_{4}^{x}|\Psi\rangle \tag{29}
\end{equation*}
$$

Next we circle an $m$ anyon with an e anyon using the path $t$ :

$$
\begin{align*}
\left|\Psi_{\text {fin }}\right\rangle=Z(t)\left|\Psi_{i n}\right\rangle & =Z(t) \sigma_{1}^{z} \sigma_{2}^{z} \sigma_{3}^{x} \sigma_{4}^{x}|\Psi\rangle \\
& =-\sigma_{1}^{z} \sigma_{2}^{z} \sigma_{3}^{x} \sigma_{4}^{x} Z(t)|\Psi\rangle \\
& =-\sigma_{1}^{z} \sigma_{2}^{z} \sigma_{3}^{x} \sigma_{4}^{x}|\Psi\rangle  \tag{30}\\
& =-\left|\Psi_{i n}\right\rangle
\end{align*}
$$



Figure 8: Braiding of a charge anyon e around a flux anyon $m$.
where in the second line we used the anticommutation relation between $\sigma_{4}^{z}$ of the path that moves e and $\sigma_{4}^{x}$ of the creator of the m-pair anyons and on the third line the fact that t is a contractible loop, hence does not affect the ground state. The topological phase factor of -1 reveals a non-trivial statistics between e and $m$ anyons that does not suit neither bosons nor fermions, signaling the anyonic character between different types of particles of the toric code. We call it topological because it depends not on the exact route of the braiding process but from the winding number. It can also be interpreted as a Aharonov-Bohm effect (remember the charge, flux interpretation).
Last we check the exchange statistics for the dyon. Having in mind the structure of the dyon it is easy to see that this process equals a rotation of the particle by $2 \pi$ around itself. But this we have already seen. It gives a topological phase of -1 so that dyons are fermions, with respect to themselves.

The anyonic mutual statistics of the quasiparticles demonstrate the logical operations performed by non contractible loops. How can i create a non-contractible loop operator using the anyon picture? Consider the cre-
ation of a pair of e anyons followed by the transport of one around a handle of the torus (i.e a non trivial loop), such as the one shown on the torus in blue on Figure 9, before the pair are re-annihilated. The state is returned to the code space, but the loop implements a logical operation on one of the stored qubits. It is the $\tilde{Z}_{2}$ operator we talked about earlier. If m anyons are similarly moved through the red loop, a logical operation will also result $\left(\tilde{X}_{2}\right)$. The phase of -1 resulting when braiding the anyons shows that these operations anticommute. They may therefore be interpreted as logical Z and X Pauli operators on one of the stored qubits. The corresponding logical Pauli's on the other qubit correspond to an $m$ anyon following the blue loop and an e anyon following the red. No braiding occurs when e and m pass through parallel paths, the phase of -1 therefore does not arise and the corresponding logical operations commute. This is as should be expected since these form operations acting on different qubits. Thus in order to mess with our information we need global operations. Local errors cannot access our encoded qubits, giving us the protection we so desperately seek.


Figure 9: Torus.

### 3.5 Error correction

Although our model have an intrinsic topological protection from errors, assuming that the environment can only probe the system locally by applying small static perturbations to the Hamiltonian, given a finite error rate and long enough time, independent local errors in the theory will eventually


Figure 10: Check operators measurements. The left circuit is for the $Z^{\otimes 4}$ measurement while the right circuit is for the $X^{\otimes 4}$ measurement.
accumulate to form a global operation, and result in a logical error. Thus we still need an error correcting code procedure. By measuring the stabilizers we can detect any error that occurred to our code (except the ones that lead to logical operations). This error syndrome measurement can be achieved by the circuits in Figure 10. Interpreting the -1 results as anyonic particles, and as a matter of fact particles that are their own antiparticles, means we only have to bring them together in order to annihilate them and thus correct the error. The fact that a contractible loop does not affect our state, which as we already mentioned is a reflection to the fact that we can not distinguish two errors for which $E^{\dagger} F \epsilon N(S)$ (see ECC section), makes our life a lot easier though we need not to concern ourselves with the specific path that created the pair errors. We only need to know their exact locations and then any route connecting them will do the job. In order to avoid committing a logical mistake, thus compromise our information, the rule of minimum correcting path is chosen. Meaning we choose to connect the two anyons via the shortest path. It is obvious that our scheme will fail for errors of length bigger than $\frac{k-1}{2}$.
Let's take a look at the two cases in Figure 11. For the upper one we have the error:

$$
E_{1}=\sigma_{7}^{x} \otimes \sigma_{11}^{x} \otimes \sigma_{15}^{x}
$$

leading to the state:

$$
\begin{equation*}
\left|\Psi^{\prime}\right\rangle=E_{1}|\Psi\rangle \tag{31}
\end{equation*}
$$



| $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ |
| :--- | :--- | :--- | :--- |
| $p_{5}$ | $p_{6}$ | $p_{7}$ | $p_{8}$ |



Figure 11: On the upper half of this diagram we see that even if we do not find the correct route that led to the error we can still correct it without a problem. On the bottom half we see that when an error is of length $k / 2$ there is a good chance of choose the wrong route to correct (red) instead of the right (green) and by that we imply unwillingly a logical operator to the code. Next to the diagram its a sketch about the enumeration of the edges, the plaquettes and the vertices.

It is obvious that for $p_{2}, p_{6}$ we have:

$$
\begin{align*}
B_{p_{2}} E_{1}|\Psi\rangle & =\left(\sigma_{2}^{z} \otimes \sigma_{6}^{z} \otimes \sigma_{7}^{z} \otimes \sigma_{10}^{z}\right)\left(\sigma_{7}^{x} \otimes \sigma_{11}^{x} \otimes \sigma_{15}^{x}\right)|\Psi\rangle \\
& =-\left(\sigma_{7}^{x} \otimes \sigma_{11}^{x} \otimes \sigma_{15}^{x}\right)\left(\sigma_{2}^{z} \otimes \sigma_{6}^{z} \otimes \sigma_{7}^{z} \otimes \sigma_{10}^{z}\right)|\Psi\rangle \\
& =-E_{1} B_{p_{1}}|\Psi\rangle=-E_{1}|\Psi\rangle  \tag{32}\\
B_{p_{6}} E_{1}|\Psi\rangle & =\left(\sigma_{10}^{z} \otimes \sigma_{14}^{z} \otimes \sigma_{15}^{z} \otimes \sigma_{18}^{z}\right)\left(\sigma_{7}^{x} \otimes \sigma_{11}^{x} \otimes \sigma_{15}^{x}\right)|\Psi\rangle \\
& =-\left(\sigma_{7}^{x} \otimes \sigma_{11}^{x} \otimes \sigma_{15}^{x}\right)\left(\sigma_{10}^{z} \otimes \sigma_{14}^{z} \otimes \sigma_{15}^{z} \otimes \sigma_{18}^{z}\right)|\Psi\rangle \\
& =-E_{1} B_{p_{6}}|\Psi\rangle=-E_{1}|\Psi\rangle
\end{align*}
$$

Thus in each of these plaquettes we have an m-type anyon. Let's see what will happen if we apply the following correction:

$$
\begin{equation*}
C_{1}=\sigma_{10}^{x} \tag{33}
\end{equation*}
$$

We notice that the stabilizer operators of the plaquettes in question $\left(p_{2}, p_{6}\right)$ commute with the operator $C_{1} E_{1}=\sigma_{7}^{x} \otimes \sigma_{10}^{x} \otimes \sigma_{11}^{x} \otimes \sigma_{15}^{x}$ :

$$
\begin{aligned}
B_{p_{2}}\left(C_{1} E_{1}\right) & =\left(\sigma_{2}^{z} \otimes \sigma_{6}^{z} \otimes \sigma_{7}^{z} \otimes \sigma_{10}^{z}\right)\left(\sigma_{7}^{x} \otimes \sigma_{10}^{x} \otimes \sigma_{11}^{x} \otimes \sigma_{15}^{x}\right) \\
& =(-)(-)\left(\sigma_{7}^{x} \otimes \sigma_{10}^{x} \otimes \sigma_{11}^{x} \otimes \sigma_{15}^{x}\right)\left(\sigma_{2}^{z} \otimes \sigma_{6}^{z} \otimes \sigma_{7}^{z} \otimes \sigma_{10}^{z}\right) \\
& =C_{1}\left(E_{1} B_{p_{2}}\right) \\
B_{p_{6}}\left(C_{1} E_{1}\right) & =\left(\sigma_{10}^{z} \otimes \sigma_{14}^{z} \otimes \sigma_{15}^{z} \otimes \sigma_{18}^{z}\right)\left(\sigma_{7}^{x} \otimes \sigma_{10}^{x} \otimes \sigma_{11}^{x} \otimes \sigma_{15}^{x}\right) \\
& (-)(-)\left(\sigma_{7}^{x} \otimes \sigma_{10}^{x} \otimes \sigma_{11}^{x} \otimes \sigma_{15}^{x}\right)\left(\sigma_{10}^{z} \otimes \sigma_{14}^{z} \otimes \sigma_{15}^{z} \otimes \sigma_{18}^{z}\right) \\
& =\left(C_{1} E_{1}\right) B_{p_{6}}
\end{aligned}
$$

So we no longer have any violation in our constrains. We have corrected the error by forming a contractible loop. Note that $C_{1} E_{1}=A_{s_{7}}$ and so it belongs to the stabilizer group, hence acts like the identity on the state.
Let us know have a look at the process of the lower diagram. The error occurred is:

$$
\begin{equation*}
E_{2}=\sigma_{26}^{z} \sigma_{27}^{z} \tag{34}
\end{equation*}
$$

giving the state:

$$
\begin{equation*}
\left|\Psi^{\prime \prime}\right\rangle=E_{2}|\Psi\rangle \tag{35}
\end{equation*}
$$

Both correction schemes (green and red) are of weight 2, so the minimum correcting path rule can't help us here. If we choose the green path $C_{2} E_{2}=I$ thus we correct the error completely. Just as easily one can choose the red path $C_{2}^{\prime}$ and here is where the problems begin. By doing so we end up with the operator :

$$
\begin{equation*}
C_{2}^{\prime} E_{2}=\sigma_{25}^{z} \otimes \sigma_{26}^{z} \otimes \sigma_{27}^{z} \otimes \sigma_{28}^{z} \tag{36}
\end{equation*}
$$

an operator that commutes with all the "suspicious" stabilizers on vertices $s_{13,14,15,16}$. A quick check verify this claim:

$$
\begin{aligned}
A_{s_{13}}\left(C_{2}^{\prime} E_{2}\right) & =\left(\sigma_{21}^{x} \otimes \sigma_{25}^{x} \otimes \sigma_{28}^{x} \otimes \sigma_{29}^{x}\right)\left(\sigma_{25}^{z} \otimes \sigma_{26}^{z} \otimes \sigma_{27}^{z} \otimes \sigma_{28}^{z}\right) \\
& =(-)(-)\left(\sigma_{25}^{z} \otimes \sigma_{26}^{z} \otimes \sigma_{27}^{z} \otimes \sigma_{28}^{z}\right)\left(\sigma_{21}^{x} \otimes \sigma_{25}^{x} \otimes \sigma_{28}^{x} \otimes \sigma_{29}^{x}\right) \\
& =\left(C_{2}^{\prime} E_{2}\right) A_{s_{14}} \\
A_{s_{14}}\left(C_{2}^{\prime} E_{2}\right) & =\left(\sigma_{22}^{x} \otimes \sigma_{25}^{x} \otimes \sigma_{26}^{x} \otimes \sigma_{30}^{x}\right)\left(\sigma_{25}^{z} \otimes \sigma_{26}^{z} \otimes \sigma_{27}^{z} \otimes \sigma_{28}^{z}\right) \\
& =(-)(-)\left(\sigma_{25}^{z} \otimes \sigma_{26}^{z} \otimes \sigma_{27}^{z} \otimes \sigma_{28}^{z}\right)\left(\sigma_{22}^{x} \otimes \sigma_{25}^{x} \otimes \sigma_{26}^{x} \otimes \sigma_{30}^{x}\right) \\
& =\left(C_{2}^{\prime} E_{2}\right) A_{s_{14}} \\
A_{s_{15}}\left(C_{2}^{\prime} E_{2}\right) & =\left(\sigma_{23}^{x} \otimes \sigma_{26}^{x} \otimes \sigma_{27}^{x} \otimes \sigma_{31}^{x}\right)\left(\sigma_{25}^{z} \otimes \sigma_{26}^{z} \otimes \sigma_{27}^{z} \otimes \sigma_{28}^{z}\right) \\
& =(-)(-)\left(\sigma_{25}^{z} \otimes \sigma_{26}^{z} \otimes \sigma_{27}^{z} \otimes \sigma_{28}^{z}\right)\left(\sigma_{23}^{x} \otimes \sigma_{26}^{x} \otimes \sigma_{27}^{x} \otimes \sigma_{31}^{x}\right) \\
& =\left(C_{2}^{\prime} E_{2}\right) A_{s_{15}}
\end{aligned}
$$

$$
\begin{aligned}
A_{s_{16}}\left(C_{2}^{\prime} E_{2}\right) & =\left(\sigma_{24}^{x} \otimes \sigma_{27}^{x} \otimes \sigma_{28}^{x} \otimes \sigma_{32}^{x}\right)\left(\sigma_{25}^{z} \otimes \sigma_{26}^{z} \otimes \sigma_{27}^{z} \otimes \sigma_{28}^{z}\right) \\
& =(-)(-)\left(\sigma_{25}^{z} \otimes \sigma_{26}^{z} \otimes \sigma_{27}^{z} \otimes \sigma_{28}^{z}\right)\left(\sigma_{24}^{x} \otimes \sigma_{27}^{x} \otimes \sigma_{28}^{x} \otimes \sigma_{32}^{x}\right) \\
& =\left(C_{2}^{\prime} E_{2}\right) A_{s_{15}}
\end{aligned}
$$

Thus we corrected the error but in the process we applied a logical Z operator to one of our encoded qubits. So one would conclude that a bigger lattice will be more error protected. That is not the whole story. We must take in count the error rate. In [8] an error threshold was proven, below which increasing the size of the toric code indeed improves its performance, proving the toric code is a good active error-correcting code. For a more extensive analysis in the subject of error correction on surface codes we recommend [ $8,9,10]$.

### 3.6 Toric code 2 x 2 example



Figure 12: $2 \times 2$ lattice.

In order to clear some abstruse parts of our theory and to understand the mechanics behind some of our schemes it is deemed necessary to work in an explicit lattice model. As we can see from Figure 12 there are 8 edges, 4
vertices and 4 faces. We can write down the stabilizer operators explicitly:

$$
\begin{align*}
& A_{s_{1}}=\sigma^{x} \otimes \sigma^{x} \otimes \sigma^{x} \otimes I \otimes I \otimes I \otimes \sigma^{x} \otimes I \\
& A_{s_{2}}=\sigma^{x} \otimes \sigma^{x} \otimes I \otimes \sigma^{x} \otimes I \otimes I \otimes I \otimes \sigma^{x} \\
& A_{s_{3}}=I \otimes I \otimes \sigma^{x} \otimes I \otimes \sigma^{x} \otimes \sigma^{x} \otimes \sigma^{x} \otimes I \\
& A_{s_{4}}=I \otimes I \otimes I \otimes \sigma^{x} \otimes \sigma^{x} \otimes \sigma^{x} \otimes I \otimes \sigma^{x} \\
& B_{p_{1}}=\sigma^{z} \otimes I \otimes \sigma^{z} \otimes \sigma^{z} \otimes \sigma^{z} \otimes I \otimes I \otimes I  \tag{37}\\
& B_{p_{2}}=I \otimes \sigma^{z} \otimes \sigma^{z} \otimes \sigma^{z} \otimes I \otimes \sigma^{z} \otimes I \otimes I \\
& B_{p_{3}}=\sigma^{z} \otimes I \otimes I \otimes I \otimes \sigma^{z} \otimes I \otimes \sigma^{z} \otimes \sigma^{z} \\
& B_{p_{4}}=I \otimes \sigma^{z} \otimes I \otimes I \otimes I \otimes \sigma^{z} \otimes \sigma^{z} \otimes \sigma^{z}
\end{align*}
$$

It is obvious that the Hamiltonian of the system:

$$
\begin{equation*}
H=-\sum_{s} A_{s}-\sum_{p} B_{p} \tag{38}
\end{equation*}
$$

is a $2^{8} \times 2^{8}$ matrix which can be explicitly deduced with the help of Mathematica. According to (16) for this figure, the ground state is (up to a suitable normalization):

$$
\begin{align*}
\left|\Psi^{(0)}\right\rangle & =\left(I+A_{s_{1}}\right)\left(I+A_{s_{2}}\right)\left(I+A_{s_{3}}\right)\left(I+A_{s_{4}}\right)|00000000\rangle \\
& =|00000000\rangle+|11100010\rangle+|11010001\rangle+|00110011\rangle  \tag{39}\\
& +|00101110\rangle+|11001100\rangle+|11111111\rangle+|00011101\rangle
\end{align*}
$$

As we said before this is not the only ground state. In fact there are three more, linked with the winding number around the different directions of the torus. Meaning that in order to find all the vectors that span the code space we need to act with non contractible loop operators. As it should be clear by now a $\tilde{Z}$ operator on the primal lattice gives the same state, a Z operator on the dual lattice and an X operator on the primal one both take as out of the code space and so we are left with an $\tilde{X}$ operator on the dual lattice who is just right and will give us the three other states in the code space that we are looking for.

For an odd winding number in the horizontal direction, a number of operators, for example:

$$
\sigma_{3}^{x} \sigma_{4}^{x}, \quad \sigma_{7}^{x} \sigma_{8}^{x}, \quad \sigma_{3}^{x} \sigma_{5}^{x} \sigma_{8}^{x} \sigma_{6}^{x}
$$

gives the desirable state:

$$
\begin{align*}
\left|\Psi^{(1)}\right\rangle= & \prod_{j=3,4} \sigma_{j}^{x}\left|\Psi^{(0)}\right\rangle \\
& =|00110000\rangle+|11010010\rangle+|11100001\rangle+|00000011\rangle  \tag{40}\\
& +|00011110\rangle+|11111100\rangle+|11001111\rangle+|00101101\rangle
\end{align*}
$$

By a similar logic, any path operator for a closed vertical loop of $\sigma^{x}$, for example :

$$
\sigma_{1}^{x} \sigma_{5}^{x}, \quad \sigma_{2}^{x} \sigma_{6}^{x}, \quad \sigma_{1}^{x} \sigma_{4}^{x} \sigma_{6}^{x} \sigma_{8}^{x}
$$

can be acted on $\left|\Psi^{(0)}\right\rangle$ to obtain a new element of the codespace:

$$
\begin{align*}
\left|\Psi^{(2)}\right\rangle= & \prod_{j=1,5} \sigma_{j}^{x}\left|\Psi^{(0)}\right\rangle \\
& =|10001000\rangle+|01101010\rangle+|01011001\rangle+|10111011\rangle  \tag{41}\\
& +|10100110\rangle+|01000100\rangle+|01110111\rangle+|10010101\rangle
\end{align*}
$$

While the last of the ground state is given by:

$$
\begin{align*}
\left|\Psi^{(3)}\right\rangle & =\prod_{j=1,3,4,5} \sigma_{j}^{x}\left|\Psi^{(0)}\right\rangle \\
& =|10111000\rangle+|01011010\rangle+|01101001\rangle+|10001011\rangle  \tag{42}\\
& +|10010110\rangle+|01110100\rangle+|01000111\rangle+|10100101\rangle
\end{align*}
$$

The energy of these states is $E=-(P+V)=-8$. Every pair of anyons gives this energy a boost of +4 , considering that each anyon of the pair changes the eigenvalue of a stabilizer operator from +1 to -1 . That leads as to the energy spectrum: $E=-8,-4,0,+4,+8$. If we consider the dimension of the Hamiltonian we see that our system is highly degenerate (Figure 13).
As we have seen the toric code can be used to store two logical qubits (regardless the size of the lattice), meaning 4 different logical quantum states by:

$$
\begin{aligned}
|00\rangle & =\left|\Psi^{(0)}\right\rangle \\
|01\rangle & =\left|\Psi^{(1)}\right\rangle \\
|10\rangle & =\left|\Psi^{(2)}\right\rangle \\
|11\rangle & =\left|\Psi^{(3)}\right\rangle
\end{aligned}
$$

where on the left hand side the kets represent logical quantum states and on the right hand side the states are of the noisy, physical, quantum spin


Figure 13: Degeneracy of the energy spectrum of toric code in Figure 9.
lattice.
Let us know verify our previous section statement about the logical $\tilde{Z}$ and $\tilde{X}$ operators. Remember we claimed that the creation of pairs of anyons, the transportation of one around the torus and the annihilation of the pair equals with the action of a logical Pauli operator on one of our logical qubits. More precisely in our case we have for the first logical qubit:

$$
\begin{equation*}
\tilde{X}_{1}=\prod_{j=1,5} \sigma_{j}^{x}, \quad \tilde{Z}_{1}=\prod_{j=1,2} \sigma_{j}^{z} \tag{43}
\end{equation*}
$$

while for the second:

$$
\begin{equation*}
\tilde{X}_{2}=\prod_{j=3,4} \sigma_{j}^{x}, \quad \tilde{Z}_{2}=\prod_{j=3,7} \sigma_{j}^{z} \tag{44}
\end{equation*}
$$

It is obvious due to the overlap of our operators in exactly one edge that:

$$
\begin{equation*}
\tilde{X}_{1} \tilde{Z}_{1}=-\tilde{Z}_{1} \tilde{X}_{1}, \quad \tilde{X}_{2} \tilde{Z}_{2}=-\tilde{Z}_{2} \tilde{X}_{2} \tag{45}
\end{equation*}
$$

As it is also obvious that any other combination commutes.
We are know ready to see the action of these operators on our encoded states (to be frank we already have seen some (eq.40-42) but let's see it with a formalism that will make our point crystal clear):

$$
\begin{align*}
& \tilde{X}_{1}|00\rangle=\prod_{j=1,5} \sigma_{j}^{x}\left|\Psi^{(0)}\right\rangle=\left|\Psi^{(2)}\right\rangle=|10\rangle \\
& \tilde{X}_{1}|01\rangle=\prod_{j=1,5} \sigma_{j}^{x}\left|\Psi^{(1)}\right\rangle=\left|\Psi^{(3)}\right\rangle=|11\rangle \\
& \tilde{X}_{1}|10\rangle=\prod_{j=1,5} \sigma_{j}^{x}\left|\Psi^{(2)}\right\rangle=\left|\Psi^{(0)}\right\rangle=|00\rangle \\
& \tilde{X}_{1}|11\rangle=\prod_{j=1,5} \sigma_{j}^{x}\left|\Psi^{(3)}\right\rangle=\left|\Psi^{(1)}\right\rangle=|01\rangle \\
& \tilde{Z}_{1}|00\rangle=\prod_{j=1,2} \sigma_{j}^{z}\left|\Psi^{(0)}\right\rangle=\left|\Psi^{(0)}\right\rangle=|00\rangle  \tag{46}\\
& \tilde{Z}_{1}|01\rangle=\prod_{j=1,2} \sigma_{j}^{z}\left|\Psi^{(1)}\right\rangle=\left|\Psi^{(1)}\right\rangle=|01\rangle \\
& \tilde{Z}_{1}|10\rangle=\prod_{j=1,2} \sigma_{j}^{z}\left|\Psi^{(2)}\right\rangle=-\left|\Psi^{(2)}\right\rangle=-|10\rangle \\
& \tilde{Z}_{1}|11\rangle=\prod_{j=1,2} \sigma_{j}^{z}\left|\Psi^{(3)}\right\rangle=-\left|\Psi^{(3)}\right\rangle=-|11\rangle
\end{align*}
$$

Accordingly for the second logical qubit:

$$
\begin{align*}
& \tilde{X}_{2}|00\rangle=\prod_{j=3,4} \sigma_{j}^{x}\left|\Psi^{(0)}\right\rangle=\left|\Psi^{(1)}\right\rangle=|01\rangle \\
& \tilde{X}_{2}|01\rangle=\prod_{j=3,4} \sigma_{j}^{x}\left|\Psi^{(1)}\right\rangle=\left|\Psi^{(0)}\right\rangle=|00\rangle \\
& \tilde{X}_{2}|10\rangle=\prod_{j=3,4} \sigma_{j}^{x}\left|\Psi^{(2)}\right\rangle=\left|\Psi^{(3)}\right\rangle=|11\rangle \\
& \tilde{X}_{2}|11\rangle=\prod_{j=3,4} \sigma_{j}^{x}\left|\Psi^{(3)}\right\rangle=\left|\Psi^{(2)}\right\rangle=|10\rangle \\
& \tilde{Z}_{2}|00\rangle=\prod_{j=3,7} \sigma_{j}^{z}\left|\Psi^{(0)}\right\rangle=\left|\Psi^{(0)}\right\rangle=|00\rangle  \tag{47}\\
& \tilde{Z}_{2}|01\rangle=\prod_{j=3,7} \sigma_{j}^{z}\left|\Psi^{(1)}\right\rangle=-\left|\Psi^{(1)}\right\rangle=-|01\rangle \\
& \tilde{Z}_{2}|10\rangle=\prod_{j=3,7} \sigma_{j}^{z}\left|\Psi^{(2)}\right\rangle=\left|\Psi^{(2)}\right\rangle=|10\rangle \\
& \tilde{Z}_{2}|11\rangle=\prod_{j=3,7} \sigma_{j}^{z}\left|\Psi^{(3)}\right\rangle=-\left|\Psi^{(3)}\right\rangle=-|11\rangle
\end{align*}
$$

From (46),(47) it becomes clear that the operators we are talking about are the logical Pauli X,Z for each encoded qubit. Unfortunately these are two very simple quantum gates, the Not gate and the phase flip gate accordingly, which do not meet the criteria for universal quantum computing.

It is obvious that our toy model would do awful as a fault tolerant system due to its small size. Following the error correcting procedure that has been employed earlier we see that even after one rotational error the risk to perform a logical operation to our qubits in our attempt to correct that error is really high.

## 4 Zd Kitaev model

Taking one step further away from the trivial case we introduce in this section the $\mathbb{Z}_{d}$ Kitaev model which is a generalization of the Kitaev model from $\mathbb{Z}_{2}$ group ( toric code ) to $\mathbb{Z}_{d}$ group. The model is again defined on a square lattice with periodic boundary conditions, although any 2 - dimensional lattice would do. The sole difference from before is that instead of placing a qubit on each edge, we place a qudit (d-level system). We will first
derive a general theory for qudits $[11,12,13]$ and then consider the $d=5$ case (References 12,13 focus their attention to $\mathbb{Z}_{3}$ ).

Same as before the Hamiltonian of the model consists of two kind of operators, i.e the vertex and the plaquette operators. These operators are define based on the generalized Pauli operators acting on a qudit as:

$$
\begin{equation*}
X|j\rangle=|j+1 \bmod d\rangle, \quad Z|j\rangle=\omega^{j}|j\rangle \tag{48}
\end{equation*}
$$

Where due to the cyclic notation of our operators (actually the symmetry of $\mathbb{Z}_{d}$ group) : $Z^{d}=X^{d}=I_{d}$, we have that $\omega$ is the d-th root of unity:

$$
\begin{equation*}
\omega=e^{2 \pi i / d} \tag{49}
\end{equation*}
$$

Additionally it is easy to verify from (48) the commutation relation between these two operators:

$$
\begin{equation*}
Z X=\omega X Z \tag{50}
\end{equation*}
$$

For general d the eigenvalues of $\mathrm{X}, \mathrm{Z}$ which are going to help us construct the stabilizer group generators of our new model, lie within the unit circle so that +1 is still (as in toric code) the max possible value.

The Hamiltonian of our system is given by the familiar sum of the plaquettes and vertex operators as:

$$
\begin{equation*}
H=-\sum_{s} A_{s}-\sum_{p} B_{p} \tag{51}
\end{equation*}
$$

In order for the model to be exactly solvable remember that the $A_{s}$ 's and $B_{p}$ 's are defined such that they commute with each other. Note that a definition as before won't cut it, and that is because although $\left[A_{s}, B_{p}\right]=0$ when the two operators share no common edge, when they have two edges in common (recall that this is the only other option) it is easy to see that their commutator becomes:

$$
\begin{equation*}
\left[A_{s}, B_{p}\right]=\left(1-\omega^{2}\right) A_{s} B_{p} \tag{52}
\end{equation*}
$$

which is zero when $d=2$ because then $\omega^{2}=1$ but not when $d>2$.
To this end we assign an orientation to our lattice and define the $A_{s}$ and $B_{p}$ as follows.
For the vertex operator we have:

$$
\begin{equation*}
A_{s}=\prod_{j \in s \operatorname{tar}(s)} X_{j}^{ \pm 1} \tag{53}
\end{equation*}
$$

where $X_{j}^{-1}$ is used if an arrow points towards vertex j , otherwise we use $X_{j}$. While for the plaquette operator:

$$
\begin{equation*}
B_{p}=\prod_{j \epsilon b o u n d a r y(p)} Z_{j}^{ \pm 1} \tag{54}
\end{equation*}
$$

where we take an anti-clockwise route around the edges that consists the boundary of the plaquette and use the $Z_{j}$ when an edge has the same orientation as the route, otherwise we use $Z_{j}^{-1}$. We note that this definition for our stabilizer codes leads to a non hermitian Hamiltonian, a problem that will easily get fixed with the addition of the hermitian conjugate Hamiltonian.
Let us take a moment to prove our claim, i.e to prove that the operators we just constructed commutes with each other.
Following Figure 14 we have:


Figure 14: Stabilizer operators overlap on two edges.

$$
\left[A_{s}, B_{p}\right]=A_{s} B_{p}-B_{p} A_{s}
$$

Where:

$$
\begin{aligned}
B_{p} A_{s} & =\left(Z_{3} \otimes Z_{4} \otimes Z_{5}^{-1} \otimes Z_{6}^{-1}\right)\left(X_{1} \otimes X_{2}^{-1} \otimes X_{3}^{-1} \otimes X_{4}\right) \\
& =\omega^{-1} \omega A_{s} B_{p}=A_{s} B_{p}
\end{aligned}
$$

So we derive $\left[A_{s}, B_{p}\right]=0$.
Note that in this model too, there are $2 k^{2}$ stabilizer generators in the Hamiltonian, but only $2 k^{2}-2$ of them are independent, because of the following two constrains:

$$
\prod_{s} A_{s}=\prod_{p} B_{p}=I
$$

So there are $d^{2}$ degenerate ground states.
As we have seen before the ground states are the states that are stabilized by all of the vertex and plaquette operators simultaneously. We start with the state:

$$
\begin{equation*}
|\tilde{0} \tilde{0}\rangle=\prod_{s}\left(I+A_{s}+A_{s}^{2}+\cdots+A_{s}^{d-1}\right)|0\rangle^{\otimes n} \tag{55}
\end{equation*}
$$

For the other $d^{2}-1$ degenerate ground states let's first define the logical operators for our qudits in an analogues manner with the toric code:

- $\tilde{Z}_{1}=\prod_{j \in c_{z 1}} Z^{ \pm 1}$ where $c_{z 1}$ is a horizontal loop on the torus. We act to an edge with $Z$ if the edge's direction is the same as moving's direction, otherwise we act with $Z^{-1}$.
- $\tilde{Z}_{2}=\prod_{j \in c_{z 1}} Z^{ \pm 1}$ where $c_{z 2}$ is a vertical loop on the torus. We act to an edge with $Z$ if the edge's direction is the same as moving's direction, otherwise we act with $Z^{-1}$.
- $\tilde{X}_{1}=\prod_{j \epsilon c_{x 1}} X^{ \pm 1}$ where $c_{x 1}$ is a vertical loop on the torus (this time on the dual lattice). We act to an edge with $X$ if the edge's direction is the same as moving's direction, otherwise we act with $X^{-1}$.
- $\tilde{X}_{2}=\prod_{j \in c_{x 2}} X^{ \pm 1}$ where $c_{x 2}$ is a horizontal loop on the torus (again on dual lattice). We act to an edge with $X$ if the edge's direction is the same as moving's direction, otherwise we act with $X^{-1}$.

So the other ground states are:

$$
\begin{equation*}
|\tilde{j} \tilde{j}\rangle=\tilde{X}_{2}^{j} \tilde{X}_{1}^{i}|\tilde{0} \tilde{0}\rangle, \quad i, j=0,1,2, \ldots, d-1 \tag{56}
\end{equation*}
$$

It is also true that:

$$
\begin{equation*}
\tilde{Z}_{1}|\tilde{i} \tilde{j}\rangle=\omega^{i}|\tilde{i} \tilde{j}\rangle, \quad \tilde{Z}_{2}|\tilde{i} \tilde{j}\rangle=\omega^{j}|\tilde{i} \tilde{j}\rangle \tag{57}
\end{equation*}
$$

This is an analogues scheme with the one we used in toric code with the difference that here we have embed the possibility of creating and moving different types of plaquette anyons, leading to different ground states. We will get a better grip on that concept after the next section.

### 4.1 Anyon model

The theory developed above was done for the general case of qudits. From now on we will focus on the case where $d=5$. We need to compute the energy gap of the Hamiltonian, i.e. the energy difference between the ground state where the code lies and the excited states which represent the errors. It is also important to calculate the anyon statistics, as long as they are associated with the excitations of a topological system with qudits.
At $d=5$ we choose the base:

$$
|0\rangle, \quad|1\rangle, \quad|2\rangle, \quad|3\rangle, \quad|4\rangle
$$

that span the Hilbert space of a qudit. The action of the generalized Pauli operators on this basis is given according to eq. 48 by:

$$
\begin{gathered}
X|0\rangle=|1\rangle, \quad X|1\rangle=|2\rangle, \quad X|2\rangle=|3\rangle, \quad X|3\rangle=|4\rangle, \quad X|4\rangle=|0\rangle \\
Z|0\rangle=|0\rangle, \quad Z|1\rangle=\omega|1\rangle, \quad Z|2\rangle=\omega^{2}|2\rangle \quad Z|3\rangle=\omega^{3}|3\rangle, \quad Z|4\rangle=\omega^{4}|4\rangle
\end{gathered}
$$

which gives the following matrices:

$$
X=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 1  \tag{58}\\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right), \quad Z=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & \omega & 0 & 0 & 0 \\
0 & 0 & \omega^{2} & 0 & 0 \\
0 & 0 & 0 & \omega^{3} & 0 \\
0 & 0 & 0 & 0 & \omega^{4}
\end{array}\right)
$$

where $\omega=e^{2 \pi i / 5}$.
From (eq. 58) it is straightforward to see that $X, Z$ are not hermitian, that
$X^{5}=Z^{5}=I_{5}$ and that both $X, Z$ have eigenvalues $\omega^{g}, \quad g=0,1,2,3,4$ or more explicitly:

$$
\begin{equation*}
\omega^{0}=1, \quad \omega=e^{2 \pi i / 5}, \quad \omega^{2}=e^{4 \pi i / 5}, \quad \omega^{3}=-e^{\pi i / 5}, \quad \omega^{4}=-e^{3 \pi i / 5} \tag{59}
\end{equation*}
$$

It is obvious from the definition of the stabilizer operators that $A_{s}$ and $B_{p}$ has $\omega^{g}$ as their eigenvalues too. As we said before $\omega=e^{2 \pi i / 5}$ is the 5 -th root of unity so 1 is the maximum eigenvalue and the ground state space is defined by the same constrains as in toric code, namely:

$$
A_{s}|\Psi\rangle=|\Psi\rangle, \quad B_{p}|\Psi\rangle=|\Psi\rangle \quad \forall s, p
$$

Errors on the system can be expressed in terms of operators $\mathrm{X}, \mathrm{Z}$ or products containing them, and acting on each edge $j$ where the qudits are placed. To see what effect these errors have on the system, we will see how the ground state changes by applying X,Z. We will see that this corresponds to processes in which anyons are created, annihilated or moved throughout the torus, in a completely analogues way as in the previous model. Let's see what happens if we act on a ground state with operator $Z_{j}$ :

$$
\left|\Psi^{\prime}\right\rangle=Z_{j}|\Psi\rangle
$$

As it has to be clear by now this operation leads to the violation of the two vertex constrains that are involved with the j-th edge. The difference with the $d=2$ case is that now there is an orientation on our lattice leading to different eigenvalues on each involved vertex, i.e different kind of violation, so different anyons. Let's see an example. From now on consider a lattice whose horizontal edges point to the right while its vertical edges points up (Figure 15a). For the left vertex (s) we have:

$$
\begin{align*}
A_{s} Z_{j}|\Psi\rangle & =\left(X_{j} \otimes X_{k} \otimes X_{l}^{-1} \otimes X_{m}^{-1}\right)\left(Z_{j} \otimes I_{k} \otimes I_{l} \otimes I_{m}\right)|\Psi\rangle \\
& =\omega^{-1} Z_{j} A_{s}|\Psi\rangle=\omega^{-1}\left|\Psi^{\prime}\right\rangle=\omega^{4}\left|\Psi^{\prime}\right\rangle \tag{60}
\end{align*}
$$

where the I's of the non correlated qudits were omitted for convenience. For the right vertex ( $s^{\prime}$ ) we get:

$$
\begin{align*}
A_{s^{\prime}} Z_{j}|\Psi\rangle & =\left(X_{p} \otimes X_{q} \otimes X_{j}^{-1} \otimes X_{r}^{-1}\right)\left(I_{p} \otimes I_{q} \otimes Z_{j} \otimes I_{r}\right)|\Psi\rangle  \tag{61}\\
& =\omega Z_{j} A_{s^{\prime}}|\Psi\rangle=\omega\left|\Psi^{\prime}\right\rangle
\end{align*}
$$

To these violations we attach two different vertex anyons, $e^{-1}$ (i will use this notation rather than $e^{4}$ to make the particle antiparticle interpretation easier


Figure 15: a)We are acting with a $Z^{g}$ rotation on the j-th edge, leading to violation in constrains for $\mathrm{s}, \mathrm{s}^{\prime}$ vertices. b)We are moving an $e^{1}$ anyon through the lattice using suitable operators to cope with the orientation of the edges.
for the eye) and $e^{1}$ accordingly. We notice that in this case the anyons are not antiparticles to themselves but rather the $e^{g}$ anyon has the $e^{-g}=e^{d-g}$ as antiparticle. This has to do with the symmetry of the group we use. What happens if we act on the j-th edge with $Z_{j}$ again? After we convience ourselves about $Z^{a} X^{b}=\omega^{a b} X^{b} Z^{a}$ it is easy to see:

$$
\begin{align*}
& A_{s^{\prime}} Z_{j}^{2}|\Psi\rangle=\omega^{-2} Z_{j}^{2} A_{s}|\Psi\rangle=\omega^{-2}\left|\Psi^{\prime}\right\rangle  \tag{62}\\
& A_{s} Z_{j}^{2}|\Psi\rangle=\omega^{2} Z_{j}^{2} A_{s}|\Psi\rangle=\omega^{2}\left|\Psi^{\prime}\right\rangle
\end{align*}
$$

giving birth to the $e^{-2}, e^{2}$ pair of vertex anyons. If we keep on going we derive all the vertex charges of our model. We sum the procedure of the vertex anyons creation into the following schematic rules:


Notice that if we want to create a pair with opposite orientation than the one we described above it suffices to act on the desire edge with the inverse operator. That gives as a tool to move an anyon around with respect to the orientation of the lattice (Figure 15b) (more on this in the fusion section). It is important to point out once more that $e^{-g}$ does not define new anyons because as we already mentioned $\omega^{-g}=\omega^{d-g}=\omega^{g^{\prime}}$ where $g, g^{\prime}=0,1, \ldots, 4$. Once again it is exactly analogues to construct the creation process for the plaquette anyons. The only think we need to be aware of is the orientation of the dual lattice. Since it is made from the $\pi / 2$, rotation of the primal lattice, it has its horizontal edges point to the left and its vertical ones point up (we choose a counter clockwise rotation).

### 4.2 Fusion process



Figure 16: Fusion process of two e-type anyons

We begin with the categorisation of our abelian anyons:

$$
\begin{equation*}
1, \quad e^{g}, \quad m^{h}, \quad \epsilon^{g, h} \text { for } g, h=0,1, \ldots, 4 \tag{63}
\end{equation*}
$$

where 1 denotes again the absence of an anyon of any kind and $\epsilon^{g, h}$ denotes the combination of $e^{g}$ and $m^{h}$ anyons. So the number of different types of anyons of our model is $d^{2}=25$.
The fusion rules are given by:

$$
\begin{equation*}
e^{g} \times e^{h}=e^{(g+h) \bmod 5}, \quad m^{g} \times m^{h}=m^{(g+h) \bmod 5}, \quad e^{g} \times m^{h}=\epsilon^{g, h} \tag{64}
\end{equation*}
$$

Any other combination can be deduced by these three rules, the fact that our anyons are abelian and the structure of the $\epsilon$. Let's be a little more analytic about what the above operations mean. Take for example Figure 16. We begin by acting with the operators $Z_{1}$ and $Z_{7}^{-2}$ on a state $|\Psi\rangle$, thus:

$$
\begin{equation*}
\left|\Psi^{\prime}\right\rangle=Z_{1} Z_{7}^{-2}|\Psi\rangle \tag{65}
\end{equation*}
$$

Figure 16 illustrates the creation of the vertex anyons as indicated by the schematic rules we derived earlier. What will happen if we act with $Z_{4}^{-2}$ ?

It is obvious that the involved vertices are being occupied by two anyons (each) leading to their fusion, that is $s_{2}: e^{1} \times e^{-2}$ and $s_{3}: e^{-2} \times e^{2}$. Let's verify the fusion rules by calculating the constrains in question:

$$
\begin{align*}
A_{s_{2}} Z_{4}^{-2} Z_{1} Z_{7}^{-2}|\Psi\rangle & =\left(X_{1}^{-1} X_{2} X_{3} X_{4}^{-1}\right)\left(Z_{1} Z_{4}^{-2} Z_{7}^{-2}\right)|\Psi\rangle \\
& =\omega^{1} \omega^{-2}\left(Z_{1} Z_{4}^{-2} Z_{7}^{-2}\right)\left(X_{1}^{-1} X_{2} X_{3} X_{4}^{-1}\right)|\Psi\rangle  \tag{66}\\
& =\omega^{-1}\left(Z_{1} Z_{4}^{-2} Z_{7}^{-2}\right)|\Psi\rangle
\end{align*}
$$

But this means we got an anyon $e^{-1}$ in the vertex $s_{2}$ and thus the respective fusion rule holds. As we see the fusion rules are nothing more than a corollary of the product of the eigenvalues of our stabilizers and the cyclic notation they accumulate for being roots of unity. For thoroughness lets see the other vertex:

$$
\begin{align*}
A_{s_{3}} Z_{4}^{-2} Z_{1} Z_{7}^{-2}|\Psi\rangle & =\left(X_{4} X_{5}^{-1} X_{6} X_{7}^{-1}\right)\left(Z_{1} Z_{4}^{-2} Z_{7}^{-2}\right)|\Psi\rangle \\
& =\omega^{2} \omega^{-2}\left(Z_{1} Z_{4}^{-2} Z_{7}^{-2}\right)\left(X_{4} X_{5}^{-1} X_{6} X_{7}^{-1}\right)|\Psi\rangle  \tag{67}\\
& =\left(Z_{1} Z_{4}^{-2} Z_{7}^{-2}\right)|\Psi\rangle
\end{align*}
$$

In this case we see that we end up with no anyon at all. That is because $e^{-2}$ is the antiparticle of $e^{2}$ and they fuse to annihilation. This convenience of spotting ones antiparticle is the reason we keep the $e^{-g}$ symbolism although, as we have already made clear, the right one is $e^{d-g}$. On this last procedure exactly lies the scheme we use to move an anyon around the lattice. We have to act with the suitable operators that annihilate the anyon in question from the one endpoint of an edge (by creating there its antiparticle) and reappear it on the other endpoint of that same edge. It is obvious that in complete analogy with the toric code, the anyonic charge in this model is preserved modulo 5 ( $\mathbb{Z}_{5}$ symmetry).

### 4.3 Anyon statistics

Let us now study the braiding of the anyons. First we note that the exchange of identical $e^{g}\left(m^{h}\right)$ anyons leads to the creation of a contractible loop with no effect on our wave function (exactly as in toric code). Thus once again the mutual statistics of $e^{g}$ and $m^{h}$ is that of bosons.
The braiding of an $e^{g}$ anyon around a $m^{h}$ anyon is shown in Figure 17. With


Figure 17: $e^{g}, m^{h}$ braiding
the experience we have gained so far we can see:

$$
\begin{align*}
\left|\Psi_{i n}\right\rangle & =Z_{1}^{g} X_{4}^{h}|\Psi\rangle \\
\left|\Psi_{\text {fin }}\right\rangle & =S_{z}^{g}(t) Z_{1}^{g} X_{4}^{h}|\Psi\rangle \\
& =\left(Z_{2}^{g} Z_{3}^{g} Z_{4}^{-g} Z_{5}^{-g}\right) Z_{1}^{g} X_{4}^{h}|\Psi\rangle  \tag{68}\\
& =\omega^{-g h} Z_{1}^{g} X_{4}^{h}\left(Z_{2}^{g} Z_{3}^{g} Z_{4}^{-g} Z_{5}^{-g}\right)|\Psi\rangle \\
& =\omega^{-g h} Z_{1}^{g} X_{4}^{h}|\Psi\rangle=\omega^{-g h}\left|\Psi_{i n}\right\rangle
\end{align*}
$$

Where in the last line, for one more time, we used the fact that a contractible loop does not affect our state.
So in the qudit case too we have anyonic behaviour when braiding e with $m$ type anyons. As it is clear, this model gives us a much richer statistics than the toric code due to the large variance of anyons and so a bit more complex quantum gates (through braiding), gates that in this case too are not enough for universal computing (a generalised logical X, Z Pauli). It is also important to note that a clockwise braiding would lead to different results, a concept unknown until know.
With a similar argument as in the previous section we deduce the phase of a dyon exchange by rotating it by $2 \pi$ around itself (counter clockwise). This is similar as the braiding between $e^{g}$ and $m^{h}$ giving a phase of $\omega^{g h}$. Lastly we check the braiding of the dyon ( $\mathrm{g}, \mathrm{h}$ ) around the dyon ( $\mathrm{g}^{\prime}, \mathrm{h}$ ).


Figure 18: Dyon braiding process

According to Figure 18 a non trivial phase is accumulated under the action of braid because the closed loop string operators that wind ( $\mathrm{g}, \mathrm{h}$ ) collide with the strings connecting the dyon (g', h') with its antiparticle. At the two locations of intersection we have:

$$
\begin{equation*}
Z^{-g} X^{-h^{\prime}}=\omega^{g h^{\prime}} X^{-h^{\prime}} Z^{-g}, \quad X^{h} Z^{-g^{\prime}}=\omega^{h g^{\prime}} Z^{-g^{\prime}} X^{h} \tag{69}
\end{equation*}
$$

giving an overall phase of $\omega^{g h^{\prime}+h g^{\prime}}$.
To sum up our findings it is useful to introduce the R-matrix or exchange matrix, which when talking about abelian anyons is the global phase that our system acquires after exchange procedures take place. In contrast, exchange statistics of non Abelian anyons leads to the implementation of unitary operators, making them far more appealing for quantum computation. $R^{2}$ is the braid matrix for the abelian case. Note that for non-abelian anyons
the different possible outcomes from fusion must be concerned when talking about braiding ( $B=F^{\dagger} R^{2} F$ ), where F -matrix indicates the base change between the different fusion channels [29]. As our abelian anyons have only one fusion channel the fusion matrix is trivial and thus Braid matrix coincides with $R^{2}$.
$R_{e^{g} e^{h}}^{e^{g+h}}=R_{m^{g} m^{h}}^{m^{g+h}}=I, \quad\left(R_{e^{g} m^{h}}^{\epsilon^{g+h}}\right)^{2}=\omega^{g h}, \quad R_{\epsilon^{g}, h_{\epsilon} g, h}^{\epsilon^{g+g, h+h}}=\omega^{g h}, \quad R_{\epsilon^{g}, h_{\epsilon} g^{\prime}, h^{\prime}}^{\epsilon^{g+g^{\prime}}}=\omega^{g h^{\prime}+h^{\prime} g}$

### 4.4 Excitation Energy

Let us look at the gap of the Hamiltonian. Remember that in order for our Hamiltonian to be hermitian we take:

$$
\begin{equation*}
H_{t o t}=\frac{1}{2}\left[H+H^{\dagger}\right] \tag{70}
\end{equation*}
$$

So for the ground state we have:

$$
\begin{equation*}
H_{t o t}|\Psi\rangle=\frac{1}{2}\left(-\sum_{s} A_{s}-\sum_{p} B_{p}-h . c\right)|\Psi\rangle=-(V+P)|\Psi\rangle \tag{71}
\end{equation*}
$$

While for a state with a pair of vertex anyon on the limits of the $j$-th edge ( $\mathrm{s}, \mathrm{s}^{\prime}$ ) we have:

$$
\begin{align*}
H_{t o t} Z_{j}^{g}|\Psi\rangle & =\frac{1}{2}\left(-\sum_{s} A_{s}-\sum_{p} B_{p}-h . c\right) Z_{j}^{g}|\Psi\rangle \\
& =-(V+P-2) Z_{j}^{g}|\Psi\rangle-\frac{1}{2}\left(A_{s}+A_{s^{\prime}}+A_{s}^{\dagger}+A_{s^{\prime}}^{\dagger}\right) Z_{j}^{g}|\Psi\rangle \\
& =-(V+P-2) Z_{j}^{g}|\Psi\rangle-\frac{1}{2}\left(\omega^{-g}+\omega^{g}+\omega^{g}+\omega^{-g}\right) Z_{j}^{g}|\Psi\rangle  \tag{72}\\
& =-\left(V+P-2+\omega^{-g}+\omega^{g}\right) Z_{j}^{g}|\Psi\rangle \\
& =-\left(V+P-2+e^{-\frac{2 g \pi i}{5}}+e^{\frac{2 g \pi i}{5}}\right) Z_{j}^{g}|\Psi\rangle \\
& =-\left(V+P-2+2 \cos \left(\frac{2 g \pi}{5}\right)\right) Z_{j}^{g}|\Psi\rangle
\end{align*}
$$

Thus the energy difference is:

$$
\begin{equation*}
\Delta E=2-2 \cos \left(\frac{2 g \pi}{5}\right) \tag{73}
\end{equation*}
$$

The action of X produces the same energy increment but we have to do the commutation with the operators $B_{p}$. We note that there is a reduction of
the energy gap in comparison with the qubit case $(\Delta E=4)$. As before it is clear that the movement of the pair of anyons through the lattice does not cost any additional energy to the system.
In the case of $d=5$ we have the completely new process of fusing vertex (plaquette) anyons together to form a new anyon rather than annihilate them (see eq. 64). Let's see how this process reflects to the energy scheme. Assume we have two pairs of vertex anyons, namely ( $e^{-g}, e^{g}$ ) and $\left(e^{-h}, e^{h}\right)$. The energy of that state is:

$$
E_{1}=-\left(V+P-4+2 \cos \left(\frac{2 g \pi}{5}\right)+2 \cos \left(\frac{2 h \pi}{5}\right)\right)
$$

Now assume that we bring $e^{g}$ and $e^{-h}$ together. By the fusion rules we get:

$$
e^{g} \times e^{-h}=e^{(g-h) \bmod 5}
$$

The new state has energy:
$E_{2}=-\left(V+P-3+\cos \left(\frac{2 g \pi}{5}\right)+\cos \left(\frac{2 h \pi}{5}\right)+\cos \left(\frac{2[(g-h) \bmod 5] \pi}{5}\right)\right)$
It will be useful to take a specific example to make our conclusions clearer (check Figure 16). Let's take $g=1$ and $h=2$. That leaves us with:

$$
\begin{equation*}
\Delta E=E_{1}-E_{2} \simeq 1.8 \tag{74}
\end{equation*}
$$

What has occurred is that two anyons have been tied together, but not annihilated. This process lowers the energy of the system by a smaller amount than the process of annihilation.

The error correction process for this model is similar with that of the toric code with one notable difference. Remember that in toric we had absolutely no idea of the error chain. The only thing we knew for sure was the place of the errors (anyons). Although this is fundamental to the construction of an ECC and is true in principle to the generalised model too, the difference lies in the fact that due to the possibility of two anyons fuse together to something different than the vacuum, it is possible to have clues for the certain error chain that occured.

## 5 Topological quantum memory

Models with abelian anyons as the ones analysed in this work are suitable candidates to realize a d-dimensional topological quantum memory, e.g a
system to safely store quantum information. A system like that should meet certain criteria, called the Caltech rules and presented in [14] as:

- (finite spins) It consists of finite dimensional spins embedded in $R^{d}$ with finite density.
- (bounded local interactions) It evolves under a Hamiltonian comprised of a finite density of interactions of bounded strength and bounded range.
- (nontrivial codespace) It encodes at least one qubit in its degenerate ground space.
- (perturbative stability) The logical space associated with at least one encoded qubit must be perturbatively stable in the thermodynamic limit.
- (efficient decoding) This encoded qubit allows for a polynomial time decoding algorithm.

The first three of these criteria are being satisfied by the Kitaev models by construction. As of the stability, the analysis proceeding this section shows that our models are robust against local errors and as a matter of fact against global errors consisting of a number of local errors too, through the active correcting procedure we presented in 3.4 . The stability under perturbations was shown in [15]. In relation with the last bullet generally speaking the aim of a decoding algorithm is to use the information given by the syndrome to return a correction operator that restores the code to its original state. As we already mentioned it has been found in [8] an error rate threshold under which increasing the size of the toric code increases its error correcting performance. With all that we conclude that toric code is an efficient active correcting code that can serve reliable as a quantum memory. By active we mean one that needs external help to be reliable. A scheme of how we can encode logical qubits in the toric architecture is given in $[16,17]$

### 5.1 Further work

After all this analysis we conclude that our models are not ideal, to say the least. A lot of work has been done since these first steps towards the realisation of a truly fault tolerant quantum computer, a work that led to more optimal models for this job.

Let's pretend for a minute we care only for the fault tolerant storage of information. Although as we said our models are good candidates for this task a truly robust quantum memory would be one in which the lifetime of the encoded qubits would scale with the number of the physical ones. A device like that is called a passive correcting quantum memory or more commonly a self-correcting quantum memory because it wouldn't need any external procedure to stay stable (the error correcting procedure would still be necessary for the encoding and measurements parts but not for the "waiting" period). More specifically such a construction would require the accumulation of error excitations over time, which can in turn lead to logical errors, to be energetically disfavoured due to the presence of a macroscopic energy barrier. By this we mean that the minimum energy needed to take the system from a code state to an orthogonal one, thus realize a logical error (by means of a sequence of local errors), should be scaled with the number of physical qudits. Unfortunately there has been proved a no-go theorem for a two-dimensional self-correcting quantum memory based on stabilizer codes [18]. A kind of sloppy argument for this is that in both toric code and the generalised Kitaev model the energy barrier is constant. Remember the only energy we need is that of creating a pair of anyons (gap of the ground state). From there on to move them around the torus costs no energy and to annihilate them is energetically preferable. Further analysis of this exceeds the scope of this work but can be found in [19], [20]. A lot of work has been made in the front of realizing such a system. Some of the models with this quality are the 4 D toric code on a cubic lattice [8, 21], symmetry protected 3D spin lattice models [22] or even 2D toric code with effective long-range interactions between its anyonic excitations [23].

Now let's trouble ourselves with the problem of processing the information, atop that of storage. Our models as we have already seen cannot realize universal quantum computing because they cannot realize universal quantum gates (a set of gates that can approximate any unitary transformation), a fact that seems to make them inappropriate for the task. The top candidates for these job, as we already mentioned, are models that has nonAbelian anyons as excitations. In this models the information is encoded into the excitation spectrum. In contrast to abelian anyons the non-abelian ones have a fusion space of non trivial multiplicity, the orthogonal states of which can encode the logical qubits . But we don't throw the towel on abelian anyons and their capability for universal quantum computation just yet. The much easier experimental realization $[24,25,26]$ in compare with
the non-Abelian ones [27] makes it charming if not demanding to find ways to make this work. And so it has, by supplement our models with nontopological operations (thus not so error resistant). Either by introducing magic state distillation [28] or by single spin measurements [29], through the planar code, which is a variation of the toric code with a more feasible geometric structure and some other comforts [8], we can achieve universality.

## 6 Conclusion

To sum up we started our work reasoning why the realization of a fault tolerant quantum computer is of high interest. We described the key points behind the error correcting code theory which is the theory burdened with the responsibility to deal with the problems that make our venture so challenging, i.e the noise that renders our systems unstable. We focused our analysis on Kitaev's toric code, the first quantum error correcting code that confronted the problem of error robustness at the physical level. More specifically we saw that the quantum information can be encoded in the degenerate ground space of a multi-qubit system rendering it inaccessible to local operations. The excitations of a system like that turns out to be anyonic quasi-particles the braiding of which realizes quantum gates. Due to the abelian nature of our anyons we could only realize two too simple gates the NOT gate and the Phase flip one. Moreover we introduced an error correction procedure which applies to our system externally to deal with the accumulation of local errors into global ones (logical errors) over time. Next we move on to a generalised Kitaev lattice model, the building blocks of which are 5 -level systems. Following the same analysis as before we see that new abelian anyons arise with novel braiding properties, i.e new, richer statistics by exchanging particles. Furthermore new energy processes appear which are forbidden for qubits. Except from the obvious advantage of larger capacity for information storage and greater potential generalised models have in relation with quantum information processing (although again not forming a universal set of gates), it is important to see if they are better at suppressing the logical errors. As a matter of fact [30] shows that the more complex energy landscape of $Z_{5}$ accomplishes through entropic suppression just that. We conclude our work by discussing ways to overcome the limitations of our models regarding either their capability of information safe storage or their inefficiency to produce a universal set of gates, by directing the interested reader to the relative literature.
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[^0]:    ${ }^{1}$ We construct the dual lattice by $\pi / 2$ rotation of the primal lattice, so the vertices become plaquettes and the plaquettes become vertices.

