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A matching of a graph is a set of pairwise disjoint edges and it is called perfect if every vertex of the graph is incident to some edge of the matching. The purpose of this thesis is the study of structural and algorithmic properties of graphs with perfect matchings. In particular, we focus on the following question: Assuming that $k$ is a positive integer and $G$ is a graph with perfect matching, is $G k$-extendable? That is, is it true that for every matching $M$ of cardinality $k$ in $G$ there exists a perfect matching that entirely contains $M$ ?

There is a detailed structural characterization of bipartite graphs $G$ with perfect matchings in terms of the existence of disjoint paths with certain properties which is a direct analogue of Menger's theorem. Let $(U, V)$ be the bipartition of $G$ and $M$ be a perfect matching of $G$. Graph $G$ is $k$-extendable if and only if there are $k$ internally disjoint $M$-alternating paths between every vertex of $U$ and every vertex of $V$. More strongly, it has been proven that someone can obtain the respective $k$ paths for every other perfect matching $M_{0}$ by using the $k$ paths for a specific perfect matching $M$.

From a computational perspective, the Extendability problem focuses on the question whether a graph $G$ is $k$-extendable or not, where pair $(G, k)$ is the input. The extendability of a graph $G$, denoted by $\operatorname{ext}(G)$, is defined as the maximum $k$ for which $G$ is $k$-extendable. In the general case, this problem is coNP-complete. In the case where graph $G$ is bipartite, there is a polynomial algorithm that computes $\operatorname{ext}(G)$. Thus, the aforementioned problem can be decided in a polynomial amount of time on the number of vertices and edges of $G$.

The results of this thesis appear on the papers [2], [3], [4] and [5].
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## chapter 1

## PRELIMINARY DEFINITIONS

### 1.1 General graphs

Definition 1.1. A graph is a pair $G=(V, E)$, where $V$ is a set whose elements are called vertices or nodes and $E$ is a set whose elements are sets of two distinct vertices and they are called edges or lines. We can also write $V(G), E(G)$ instead of $V, E$ respectively.


G

Figure 1.1: A graph $G=(V, E)$ with vertex set $V=\left\{u_{1}, u_{2}, u_{3}, u_{4}\right\}$ and edge set $E=\left\{\left\{u_{1}, u_{2}\right\},\left\{\left\{u_{2}, u_{3}\right\},\left\{\left\{u_{3}, u_{4}\right\},\left\{\left\{u_{1}, u_{4}\right\}\right\}\right.\right.\right.$.

There are different kinds of graphs $G$ according to the properties of the set of edges $E$. For instance, a graph can contain loops, i.e. at least one edge that connects a vertex with itself, or parallel edges, i.e. two or more edges that connect two distinct vertices. Also, a graph can contain a set of either directed or undirected edges but not both.

Definition 1.2. A directed graph is a graph, where set $E$ contains directed edges, i.e. every edge of $E$ is an ordered pair of vertices of the graph.

For abbreviation, we will write digraphs instead of directed graphs.
Definition 1.3. An undirected graph is a graph, where set $E$ contains undirected edges.

Definition 1.4. A simple graph is a graph that does not contain loops and parallel edges.

From now on, when we refer to a general graph without additional restrictions, we will mean a simple and undirected graph.

Now, we proceed with the terminology "neighborhood of a vertex in a graph". First of all, if $\{u, v\} \in E$ for some graph $G=(V, E)$, then $u, v$ are called adjacent. Fix the vertex $u$. Let $\left\{v_{1}, \ldots, v_{r}\right\}$ be the maximum set of vertices of $G$ such that $\left\{u, v_{i}\right\} \in E$ for every $i=1, \ldots, r$. The elements of the set form the neighborhood of $u$ in $G$.

Definition 1.5. Let $G=(V, E)$ be a graph and $u \in V$. The neighborhood of $u$ in $G$, denoted by $N_{G}(u)$, is the set of vertices connected with $u$ by an edge from $E$.

Observe that $N_{G}(u)=\{v \in V \mid\{u, v\} \in E\}$. In Figure 1.2, $N_{G}\left(u_{1}\right)=\left\{u_{2}, u_{4}\right\}$, $N_{G}\left(u_{2}\right)=\left\{u_{1}, u_{3}, u_{4}\right\}, N_{G}\left(u_{3}\right)=\left\{u_{2}, u_{4}\right\}$ and $N_{G}\left(u_{4}\right)=\left\{u_{1}, u_{2}, u_{3}\right\}$.

Definition 1.6. Let $G=(V, E)$ be a graph and $u \in V$. The degree of vertex $u$, denoted by $\operatorname{deg}_{G}(u)$, is the total number of edges which are incident to it.

The minimum degree of graph is defined as $\delta(G)=\min \left\{\operatorname{deg}_{G}(u) \mid u \in V\right\}$.
The following observation is a direct result from Definition 1.5 and Definition 1.6. It holds that $\operatorname{deg}_{G}(u)=\left|N_{G}(u)\right|$. That is, the degree of a vertex in a graph equals the total number of its neighbors.

Definition 1.7. Let $G=(V, E)$ be a graph and let $S \subseteq V$. We define

$$
G \backslash S=(V \backslash S,\{\{u, v\} \in E \mid\{u, v\} \cap S=\emptyset\}) .
$$

Definition 1.8. Let $G=(V, E)$ be a graph and let $S \subseteq V$. We consider the graph $G[S]=(S, E(S)=\{\{u, v\} \in E \mid u, v \in S\})$. Then $G[S]$ is called induced subgraph of graph $G$.

Observe that $G \backslash(V \backslash S)=G[S]$. Figure 1.2 shows an example of the process of deletion of a vertex set. Notice that a graph is an induced subgraph of itself.


Figure 1.2: Graph $G^{\prime}$ is an induced subgraph of the initial graph $G$ and it's obtained by deleting vertex $u_{2}$. Notice that $S=\left\{u_{1}, u_{3}, u_{4}\right\}$.

Definition 1.9. Let $G=(V, E)$ be a graph and $u_{1}, u_{l} \in V$. We define a $\left\{u_{1}, u_{l}\right\}$ path $P$ to be a sequence of edges $\left\{u_{1}, u_{2}\right\}, \ldots,\left\{u_{l-1}, u_{l}\right\}$, which joins a sequence of distinct vertices $\left\{u_{1}, u_{2}, \ldots, u_{l-1}, u_{l}\right\}$. We will write $P=u_{1} u_{2} \ldots u_{l}$. The number of edges defines the length of a path.

Let $P=u_{1} u_{2} \ldots u_{l}$ be a path in a graph $G$. Observe that the length of $P$ is equal to $|V(P)|-1$, where $V(P)$ denotes the set of vertices of this path. If $u_{1}=u_{l}$, we say that the length of $P$ is equal to zero and we call it a trivial path. Also, if we write $u_{i} \vec{P} u_{j}$, we mean the part of path $P$ from $u_{i}$ to $u_{j}$.

Let $G$ be a graph and $u, v$ be two distinct vertices of $G$. Furthermore, let $P, Q$ be two $\{u, v\}$-paths. $P, Q$ are internally disjoint if $V(P) \cap V(Q)=\{u, v\}$, i.e. they share only the start and end vertex.

Note that a directed path in a digraph is a sequence of edges which joins a sequence of distinct vertices, but with the additional restriction that the edges must be all directed in the same direction.

Definition 1.10. Let $G=(V, E)$ be a graph. Then $G$ is connected if and only if there is a $\{u, v\}$-path for all pair of distinct vertices $u, v$ of $V$.

If there is a pair of vertices such that there is no path between them, then the graph is called disconnected.

Definition 1.11. Let $G=(V, E)$ be a digraph. $G$ is strongly connected if and only if for every pair of distinct vertices $u, v$ of $V$ there is a path from $u$ to $v$ and there is another path from $v$ to $u$.
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Figure 1.3: A strongly connected digraph $G$.

Definition 1.12. Let $G=(V, E)$ be a connected graph and let $S \subseteq V$. We call $S$ a separator of $G$ if the subgraph $G \backslash S$ of $G$ is disconnected.

Definition 1.13. Let $G=(V, E)$ be a graph. $G$ is $k$-vertex-connected if $|V| \geq k+1$ and every separator of $G$ has at least $k$ vertices. We define the connectivity of a graph $G$ to be $\kappa(G)=\max \{k \mid G$ is $k$-vertex-connected $\}$.

Now, we will define a class of graphs that it is going to concern us in the following chapters. Before that, we define the term "independence of vertices" in a given graph.

Definition 1.14. Let $G=(V, E)$ be a graph and let $S \subseteq V$. We say that $S$ is an independent set of $G$ if there is no edge between any pair of two distinct vertices of $S$. Specifically, for every $u, v \in S$ with $u \neq v$ it holds that $\{u, v\} \notin E$.

Definition 1.15. A graph $G=(V, E)$ is called bipartite if there are two sets $S_{1}, S_{2} \subseteq$ $V$ such that (i) $S_{1} \cup S_{2}=V$, (ii) $S_{1} \cap S_{2}=\emptyset$ and (iii) $S_{1}, S_{2}$ are independent sets of $G$.


Figure 1.4: Petersen graph is 3-vertex-connected..
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Figure 1.5: The graph $G$ is a bipartite graph, since the sets $S_{1}, S_{2}$ satisfy the desired conditions.

If we refer to a bipartite graph $G=(V, E)$ with bipartition $\left(S_{1}, S_{2}\right)$, we can write, for abbreviation, $G=\left(S_{1}, S_{2}, E\right)$. This alternative method provide us a way to easily understand that the given graph is bipartite.

Definition 1.16. Let $G=(V, E)$ be a graph. Let $\{u, v\}$ be an edge from $E$. Let $P_{1}$ be a path in $G$ of odd length from $u$ to $v$ in such a way that it does not use the edge $\{u, v\}$. Observe that $G_{1}=P_{1}+\{u, v\}$ is an even cycle. Thus, $G_{1}$ is a bipartite graph. We proceed inductively to construct a sequence of bipartite graphs. Let the bipartite graph $G_{r}=\{u, v\}+P_{1}+\cdots+P_{r}$, where $P_{r}$ is a path of odd length joining two vertices of different partitions of $G$ and having no other common vertex with $G_{r-1}$. If $G_{r}=G$, then $G_{r}$ is called an ear decomposition of $G$.

Figure 1.6 illustrates an ear decomposition of a graph $G$.


Figure 1.6: An ear decomposition of $G$ with $G_{r}=\{u, v\}+P_{1}+P_{2}+P_{3}$.

### 1.2 Perfect matching

Definition 1.17. Let $G=(V, E)$ be a graph. A matching of $G$ is a set $M \subseteq E$ of vertex-disjoint or independent edges.

We will call a vertex matched with respect to a specific matching if it is an endpoint of an edge of this matching. Otherwise, we will call it unmatched. Furthermore, we will call an edge matched with respect to a specific matching if it belongs to this matching. Otherwise, we will call it unmatched.

Definition 1.18. A perfect matching is a matching that matches all the vertices.
A direct observation is that a graph must have an even number of vertices in order to contain a perfect matching. Otherwise, it is impossible. But, we have to be careful, since this is not the only condition.


Figure 1.7: The set $M=\left\{\left\{u_{1}, w_{1}\right\},\left\{u_{2}, w_{2}\right\},\left\{u_{3}, w_{3}\right\},\left\{u_{4}, w_{4}\right\}\right\} \subseteq E$ is a perfect matching of the graph $G$.

Definition 1.19. Let $k$ be a positive integer and $G$ be a graph with $|V(G)| \geq 2 k+2$. $G$ is $k$-extendable if $G$ has a perfect matching and any $k$ independent edges of $G$ can be extended to a perfect matching of $G$. That is, every matching of $G$ of cardinality $k$ is a subset of a perfect matching in $G$.

Definition 1.20. The extendability of a graph $G$ is defined as the maximum value of $k$ for which $G$ is $k$-extendable. It is denoted by $\operatorname{ext}(G)$.

The table in Figure 1.8 describes the main problem of this thesis.

| Extendability |  |
| :---: | :---: |
| Input: | A graph $G$ and a natural $k$. |
| Question: | Is the graph $G k$-extendable? |

Figure 1.8: Description of the problem.

We remind you that in the previous section we defined the term path of a graph. Now, we present alternative definitions about what a path is with respect to some perfect matching.

Definition 1.21. Let $G$ be a connected and bipartite graph and $M$ be a perfect matching of $G$. An $M$-alternating path $P$ of $G$ is a path in $G$ where edges in $M$ and edges in $E \backslash M$ appear on $P$ alternately.

Let $P$ be an $M$-alternating path of odd length. If the edges at the extremities of $P$ are unmatched then $P$ is called free otherwise it is called saturated.


Figure 1.9: $P$ is a free $M$-alternating $\{u, v\}$-path whereas $Q$ is a saturated $M$ alternating $\{u, v\}$-path.

Definition 1.22. Let $G$ be a connected and bipartite graph and $M$ be a perfect matching of $G$. An $M$-alternating cycle is an $M$-alternating path where the first and last vertices of the path are the same.

Let $G=\left(S_{1}, S_{2}, E\right)$ be a graph with a perfect matching $M$. Let $P=u_{0} u_{1} \ldots u_{l}$ be an $M$-alternating path and let $C=v_{0} v_{1} \ldots v_{r} v_{0}$ be a $M$-alternating cycle. The predecessor of a vertex is defined as follows:
i. For each $1 \leq i \leq l$, we define $u_{i}^{(-P)}=u_{i-1}$.
ii. For each $1 \leq i \leq r-1$, the vertex $v_{i}$ has exactly two neighbors $v_{i-1}, v_{i+1}$ in $C$ with, without loss of generality, $\left\{v_{i-1}, v_{i}\right\} \in M$ and $\left\{v_{i}, v_{i+1}\right\} \in E \backslash M$. Then, we define $v_{i}^{(-C)}=v_{i-1}$, if $v_{i} \in S_{1}$, and $v_{i}^{(-C)}=v_{i+1}$, if $v_{i} \in S_{2}$.

Definition 1.23. Let $G=\left(S_{1}, S_{2}, E\right)$ be a graph and $M$ be a perfect matching of $G$. We define as the residual graph of $G$, denoted by $G_{M}$, the graph obtained from $G$ by directing the edges in $E \backslash M$ from $S_{1}$ to $S_{2}$ and the edges in $M$ from $S_{2}$ to $S_{1}$.

Figure 1.10 illustrates the construction of a residual graph by a graph with a perfect matching using the previous definition.

### 1.3 Another way to see bipartite graphs with perfect matchings

A useful observation is that we can obtain a digraph by a bipartite graph with perfect matching by following specific rules of construction and vice versa. We will explain the first method of construction, where given a graph as described on the title of the section, we obtain a digraph. Definition 1.24 defines the procedure of this construction. Figure 1.11 illustrates an example of this construction in act.
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Figure 1.10: A graph $G=\left(S_{1}, S_{2}, E\right)$ with perfect matching $M$ and its residual graph $G_{M}$.

Definition 1.24. Let $G=\left(S_{1}, S_{2}, E\right)$ be a bipartite graph and let $M \in \mathcal{M}(G)$ be a perfect matching of $G$, where $\mathcal{M}(G)$ is a family that consists of all perfect matchings of $G$. The $M$-digraph $\mathcal{D}(G, M)$ is defined as follows. Suppose that $M$ contains the edges $\left\{a_{1}, b_{1}\right\}, \ldots,\left\{a_{|M|}, b_{|M|}\right\}$ with $a_{i} \in S_{1}, b_{i} \in S_{2}$ for $i=1, \ldots,|M|$. Then,
i. $V(\mathcal{D}(G, M)):=\left\{u_{1}, \ldots, u_{|M|}\right\}$
ii. $E(\mathcal{D}(G, M)):=\left\{\left\{u_{i}, u_{j}\right\} \mid\left\{a_{i}, b_{j}\right\} \in E, i \neq j\right\}$.

Observe that the edges of $M$ transform into vertices in $\mathcal{D}(G, M)$. Intuitively, we give direction on the edges from $S_{1}$ to $S_{2}$. Two vertices $u_{i}, u_{j}$ of $\mathcal{D}(G, M)$ connect by an edge if there is an edge between $a_{i}$ and $b_{j}$ in $G$.


Figure 1.11: The bipartite graph $G=\left(S_{1}, S_{2}, E\right)$ and the $M$-digraph $\mathcal{D}(G, M)$.
When we say that a bipartite graph with perfect matching is $k$-extendable, it's like we speak about the connectivity of an undirected graph. Furthermore, there is a corresponding relation between the extendability of bipartite graphs and the strong connectivity of digraphs. The last correlation is described in [3] and we are going to deeply explore its usefulness in section 3.3.

As you have probably already noticed, there is an extensive reference to the specific class of graphs which are bipartite with perfect matching. We assure you that there is a reason about it. In Chapter 2, we prove an important theorem which is quite similar to Menger's theorem for general graphs, whereas in Chapter 3 we prove the hardness of Extendability problem depending on the input graph.

## CHAPTER 2

## STRUCTURAL CHARACTERIZATION OF K-EXTENDABLE BIPARTITE GRAPHS

In this chapter, we assume that a graph $G$ is always undirected, simple, connected and bipartite. First, we present some basic theorems regarding graphs with perfect matchings and $k$-extendability.

### 2.1 Basic theorems

Theorem 2.1 (Plummer [1]]). Let $G$ be a graph on $n$ vertices with bipartition $\left(S_{1}, S_{2}\right)$. Suppose that $k$ is a positive integer such that $k \leq \frac{n-2}{2}$. The following are equivalent:
i. $G$ is $k$-extendable,
ii. $\left|S_{1}\right|=\left|S_{2}\right|$ and for each $X \subseteq S_{1}$ such that $|X| \leq\left|S_{1}\right|-k,\left|N_{G}(X)\right| \geq|X|+k$,
iii. For all $s_{1}^{1}, \ldots, s_{k}^{1} \in S_{1}$ and $s_{1}^{2}, \ldots, s_{k}^{2} \in S_{2}, G^{\prime}=G \backslash s_{1}^{1} \backslash \cdots \backslash s_{k}^{1} \backslash s_{1}^{2} \backslash \cdots \backslash s_{k}^{2}$ has a perfect matching.


Figure 2.1: A 4-extendable graph $G$.

Theorem 2.2 (Dingjun Lou [7]). Let $G=\left(S_{1}, S_{2}, E\right)$ be a graph. If $G$ is $k$-extendable, then for each $X \subseteq S_{1}$ such that $\left|S_{1}\right|-k<|X| \leq\left|S_{1}\right|,\left|N_{G}(X)\right|=\left|S_{2}\right|$.

Theorem 2.3 ([2] $)$. Let $G=\left(S_{1}, S_{2}, E\right)$ be a $k$-extendable graph for a positive integer $k$. Then for any $X \subseteq S_{1}$, if $N_{G}(X) \neq S_{2}$, then $\left|N_{G}(X)\right| \geq|X|+k$.

Proof. Let $X \subseteq S_{1}$. We consider only the case where $|X| \leq\left|S_{1}\right|-k$, because if $\left|S_{1}\right|-k<|X| \leq\left|S_{1}\right|$, then $N_{G}(X)=S_{2}$. Since $G$ is $k$-extendable, it follows directly from Theorem 2.1 that $\left|N_{G}(X)\right| \geq|X|+k$.

Theorem 2.4 (Plummer [6]). If $G$ is $k$-extendable, then $\kappa(G) \geq k+1$.
Observe that $\delta(G) \geq \kappa(G)$. This observation together with Theorem 2.4 implies that a $k$-extendable graph has $\delta(G) \geq k+1$. Furthermore, the extendability of a graph is strictly smaller that $\delta(G)$. The last observation is a direct result from Theorem 2.1.

Theorem 2.5 (Plummer [6]). Let $k$ be an integer such that $0<k<n$. If $G$ is $k$-extendable, then $G$ is $(k-1)$-extendable.

Lemma 2.6. (Lovasz, Plummer [10]) $G$ is 1-extendable if and only if $G$ has an ear decomposition.

Lemma 2.7. (Lovasz, Plummer [10]) $G$ is 1-extendable if and only if every edge of $G$ belongs to an alternating cycle.

Lemma 2.8. (Plummer [1]) Let $p, k$ be two integers such that $0<p<k<|V(G)| . G$ is $k$-extendable if and only if for every $s_{1}^{1}, \ldots, s_{p}^{1} \in S_{1}$ and for every $s_{1}^{2}, \ldots, s_{p}^{2} \in S_{2}$, $G \backslash s_{1}^{1} \backslash s_{1}^{2} \backslash \cdots \backslash s_{p}^{1} \backslash s_{p}^{2}$ is $(k-p)$-extendable.
Lemma 2.9. ([3]) Let $p, k$ be two integers such that $0<p<k<|V(G)| . G$ is $k$-extendable if and only if for every matching $M_{p}=\left\{\left\{s_{1}^{1}, s_{2}^{1}\right\}, \ldots,\left\{s_{p}^{1}, s_{p}^{2}\right\}\right\}$ of $p$ edges, $G \backslash s_{1}^{1} \backslash s_{1}^{2} \backslash \cdots \backslash s_{p}^{1} \backslash s_{p}^{2}$ is $(k-p)$-extendable.


Figure 2.2: $G$ is 3-extendable, $p=2$ and $M_{p}$ is a matching of 2 edges. The deletion of the vertices incident to the edges of $M_{p}$ creates a 1-extendable graph.

Proof. Let $G=\left(S_{1}, S_{2}, E\right)$ be a graph. Fix an arbitrary matching $M_{p}$ of $p$ edges as described. Further, let $H=G \backslash s_{1}^{1} \backslash s_{1}^{2} \backslash \cdots \backslash s_{p}^{1} \backslash s_{p}^{2}$.

Assume that $G$ is $k$-extendable. By Lemma 2.8, for the particular subset of vertices $s_{1}^{1}, \ldots, s_{p}^{1} \in S_{1}$ and $s_{1}^{2}, \ldots, s_{p}^{2}$ such that $\left\{s_{1}^{1}, s_{1}^{2}\right\}, \ldots,\left\{s_{p}^{2}, s_{p}^{2}\right\} \in M_{p}, H$ is $(k-p)$ extendable.

Assume that $H$ is $(k-p)$-extendable. Then $H$ has a perfect matching and every matching of size $k-p$ can be extended to a perfect matching. Let $M_{k-p}$ be such a matching of $H$ and let $M$ be the perfect matching of $H$ that contains $M_{k-p}$. Observe that $M^{\prime}=M \cup M_{p}$ is a perfect matching of $G$. It follows that every matching composed of $M_{p}$ and any other $M_{k-p}$ extends to a perfect matching in $G$. Thus, $G$ is $k$-extendable.

### 2.2 Alternating paths on a fixed perfect matching

Here, we focus on the following structural characterization of bipartite graphs with perfect matchings.

Theorem 2.10 ([2] $]$ ). Let $G=\left(S_{1}, S_{2}, E\right)$ be a graph with perfect matching. $G$ is $k$-extendable if and only if for any perfect matching $M$ and for each $x \in S_{1}, y \in S_{2}$, there are $k$ internally disjoint $M$-alternating paths $P_{1}, \ldots, P_{k}$ connecting $x$ and $y$. These paths start and end with edges in $E \backslash M$.


Figure 2.3: A 2-extendable graph $G$ with perfect matching $M$ and $M$-alternating paths $P_{1}, P_{2}$.

Proof. Let $S$ be a matching in $G$ of $k$ edges such that it is not contained in a perfect matching. Suppose towards a contradiction that there are $k$ internally disjoint $M$ alternating paths between every pair of two distinct vertices of different bipartition in $G$, where $M$ is a perfect matching in $G$ which contains as many edges of $S$ as possible. Observe that there is an edge $e=\{u, v\} \in E$ such that $e \in S$ and $e \notin M$. Let $u \in S_{2}$ and $v \in S_{1}$. Since $M$ is a perfect matching, there are vertices $x, y$ in $S_{1}, S_{2}$ respectively such that $\{u, x\},\{v, y\} \in M$. Let $P_{1}, \ldots, P_{k}$ be the paths joining $x$ and $y$ such that each $P_{i}$ starts and ends with edges in $E \backslash M$. Since $|S \backslash e|=k-1$, there is at least one path that does not contain any edge from $S$. Let $P_{j}$ be this path. We consider $C=P_{j}+y v u x$. Observe that $C$ is an $M$-alternating cycle. Let $M^{\prime}=$ $M \triangle E(C)=(M \backslash E(C)) \cup(E(C) \backslash M)$. Then $M^{\prime}$ is also a perfect matching of $G$. The crucial observation is that every edge in $M \cap S$ and $e$ belong to $M^{\prime}$. Thus, $M^{\prime}$ contains strictly more edges from $S$ than $M$. This result contradicts the choice of $M$. Thus, there are no $k$ internally disjoint $M$-alternating paths between every vertex of $S_{1}$ and every vertex of $S_{2}$.

Let $G=\left(S_{1}, S_{2}, E\right)$ be a $k$-extendable graph, $M$ be a perfect matching of $G$, $x \in S_{1}$ and $y \in S_{2}$. We proceed with the introduction of the following terminology and notation before we prove this part of the theorem.

Let $P=x_{1} x_{2} \ldots x_{l}$. Then $\left\{x_{i}, x_{i+1}\right\} \in E \backslash M$, if $i$ is odd, and $\left\{x_{i}, x_{i+1}\right\} \in M$, if $i$ is even. At this point, we suggest the reader to recall the definition of the predecessor of a vertex in a path. For abbreviation, we omit the phrase "with respect to $M$ ". Let $y^{\prime}$ be the unique vertex such that $\left\{x, y^{\prime}\right\} \in M$. It is possible $y=y^{\prime}$. The following paragraph describes the construction of a useful tool for the proof of this direction.


Figure 2.4: A sketch of the first part of the proof given a graph $G$ which is not 3extendable. Observe that $\left|M^{\prime} \cap S\right|>|M \cap S|$.

Let $P_{1}, \ldots P_{k-1}$ be alternating paths from $x$ to $y$. Let $Q$ be an alternating path from x to some vertex $v \in S_{1}$. Note that if $v=x$, then $Q$ is a trivial path. Also, let $\Gamma$ be a set of alternating cycles in $G$. $\Gamma$ may be an empty set. We say that $K=$ $\left(P_{1}, \ldots, P_{k-1}, Q, \Gamma\right)$ is a $k$-system if the following conditions hold:
i. $P_{1}, \ldots, P_{k-1}$ are alternating internally disjoint paths from $x$ to $y$.
ii. For each $1 \leq i \leq k-1, V\left(P_{i}\right) \cap V(Q)=\{x\}$.
iii. Every pair of two elements of $\Gamma$ are vertex-disjoint.
iv. For each $C \in \Gamma,\left(\bigcup_{i=1}^{k-1} V\left(P_{i}\right) \cup V(Q)\right) \cap V(C) \subseteq\left\{x, y^{\prime}\right\}$.

Let $K$ be a $k$-system. We define

$$
V(K)=\bigcup_{i=1}^{k-1} V\left(P_{i}\right) \cup V(Q) \cup \bigcup_{C \in \Gamma} V(C)
$$

and

$$
E(K)=\bigcup_{i=1}^{k-1} E\left(P_{i}\right) \cup E(Q) \cup \bigcup_{C \in \Gamma} E(C)
$$

Let $v \in S_{2} \backslash y$. We define the predecessor of $v$ with respect to $K$ as follows:
i. If $v \in V\left(P_{i}\right)$, then $v^{-(K)}=v^{-\left(P_{i}\right)}$.
ii. If $v \in V(Q)$, then $v^{-(K)}=v^{-(Q)}$.
iii. If $v \in V(C)$, then $v^{-(K)}=v^{-(C)}$.
iv. If $v \notin V(K)$, then $v^{-(K)}=u$, where $u$ is a vertex such that $\{u, v\} \in M$.

Moreover, we define $V^{-(K)}=\left\{v^{-(K)} \mid v \in V\right\}$, for each $V \subseteq S_{2} \backslash y$.
Now, we are ready to continue with the proof. We proceed by induction on $k$. If $k=0$, then theorem is true. Suppose that $k \geq 1$ and theorem is true for $k-1$. Assume that there are no $k$ alternating paths joining $x$ and $y$ in $G$. Since $G$ is $k$-extendable, it follows by Theorem 2.5 that $G$ is $(k-1)$-extendable. By induction hypothesis, there are $k-1$ alternating paths $P_{1}^{0}, \ldots, P_{k-1}^{0}$ from $x$ to $y$. Let $Q^{0}=x$ be a trivial path.

Let $K^{0}=\left(P_{1}^{0}, \ldots, P_{k-1}^{0}, Q^{0}, \emptyset\right)$. Observe that $K^{0}$ is a $k$-system.
For a natural $i$, we recursively define:

$$
A_{i}= \begin{cases}\{x\}, & i=0 \\ A_{i-1} \cup B_{i}^{-\left(K^{0}\right)}, & i \geq 1\end{cases}
$$

and

$$
B_{i}= \begin{cases}\emptyset, & i=0 \\ N_{G \backslash y}\left(A_{i-1}\right), & i \geq 1\end{cases}
$$

Observe that this construction defines two infinite chains $\emptyset=B_{0} \subseteq B_{1} \subseteq \ldots$ and $\{x\}=A_{0} \subseteq A_{1} \subseteq \ldots$. Let $A=\bigcup_{i=0}^{\infty} A_{i}$ and $B=\bigcup_{i=0}^{\infty} B_{i}$. Observe that $A \subseteq S_{1}$ and $B \subseteq S_{2}$. Let $h: A \cup B \rightarrow \mathbb{N}$ be the function that follows. Alternatively, we can refer to this function as the height function of a vertex. For every $w \in A \cup B$,

$$
h(w)= \begin{cases}\min \left\{i \mid w \in A_{i}\right\}, & w \in A \\ \min \left\{i \mid w \in B_{i}\right\}, & w \in B\end{cases}
$$

Intuitively, the height of such a vertex $w$ is equal to the length of $x \vec{P} w$, where $P$ is the path that contains $w$. We proceed by proving three claims.
Claim 2.11 ([[2]). For each $u \in A$, there exist a $k$-system $K=\left(P_{1}, \ldots, P_{k-1}, Q, \Gamma\right)$ such that:
(1) $u$ is the terminal vertex of $Q$.
(2) for each $v \in S_{2} \backslash y$, if $h(v)>h(u)$ then $v^{-(K)}=v^{-\left(K^{0}\right)}$.

Proof. We prove this claim by induction on $h(u)$. Let $h(u)=0$. By the previous terminology, it follows that $u=x$. Observe that $K^{0}$ is the required $k$-system for the base case. Suppose that this claim holds in every case where $h(u)<t$ for $t>0$. Now, let $h(u)=t$. Then $u \in A_{t} \backslash A_{t-1}$. Since $A_{t}=A_{t-1} \cup B_{t}^{-\left(K^{0}\right)}$,
$u \in B_{t}^{-\left(K^{0}\right)}$. There exists a vertex $v_{0} \in B_{t}$ such that $u=v_{0}^{-\left(K^{0}\right)}$. Observe that $v_{0} \notin B_{t-1}$, because, otherwise, we would have $u \in B_{t-1}^{-\left(K^{0}\right)} \subseteq A_{t-1}$ which contradicts the hypothesis. Hence, $h\left(v_{0}\right)=t$. Let $u_{0}$ be a vertex in $A_{t-1}$ such that $v_{0} \in N_{G \backslash y}\left(u_{0}\right)$. Observe that $u_{0} \notin A_{t-2}$, because, otherwise, we would have that $v_{0} \in N_{G \backslash y}\left(A_{t-2}\right)=B_{t-1}$. Hence, $h\left(u_{0}\right)=t-1$. By induction hypothesis, there exist a $k$-system $K^{\prime}=\left(P_{1}^{\prime}, \ldots, P_{k-1}^{\prime}, Q^{\prime}, \Gamma^{\prime}\right)$ such that (1) $u_{0}$ is the terminal vertex of $Q^{\prime}$ and (2) for each $v \in S_{2} \backslash y$, if $h(v)>h\left(u_{0}\right)$, then $v^{-\left(K^{\prime}\right)}=v^{-\left(K^{0}\right)}$. Since $h\left(v_{0}\right)=t$ and $h\left(u_{0}\right)=t-1, v_{0}^{-\left(K^{\prime}\right)}=v_{0}^{-\left(K^{0}\right)}=u$. We consider two cases depending on whether $\left\{u_{0}, v_{0}\right\} \notin M$ or $\left\{u_{0}, v_{0}\right\} \in M$ and we prove that there exists a desired $k$-system for vertex $u$. The Figures of each different case can be found in Figure 2.1. The paths $P_{1}^{\prime}, \ldots, P_{k-1}^{\prime}$ are colored red. The path $Q^{\prime}$ is colored blue. The alternating cycles that can be found in $\Gamma^{\prime}$ are colored brown. And finally, we make the edge connecting the vertices $u_{0}$ and $v_{0}$ dashed. These illustrations aim to provide intuition behind to understand the construction of the desired $k$-system.

Firstly, let us assume that $\left\{u_{0}, v_{0}\right\} \notin M$. Then we have to consider the following four cases.
(i) Let $v_{0} \in V\left(P_{i}^{\prime}\right)$. Then $v_{0}^{-\left(K^{\prime}\right)}=v_{0}^{-\left(P_{i}^{\prime}\right)}=u$. Then $\left(P_{1}, \ldots P_{k-1}, Q, \Gamma\right)$ is a $k$ system, where $P_{i}=x \overrightarrow{Q^{\prime}} u_{0} v_{0} \overrightarrow{P_{i}^{\prime}} y, P_{j}=P_{j}^{\prime}$, for $j \neq i, Q=x \overrightarrow{P_{i}^{\prime}} u$ and $\Gamma=\Gamma^{\prime}$.


Figure 2.5: The case where $\left\{u_{0}, v_{0}\right\} \notin M$ and $v_{0} \in V\left(P_{i}^{\prime}\right)$ for some index $i$.
(ii) Let $v_{0} \in V\left(Q^{\prime}\right)$. Then $v_{0}^{-\left(K^{\prime}\right)}=v_{0}^{-\left(Q^{\prime}\right)}=u$. If $v_{0}=u_{0}^{-\left(K^{\prime}\right)}$, then $\left\{u_{0}, v_{0}\right\} \in$ $M$. This contradicts the hypothesis of this case. Thus, $v_{0} \neq u_{0}^{-\left(K^{\prime}\right)}$. Observe that $C=v_{0} \overrightarrow{Q^{\prime}} u_{0} v_{0}$ is an alternating cycle. Furthermore, $V(C) \cap V\left(C^{\prime}\right)=\emptyset$, for every $C^{\prime} \in \Gamma^{\prime} .\left(P_{1}, \ldots, P_{k-1}, Q, \Gamma\right)$ is a $k$-system, where $P_{i}=P_{i}^{\prime}$, for every $1 \leq i \leq k-1, Q=x \overrightarrow{Q^{\prime}} u$ and $\Gamma=\Gamma^{\prime} \cup\{C\}$ (see Figure 2.6).
(iii) Let $v_{0} \in V\left(C^{\prime}\right)$, for some $C^{\prime} \in \Gamma^{\prime}$. Then $v_{0}^{-\left(K^{\prime}\right)}=v_{0}^{-\left(C^{\prime}\right)}=u$. We have two cases to consider. If $x \in V(C)$, then let $P_{i}=P_{i}^{\prime}$, for every $i, Q=x \vec{C}^{\prime} u$ and $\Gamma=\left(\Gamma^{\prime} \backslash C^{\prime}\right) \cup C$, where $C=x \overrightarrow{Q^{\prime}} u_{0} v_{0} \overrightarrow{C^{\prime}} x$ is a new alternating cycle. If $x \notin V\left(C^{\prime}\right)$, then let $P_{i}=P_{i}^{\prime}$, for every $i, Q=x \overrightarrow{Q^{\prime}} u_{0} v_{0} \overrightarrow{C^{\prime}} u$ and $\Gamma=\Gamma^{\prime} \backslash C^{\prime}$.
(iv) Let $v_{0} \notin V\left(K^{\prime}\right)$. Let $u^{\prime}$ be the unique vertex such that $\left\{v_{0}, u^{\prime}\right\} \in M$. Then $v_{0}^{-\left(K^{\prime}\right)}=u^{\prime}=u$. We have two cases to consider depending on whether $v_{0}$ is


Figure 2.6: The case where $\left\{u_{0}, v_{0}\right\} \notin M$ and $v_{0} \in V\left(Q^{\prime}\right)$.


Figure 2.7: The case where $\left\{u_{0}, v_{0}\right\} \notin M, v_{0} \in V\left(C^{\prime}\right)$ and $x \in V\left(C^{\prime}\right)$.


Figure 2.8: The case where $\left\{u_{0}, v_{0}\right\} \notin M, v_{0} \in V\left(C^{\prime}\right)$ and $x \notin V\left(C^{\prime}\right)$.
equal or not to $y^{\prime}$. If $v_{0} \neq y^{\prime}$, then $u \notin V\left(K^{\prime}\right)$. Suppose that $u \in V\left(K^{\prime}\right)$. We will prove that this assumption leads us to the contradiction $v_{0} \in V\left(K^{\prime}\right)$. We have that $u \in V\left(P_{i}^{\prime}\right)$, for some $i$, or $u \in V\left(Q^{\prime}\right)$ or $u \in V\left(C^{\prime}\right)$, for some $C^{\prime} \in \Gamma^{\prime}$. If $u \in V\left(P_{i}^{\prime}\right)$, then $v_{0} \in V\left(P_{i}^{\prime}\right)$. If $u \in V\left(Q^{\prime}\right)$, then $v_{0} \in V\left(Q^{\prime}\right)$. If $u \in V\left(C^{\prime}\right)$, then $v_{0} \in V\left(C^{\prime}\right)$. Let $P_{i}=P_{i}^{\prime}, Q=x \overrightarrow{Q^{\prime}} u_{0} v_{0} u$ and $\Gamma=\Gamma^{\prime}$. Assume that $v_{0}=y^{\prime}$. Then $v_{0}^{-\left(K^{\prime}\right)}=y^{\prime-\left(K^{\prime}\right)}$. Since $v_{0}^{-\left(K^{\prime}\right)}=u$ and $y^{\prime-\left(K^{\prime}\right)}=x$, it follows that $x=u$. Let $P_{i}=P_{i}^{\prime}$, for every $i, Q=x$ and $\Gamma=\Gamma^{\prime} \cup\{C\}$, where $C=x \overrightarrow{Q^{\prime}} u_{0} y^{\prime} x$ is a new alternating cycle (see Figures 2.9 and 2.10).

Now, let us assume that $\left\{u_{0}, v_{0}\right\} \in M$. The assumption $u_{0}=x$ leads us to a contradiction. If the equality holds, then $v_{0}=y^{\prime}$. That is because $\left\{x, y^{\prime}\right\} \in M$. It


Figure 2.9: The case where $\left\{u_{0}, v_{0}\right\} \notin M, v_{0} \notin V\left(K^{\prime}\right)$ and $v_{0}=y^{\prime}$.


Figure 2.10: The case where $\left\{u_{0}, v_{0}\right\} \notin M, v_{0} \notin V\left(K^{\prime}\right)$ and $v_{0} \neq y^{\prime}$.
follows that $u=y^{\prime-\left(K^{0}\right)}=x$. This implies $h(u)=h(x)=0$. This contradicts the hypothesis that $h(u)>0$. Hence, $u_{0} \in V\left(Q^{\prime}\right) \backslash x$. Since $\left\{u_{0}, v_{0}\right\} \in M, v_{0} \in V\left(Q^{\prime}\right)$. Furthermore, $u_{0}^{-\left(Q^{\prime}\right)}=v_{0}$. Since $v_{0} \in V\left(Q^{\prime}\right)$ and $u=v_{0}^{-\left(K^{\prime}\right)}$, we have that $u=$ $v_{0}^{-\left(Q^{\prime}\right)}$. Let $P_{i}=P_{i}^{\prime}$, for every $i, Q=x \overrightarrow{Q^{\prime}} u$ and $\Gamma=\Gamma^{\prime}$.


Figure 2.11: The case where $\left\{u_{0}, v_{0}\right\} \in M$.
We proved that there exist a $k$-system such that condition (1) of the claim holds. Let $K=\left(P_{1}, \ldots, P_{k-1}, Q, \Gamma\right)$ be this $k$-system such that $u$ is the terminal vertex of
$Q$. For every $v \in S_{2} \backslash y$, observe that:

$$
v^{-(K)}= \begin{cases}v^{-\left(K^{\prime}\right)}, & v \neq v_{0} \\ u_{0}, & v=v_{0}\end{cases}
$$

Let $h(v)>h(u)=t$. Since $h\left(v_{0}\right)=t, v \neq v_{0}$. This implies $v^{-(K)}=v^{-\left(K^{\prime}\right)}$. On the other hands, since $h(v)>h\left(u_{0}\right), v^{-\left(K^{\prime}\right)}=v^{-\left(K^{0}\right)}$. Thus, $v^{-(K)}=v^{-\left(K^{0}\right)}$ and condition (2) holds as well.

Claim 2.12 ([2] $]$ ). (1) $y \notin N_{G}(A \backslash x)$.
(2) If $\{x, y\} \notin M$, then $y \notin N_{G}(A)$.

Proof. (1) Suppose towards a contradiction that $y \in N_{G}(A \backslash x)$. Let $u$ be a vertex of $A \backslash x$ in $G$. By Claim 2.7, there exist a $k$-system $K=\left(P_{1}, \ldots, P_{k-1}, Q, \Gamma\right)$ such that $u$ is the terminal vertex of $Q$. Observe that $\{u, y\} \in E \backslash M$ and, thus, $x \vec{Q} u y$ is an alternating path which is internally disjoint to every one of $P_{1}, \ldots, P_{k-1}$. This contradicts the initial assumption that there are no $k$ alternating paths connecting $x$ and $y$ in $G$. Thus, $y \notin N_{G}(A \backslash x)$.


Figure 2.12: The forbidden path in case $y \in N_{G}(A \backslash x)$.
(2) Let $y \in N_{G}(A)$. Then there exist a vertex $u \in A$ such that $y \in N_{G}(u)$. By Claim 2.7, there exist a $k$-system $K=\left(P_{1}, \ldots, P_{k-1}, Q, \Gamma\right)$ such that $u$ is the terminal vertex of $Q$. We remind you that there are no $k$ alternating paths from $x$ to $y$. Hence, $x \vec{Q} u y$ is not an alternating path. This occurs only if $x=u$ and $x \vec{Q} u y=\{x, y\} \in$ $M$.

Claim 2.13 ([2] $). \quad$ (1) $N_{G \backslash y}(A)=B$.
(2) $N_{G}(A \backslash x) \subseteq B$.
(3) If $\{x, y\} \notin M$, then $B=N_{G}(A)$.
(4) $A=B^{-\left(K^{0}\right)}$.

Proof. (1) Let $v \in N_{G \backslash y}(A)$. There exist a vertex $u \in A$ such that $v \in N_{G}(u)$. Let $h(u)=s$, where $s$ is a positive integer. Equivalently, $u \in A_{s}$. Hence, $v \in$ $\left.N_{G \backslash y}\left(A_{s}\right)\right)=B_{s+1} \subseteq B$. Thus, $N_{G \backslash y}(A) \subseteq B$. Let $v \in B$ and let $h(v)=t$, where $t$ is a positive integer. Then $v \in B_{t}=N_{G \backslash y}\left(A_{t}\right) \subseteq N_{G \backslash y}(A)$. Thus, $B \subseteq N_{G \backslash y}(A)$ and the equality holds.
(2) Recall that $y \notin N_{G}(A \backslash x)$. This implies $N_{G}(A \backslash x)=N_{G \backslash y}(A \backslash x)$. Since $N_{G \backslash y}(A \backslash x) \subseteq N_{G \backslash y}(A)$ and $N_{G \backslash y}(A)=B, N_{G}(A \backslash x) \subseteq B$.
(3) Recall that if $\{x, y\} \notin M$, then $y \notin N_{G}(A)$. This implies $N_{G}(A)=N_{G \backslash y}(A)$. Since $N_{G \backslash y}(A)=B, B=N_{G}(A)$.
(4) Let $u \in A$ and let $h(u)=s$, where $s$ is a positive integer. By the definition of the height function, $u \in A_{s} \backslash A_{s-1}$. Hence, $u \in B_{s}^{-\left(K^{0}\right)} \subseteq B^{-\left(K^{0}\right)}$. Let $u \in B^{-\left(K^{0}\right)}$. Equivalently, there exist a vertex $v \in B$ such that $u=v^{-\left(K^{0}\right)}$. Let $h(v)=t$, where $t$ is a positive integer. Then $v \in B_{t}$. Hence, $u \in B_{t}^{-\left(K^{0}\right)} \subseteq A_{t} \subseteq A$. Thus, the equality holds.

Suppose that $y_{i}$ is the second vertex vertex of $P_{i}^{0}$, for every $1 \leq i \leq k-1$. Observe that for every pair of distinct vertices $v_{1}, v_{2}$ of $S_{2} \backslash y$, the equality $v_{1}^{-\left(K^{0}\right)}=v_{2}^{-\left(K^{0}\right)}$ holds only if $v_{1}, v_{2} \in\left\{y^{\prime}, y_{1}, \ldots, y_{k-1}\right\}$. Furthermore, $\left\{y^{\prime}, y_{1}, \ldots, y_{k-1}\right\}^{-\left(K^{0}\right)}=$ $\{x\}$. By combining two previous notations, it holds that $\left|B^{-\left(K^{0}\right)}\right| \geq|B|-k+1$. Since $A=B^{-\left(K^{0}\right)},|A| \geq|B|-k+1$. The equality holds if $\left\{y^{\prime}, y_{1}, \ldots, y_{k-1}\right\} \subseteq B$.


Figure 2.13: An illustration of the case where $|A|=|B|-k+1$.

Let $\{x, y\} \notin M$. Then $y \notin N_{G}(A)$ and therefore $N_{G}(A) \neq S_{2}$. By Theorem 2.3, this implies that $\left|N_{G}(A)\right| \geq|A|+k$. On the other hands, recall that $N_{G}(A)=B$. Hence, $\left|N_{G}(A)\right|=|B| \leq|A|+k-1$.

Let $\{x, y\} \in M$. Since $N_{G}(A \backslash x) \subseteq B,\left|N_{G}(A \backslash x)\right| \leq|B|$. Since $y \notin N_{G}(A \backslash x)$, $N_{G}(A \backslash x) \neq S_{2}$. Hence, by Theorem 2.3, $\left|N_{G}(A \backslash x)\right| \geq|A \backslash x|+k=|A|+k-1$ and therefore $|B| \geq|A|+k-1$. However, recall that $|B| \leq|A|+k-1$. Thus, $|B|=|A|+k-1$. This implies that $\left\{y^{\prime}, y_{1}, \ldots, y_{k-1}\right\} \subseteq B$. Since $y^{\prime}$ is the unique vertex such that $\left\{x, y^{\prime}\right\} \in M$ and $\{x, y\} \in M$, the equality $y=y^{\prime}$ follows. At this point, observe that $y=y^{\prime} \in\left\{y^{\prime}, y_{1}, \ldots, y_{k-1}\right\} \subseteq B \subseteq S_{2} \backslash y$.

Observe that either case leads to a contradiction. Therefore, the theorem follows.

The following theorem tells us something stronger. Given a $k$-extendable bipartite graph with a perfect matching, not only are there $k$ internally disjoint $M$-alternating paths between every pair of vertices of two different partitions of $G$, but also one alternating path that starts and ends with an edge in $M$.
Theorem 2.14. ([3]) Let $G=\left(S_{1}, S_{2}, E\right)$, $k$ be a positive integer such that $0<$ $k<|V(G)|$ and $M$ be a perfect matching of $G . G$ is $k$-extendable if and only if for every pair of vertices $u, v$ such that $u \in S_{1}, v \in S_{2}$ there are $k$-vertex-disjoint free $M$-alternating paths and one saturated $M$-alternating path between $u$ and $v$.


Figure 2.14: A 5-extendable graph with five free $M$-alternating paths and one saturated $M$-alternating path.

Proof. Assume first that there are $k$-vertex-disjoint free $M$-alternating paths and one saturated $M$-alternating path between every vertex of $S_{1}$ and every vertex of $S_{2}$. We will show by induction on $k$ that $G$ is $k$-extendable.

Let $k=1$. Let $\{u, v\} \in M$ and let $P$ be the free $M$-alternating path from $u$ to $v$. Then $P \cup\{u, v\}$ is an $M$-alternating cycle. Let $\{u, v\} \in E \backslash M$ and let $Q$ be the saturated $M$-alternating path from $u$ to $v$. Then $Q \cup\{u, v\}$ is an $M$-alternating cycle. Thus, every edge of $G$ belongs to an $M$-alternating cycle. By Lemma 2.7, this implies that $G$ is 1-extendable.


Figure 2.15: A 2-extendable graph $G$ in case $\{u, v\} \in M$.

Suppose that the proposition is true for every $p \leq|V(G)|-2$. Recall that the maximum value of $k$ such that $G$ is $k$-extendable is at most $|V(G)|-1$. This is the reason for considering the specific upper bound of $p$. We will show that the proposition holds for the value $p+1$.

Assume that there are $p+1$-vertex-disjoint free $M$-alternating paths and exactly one saturated $M$-alternating path between every vertex of $S_{1}$ and every vertex of $S_{2}$.


Figure 2.16: A 2-extendable graph $G$ in case $\{u, v\} \in E \backslash M$.

Let $M_{p}=\left\{\left\{s_{1}^{1}, s_{1}^{2}\right\}, \ldots,\left\{s_{p}^{1}, s_{p}^{2}\right\}\right\}$ be a matching with $p$ edges. Furthermore, let $H=G \backslash s_{1}^{1} \backslash s_{1}^{2} \backslash \cdots \backslash s_{p}^{1} \backslash s_{p}^{2}$. We would like to show that $G$ is $(p+1)$-extendable. By Lemma 2.9, it suffices to show that $H$ is 1-extendable.

By the induction hypothesis, $G$ is $p$-extendable. Thus, we can assume for simplicity that $M$ contains every edge of $M_{p}$. Also, notice that for every edge $\{u, v\}$ of $H$, there is at least one free $M$-alternating path between $u$ and $v$. Then every matched edge of $H$ belongs to an $M$-alternating cycle. Now, let $\{w, z\} \notin M$. Let $w^{\prime}, z^{\prime}$ be vertices of $G$ such that $\left\{w, w^{\prime}\right\},\left\{z, z^{\prime}\right\} \in M$. Observe that these edges belong to $H$. Furthermore, there is at least one free $M$-alternating path $P$ in $H$ between $w^{\prime}$ and $z^{\prime}$. Observe that $P \cup\{w, z\} \cup\left\{w, w^{\prime}\right\} \cup\left\{z, z^{\prime}\right\}$ is an $M$-alternating cycle in $H$ that contains $\{w, z\}$. Hence, $H$ is 1 -extendable.

For the opposite direction, assume that $G$ is $k$-extendable. By Theorem 2.4, this implies that $G$ is $k+1$-vertex-connected. Let $u \in S_{1}$ and $v \in S_{2}$. By Menger's theorem, there are $k+1$ vertex-disjoint paths $P_{1}, \ldots, P_{k+1}$ joining these two vertices. Observe that the length of these paths is odd. By applying Theorem $2.5 k-1$ times, $G$ is 1-extendable. It follows by Lemma 2.6 that $G$ has an ear decomposition. Let $H^{\prime}=\left(S_{1}^{\prime}, S_{2}^{\prime}, E^{\prime}\right)$ be a subgraph of $G$ formed by $u, v$ and $P_{1}, \ldots, P_{k+1}$. Then $H^{\prime}$ is 1-extendable([10]). Let $N$ be a perfect matching of $H^{\prime}$.

Assume that $\{u, v\} \notin E^{\prime}$. Since the vertex-disjoint paths $P_{1}, \ldots, P_{k+1}$ have odd length, then they are alternating paths. Let $u^{\prime}, v^{\prime}$ be two vertices such that $\left\{u, u^{\prime}\right\},\left\{v, v^{\prime}\right\} \in N$. Without loss of generality, let $\left\{u, u^{\prime}\right\} \in P_{1}$. Since $P_{1}$ is an alternating path of odd length, then $\left\{v, v^{\prime}\right\} \in P_{1}$. Observe that $P_{2}, \ldots, P_{k+1}$ are $k$ -vertex-disjoint free alternating paths and $P_{1}$ is saturated alternating path between $u$ and $v$.


Figure 2.17: A 3-extendable graph $G$ and paths $P_{1}, P_{2}, P_{3}, Q$ in case $\{u, v\} \notin E^{\prime}$.

Assume that $\{u, v\} \in N$. This edge is a saturated alternating path between $u$
and $v$. Let $P_{1}$ be this path. Then $P_{2}, \ldots, P_{k+1}$ are the desired $k$-vertex-disjoint free alternating paths.


Figure 2.18: A 3-extendable graph $G$ and paths $P_{1}, P_{2}, P_{3}, Q$ in case $\{u, v\} \in N$.
Assume that $\{u, v\} \notin N$. Let $u^{\prime}, v^{\prime}$ be two vertices such that $\left\{u, u^{\prime}\right\},\left\{v, v^{\prime}\right\}$ $\in N$. Without loss of generality, let $\left\{u, u^{\prime}\right\} \in P_{1}$. Then $\left\{v, v^{\prime}\right\} \in P_{1}$ as well. Since $\{u, v\} \in E^{\prime}$, then this edge is a free alternating path. Let $P_{2}$ be this path. Now, observe that $P_{3}, \ldots, P_{k+1}$ are the other $k-1$-vertex-disjoint free alternating paths. Thus, $P_{2}, \ldots, P_{k+1}$ are the desired $k$-vertex-disjoint free alternating paths and $P_{1}$ is the saturated alternating path between $u$ and $v$.


Figure 2.19: A 3-extendable graph $G$ and paths $P_{1}, P_{2}, P_{3}, Q$ in case $\{u, v\} \notin N$.

### 2.3 Alternating paths on any perfect matching

In the proof of sufficiency of Theorem 2.10 we proved that for a arbitrary perfect matching $M$ of a $k$-extendable graph $G=\left(S_{1}, S_{2}, E\right)$ there exist $k$ alternating paths with respect to $M$ between every pair of vertices $x \in S_{1}$ and $y \in S_{2}$. If our target was to find these paths for every possible perfect matching of $G$, the first idea would be to check every perfect matching separately. Theorem 2.15 help us to avoid such a situation. It guarantees us that the existence of paths with respect to a perfect matching is sufficient in order to find the paths for every other perfect matching.
Theorem 2.15 ([4]). Let $G=\left(S_{1}, S_{2}, E\right)$ be a graph with a perfect matching and let $x, y$ be two vertices such that $x \in S_{1}, y \in S_{2}$. Let $M, M_{0}$ be perfect matchings of $G$. If $G$ has $k$ internally disjoint alternating $\{x, y\}$-paths with respect to $M_{0}$, then $G$ has $k$ internally disjoint alternating $\{x, y\}$-paths with respect to $M$.

Proof. Suppose that $G$ contains $k$ internally disjoint alternating $\{x, y\}$-paths with respect to $M_{0}$. Let $P_{1}, \ldots, P_{k}$ be these paths. Let $H=\left(V(G), \bigcup_{i=1}^{k} E\left(P_{i}\right)\right)$. If $v$ is an arbitrary vertex of $H$, then its degree equals to either 0,2 or $k$. Specifically,

$$
\operatorname{deg}_{H}(v)= \begin{cases}0, & v \notin \bigcup_{i=1}^{k} V\left(P_{i}\right) \\ 2, & v \in \bigcup_{i=1}^{k} V\left(P_{i}\right) \backslash\{x, y\} \\ k, & v=x \text { or } v=y\end{cases}
$$

Furthermore, let $K=(V(G), E(K))$, where $E(K)=E(H) \triangle M_{0} \triangle M$. It obviously holds that $E(K) \subseteq E(G)$. Let $J$ be the intersection of the sets $E(H), M$ and $M_{0}$. Particularly, the set $E(K)$ does not contain edges from $(E(H) \cap M) \backslash J$, $\left(E(H) \cap M_{0}\right) \backslash J$ and $\left(M \cap M_{0}\right) \backslash J$. Figure 2.20 is crucial for understanding the proofs that follow.


Figure 2.20: A set representation of $E(K)$. All the edges of graph $K$ belong to the gray part.


Figure 2.21: A 3-extendable graph $G$ with perfect matchings $M_{0}, M$.

## CHAPTER 2. STRUCTURAL CHARACTERIZATION OF K-EXTENDABLE BIPARTITE
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Figure 2.22: Graphs $H, K$ as obtained by 3-extendable graph $G$.

Claim 2.16 ([4]]. For each $v \in V(G) \backslash \bigcup_{i=1}^{k} V\left(P_{i}\right)$, $\operatorname{deg}_{K}(v)=0$ or $\operatorname{deg}_{K}(v)=2$. Furthermore, if $\operatorname{deg}_{K}(v)=2$, then exactly one of the two edges of $K$ incident with $v$ belongs to $M$.
Proof. Let $v \in V(G) \backslash \bigcup_{i=1}^{k} V\left(P_{i}\right)$. Observe that $v$ is not incident to any edge of $H$. Since $M_{0}, M$ are two different perfect matchings of $G$, there exist vertices $v_{0}, v^{\prime}$ such that $\left\{v, v_{0}\right\} \in M_{0}$ and $\left\{v, v^{\prime}\right\} \in M$. Notice that these edges do not belong to $E(H)$. We have two cases to consider. If $v_{0}=v^{\prime}$, then $\left\{v, v^{\prime}\right\} \in\left(M_{0} \cap M\right) \backslash E(H)$. This implies $\left\{v, v^{\prime}\right\} \notin E(K)$. Thus, $\operatorname{deg}_{K}(v)=0$. If $v_{0} \neq v^{\prime}$, then $\left\{v, v_{0}\right\} \in M_{0} \backslash(M \cup$ $E(H))$ and $\left\{v, v^{\prime}\right\} \in M \backslash\left(M_{0} \cup E(H)\right)$. By construction of graph $K, N_{K}(v)=$ $\left\{v_{0}, v^{\prime}\right\}$. Thus, $\operatorname{deg_{K}}(v)=2$ and, furthermore, the last property holds trivially.

Claim 2.17 ([4]]). For each $v \in \bigcup_{i=1}^{k} V\left(P_{i}\right) \backslash\{x, y\}$, $\operatorname{deg}_{K}(v)=0$ or $\operatorname{deg}_{K}(v)=2$. Furthermore, if $\operatorname{deg}_{K}(v)=2$, then exactly one of the two edges of $K$ incident with $v$ belongs to $M$.

Proof. Let $v \in \bigcup_{i=1}^{k} V\left(P_{i}\right) \backslash\{x, y\}$. Specifically, $v$ is a vertex of a path $P_{j}$, where $j \in\{1, \ldots, k\}$. It follows directly by construction of graph $H$ that $\operatorname{deg}_{H}(v)=2$. Let $N_{H}(v)=\left\{v_{1}, v_{2}\right\}$. Since $P_{j}$ is a $\{x, y\}$-alternating path with respect to $M_{0}$, either $\left\{v, v_{1}\right\} \in M_{0}$ or $\left\{v, v_{2}\right\} \in M_{0}$. We suppose that $\left\{v, v_{1}\right\} \in E(H) \cap M_{0}$ and $\left\{v, v_{2}\right\} \in E(H) \backslash M_{0}$. Furthermore, let $v_{3}$ be a vertex such that $\left\{v, v_{3}\right\} \in M$. The following paragraph describes three different cases.

Let $v_{1}=v_{3}$. Then $\left\{v, v_{1}\right\} \in E(H) \cap M_{0} \cap M$ and $\left\{v, v_{2}\right\} \in E(H) \backslash\left(M_{0} \cup M\right)$. Thus, $N_{K}(v)=\left\{v_{1}, v_{2}\right\}$, $\operatorname{deg}_{K}(v)=2$ and $\left\{v, v_{1}\right\} \in M$. Let $v_{3}=v_{2}$. Then $\left\{v, v_{1}\right\} \in$ $\left(E(H) \cap M_{0}\right) \backslash M$ and $\left\{v, v_{2}\right\} \in\left(E(H) \backslash M_{0}\right) \cap M$. Observe that $\left\{v, v_{1}\right\},\left\{v, v_{2}\right\} \notin$ $E(K)$. Thus, $\operatorname{deg}_{K}(v)=0$. Let $v_{3} \neq v_{1}$ and $v_{3} \neq v_{2}$. Then $\left\{v, v_{1}\right\} \in\left(E(H) \cap M_{0}\right) \backslash$ $M$ and $\left\{v, v_{2}\right\} \in E(H) \backslash\left(M_{0} \cup M\right)$. Furthermore, $\left\{v, v_{3}\right\} \in M \backslash\left(E(H) \cup M_{0}\right)$. Thus, $N_{K}(v)=\left\{v_{2}, v_{3}\right\}, \operatorname{deg}_{K}(v)=2$ and $\left\{v, v_{3}\right\} \in M$.

Claim 2.18 ([4]). Let $u \in\{x, y\}$. Then $\operatorname{deg}_{K}(u) \in\{k, k+2\}$. If $\operatorname{deg}_{K}(u)=k$, then none of $k$ edges in $K$ incident with $u$ belong to $M$. If $\operatorname{deg}_{K}(u)=k+2$, then exactly one of the $k+2$ edges in $K$ incident with $u$ belongs to $M$.

Proof. We consider only the case where $u=y$. By symmetry, we proceed in the same way in case $u=x$. Let $N_{H}(y)=\left\{x_{1}, \ldots, x_{k}\right\}$ and $\left\{y, x_{0}\right\} \in M_{0}$. Observe that $x_{0} \notin\left\{x_{1}, \ldots, x_{k}\right\}$. Hence, for $i \in\{1, \ldots, k\}$ it holds that $\left\{y, x_{i}\right\} \in E(H) \backslash M_{0}$ and $\left\{y, x_{0}\right\} \in M_{0} \backslash E(H)$. Furthermore, let $\left\{y, x^{\prime}\right\} \in M$. We have three cases to take under consideration.

Assume that $x^{\prime}=x_{0}$. It holds that, for $i \in\{1, \ldots, k\},\left\{y, x_{i}\right\} \in E(H) \backslash\left(M \cup M_{0}\right)$ and $\left\{y, x_{0}\right\} \in\left(M_{0} \backslash E(H)\right) \cap M$. Equivalently, $\left\{y, x_{i}\right\} \in E(K)$ and $\left\{y, x_{0}\right\} \notin E(K)$. Thus, $N_{K}(y)=\left\{x_{1}, \ldots, x_{k}\right\}$. Notice that none of $k$ edges $\left\{y, x_{1}\right\}, \ldots,\left\{y, x_{k}\right\}$ belong to the perfect matching $M$.

Suppose that $x^{\prime} \in\left\{x_{1}, \ldots, x_{k}\right\}$. We may assume that $x^{\prime}=x_{1}$. Then $\left\{y, x_{0}\right\} \in$ $M_{0} \backslash(E(H) \cup M),\left\{y, x^{\prime}\right\} \in\left(E(H) \backslash M_{0}\right) \cap M$ and $\left\{y, x_{i}\right\} \in E(H) \backslash\left(M_{0} \cup M\right)$, for $i \in\{2, \ldots, k\}$. Observe that $N_{K}(y)=\left\{x_{0}, x_{2}, \ldots, x_{k}\right\}$. Notice that none of the $k$ edges $\left\{y, x_{0}\right\},\left\{y, x_{2}\right\}, \ldots,\left\{y, x_{k}\right\}$ belong to the perfect matching $M$.

Finally, let $x^{\prime} \notin\left\{x_{0}, x_{1}, \ldots, x_{k}\right\}$. Then $\left\{y, x_{0}\right\} \in M_{0} \backslash(E(H) \cup M),\left\{y, x^{\prime}\right\} \in$ $M \backslash\left(E(H) \cup M_{0}\right)$ and $\left\{y, x_{i}\right\} \in E(H) \backslash\left(M_{0} \cup M\right)$, for $i \in\{1, \ldots, k\}$. In this case, observe that $N_{K}(y)=\left\{x^{\prime}, x_{0}, x_{1}, \ldots, x_{k}\right\}$. Furthermore, $\left\{y, x^{\prime}\right\} \in M$.

We are now ready to proceed with the proof of the theorem. It suffices to consider only two cases.

Case 1: $\operatorname{deg}_{K}(x)=k$ or $\operatorname{deg}_{K}(y)=k$.
We assume that $\operatorname{deg}_{K}(x)=k$ and $N_{K}(x)=\left\{x_{1}, \ldots, x_{k}\right\}$. By Claims 2.11 and 2.12, for every $i \in\{1, \ldots, k\}$, there exists $T_{i}=a_{0}^{(i)} a_{1}^{(i)} \ldots a_{l_{i}}^{(i)}$ in $K$ with $a_{0}^{(i)}=x$, $a_{1}^{(i)}=x_{i}$ and $a_{l_{i}}^{(i)} \in\{x, y\}$. Each $T_{i}$ is an alternating path with respect to $M$. By taking one $T_{i}$ which is as small as possible, we may assume that $T_{i}$ is either a cycle or a $\{x, y\}$-path. Suppose, for contradiction, that $T_{i}$ is a cycle and $a_{l_{i}}^{(i)}=x$. Then $\left\{a_{l_{1}-1}^{(i)}, a_{l_{i}}^{(i)}\right\} \notin M$ by composing the assumption of the case and Claim 2.18. Since $T_{i}$ is alternating, $T_{i}$ is an odd cycle. This contradicts the fact that $G$ is bipartite. Therefore, each $T_{i}$ is an alternating $\{x, y\}$-path. Furthermore, $T_{1}, \ldots, T_{k}$ are internally disjoint. By assuming that there are two paths with a common vertex $u$, we conclude to the contradiction that $\operatorname{deg}_{K}(u)=4$.

Case 2: $\operatorname{deg}_{K}(x)=\operatorname{deg}_{K}(y)=k+2$.
Let $N_{K}(x)=\left\{x^{\prime}, x_{0}, x, \ldots, x_{k}\right\}$ and $\left\{x, x^{\prime}\right\} \in M$. For each $i \in\{0,1, \ldots, k\}$, we can construct an alternating path $T_{i}=a_{0}^{(i)} a_{1}^{(i)} \ldots a_{l_{i}}^{(i)}$ in $K$ with $a_{0}^{(i)}=x, a_{1}^{(i)}=x_{i}$ and $a_{l_{i}}^{(i)} \in\{x, y\}$. We can assume that each $T_{i}$ is either a cycle or a $\{x, y\}$-path and that $T_{0}, T_{1}, \ldots, T_{k}$ are internally disjoint. Suppose that $a_{l_{k}}^{(k)}=x$. Since $G$ is bipartite, $l_{k}$ is even and $\left\{a_{l_{k}-1}^{(k)}, a_{l_{k}}^{(k)}\right\} \in M$. It follows that $a_{l_{k}-1}^{(k)}=x^{\prime}$. Observe that we still have $k$ internally disjoint $\{x, y\}$-paths $T_{0}, \ldots, T_{k-1}$ with respect to $M$.

## CHAPTER 3

### 3.1 Computational complexity theory

Definition 3.1. A decision problem is a problem that can be posed as a yes-no question on the input values.


Figure 3.1: If the input belongs to the decision problem, then the algorithm return Yes. Otherwise, it returns No.

P and NP are the most famous among all the complexity classes. It still remains an open problem whether $\mathrm{P}=\mathrm{NP}$ or not. Researchers believe that the inequality most probably holds.

Definition 3.2. Class P contains all decision problems that can be solved by a Turing machine deterministically using a polynomial amount of computational time.

One problem which lies in P is Maximum Matching(Edmonds [9]). This problem accepts as input a coding of a graph $G$ and returns a maximum matching in $G$. In graph theory, maximum matching of a graph is a matching of maximum size, i.e. no matching in the graph has strictly more elements than it.

Definition 3.3. A problem $\Pi$ is in NP if there exists a polynomial $p: \mathbb{N} \rightarrow \mathbb{N}$ and a polynomial time Turing machine $V$ (called the verifier for the problem) such that for every input $x$ it holds that $x \in \Pi$ if and only if $\exists u$ (called the certificate for the input) of size at most $p(x)$ such that $V(x, u)=1$.

Polynomial time reductions is an interesting concept of Computational Complexity Theory. Intuitively, it is a method for solving one problem using another. If there
exists a hypothetical algorithm that solves the second problem, then the first problem can be solved by transforming its input into a new one for the second problem and calling the algorithm one or multiple times. If the previous procedure is done in polynomial time, then the first problem is polynomial time reducible to the second.

Definition 3.4. Let $\mathrm{A}, \mathrm{B}$ be two problems. Then A reduces to B in polynomial time if there exists a computable polynomial function $f$ such that $x \in A$ if and only if $f(x) \in B$.

For abbreviation, we will write $\mathrm{A} \leq \mathrm{B}$.
Theorem 3.5. ([14]) Let $\mathrm{A}, \mathrm{B}, \mathrm{C}$ be three problems. If $\mathrm{A} \leq \mathrm{B}$ and $\mathrm{B} \leq \mathrm{C}$, then $\mathrm{A} \leq \mathrm{C}$.
Theorem 3.6. ([15]) Let $\mathrm{A}, \mathrm{B}$ be two problems. Then $\mathrm{A} \leq \mathrm{B}$ if and only if $\overline{\mathrm{A}} \leq \overline{\mathrm{B}}$.
It is known that there exist problems that are at least as hard as any other problem in NP. This property is called NP-hardness.

Definition 3.7. A problem L is NP-hard if for every L' in NP it holds that L' $\leq \mathrm{L}$.
Definition 3.8. A problem is NP-complete if it is in NP and it is NP-hard.
One famous NP-complete problem is Vertex Cover(Karp [8]). It contains pairs $(G, k)$ for which graph $G$ has a vertex cover of size at most $k$. In graph theory, a vertex cover of a graph $G=(V, E)$ is a subset $S \subseteq V$ such that for every $e=\{u, v\} \in E$ it holds $u \in S$ or $v \in S$.

Assume that $\mathrm{A}, \mathrm{B}$ are two problems such that A is NP-complete and we would like to prove that B is NP-complete. By Definition 3.8, we have to prove two properties. Firstly, we prove that B is in NP. Afterwards, notice that it is sufficient to reduce $A$ to $B$ in order to prove the second property. That is because Theorem 3.5 holds and $A$ is NP-complete by assumption.

We define a new complexity class which contains the complements of problems that are in NP.

Definition 3.9. A problem $L$ is in coNP if $\bar{L}$ is in NP.
We define coNP-hardness and coNP-completeness in analogous way as NP-hardness and NP-completeness respectively.

Theorem 3.10. A problem is NP-complete if and only if its complement is coNPcomplete.

Proof. Let L be a problem such that L is NP-complete. By Definition 3.8, L is in NP and every other problem L' in NP reduces to $L$ in polynomial time. By Definition 3.9 and Theorem 3.6, it follows that $\overline{\mathrm{L}}$ is in coNP and every other problem $\overline{\mathrm{L}^{\prime}}$ in coNP reduces to $\overline{\mathrm{L}}$ in polynomial time. Thus, $\overline{\mathrm{L}}$ is coNP-complete. The opposite direction is proved symmetrically.

## 3.2 coNP-completeness on general graphs

Firstly, we mention a lemma which is going to be used afterwards.
Lemma 3.11. ([5] ) Let $G=(V, E)$ be a graph and $k$ an integer. If there is no vertex cover of size at most $k$ in $G$, then there is a matching $M$ in $G$ which matches at least $k+1$ vertices.


Figure 3.2: There is no vertex cover of size at most 2 in $G$. Therefore, there is a matching of size at least 3 .

Proof. The Maximum Matching problem, on input $G$, returns a maximum matching $M$ of $G$. Let $S \subseteq V$ be the set of vertices incident to edges in $M$. Observe that $S$ is a vertex cover in $G$. If $S$ was not a vertex cover in $G$, then there would exist an edge $e \in E$ such that no endpoint of it would belong to $S$ and, as a result, $M \cup e$ would be a matching strictly larger than $M$. This outcome contradicts the fact that $M$ is a maximum matching in $G$. By hypothesis, there is no vertex cover of size at most $k$ in $G$. Thus, $|S| \geq k+1$ and $M$ matches at least $k+1$ vertices.

Theorem 3.12. Extendability is coNP-complete.
Proof. We will show that $\overline{\text { ExTENDABILITY }}$ is NP-complete. It consists of pairs ( $G, k$ ) with the property that there exists a matching of size $k$ which can not be extended to a perfect matching in $G$. This proof is sufficient for proving that Extendability is coNP-complete.

Firstly we prove that $\overline{\text { Extendability }}$ is in NP. We construct a verifier $N$ that accepts as input an encoding $((G=(V, E), k), M)$, where $G$ is a graph, $k$ is a natural number and $M$ is our certificate and verifies in polynomial time whether $(G, k)$ is a yes-instance of EXTENDABILITY or not. Since $|M|=k \leq|V|-1, M$ has polynomial length. The verifier $N$ works as follows:
$N=$ "On input $((G=(V, E), k), M)$ :"

1. $G^{\prime}:=G \backslash V_{M}$, where $V_{M}$ contains the vertices which are incident to an edge of $M$
2. Run Maximum Matching on input $\left(G^{\prime}\right)$ and obtain $M^{\prime}$
3. If $M^{\prime}$ is a perfect matching in $G$, then reject. Otherwise, accept."

If $M^{\prime}$ is a perfect matching in $G^{\prime}$, then $M \cup M^{\prime}$ is a perfect matching in $G$. Thus, $(G, k)$ is a no-instance of Extendability. If $M^{\prime}$ is not a perfect matching in $G^{\prime}$, then $M$ can not be extended to a perfect matching in $G$. Thus, $(G, k)$ is a yes-instance of Extendability. Observe that the verifier $N$ runs in polynomial time.

We proceed with the proof of NP-hardness. We prove it by reducing Vertex Cover in polynomial time to it. Let $\left(G_{V C}, s\right)$ be a general instance of Vertex Cover and $\left\{v_{1}, \ldots, v_{r}\right\}$ be the set of vertices of $G_{V C}$. We assume that $0<s<r-1$ and $E\left(G_{V C}\right) \neq \emptyset$. This is because if $s=0$ or $s=r-1$ we can decide in polynomial time whether $G_{V C}$ has a vertex cover of at most the given size or not. We will map $\left(G_{V C}, s\right)$ to a suitable instance $(G, k)$. The following function $f$ maps $\left(G_{V C}, s\right)$ to a new instance ( $G, k$ ):
$f\left(G_{V C}, s\right)$ :

1. Set $k:=s$.
2. Let $W:=\left\{w_{1}, \ldots, w_{r-1}\right\}$ and $Q_{2 r+1}:=\left\{q_{1}, \ldots, q_{2 r+1}\right\}$.
3. Let $E_{V W}=\left\{\{v, w\} \mid v \in V\left(G_{V C}\right), w \in W\right\}$.
4. Let $E_{W Q}=\left\{\{w, q\} \mid w \in W, q \in Q_{2 r+1}\right\}$.
5. Let $E_{Q}=\left\{\left\{q, q^{\prime}\right\} \mid q, q^{\prime} \in Q_{2 r+1}, q \neq q^{\prime}\right\}$.
6. Initialize graph $G:=\emptyset$.
7. Set $V(G):=V\left(G_{V C}\right) \cup W \cup Q_{2 r+1}$.
8. Set $E(G):=E\left(G_{V C}\right) \cup W_{V W} \cup E_{W Q} \cup E_{Q}$.
9. Output $(G, k)$."

Observe that $(G, k)$ is constructed in polynomial time. Clearly, $G$ is connected and has $4 r$ vertices, i.e. an even number. Furthermore, notice that a perfect matching $G$ can be found in the following way: Since $E\left(G_{V C}\right) \neq \emptyset$, we choose an arbitrary edge in $G_{V C}$. Then we add $r-2$ independent edges from $E_{V W}$. Again, we take one edge from $E_{W Q}$ for the remaining node in $W$. Finally, we add $r$ independent edges from $E_{Q}$.


Figure 3.3: An obtained graph $G$ from $f$ on input $G_{V C}$ with a perfect matching $M$.
We show that if $G_{V C}$ has a vertex cover $S$ of size at most $s$, then $G$ is not $k$ extendable. If $|S|<k$, then extend $S$ to a set of $k$ vertices. The new $S$ is obviously still a vertex cover. Assume that $S=\left\{v_{1}, \ldots, v_{k}\right\}$. Let $M=\left\{\left\{v_{i}, w_{i}\right\} \mid i=1, \ldots, k\right\}$. Since $0<k<r-1, M$ is well defined and $|M|=k$. We show that $M$ can not be extended to a perfect matching. By assuming the opposite, we observe that every vertex of $V\left(G_{V C}\right)$ must be matched with a vertex of $W$. Since $\left|V\left(G_{V C}\right)\right|=r$ and $|W|=r-1$, this is not possible. Suppose that two distinct vertices $v, v^{\prime} \in V\left(G_{V C}\right)$ can be matched. Since $S$ is a vertex cover in $G_{V C}$, it holds that $v \in S$ or $v^{\prime} \in S$. Thus, $v$ or $v^{\prime}$ are already matched to some vertex $w \in W$. Therefore, no edge in $E\left(G_{V C}\right)$ can belong to a perfect matching that contains $M$ as a subset. Since we found a matching $M$ of $k$ vertices such that there is no perfect matching that contains it, $G$ is not $k$-extendable (see Figure 3.4).

Assume now that $G_{V C}$ has no vertex cover of size at most $s$. We will show that $G$ is $k$-extendable. Let $M$ be a matching in $G$ such that $|M|=k$. We set

$$
k_{V}=\left|M \cap E\left(G_{V C}\right)\right|, k_{V W}=\left|M \cap E_{V W}\right|, k_{W Q}=\left|M \cap E_{W Q}\right|, k_{Q}=\left|M \cap E_{Q}\right|
$$

Observe that $k=k_{V}+k_{V W}+k_{W Q}+k_{Q}$. Furthermore, the number of unmatched vertices in $V\left(G_{V C}\right)$ is given by $K_{V}^{f r e e}=r-2 k_{V}-k_{V W}$. Similarly, the number of unmatched vertices in $W$ is given by the formula $k_{W}^{f r e e}=r-1-k_{V W}-k_{W Q}$. We have two cases to take under consideration.


Figure 3.4: A case where $G_{V C}$ has a vertex cover of size at most 2 and $G$ is not 2extendable.

Let $k_{V}^{f r e e} \leq k_{W}^{f r e e}$. Then at least one edge in $G_{V C}$ belongs to $M$. We can extend $M$ to a perfect matching. The idea is to match every remaining $v \in V\left(G_{V C}\right)$ with an unmatched $w \in W$, then match any remaining $w \in W$ to some $q \in Q$ and finally match the remaining vertices in $Q$. The crucial observation is that the number of unmatched vertices in $W$ after the first step is odd. In what follows we discuss the reason of this situation. For simplicity, let $M^{\prime}$ be the perfect matching that contains $M$ and let $M_{V W}^{\prime}$ be a matching such that $M_{V W}^{\prime} \subset M^{\prime} \cap E_{V W}$ and $M_{V W}^{\prime} \cap M=\emptyset$.

- Assume that $r$ is even.
- Let $k_{V}^{f r e e}$ is odd. Then observe that necessarily an odd number of edges in $E_{V W}$ can be in $M$. After the first step, notice that $\left|M_{V W}^{\prime}\right|$ is odd. Since $k_{V}^{f r e e}$ is odd, $r-1$ is odd and $\left|M_{V W}^{\prime}\right|$ is odd, it follows that the number of the remaining unmatched vertices in $W$ is odd (see Figure 3.5).


Figure 3.5: A case where $G_{V C}$ is has no vertex cover of size $2, k_{V}^{\text {free }} \leq k_{W}^{\text {free }}, r$ is even and $k_{V}^{f r e e}$ is odd. Color red the edges of $M$, dashed black the edges of $M_{V W}^{\prime}$ and gray the remaining unmatched vertices in $W$.

- Let $k_{V}^{\text {free }}$ is even. Then observe that necessarily an even number of edges in $E_{V W}$ can be in $M$. After the first step, notice that $\left|M_{V W}^{\prime}\right|$ is even. Since $k_{V}^{\text {free }}$ is even, $r-1$ is odd and $\left|M_{V W}^{\prime}\right|$ is even, it follows that the number
of the remaining unmatched vertices in $W$ is odd (see Figure 3.6).


Figure 3.6: A case where $G_{V C}$ is has no vertex cover of size $2, k_{V}^{\text {free }} \leq k_{W}^{f r e e}, r$ is even and $k_{V}^{f r e e}$ is even. Color red the edges of $M$, dashed black the edges of $M_{V W}^{\prime}$ and gray the remaining unmatched vertices in $W$.

- Assume that $r$ is odd.
- Let $k_{V}^{f r e e}$ is odd. Then observe that necessarily an even number of edges in $E_{V W}$ can be in $M$. After the first step, notice that $\left|M_{V W}^{\prime}\right|$ is odd. Since $k_{V}^{f r e e}$ is odd, $r-1$ is even and $\left|M_{V W}^{\prime}\right|$ is even, it follows that the number of the remaining unmatched vertices in $W$ is odd (see Figure 3.7).


Figure 3.7: A case where $G_{V C}$ is has no vertex cover of size $3, k_{V}^{f r e e} \leq k_{W}^{f r e e}, r$ is odd and $k_{V}^{\text {free }}$ is odd. Color red the edges of $M$, dashed black the edges of $M_{V W}^{\prime}$ and gray the remaining unmatched vertices in $W$.

- Let $k_{V}^{f r e e}$ is even. Then observe that necessarily an odd number of edges in $E_{V W}$ can be in $M$. After the first step, notice that $\left|M_{V W}^{\prime}\right|$ is even. Since $k_{V}^{f r e e}$ is even, $r-1$ is even and $\left|M_{V W}^{\prime}\right|$ is odd, it follows that the number of the remaining unmatched vertices in $W$ is odd (see Figure 3.8).

Let $k_{V}^{\text {free }}>k_{W}^{\text {free }}$. Then $G_{V C}$ has $1-2 k_{V}+k_{W Q}$ more unmatched vertices than $W$. Figure 3.9 illustrates a case where $k_{V}^{\text {free }}=7>4=k_{W}^{\text {free }}$.


Figure 3.8: A case where $G_{V C}$ is has no vertex cover of size $3, k_{V}^{\text {free }} \leq k_{W}^{f r e e}, r$ is odd and $k_{V}^{\text {free }}$ is even. Color red the edges of $M$, dashed black the edges of $M_{V W}^{\prime}$ and gray the remaining unmatched vertices in $W$.


Figure 3.9: A case where $G_{V C}$ has no vertex cover of size 3 and $G$ is 3-extendable.

Let $G_{V C}^{\prime}$ be a subgraph of $G_{V C}$ induced by all the vertices which are not incident to an edge in $M$. Observe that vertices in $G_{V C}^{\prime}$ can be matched with either a distinct vertex in $G_{V C}^{\prime}$ or an unmatched vertex in $W$. We want to find a matching $M^{\prime}$ in $G_{V C}^{\prime}$ which matches at least $1-2 k_{V}+k_{W Q}$ vertices.

Since $G_{V C}$ does not contain a vertex cover of size $k$ and $G_{V C}^{\prime}$ has $2 k_{V}+k_{V W}$ vertices less than $G_{V C}$, it follows directly that $G_{V C}^{\prime}$ does not have a vertex cover of size $k-2 k_{V}-k_{V W}=k_{Q}+k_{W Q}-k_{V}$. Notice that the right term is non-negative. This is because $k_{V} \geq 0$ and $k_{V} \leq k_{W Q}-k_{V}$. By using Lemma 3.11, we get that there is a matching $M^{\prime}$ in $G_{V C}^{\prime}$ which matches at least $1+k_{Q}+k_{W Q}-k_{V}$. Observe that the following inequalities hold: $1+k_{Q}+k_{W Q}-k_{V} \geq 1+k_{W Q}-k_{V} \geq 1-2 k_{V}+k_{W Q}$. Thus, $M^{\prime}$ matches the desired number of vertices in $G_{V C}^{\prime}$.

Now $M$ can be extended to a perfect matching. Firstly, we add the edges in $M^{\prime}$ to $M$. After that we match every remaining unmatched $v \in V\left(G_{V C}\right)$ with some $w \in W$. Notice that the second step is now possible. Next, we match every remaining $w \in W$ with some $q \in Q$. Finally, we match the remaining even number of vertices in $Q$.

### 3.3 A polynomial algorithm for bipartite graphs

In this section the graph $G$ is undirected, simple, connected and bipartite and has a perfect matching.

Lemma 3.13. ([3]) Let $M$ be a perfect matching of $G=\left(S_{1}, S_{2}, E\right)$. $G$ is $k$-extendable if and only if its residual graph $G_{M}$ is strongly connected and there are $k$-vertexdisjoint directed paths between every vertex of $S_{1}$ and every vertex of $S_{2}$ in $G_{M}$.


Figure 3.10: A 2-extendable graph $G$ and its residual graph $G_{M}$.

Proof. Firstly, we discuss about a direct observation. Let $u \in S_{1}$ and $v \in S_{2}$. A free alternating path in $G$ from $u$ to $v$ becomes a directed path from $u$ to $v$ in $G_{M}$. Furthermore, a saturated alternating path in $G$ from $u$ to $v$ becomes a directed path from $v$ to $u$ in $G_{M}$. Consequently, $G$ has $k$ internally disjoint free $M$-alternating paths and one saturated between every vertex $u \in S_{1}$ and every vertex $v \in S_{2}$ if and only if there are $k$ internally disjoint directed paths from $u$ to $v$ and one directed path from $v$ to $u$ in $G_{M}$ (see Figure 3.10).

Assume that $G$ is $k$-extendable. By Theorem 2.14, there are $k$ internally disjoint free $M$-alternating paths and one saturated between $u$ and $v$. Observe that there are $k$ internally disjoint directed paths from $u$ to $v$ and one directed path from $v$ to $u$ in $G_{M}$. Thus, $G_{M}$ is strongly connected.

For the other direction, we assume that there are $k$ internally disjoint directed paths from $u$ to $v$ and $G_{M}$ is strongly connected. These paths are free $M$-alternating paths in $G$. Since $G_{M}$ is strongly connected, there is a directed path from $v$ to $u$. This path is saturated $M$-alternating path in $G$ and is disjoint with every aforementioned path. Thus, $G$ is $k$-extendable.

The maximization version of Extendability problem focuses on finding the maximum value of $k$ for which the input graph $G$ is $k$-extendable. Initially, we describe the operation of some functions which are used in the algorithm. Then, the algorithm follows and finally we describe its time complexity.

- find-perfect-matching $(G)$ searches for a perfect matching in $G$. It returns $\emptyset$ if $G$ does not contain a perfect matching.
- is-perfect-matching $(G, M)$ returns true if $M$ is a perfect matching of $G$. If $M$ is not a perfect matching in $G$, then it returns false.
- $\operatorname{direct}(G, M)$ returns the residual graph of $G=\left(S_{1}, S_{2}, E\right)$.
- is-strongly-connected $(G)$ returns true if $G$ is strongly connected. Otherwise, it returns false.
- max-disjoint-paths $(G, s, t)$ returns the maximum number of vertex-disjoint paths in $G$ between $s$ and $t$, where $s$ is the source node and $t$ is the target node.

```
Algorithm 1 finds the extendability of the input graph \(G=\left(S_{1}, S_{2}, E\right)\)
    MAIN FUNCTION: find-extendability \((G)\)
    \(k \leftarrow+\infty\)
    \(M \leftarrow\) find-perfect-matching \((G)\)
    perfect_matching \(\leftarrow\) is-perfect-matching \((G, M)\)
    if perfect_matching then
        \(G^{\prime} \leftarrow \overline{\operatorname{direct}}(G, M)\)
        strongly_connected \(\leftarrow\) is-strongly-connected \(\left(G^{\prime}\right)\)
        if strongly_connected then
            for \(u \in S_{1}\) do
            for \(v \in S_{2}\) do
                    paths \(\leftarrow\) max-disjoint-paths \(\left(G^{\prime}, u, v\right)\)
                    \(k \leftarrow \min (k, p a t h s)\)
            end for
            end for
        else
            \(k \leftarrow 0\)
        end if
    else
        \(k \leftarrow 0\)
    end if
    return \(k\)
```

It is known that finding a perfect matching in a bipartite graph can be done in $O(E \sqrt{V})($ Hopkroft, Karp [11]). We can decide in $O(E)$ time whereas $M$ is a perfect matching in $G$. We simply take all the vertices incident to some edge of $M$ and check their number equals the total number of vertices. $G^{\prime}$ can be constructed in $O(E)$. Checking if $G^{\prime}$ is strongly connected can be done in $O(E)([12])$. Finding the maximum number of vertex-disjoint paths between every vertex of $S_{1}$ and every vertex of $S_{2}$ can be done in $O\left(E \cdot \min \left(k^{3}+V, k \cdot V\right)\right)([13])$. Thus, the total running time of the above algorithm is $O\left(E \cdot \min \left(k^{3}+V, k \cdot V\right)\right)$.

Let $G$ be a bipartite graph and $k$ be a positive integer. Let $(G, k)$ be the input of the Extendability. Observe that in this particular case it is very easy to decide whether this input is yes or no instance of the problem. It suffices to compute the extendability of the graph $G$, denoted by $\operatorname{ext}(G)$, and check whether $k$ is at most $\operatorname{ext}(G)$ or not.
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