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ABSTRACT

Deep Neural Networks (DNN) is a very hot subfield of Artificial Intelligence (AI). Experts
believe that it may be the future of Computer Science. Natural Language Processing (NLP)
is the area of AI and linguistics concerned with the interactions between computers and
human language, in particular how to program computers to process and analyze natural
language data. With the creation of BERT [5], a large DNN tasked with the understanding
of the English Language, in 2018, and its integration into the Google search algorithm,
the field of NLP took a big leap forward. Since then, only a few models have managed to
surpass BERT by a bit. Until recently, in 2020, BERT and its variants, were considered
state of the art. The current thesis examines different variations of the BERT model,
trained on different datasets and their ability to classify Greek legal documents. It also
discusses ways to further improve our fine­tuned models for legal domain tasks, like
domain specific adaptation and vocabulary expansion. We use the RAPTARCHIS [3]
dataset which provides Greek legal documents for three classification tasks. Our fine­
tuned Greek­only models have very similar performance, while the multilingual model falls
behind. We conclude that using domain and task adaptive pre­training, the performance
will surly improve across all models. We also hypothesize that, based on known heuristics,
described in chapter 5, the multilingual model could surpass the others. The metrics we
use are precision (P), recall (R) and F1 score. We chose these metrics to have a direct
comparison with the prior models evaluated on the same dataset.

SUBJECT AREA: Artificial Intelligence
KEYWORDS: BERT, Neural Networks, Natural Language Processing,Legal Documents



ΠΕΡΙΛΗΨΗ

Τα βαθιά νευρωνικά δίκτυα είναι ένας σύγχρονος τομέας της Τεχνητής Νοημοσύνης. Πολ­
λοί επιστήμονες πιστεύουν ότι μπορεί να είναι το μέλλον των υπολογιστών. Η επεξεργασία
φυσικής γλώσσας είναι μια περιοχή της Τεχνητής Νοημοσύνης και της Γλωσσολογίας που
εξετάζει την αλληλεπίδραση των υπολογιστών με την ανθρώπινη γλώσσα, και πιο συ­
γκεκριμένα, πώς θα μάθουμε σε ένα πρόγραμμα να επεξεργάζεται και να καταλαβαίνει
δεδομένα φυσικής γλώσσας. Με τη δημιουργία του μοντέλου BERT [5], ενός μεγάλου βα­
θιού νευρωνικού δικτύου που κατασκευάστηκε για να καταλαβαίνει την Αγγλική γλώσσα,
το 2019, και την ενσωμάτωσή του στη μηχανή αναζήτησης της Google, ο τομέας της εξερ­
γασίας φυσικής γλώσσας έκανε ένα άλμα μπροστά. Από τότε, μόνο λίγα μοντέλα έχουν
καταφέρει να ξεπεράσουν το BERT κατά ελάχιστο. Αυτή η πτυχιακή εξετάζει διαφορετικές
εκδοχές του BERT, που έχουν εκπαιδευτεί σε διαφορετικά δεδομένα, και την ικανότητά
τους να κατηγοριοποιήσουν Ελληνικά νομικά έγγραφα. Επίσης σχολιάζει τους τρόπους
που μπορούμε να βελτιώσουμε τα μοντέλα μας, προσαρμόζοντάς τα σε ένα συγκεκριμένο
γλωσσικό τομέα και επεκτείνοντας το λεξιλόγιό τους. Χρησιμοποιούμε τη συλλογή δεδο­
μένων RAPTARCHIS [3] που περιέχει Ελληνικά νομικά έγγραφα διαθέσιμα για τρία δια­
φορετικά προβλήματα κατηγοριοποίησης. Τα τελικά Ελληνικά μοντέλα πετυχαίνουν πολύ
παρόμοια απόδοση, ενώ το πολυγλωσσικό μοντέλο υστερεί. Καταλήγουμε ότι προσαρμό­
ζοντας τα μοντέλα μας στο συγκεκριμένο γλωσσικό τομέα των νομικών κειμένων, σίγουρα
θα βελτιώσουμε την απόδοση τους. Επίσης, βασισμένοι σε γνωστές ευρετικές μεθόδους,
που περιγράφονται στο κεφάλαιο 5, υποθέτουμε ότι το πολυγλωσσικό μοντέλο θα μπο­
ρούσε να ξεπεράσει τα άλλα. Οι μετρικές αποτίμησης της αποτελεσματικότητας που χρη­
σιμοποιούμε είναι η ακρίβεια (precision), η ανάκληση (recall) και η μετρική F1. Διαλέξαμε
αυτές τις μετρικές αποτίμησης για να έχουμε απευθείας σύγκριση αποτελεσματικότητας
σε σχέση με προηγμενα μοντέλα που αξιολογήθηκαν στο ίδιο σύνολο δεδομένων.

ΘΕΜΑΤΙΚΗ ΠΕΡΙΟΧΗ: Θεματική Περιοχή

ΛΕΞΕΙΣ ΚΛΕΙΔΙΑ: BERT, Νευρωνικά Δίκτυα, Επεξεργασία Φυσικής Γλώσσας,
Νομικά ’Εγγραφα
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PREFACE

I began programming at the age of 10, so I was always into computers. Until my first year
in college I was unsure of which field of computer science I liked the most. That was when
I was introduced to AI, with a small introductory project in genetic programming. From that
moment I was sure I wanted to work in AI. I had courses in many different areas: Machine
Learning, Linear algorithms, Reinforcement Learning, but what intrigued me the most was
neural networks. That was why I chose this subject for my thesis. I never expected to work
with such a large model, as BERT, so soon in my academic journey. The experience was
more than rewarding. I will do my best to walk you through our thought process and share
our findings.
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1. INTRODUCTION

In this thesis we will try to find the best performing BERT model on the RAPTARCHIS
dataset. We will also try to find ways to increase the performance of BERT models on this
dataset and extract some statistics and metrics.

The RAPTARCHIS dataset contains Greek legislation from the Official Government Gaz­
ette. This dataset embeds three classification tasks, each one with more classes, hence
more difficult, than the other. To complete these tasks we chose the BERT model. Bi­
directional Encoder Representations from Transformers (BERT) is the name of a large
language model introduced in 2018 by the Google AI team. BERT achieved state of the
art performance in a wide variety of NLP tasks. We chose to use Greek­BERT [8], Greek­
Legal­BERT [7] and Multilingual­BERT (M­BERT) [4].

Our task can be done using a variety of methods. We chose to use a pretrained statistical
language model, or language model for short. A language model is a probability distri­
bution over sequences of words. Given such a sequence, say of length m, it assigns a
probability P (w1,…, wm) to the whole sequence [24].

Our dataset consists solely of legal documents. The legal language is unique and can be
very different from the every day spoken word. This difference is obvious especially in
Greek, where up until 1977 all the official legal documents had to be written in Kathare­
vousa, an older form of Greek, very different from Demotic­Modern Greek [16]. For this
reason, we briefly review the literature for techniques to expand or alter BERT’s vocab­
ulary. This in theory and in practice can help our model ‘understand’ the legal domain
language better.

Another technique that can help our model do better on datasets containing domain spe­
cific language is domain adaptive pre­training (DAPT) and task adaptive pre­training (TAPT)
[6]. This is a very new technique, introduced in 2020, that doesn’t alter BERT’s vocabulary.

Our fine­tuned models showcase the effectiveness of pre­training a model on a general
corpus, and then fine­tuning it on a domain specific dataset. We compute some known
heuristics that can tell us if TAPT and/or DAPT improve the results on the RAPTARCHIS
dataset, and more generally, on the Greek legal domain. Lastly, we experiment with M­
BERT and conclude that it can be powerful not only for low resource languages but for
high resource languages as well.

This thesis is divided in the following five chapters:

• In chapter 2, we provide background information about the BERT model and other
variations of it. Moreover, we introduce the RAPTARCHIS dataset in more detail.

• In chapter 3, we review the literature on ways to improve our suggested models for
the legal domain using vocabulary alteration or continuing the pre­training.

• In chapter 4, we fine­tune Greek­BERT, Greek­Legal­BERT and M­BERT on the
RAPTARCHIS dataset and showcase the results. We also explain intuitively why
M­BERT may achieve such good results. Lastly, we experiment with removing all
the numbers from the dataset and try to explain the results.

• In chapter 5, we calculate some statistics for our fine­tuned models based on the
used legal datasets. We also calculate some previously known heuristics that may
showcase the benefits of TAPT and DAPT.

E. Vamvourellis 13
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• In chapter 6, we reach some conclusions and try to predict the effectiveness of do­
main and task adaptive pre­training in comparison to the vocabulary alteration or the
expansion on the Greek legal domain.

E. Vamvourellis 14
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2. BACKGROUND AND RELATED WORK

2.1 BERT

In this chapter we will analyze the original BERT model introduced in Devlin et al [5] in
2018. We will also understand the dataset we will be using, RAPTARCHIS.

2.1.1 Pre­trained language models and fine­tuning

BERT is a pre­trained language model. This means that it was firstly trained on a general
task on a very large unannotated dataset. This pre­training procedure can not be done
by everyone, as it requires large amounts of training data and computational resources.
BERT’s weights were made available to the public, so everyone can download and train
the model a little bit more, for a specific NLP task. This is called fine­tuning.

Starting from the exact same pre­trained BERTmodel, using a relatively small dataset and
relatively few resources, we can create our own model for any given downstream task. All
we have to do is remove the last layer of BERT and add our own last layer depending on
our task. Then, starting with the original pre­trained weights (and random ones for the new
last layer) we train BERT on our specific task. This is fine­tuning and it’s a step of transfer
learning. This works because the pre­trained BERT already ‘understands’ the language it
was pre­trained on and does not need to start from scratch, the model already ’packs’ a
lot of knowledge that can help with every downstream NLP task in that language.

2.1.2 Architecture

BERT’s model architecture is a multi­layer bidirectional Transformer encoder based on
the original implementation [21]. BERT base is the model we will be describing and using
in this thesis. There is also a BERT large, a larger model with more layers. BERT base
has 12 staked encoders, each one with 768 hidden size and 12 attention heads.

Figure 2.1: BERT architecture overview

E. Vamvourellis 15
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2.1.3 Embeddings

BERT’s vocabulary uses WordPiece embeddings [25] with a 30,000 token vocabulary.
This helps BERT represent every word in existence, by combining learned tokens. Every
input must start with the [CLS] token, which is used for classification tasks. When there
are two sentences, we separate them with the [SEP] token. Those don’t have to be real
grammatically correct sentences, simple chunks of text are enough. For example, in the
question answering task, we separate the question from the text using the [SEP] token.
There is also the [PAD] token, which is used to pad smaller sentences to the maximum
model input size, and the [MASK] token which is usually used for pre­training.

The word embeddings are calculated as shown in the following image.

Figure 2.2: BERT embeddings

A token embedding is the learned embedding corresponding to each token in the sen­
tence. Token embeddings are meant to represent the meaning of the token. A segment
embedding is 0 for the first sentence, the one before the [SEP] token, and 1 for the second
one. Segment embeddings are meant to help the model distinguish the tokens belonging
to the first and the second virtual sentence. A position embedding is a fixed embedding,
depending on the position of the token in the sentence. For example, the first position
embedding will be the same for every sentence. These embeddings are the same as the
ones introduced in the original transformer paper. They exist to give the model a way to
understand how far a word is from another, since attention is calculated for all words, sim­
ultaneously. For example, if these embeddings did not exist, the model would not be able
to tell the difference between the first and the second ’I’ in the sentence ’I think, therefore
I am’. All these embeddings are added together to produce the input of BERT.

2.1.4 Pre­training

Even thought other language models like ELMo [15] and GPT [17][18] are pre­trained
from left­to­right or right­to­left, BERT is trained with a totally different method. A deep
bidirectional model is strictly more powerful than either a left­to­right model or the shallow
concatenation of a left­to­right and a right­to­left model. Unfortunately, standard condi­
tional language models can only be trained left­to­right or right­to­left, since bidirectional
conditioning would allow each token to indirectly “see itself”. In order to train a deep bi­
directional representation, BERT uses two new tasks for pre­training, Masked Language
Modeling (MLM) and Next Sentence Prediction (NSP).

Masked Language Modeling [20] is the task where we mask some tokens in a sentence
and ask our model to predict these tokens. For example, in the sentence ‘John went to

E. Vamvourellis 16
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the supermarket to buy some milk’ we can mask the word­token ‘supermarket’. Then, if
we give as input to our model the sentence ‘John went to the [MASK] to buy some milk’,
we expect it to predict the word ‘supermarket’ with a high probability. In our case we
pass the outputs of BERT, which are the final hidden vectors, through a softmax over the
vocabulary. In the original BERT, 15% of the tokens were masked in each sentence at
random. A downside of this procedure is that the [MASK] token does not appear in the
downstream task. To mitigate this, during pre­training we do not always replace masked
words with the actual [MASK] token. The training data generator chooses 15% of the
token positions at random for prediction. If a token is chosen, we replace this token with
the [MASK] token 80% of the time, a random token 10% of the time, or we leave the token
unchanged 10% of the time.

Next Sentence Prediction is the task where we give two virtual sentences, A and B, to
the model and ask it to predict whether or not the second sentence can logically follow
the first one. In our case, 50% of the time B actually follows A and 50% of the time B is
random sentence from the corpus. During this classification task we only use the [CLS]
token output of BERT.

We can understand that both these tasks are unsupervised, since they can be done on a
corpus without the need for human labeling.

2.1.5 Training data

The original BERTmodel was pre­trained on BooksCorpus (800M words) [27] and English
Wikipedia (2,500M words). From Wikipedia, only text passages were used, while lists,
tables, headers were ignored.

2.2 Problem definition ­ RAPTARCHIS dataset

The “Permanent Greek Legislation Code ­ Raptarchis3” contains Greek legislation until
2015, since the creation of the Greek state in 1834. It includes laws, decrees, regulations
and decisions with their respective amendments such as replacements, modifications and
deletions, while its only source of information is the Official Government Gazette. It con­
sists of 47 legislative volumes and each volume corresponds to a main thematic topic.
Inside each volume is divided into thematic subcategories which are called chapters and
subsequently, each chapter breaks down to subjects which contain the legal resources.
The total number of chapters is 389 while the total number of subjects is 2285. Each
legal document­resource is a json file whose structure is best explained by figure 2.4. It
contains several fields, but for our purposes we only use the fields chapter, volume, sub­
ject, header and articles. For the input, we concatenate the header and all the articles
into one large sentence. As for the label, we use the fields chapter, volume or subject,
corresponding to the classification task at hand.

The dataset contains three types of legal documents­resources for each thematic level,
based on their label frequency in the training and testing set: Frequent, few­shot and zero­
shot. Frequent classes occur more than 10 times in training documents. Few­shot classes
appear in 1 to 10 training documents. Zero­shot classes appear in the development and/or
test set, but not in the training set.

The following tables and images are taken directly from the paper introducing RAPT­

E. Vamvourellis 17
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Figure 2.3: RAPTARCHIS dataset structure

Figure 2.4: RAPTARCHIS dataset legal document­resource example

E. Vamvourellis 18
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ARCHIS [3] and will help us understand the dataset’s composition. As shown in Table 2.2
and 2.3, many classes are under­represented, especially in the subjects level, causing the
appearance of few­shot and zero­shot categories. This makes the subjects problem more
difficult than the volume and subject one, not only because it has more classes in general,
but also because it has more zero­shot classes. Figure 2.5 shows the token distribution
of the documents, in other words how many tokens­words each document contains.

Table 2.1: RAPTARCHIS characteristics (1)

Subset Docss Mean # of tokens per doc Short docs (<100 tokens)
Train (60%) 28536 600 15412 (54%)
Dev (20%) 9511 574 5175 (54,4%)
Test (20%) 9516 595 5075 (53,3%)
Total 47563 594 25662 (54%)

Table 2.2: RAPTARCHIS characteristics (2)

Total classes Frequent Few­shot (<10 occ.) Zero­shot
Volume 47 47 (100%) 0 0
Chapter 389 333 (85,6%) 53 (13,6%) 3 (0,7%)
Subject 2285 712 (31,2%) 1431 (62,6%) 142 (6,2%)

Table 2.3: RAPTARCHIS characteristics (3)

Total docs Frequent Few­shot (<10 occ.) Zero­shot
Volume 47563 47563 (100%) 0 0
Chapter 47563 47108 (99%) 445 (0,9%) 10 (<0,1%)
Subject 47563 38475 (80,9%) 8870 (18,6%) 218 (0,5%)

To summarize, our goal is to fine­tune BERT for three classification tasks: volume (47
classes), chapter (389 classes) and subject (2285 classes), using the RAPTARCHIS
Greek legal dataset. The more the classes are, the more difficult the problem becomes.

2.3 Other BERT models

Our corpus is in Greek, so we chose three BERT models that can ‘understand’ Greek.
These models are Greek­BERT, Greek­Legal­BERT and Multilingual­BERT. All of these
have an uncased vocabulary.

2.3.1 Greek­BERT

Greek­BERT is a model that has the same original BERT architecture, trained on the
Greek language. It was trained on 29GB of Greek corpus. Specifically, the Greek part
of Wikipedia (0,73GB, 0.08 billion tokens), the Greek part of the European Parliament
Proceedings Parallel Corpus (Europarl) (0,38GB, 0,04 billion tokens), and the Greek part
of OSCAR [14], a clean version of Common Crawl (27GB, 2,92 billion tokens). It has a
35000 tokens vocabulary.
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Figure 2.5: Dataset’s token distribution over docs

2.3.2 Greek­Legal­BERT

Greek­Legal­BERT is a model following the same original BERT architecture, trained on
the Greek legal language. It was trained on 4.5 GB of Greek legal corpus. Specifically
the entire corpus of Greek Legislation available in Nomothesi@ platform [2]. This corpus
consists of numerous laws, announcements and resolutions in the Greek Language. It has
a 35100 tokens vocabulary. Note that of the three models we use, Greek­Legal­BERT has
the smallest pre­training dataset.

2.3.3 M­BERT

M­BERT is a model that has the same original BERT architecture, trained on theWikipedia
pages of the top 100 languages with the largest Wikipedias. It was trained on 0,35GB of
Greek Wikipedia corpus and an extremely large Wikipedia mixed corpus. It has a 110000
mixed tokens vocabulary. Of those only around 1200 are for the Greek language.
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3. DOMAIN SPECIFIC ADAPTATIONS

Our dataset belongs to the legal domain and has legal domain specific language. This can
make it difficult for BERT to understand our documents. Instead of just fine­tuning Greek­
BERT, we could also try to expand­alter its vocabulary. This is most likely not needed for
Greek­Legal­BERT since it was originally pre­trained on the legal domain.

3.1 Background and Related work

There are not many papers that try to adapt BERT’s vocabulary to be more domain spe­
cific. Themain are BioBERT v1.0 [10] and Don’t Stop pre­training [6] which basically follow
the same technique. Most authors chose to pre­train a BERT model from scratch with a
new domain specific vocabulary, like Greek­Legal­BERT. There are, however, papers that
try to modify multilingual BERT’s vocabulary to create a version of BERT more suitable
for certain low resource languages, and report good results. We can assume that for a
multilingual BERT, a specific low recourse language’s vocabulary is considered domain­
specific vocabulary. Under this assumption, we can use the same techniques to modify
Greek­BERT’s vocabulary to the legal domain.

In all of the papers that try to alter the original BERT vocabulary to better suit a specific
domain (except exBERT’s [19]), the original vocabulary size remains the same. The new
words are added with the following two ways:

• Unused tokens: BERT’s vocabulary has 1000 [UNUSEDxxx] tokens that are meant
to help us expand it without getting into the trouble of changing its size, as that
would also mean changing the model’s weight dimensions. Greek­BERT only has
59 of those tokens.

• Removing ‘unpopular’ tokens: BERT’s vocabulary usually has words that do not ap­
pear in some domains. In our case, we can run the Greek­BERT tokenizer over the
whole dataset and flag the tokens that are not used even once. Those tokens exist
for sure. For instance, with a quick revision of Greek­BERT vocabulary, it contains
a lot of English words and abbreviations that are certainly absent from Greek legal
documents.

The newly added tokens won’t be recognized by BERT, as they won’t have trained em­
beddings. There are different techniques that appear in the literature, for initializing and
training those embeddings. I will present an overview of some of those below.

3.1.1 German­Legal­BERT

In the master thesis named “Effects of Inserting Domain Vocabulary and Fine­tuning BERT
for German Legal Language” [26], they try to do the same task with us, but for a Ger­
man legal dataset. They created their own slightly larger, than the original, German­Legal
vocabulary. They expected results similar to SciBERT [1] +0.6% on F1 score but found no
significant improvements when comparing the German­BERT with the expanded vocabu­
lary one. They suggest there is no improvement because “the original vocabulary already
includes 90% of the legal vocabulary. This is one of the characteristics that renders the
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legal domain especially hard to grasp for both humans and machines, many of the day­to­
day words are imbued with a different meaning when used in the legal context. SciBERT,
the pre­trained BERT model for scientific texts, improves around 0.60% on F1 across all
the datasets but their original­scientific vocabulary overlap is just 47%.”. We believe this
is not the case with the Greek language as many of the laws are outdated and written
before 1977.

3.1.2 Patch­BERT

Patch­BERT [12] introduces several ways to expand or alter BERT’s vocabulary. The best
results reported are +<1.2%. The methods described in the paper are ways to introduce
new subwords in the vocabulary. I will briefly describe some of the methods presented in
the paper:

• Add a new subword X. Find the closest subword Y already in BERT’s vocabulary,
using character distance. Subword X and Y share weights during fine­tuning.

• Find a subword X that is not used in the downstream task and replace it with a new
one Y. Y’s subword weights are initialized with X’s, but are free to change during
fine­tuning.

• Add a new subword and initialize its weights randomly.

• Lets say we want to add subword X. Find a similar subword, to the new subword,
using BERT’s mask word prediction. The new subword can share weights or have
the same initial weights.

We will not get into details for which methods were used to expand the vocabulary and
which to alter it, as all could be used for both. These methods could also be used for
adding­modifying whole words and not just subwords.

3.1.3 exBERT

ExBERT is a modified version of BERT to support an extension of plus 18k tokens to the
original vocabulary. In contrast to SciBERT, it isn’t just pre­trained from scratch with a new,
bigger, domain specific vocabulary. The goal is to change the vocabulary size without
changing the model’s weight dimensions, as this would mean that the entire model will
have to be pre­trained from scratch.

To achieve that, exBERT has an ‘expansion module’ to the vocabulary­to­embedding layer
and each hidden layer. The ‘expansion module’, added to each hidden BERT layer,
uses the same transformer­based architecture as BERT, with much smaller sizes. The
‘vocabulary­to­embedding expansion’ is exactly the same as the original vocabulary­to­
embedding layer, with the sole purpose of supporting the new vocabulary tokens. For a
better understanding of the architecture see the images below.

During pre­training all original BERT weights are frozen and just the ‘expansion mod­
ules’ are trained. ExBERT has a +1­3% F1 score, on the Named Entity Recognition
task, against BioBERT. While exBERT has more parameters (153M compared to 110M of
BioBERT), when comparing its performance for the same time of pre­training, exBERT out­
performs BioBERT (note that in the same time of pre­training, for example 24hrs, exBERT
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goes through less data when compared to BioBERT, 24% vs 34%, but it still manages to
outperform it).

Figure 3.1: Derivation of the sentence embeddings based on both the original and extension
vocabulary.

Figure 3.2: Each input sentence consists of n 768­dimensional embedding vectors, where n is 128.
The output embedding is a component­wise weighted (computed by the weighted block) sum of

outputs from the two modules.

3.1.4 Domain and task adaptive pre­training

Domain and task adaptive pre­training is a new technique for adapting a language model
better to a specific domain or task. The technique is simple, just continue pre­training your
model on a more domain specific corpus (DAPT). If such corpus is not available, continue
the pre­training on the task specific dataset the model will be fine­tuned on (TAPT). Con­
tinuing pre­training means that the model will perform the NSP and MLM tasks on the
chosen corpus. The domain or task specific datasets will most likely be smaller than the
general purpose dataset the model was originally trained on. This technique intuitively
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works because pre­training on a domain specific corpus will nudge the model’s weights in
the right direction. Another way to think of it, for the task adaptive pre­training, is that the
model will perform more epochs on the dataset we want to fine­tune it on, but it will not
overfit because the pre­training tasks are different than the downstream task. The best
results come from performing TAPT after DAPT.
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4. FINE­TUNING ON RAPTARCHIS

To evaluate our fine­tuned models we follow the RAPTARCHIS paper, in order to have a
measure of comparison. The following scores are reported: Recall (R), Precision (P), F1
score.

R = True positive
True positive + False negative

P = True positive
True positive + False Positive

F1 = 2 ∗ Precision + Recall
Precision ∗ Recall

We report scores separately for all the labels, frequent and few­shot.

4.1 BERT fine­tuning parameters

For the fine­tuning parameters we mostly followed the Greek­BERT suggestions, which in
turn follow the original BERT’s paper suggestions.

For the model architecture we also followed the original BERT’s paper suggestions for
fine­tuning. We just replaced the last layer with a classification layer that takes as input
the CLS token from the last layer’s embedding.

For the model input we concatenated each legal resource’s header and articles. If the max
length of 512 was reached, we truncated to 512. Otherwise if the length was less than
the maximum sentence length of the current batch, we padded to that maximum. Using
this padding technique we saved up to 20% off the training time. There is also this smart
batching technique [11] that could potentially save even more time but we chose not to
implement it.

We also think there is a chance this helps our model with few­shot classes. The padding
as we know has little to no effect on the results. But for the few­shot classes with less
than 10 examples, every little bit helps. We may confuse a little bit our model if more than
half the sentence is padding. This is also hypothesized in the last paragraph of [11] ”The
difference in accuracy ... is interesting ... It makes me curious to look at the attention mask
implementation more–perhaps the [PAD] tokens are still having some small influence on
the results.”

In the following table are the implementation details.

Table 4.1: Fine­tuning implementation details

Parameter value
Learning rate 0.00002
Batch size 8
Gradient clipping NONE
Patience 2
Scheduler optim.lr_scheduler.ReduceLROnPlateau(mode=

’min’, factor=0.5, patience=1)

E. Vamvourellis 25



Comp­BERT­ition: Which BERT model is better for Greek legal text classification?

4.2 Training environment

We used the free GPUs offered by Google Colab. Colab offers mainly 3 types of GPUs
in order of descending performance: Tesla P100, Tesla T4 and Tesla K80. The next table
shows the approximate time per epoch on the RAPTARCHIS dataset per GPU. M­BERT
took approximately 10 more minutes per epoch.

Table 4.2: Time per fine tuning epoch

GPU time per epoch
Tesla P100 25 min
Tesla P4 52 min
Tesla K80 60 min

4.3 Greek­BERT results

We run our own Greek­BERT fine­tuning procedure and reported very similar results to the
RAPTARCHIS paper. We used early stopping with patience equals 2. Volume, Chapter,
Subject took 5, 9, 14 epochs respectively.

Table 4.3: Greek­BERT results (from RAPTARCHIS paper)

All labels Frequent Few­shot
R P F1 R P F1 R P F1

Volume 88,2 88,2 88,2 88,2 88,2 88,2 ­ ­ ­
Chapter 81,4 81,4 81,4 81,4 81,8 81,6 81,3 40,2 53,8
Subject 79,3 79,3 79,3 80,8 83,4 82,1 73,3 68,7 70,9

Table 4.4: Greek­BERT results (our tests)

All labels Frequent Few­shot
R P F1 R P F1 R P F1

Volume 88,36 88,36 88,36 88,36 88,36 88,36 ­ ­ ­
Chapter 83,27 83,27 83,27 83,61 83,75 83,68 52,63 98,04 68,49
Subject 79,27 79,27 79,27 84,43 86,32 85,36 62,84 84,1 71,93

4.4 Greek­Legal­BERT results

We used the exact same parameters as in Greek­BERT fine­tuning. Volume, Chapter,
Subject took 4, 7, 14 epochs respectively.

It is worth noting that the scores were really high from the first few epochs. The last epochs
changed them only a bit. The scores are slightly better than the the ones we got using
Greek­BERT, with a 0,6% ­ 0,8% increase.
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Table 4.5: Greek­Legal­BERT results

All labels Frequent Few­shot
R P F1 R P F1 R P F1

Volume 89,07 89,07 89,07 89,07 89,07 89,07 ­ ­ ­
Chapter 83,98 83,98 83,98 84,42 84,57 84,49 44,21 95,45 60,43
Subject 80,04 80,04 80,04 84,5 86,93 85,7 66,48 82,9 73,79

4.5 M­BERT

Here we will discuss why the M­BERT model might be worth considering even thought
there are Greek and Greek­Legal BERT models also available.

4.5.1 Greek with transfer learning

As shown in Greek­BERT the average difference between Greek­BERT’s and M­BERT’s
(uncased) F1 score on the 2 easy (less language specific) tasks Part of Speech tagging
(PoS), Named Entity Recognition (NER) is around 1.04%. On the difficult Natural Lan­
guage Inference (NLI) (more language specific) it is around 6%. The difference in frag­
mentation ratio between Greek­BERT and M­BERT in all tasks is approximately 1. But
this does not affect the results as much as we would expect.

In our case Greek­BERT’s fragmentation ratio on the cleaned RAPTARCHIS training data­
set is 1.561 and M­BERT’s is 2.932. The difference is around 1.4. Our classification task
is closer to difficulty to PoS and NER, so we could expect M­BERT to have similar results
to Greek­BERT in RAPTARCHIS.

It is true that M­BERT has the smallest Greek pre­training dataset, but the larger overall­
mixed pre­training dataset. Its dataset consists of 100 different languages. Some of those
could help it ‘understand’ Greek better through transfer learning.

From a linguistics perspective the Greek language is part of a larger family named Indo­
European, this contains Albanian, Armenian, Balto­Slavic, Celtic, Germanic, Hellenic,
Indo­Iranian and Italic [23]. Those languages could, theoretically, help our model learn
Greek easier. The Greek language is also part of a smaller group named Hellenic lan­
guages, but the only modern language of that group is modern Greek [22].

Hindi, Russian, Urdu, Bulgarian, Arabic help BERT learn the Greek language faster [13]
[9]. The following image is taken directly from the paper, Greek is on the 4rth row annotated
‘el’. The rows indicate the target language BERT tries to learn. The columns indicate the
auxiliary languages used in addition to the target language, in the hope that they can
help BERT ‘understand’ the target language better. The table shows the performance
difference of accuracy scores for zero­shot learning on some dataset. The larger the
difference, the more the auxiliary language helps the target.

We observe that all languages tested, except Swedish and English, help more or less the
Greek language. M­BERT was trained on all of those languages. We could expect that
could help the model.
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Figure 4.1: BERT zero­shot accuracy difference from crosslingual transfer learning

4.5.2 Results

We used the exact same parameters as in Greek­BERT fine tuning. Volume, Chapter,
Subject took 7, 10, 16 epochs respectively. M­BERT did remarkably well, considering that
it was trained on a really small Greek dataset and has only about 1/30 of the vocabulary,
compared to the other tow models. Here the scores are considerably worse that the other
two models, with a 0,3%­4,2% difference.

Table 4.6: Μ­BERT results

All labels Frequent Few­shot
R P F1 R P F1 R P F1

Volume 87,63 87,63 87,63 87,63 87,63 87,63 ­ ­ ­
Chapter 80,77 80,77 80,77 81,15 81,23 81,19 46,32 95,65 62,41
Subject 75,08 75,08 75,08 83,12 84,96 84,03 46,45 71,92 56,44

4.6 Numbers free dataset ­ Cleaning

We noticed a lot of numeric values in the RAPTARCHIS dataset that, we hypothesize, are
not helping the model predict the correct class. We trained Greek­BERT on the dataset
after removing all the numbers using the following procedure. Just deleting the numeric
values, this is the simplest way possible and it definitely isn’t perfect. For example the
sentence “Σύμφωνα με τον νόμο 1234/2006” will become “Σύμφωνα με τον νόμο /”, the ‘/’
will not be deleted. We also tried replacing all the numbers with #, so as to give the model
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the information that some number was there instead of totally removing that number. The
above example, then, becomes “Σύμφωνα με τον νόμο #/#”. The # symbol is not in Greek­
BERT’s vocabulary so we replaced the number 5 with #. The newly introduced symbol’s
embedding is the embedding of 5 (it is free to change during fine­tuning).

4.6.1 Fine­tuning results

Fine­tuning for numbers replaced with # took 6, 4, 10 epochs for Volume, Chapter, Subject
respectively.

Table 4.7: Greek­BERT results with numbers replaced with #

All labels Frequent Few­shot
R P F1 R P F1 R P F1

Volume 88,17 88,17 88,17 88,17 88,17 88,17 ­ ­ ­
Chapter 82,96 82,96 82,96 83,35 83,41 83,38 47,37 91,845 62,5
Subject 74,91 74,91 74,91 80,8 83,12 81,94 55,01 85,91 67,08

Fine­tuning for number free dataset took 4, 6, 9 epochs for Volume, Chapter, Subject,
respectively.

Table 4.8: Greek­BERT results with numbers free dataset

All labels Frequent Few­shot
R P F1 R P F1 R P F1

Volume 89,4 89,4 89,4 89,4 89,4 89,4 ­ ­ ­
Chapter 81,33 81,33 81,33 82,0 82,03 82,02 17,89 94,44 30,09
Subject 77,09 77,09 77,09 81,24 84,56 82,86 64,26 89,3 74,75

In the volume and chapter classes, removing the numbers from the dataset was clearly
a better solution, as we reached the same accuracy with almost half as many epochs.
When considering the subject classes, none of the cleaning methods managed to reach
the desired accuracy.

4.6.2 Conclusions

The most difficult classification problem is the one about the subject classes out of the
three. Not only does it have a greater number of classes, but it also has a high percentage
of few and zero­shot classes. Our initial assumption, that the numeric values in the dataset
are not helping the model, was obviously incorrect.

There are two main probable reasons that can explain these results:

• The numbers in the dataset provide no information at all, but act as noise that helps
our model generalize. This is not likely, because if it was true, the model without the
numbers probably wouldn’t outperform the ‘#’ one.

• numbers in the dataset provide information about the class. For this to happen,
some numbers must appear in the dataset a considerable amount of times.
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To test the first hypothesis we fine­tuned a Greek­BERT model on RAPTARCHIS and
replaced all the numbers in the dataset with a random number of the same length. For
example the sentence “Σύμφωνα με τον νόμο 1234/2006” will become “Σύμφωνα με τον
νόμο 8932/8352”. These are the results after epoch number 11 on the Subject classifica­
tion problem, which was the one the other models fell short.

Table 4.9: Greek­BERT results with Numbers replaced by random numbers

All labels Frequent Few­shot
R P F1 R P F1 R P F1

Subject 77,76 77,76 77,76 82,26 84,71 83,46 63,94 85,74 73,25

The model still didn’t reach the goal. That shows that the numbers must provide some
information. This can only happen if some numbers are repeated a significant amount of
times in the dataset. After testing we find that a lot of numbers (around 350) are repeated
more than 100 times in the RAPTARCHIS dataset. Some of those numbers are, 1948,
1949, 195, 1950, 1951, 1952, 1953, 1954, 1955, 1956, 000, 01, 02, 08, 09, 10, 100,
115, 116, 117, 118, 119, 12, 120, 121. We conclude that the truth must be somewhere in
between, some numbers provide meaningfull information and others act as noise.

4.7 Conclusions

The Greek­Legal­BERT model yields the best results, based on the F1 score, in almost all
categories and classes, except the few­shot chapters. Second comes Greek­BERT with
slightly worse scores. M­BERT has better scores than expected but still comes last.

Table 4.10: All fine­tuning F1 scores

Greek­BERT Greek­BERT (our tests) Greek­Legal­BERT M­BERT
Volume 88,2 88,36 89,07 87,63

All labels Chapter 81,4 83,27 83,98 80,77
Subject 79,3 79,27 80,04 75,08

Volume 88,2 88,36 89,07 87,63
Frequent Chapter 81,6 83,68 84,49 81,19

Subject 82,1 85,36 85,7 84,03

Volume ­ ­ ­ ­
Few­shot Chapter 53,8 68,49 60,43 62,41

Subject 70,9 71,93 73,79 56,44
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5. DOMAIN AND TASK ADAPTIVE HEURISTICS

TAPT and DAPT are more expensive relatively to just fine­tuning. The more the domain
and task specific the vocabulary and language are, the more gains we expect. We calcu­
lated some heuristics to evaluate if it is worth performing TAPT and DAPT for the RAPT­
ARCHIS dataset and generally for the Greek legal domain.

5.1 RAPTARCHIS dataset exploration

Up until 1977 all Greek legal documents had to be written in Katharevousa. Katharev­
ousa is very different than Demotics­Modern Greek. Greek­BERT is trained on Demotics.
Greek­Legal­BERT’s dataset, Nomothesi@, containers laws written after 1990. Rapt­
archis on the other hand contains 27807 (58.46%) laws before 1977 and only 19756
(41.54%) laws after 1977. That makes our dataset difficult, as it is mostly written on a
different­older Greek dialect.

5.2 BERT vocabulary exploration

In the following table are the number of english words and numbers in Greek and Legal
BERT vocabulary.

Table 5.1: BERT vocabulary composition

Total words Unused English words Numbers
Greek­BERT 35000 100(0,35%) 3847 (11,02%) 627 (1,79%)
Legal­BERT 35100 100(0,35%) 3000 (8,57%) 3363 (9.6%)

Greek­BERT has more English words in it’s vocabulary. Legal­BERT’s vocabulary has
more English words than expected and contains more than 5 times more numbers.

5.3 BERT Vocabulary overlap

We calculated the overlap between the vocabulary of Greek­BERT, Greek­Legal­BERT
and M­BERT. This is calculated based on the following formula:

overlap = |vocab1∪vocab2|
|vocab1∩vocab2|

In figures 5.1 and 5.2 we include the results, considering the whole M­BERT’s vocabulary
on the first case, and only the Greek words from M­BERT’s vocabulary on the second
case. The overlap between M­BERT and the other models is larger when we include all
the words because there are a lot of numbers in M­BERT’s vocabulary.
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Figure 5.1: BERT vocabulary overlap (all)

Figure 5.2: BERT vocabulary overlap (Greek words only)
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5.4 Fragmentation ratio

The word fragmentation ratio is defined as the average number of sub­word tokens per
word. In other words, we ran each BERT tokenizer on each dataset and measured in
average, in how many subwords each BERT model breaks each word down. The results
are shown in table 5.2.

Table 5.2: Fragmentation ratio

RAPTARCHIS Nomothesia Europarl + OSCAR + Greek wiki
Greek­BERT 1,646 1,154 1,151
Legal­BERT 1,513 1,06 1,277
M­BERT 2,968 2,059 1,277

Obviously, Greek­Legal­BERT has the lowest fragmentation ratio on Nomothesia, the
dataset it was trained on. The same is true for Greek­BERT and Europarl + OSCAR +
Greek wiki. M­BERT has the worst fragmentation ratios in all three datasets since it has
the smallest vocabulary.

5.5 Pre­training dataset overlap

In Gururangan et al [6] they use pre­training dataset vocabulary overlap to measure the
similarity of pre­training datasets. The less similar the datasets are, the more a model will
benefit from TAPT and DAPT. This is calculated by taking the top 10k most frequent words
from each dataset and just like the vocabulary overlap, calculate the formula for overlap:
overlap = |vocab1∪vocab2|

|vocab1∩vocab2| . In their paper they took a sample of around 50k documents from
each dataset. We calculated this metric based on all the whole datasets (this takes up to
70GB of RAM).

Figure 5.3: Pre­training dataset overlap between Greek­Legal­BERT, Greek­BERT and RAPTARCHIS

RAPTARCHIS has a greater overlap with Greek­Legal­BERT’s pretraining dataset than
Greek­BERT’s, as expected. Although we don’t have M­BERT’s exact pretraining dataset,
it certainly has the smallest overlap with RAPTARCHIS. All in all, M­BERT is expected to
have greater gains from DAPT, followed by Greek­BERT.
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6. CONCLUSIONS AND FUTURE WORK

At the beginning of this thesis, we explored the architecture of the BERTmodel and vocab­
ulary. We also explored some Greek legal datasets. We fine­tuned three BERT models
on the RAPTARCHIS dataset, on three classification tasks each. The multilingual model
did considerably worse, but still exceeded our expectations, while the Greek­Legal model
was undoubtedly the best. We also tried to find if the numbers in our dataset are useful.
Finally, we compared techniques for making BERT’s score better on a task with a more
domain specific vocabulary and calculated some heuristics that can calculate the domain
specificity of the corpus. We concluded that DAPT and TAPT are worth considering for
the Greek­Legal domain. We hypothesize, based on those heuristics, that maybe with
some vocabulary adjustments, like those introduced in Sangwhan et al [12], after DAPT
and TAPT, the multilingual model could surpass both the Greek and Greek­Legal models.

For the future, we plan to apply TAPT and DAPT to all three models and also alter M­
BERT’s vocabulary to test our hypothesis.
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ABBREVIATIONS ­ ACRONYMS

AI Artificial Intelligence

NLP Natural Language Processing

BERT Bidirectional Encoder Representations from Transformers

TAPT Task Adaptive pre­training

DAPT Domain Adaptive pre­training

DNN Deep Neural Networks

P Precision

R Recall

NER Named Entity Recognition

PoS Part of Speech tagging

NLI Natural Language Inference
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