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ΠΕΡΙΛΗΨΗ

Στην συγκεκριμένη εργασία συγκρίνουμε την RTL προσομοίωση με την προσομοίωση
σε μικροαρχιτεκτονικό επίπεδο, επισημαίνοντας το ισοζύγιο απόδοσης και ακρίβειας
μεταξύ αυτών των δύο. Στην προσπάθειά μας να εκμεταλλευτούμε την ταχύτητα και
την προσαρμοστικότητα του μικροαρχιτεκτονικού επιπέδου, χωρίς να παραμερίζουμε
την επίπτωση στην ακρίβεια, διαμορφώνουμε το μοντέλο μικροαρχιτεκτονικού επιπέδου
σε σχέση με το μοντέλο RTL. Η μελέτη μας επικεντρώθηκε σε έναν υπερβαθμωτό,
εκτός σειράς πυρήνα, ο οποίος χρησιμοποιεί RISCV αρχιτεκτονική συνόλου εντολών.
Η προσπάθεια αντιστοίχισης των δύο μοντέλων, η οποία επιτεύχθηκε μέσω έρευσης
της τιμής συμαντικών μικροαρχιτεκτονικών παραμέτρων και εκτελέσεων στοχευμένων
προγραμμάτων, οδήγησε σε σφάλμα προσομοίωσης 15.35%. Κλέινοντας, στο μέλλον
σχεδιάζουμε να ανακάλυψουμε επιπλέον τιμές αρχιτεκτονικών παραμέτρων και να
βελτιώσουμε την ακρίβεια της προσομοίωσης μας χρησιμοποιώντας εξελιγμένους
επεξεργαστές και full system μοντέλα.

ΘΕΜΑΤΙΚΗ ΠΕΡΙΟΧΗ: Αρχιτεκτονική Υπολογιστών

ΛΕΞΕΙΣ ΚΛΕΙΔΙΑ: αρχιτεκτονική υπολογιστών, προσομοίωση RTL, προσομοίωση σε
μικροαρχιτεκτονικό επίπεδο, επικύρωση μοντέλου, RSD, gem5





ABSTRACT

In this work we compare RTL with microarchitecturelevel simulation highlighting the per
formance vs accuracy tradeoff between the two. In an effort to benefit from the higher
speeds and flexibility of microarchitecturelevel simulation while not significantly affecting
simulation accuracy we strive to finetune the microarchitectural model to closely match
the RTL one. Throughout this work wemake use of the RISCV ISA targeting a superscalar
outoforder opensource core. After going through our matching process which includes
microarchitectural parameter discovery and matching followed by thorough benchmarking
we achieve a 15.35% simulation error. In future work we plan to streamline the microar
chitectural parameter discovery and improve simulation accuracy while also use more
advanced processor and full system models.

SUBJECT AREA: Computer Architecture

KEYWORDS: computer architecture, RTL simulation, microarchitecturelevel simulation,
model validation, RSD, gem5
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1. INTRODUCTION

1.1 Computer Architecture Primer

In the last few decades the field of computing has seen major improvement and has trans
formed the way that people consume their entertainment, communicate with each other
and work. Aside from affecting the daily lives of billions of people, computers are critical in
solving some of the most important problems humanity has to face such as finding novel
ways to fight disease, predicting and controlling the effects of climate change and under
standing the hidden secrets of the universe. One of the main drivers behind the rapid
growth of computing is the continued improvement of computer hardware that enables
more complex and sophisticated software to be developed, tested and executed.

Computer architecture is the field of computer science and engineering that encompasses
the design of computer systems balancing performance and energy efficiency according
to expected user demands while staying within cost, power, area and reliability constraints.
A computer architect must be well versed in the design of the instruction set architecture
(ISA), computer organization (microarchitecture), digital design and physical implemen
tation topics such as integrated circuit design, packaging and power management tech
niques [28], [35]. Nowadays computer systems are very complex and contain a mix of
microprocessors (central processing units  CPUs), graphics processing units (GPUs),
domain specific accelerators and high speed peripherals often in one system on a chip
(SoC). Computer architects are expected to combine these components to create a com
puter system that meets the user’s requirements in terms of power, performance and re
liability. The microprocessor (CPU) is the central component of such system. It executes
the bulk of program code while also coordinating the rest of the system components.

When designing a microprocessor the architect must first design a new instruction set
architecture (ISA) or utilize an existing one. The ISA is the interface between the hardware
and software layers of a computer system. It specifies the behavior of machine code
instructions. According to [28], there are seven main aspects of an ISA.

i. Class of ISA. The vast majority of ISAs used nowadays are generalpurpose regis
ter architectures. They use registers and memory addresses as operands for their
instructions. Most modern ISAs belong to a subgroup of the aforementioned class
called LoadStore ISAs where memory operands are only used in load and store in
structions and not in arithmetic or logic operations.

ii. Memory addressing. Almost all recent desktop and server class ISAs employ byte
addressing to access the memory system. Some of them require that memory objects
be aligned1 whereas others allow unaligned accesses usually at a reduced speed due
to multiple memory accesses required for unaligned operands.

1The requirement that the address of an object is always a multiple of its size in bytes
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iii. Addressing modes. Addressing modes determine the way that operands are de
fined in machine code instructions. This includes registers, constants and memory
addresses.

iv. Types and sizes of operands. Most ISAs support a range of operand sizes. Common
operand sizes are 8bits (ASCII character), 16bits (Unicode character or half word),
32bits (integer, single precision floating point or word) and 64bits (long integer, dou
ble precision floating point or double word).

v. Operations. ISAs usually include a variety of arithmetic, logical, data transfer, con
trol and floating point operations. More complex and specialpurpose instructions are
often included to accelerate certain workloads.

vi. Control flow instructions. Effectively all ISAs support control flow instructions like con
ditional and unconditional branches, routine calls and returns. For such instructions
PCrelative addressing is most commonly used.

vii. Encoding an ISA. There are two main approaches to encoding instructions. Fixed
length and variablelength encoding. The main tradeoff between these two is code
size and complexity of the decode hardware. Using fixedlength encoding can reduce
the size of the decode unit but usually results in larger compiled code size.

After deciding on an ISA, the architect must begin implementing it. Nowadays, with ISAs
being quite similar and new ISA design rare, the bulk of the design effort is put into the
implementation [28] to maximize performance or other parameters. There are two main
parts that go into implementing an ISA, organization and hardware implementation. Or
ganization or otherwise known as microarchitecture refers to the highlevel design of the
memory system, the memory interconnect and the microprocessor core where the func
tional and control units of the microprocessor reside. The hardware implementation in
cludes the complete logic design, integrated circuit design, fabrication and packaging of
the microprocessor or SoC.

Figure 1.1 depicts the abstraction layers of a computer system that computer architects
mostly deal with. The two middle layers i.e the ISA and the Microarchitecture are the main
focus of computer architecture but the two layers above and the two layers below them
are very important to keep in mind to achieve optimal performance and stay within power,
cost and area constraints.

1.2 A Brief History of Microprocessors

The term microprocessor refers to a computer processor where the datapath and control
digital logic are included in a single integrated circuit. The microprocessor accepts binary
data as input and processes it according to stored instructions. The integration of the en
tire processor into a single chip reduces power consumption and cost and contributes to
increased performance when compared to a discrete processor design. Microprocessors

O. ChatzopoulosG. Fragkoulis 20
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Figure 1.1: Computer Architect view of the Computer System Stack

are also more reliable than their discrete counterparts. The Intel 4004 is considered to
be the first commercial microprocessor design, having used 2300 integrated transistors
in 10um technology, being released in 1971 [24]. From that point of time onwards mi
croprocessors have become increasingly complex in order to continually provide better
performance and power efficiency. There are two main driving forces behind this gen
erational improvement: advancement of semiconductor technology and architectural and
microarchitectural innovation.

Figure 1.2 plots performance of microprocessors over time. Yearly improvement varies
between time periods. During the first years of microprocessors, performance increased
at a steady pace of 25% every year. This growth was mainly driven by improvements in
semiconductor technology. After 1986 performance improvement jumped to 52% yearly
which is mainly ascribed to more advanced architectures and microarchitectures associ
ated with RISC designs. After 2003 which signified the end of Dennard scaling2 and the
available instructionlevel parallelism (ILP), improvements dropped back again to 23% an
nually. In the 2011 to 2015 period performance improvement dropped again to 12%mainly
due to the inherent limitations of parallel computing as described by Amdahl’s law3. Finally,
from 2015 to 2018, with the end of Moore’s law4 improvement was just 3.5% per year. In
the last few years though, due to a more aggressive push towards newer manufactur
ing processes and microarchitectures from companies like AMD and Apple, generational
performance improvements have somewhat increased as shown in Figures 1.3, 1.4.

To achieve maximum performance in the post Moore’s law era microarchitectures usually
2Scaling law stating that as transistors get smaller their power density stays constant making the power use proportional to the

circuit area
3A formula which gives the maximum theoretical speedup of a fixed workload upon the improvement of one part of the system

that executes it
4The observation that roughly every two years the number of transistors in dense ICs doubles
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implement the following common design features [25].

• Pipelining. Pipelining divides the execution of instructions into different stages allow
ing several instructions in different phases to be processed simultaneously (partial
overlapping of instructions execution). This technique increases instruction level
parallelism. Virtually all mobile, desktop and server class microprocessors nowa
days implement pipelining due to it’s inexpensive implementation and significant
contribution to performance.

• OutofOrder Execution. OutofOrder (OoO) microprocessors don’t necessarily ex
ecute instructions in program order but execute them in an order based upon the
availability of the instruction operands and the execution units. OoO execution or
otherwise known as Dynamic Scheduling increases the amount of instruction level
parallelism by reducing avoidable stall cycles.

• Superscalar Execution. Superscalar microprocessors can execute more than 1 in
struction simultaneously in all pipeline stages (full overlapping of instructions exe
cution). This means that a throughput higher than 1 instruction per cycle can be
achieved (depending on the code being executed).

• Vector Extensions. Most microprocessors nowadays support vector instructions.
These instructions are also known as SIMD instructions (Single Instruction Multiple
Data). Vector instructions increase data level parallelism.

• Multiple Cores. Microprocessors nowadays have more than one core. A core is a
standalone entity that can execute a stream of instructions called a thread. Multicore
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Figure 1.3: AMD Zen Architecture IPC Improvements [21]

Figure 1.4: Apple M1 Performance vs Power [1]
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processors can execute multiple threads simultaneously using separate hardware
resources. Synchronization and communication among threads is provided.

• Multithreading. Multithreading allows a single core of a microprocessor to exe
cute multiple instructions simultaneously. The key difference between multicore and
multithreaded processors is that simultaneously executed instructions use separate
hardware in multicore processors whereas in multithreaded processors they utilize
mostly the same hardware. Multithreading is often implemented for each core in a
multicore microprocessor.

As mentioned above, design complexity has increased exponentially since the advent of
the first microprocessor 50 years ago. Nowadays, some top of the line chips contain
almost 40 billion transistors in 7nm technology. This increase in complexity requires a
layered approach to design in order to create microprocessors within reasonable time
frames that not only are high performance but also present high reliability. One crucial
part of this multilayered design effort is simulation. Simulation is widely used for design
space exploration, debugging and power and performance estimation. Without simulation
frameworks companies would have to spend millions in hardware prototypes that would
be shortly discarded. Aside from cost the time to design microprocessors would be highly
affected since foundries that manufacture chips using cutting edge fabrication nodes are
few and have extremely tight schedules especially for low volume orders. In the next
section we will discuss about different levels of microprocessor simulation and present
the key differences between them.

1.3 Microprocessor Simulation Levels

Simulating a microprocessor is a multifaceted endeavour and thus there are many differ
ent approaches that suit different use cases. There exist many different simulation levels
that differ in simulation speed, accuracy, degree of customization and level of abstraction.
The four main simulation levels that are widely used in both academia and industry are
Application Binary Interface Simulation, Instruction Set Architecture Simulation, Microar
chitecture Simulation and Register Transfer Level Simulation [30].

Application Binary Interface (ABI) simulation is at the highest level of abstraction. The
ABI specifies an interface for program interaction, usually between a user program and
a library or operating system. The specification determines procedure call conventions,
data types and system calls. ABI simulation entails implementing an ABI of one system
on another system using the latter system’s primitive constructs. An example of such
simulation is the Windows Subsystem for Linux (Version 1) [30].

Instruction Set Architecture (ISA) simulation is one step below ABI simulation in the ab
straction ladder. At this level the result of executed instructions is simulated without taking
into account the digital logic that a real processor implementation entails including the no
tion of power and timing [30]. This type of simulation is also known as functional simulation
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and can be found in various commercial and opensource projects such as Vmware Work
station, QEMU and Spike. When using this simulation method the user can run binaries
that are compiled for the target system without modification.

When in need of a more detailed simulation platform (i.e one that more faithfully resembles
the hardware) the next logical step is Microarchitecture Simulation. Microarchitectural sim
ulators use software to emulate the different microprocessor hardware components such
as the fetch unit, the decode unit, the execution units, the memory system and scheduling
block. Such simulators are often used at some point of the design of a microprocessor to
perform designspace exploration. Some examples of microarchitectural simulators are
Simics [32], PTLsim [44], SimpleScalar [15], OVPsim [4], Spike [6], MARSSx86 [3], Sniper
[7] and gem5 [2] [18].

Register Transfer Level (RTL) simulation is the most detailed simulation one can run while
still being able to practically simulate an entire microprocessor (running gate level or tran
sistor level simulations is highly impractical for such large scale designs). RTL models
directly describe hardware using a hardware description language like (System)Verilog or
VHDL. These models are inherently cycleaccurate since virtually the same RTL code is
used to synthesize the actual hardware. RTL simulation can be run on different stages
of the design process namely before synthesis which is called behavioral RTL simula
tion or after synthesis and technology mapping which is called postimplementation RTL
simulation. The latter does not only provide the cycle count and verification of functional
correctness but also includes timing, power and area data [39].

Microarchitecture and RTL simulation are the most useful in microprocessor design. The
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main tradeoff between the two is accuracy versus speed as can be seen in Figure 1.5.
Microarchitecture simulation, depending on the level of detail of the software emulating the
microprocessor components, can bemoderately to very fast whereas RTL simulation even
when it is just behavioral is relatively slow. The advantage of RTL simulation is accuracy
of the hardware modeling, making cycleaccurate simulation almost always guaranteed.
Moving to a postimplementation model also provides us with timing, power and area
information. One key advantage of microarchitectural simulation is that it is a powerful
designspace exploration tool as software models are easy to modify and there exists
a large library of offtheshelf components to choose from. In recent years significant
efforts have been made to design configurable RTL models and also create libraries of
hardware components that can be used interchangeably [16], [12]. In our opinion such
projects along with hardware accelerated RTL simulation may be the future of hardware
design yet the maturity of the provided frameworks is currently not on par with widely used
microarchitectural simulators.

1.4 Thesis Goal

In this work we focus on the tradeoffs between cycleaccurate microarchitecture simulation
vs. cycleaccurate behavioral RTL simulation for performance analysis. Cycleaccurate
models utilize detailed component descriptions with many parameters thus creating haz
ards for simulation error to occur when comparing two such models. These errors can
occur due to parameter mismatch or inherent differences in the component implementa
tion.

We aim to finetune the parameters of a fast microarchitectural model in a widely used mi
croarchitectural simulator to match a detailed behavioral RTL microprocessor model. We
intend to fully benefit from the higher throughput, easily modifiable and mature microarchi
tecture simulation framework while minimizing the simulation error as much as possible,
leveraging our knowledge of key hardware details of the RTL model. The key metric of
simulation accuracy used is the cycles ratio of the two models. In cases of high simulation
discrepancy the main sources of error will be explored.

After an extensive literature review we have identified very few publications that tried to
achieve similar goals [10], [23], [19], [18]. What differentiates our work from previous
efforts is the use of a RISCV OutofOrder RTL microprocessor model which to the best

Table 1.1: Simulation Throughput in Hz

Simulation Levels Throughput Rate in Hz
Application Binary Interface ≈ 109

Instruction Set Architecture ≈ 106

Microarchitecture ≈ 105

Register Transfer Level ≈ 103

O. ChatzopoulosG. Fragkoulis 26



Evaluation of the Accuracy and the Performance of Register Transfer Level and Microarchitecture Level CPU Models

of the authors’ knowledge has not been attempted before. Most studies focus on ARM and
x86 ISAs whereas RISCV based works use InOrder cores and FPGA based simulation.

1.5 RISCV Instruction Set Architecture

RISCV is a stateoftheart, licensefree, royaltyfree, openstandard ISA specification
that was originally designed at UCBerkeley [5]. Nowadays RISCV is maintained by RISC
V International a nonprofit organization based in Switzerland to avoid conflicts due to US
trade regulations. Before delving into the basics of RISCV one needs to understand why
an open ISA specification is needed.

According to [14] there are no good technical reasons why current popular ISAs are propri
etary. The decision to make an ISA proprietary is usually profit driven. Companies patent
specific peculiarities of their designs and then sell licenses that can cost somewhere in the
range of $1M  $10M and can even restrict implementation of the ISA to a few company
created and approved designs. This decision is certainly sound in a business sense but
contributes to the creation of monopolies and the suppression of competition and innova
tion. Furthermore, the notion that only big companies can design an ISA is incorrect, nor
are commercial ISAs pinnacles of elegant and streamlined design as they often include
obscure instructions for backwards compatibility and patent purposes. Finally, the free
and opensource distribution of a processor designed using a licensed proprietary ISA is
impossible since modification or use of the design in a commercial product would result
in a patent violation. It is thus clear that a free opensource ISA would greatly benefit the
industry as it would facilitate a truly open market of processor designs. As observed in
the software world this would enable innovation, decrease the cost of SoCs and provide
businesses and researchers with open processor designs which they can customize and
use for their own purposes.

Since the need for an open ISA is now apparent we will explore why RISCV is well suited
to fit the role of the leading open ISA.

• RISCV as the name implies is a Reduced Instruction Set Computer (RISC) ISA.
The number five refers to the number of generations of RISC architecture that were
developed at the University of California, Berkeley. All commercial ISAs nowadays
are RISC ISAs or translate their instructions to RISC microoperations [40]. The
benefits of RISC ISAs have been extensively discussed in Computer Architecture
books and publications but the aforementioned fact should convince even the most
skeptical readers.

• RISCV is designed to support all classes of computers, from the tiniest Internet of
Things (IoT) devices to the largest WarehouseScale Computers (WSCs). This is
achieved by meeting four important requirements [14].

i. Be a Base + Extension ISA. This allows the ISA to have a small core set of
instructions that compilers and operating systems can use while also providing
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standard extensions such as floating point or bit operations for specific applica
tions. There is also space for custom instructions to control applicationspecific
accelerators present in the SoC. Application specific accelerators are already
widely used in practice and are according to prominent computer architects a
way to counter the slowing of Moore’s Law [29].

ii. Compact Code Size. This allows area and cost constrained devices such as
embedded microcontrollers to utilize their limited memory more efficiently.

iii. Quadruple Precision Floating Point Support alongside Single and Double Pre
cision Floating Point. Large simulations and scientific computations that run
on WSCs require extreme floating point accuracy and support for very large
numbers.

iv. 128bit Addressing alongside 32bit and 64bit Addressing. This ensures that
computers from the tiniest IoT devices to the largest WSCs will have the ap
propriate address size even after many decades have passed.

• RISCV has seen wide community adoption and is being used extensively in industry
and academia. This momentum has in our opinion already made RISCV the de
facto standard open ISA.

RISCV as its Berkeley designed RISC predecessors is a simple loadstore instruction set
designed for efficient compiler targeting and pipelining by maintaining a fixed instruction
set encoding. The ISA is organized as four base instruction sets: RV32I, RV32E, RV64I
and RV128I. RV32I is the base 32bit integer instruction set with 32 general purpose reg
isters. RV32E is a variation of RV32I with only 16 registers to make implementing low
end embedded processors easier. RV64I and RV128I are the base 64bit and 128bit
integer instruction sets which again have 32 64bit and 128bit general purpose registers
respectively. There also exist many optional extensions for various use cases like the F
and D extensions that add single and double precision floating point support, the M ex
tension which adds multiplication and division capabilities, the A extension which adds
atomic instructions for parallel programming and others [28], [8].

In this thesis we focus on the RV32IM and RV64IM ISAs since they are supported by
our tools. RV64IM is a superset of RV32IM. Both ISAs’ registers are shown in Table 1.1.
The x0 register has a constant value of zero to enable the synthesis of more complex
instructions from simpler ones by the compiler. There also exist some special purpose
registers that contain status and configuration bits. The integer data types supported by
RISCV are 8bit bytes, 16bit halfwords, 32bit words and 64bit double words. RV32I can
handle operations up to 32bits whereas RV64I can handle operations up to 64bits. Data
types that do not completely fill the architectural registers are either zero or signextended
depending on the signedness of the data. RISCV supports only two data addressing
modes namely immediate and displacement addressing. However through clever use of
zeros the register indirect and limited absolute addressing modes can be implemented
[28].
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Table 1.2: RV32I/64I uservisible registers [28], [8]

Register Name Use
x0 zero Constant value 0
x1 ra Return address
x2 sp Stack pointer
x3 gp Global pointer
x4 tp Thread pointer

x5-x7 t0-t2 Temporaries
x8 s0/fp Saved register/Frame pointer
x9 s1 Saved register

x10-x11 a0-a1 Function arguments/return values
x12-x17 a2-a7 Function arguments
x18-27 s2-s11 Saved registers
x28-x31 t3-t6 Temporaries

RISCV instructions are encoded using a 32bit fixed length encoding scheme making
pipelining easier. The 6 possible instruction encodings can be seen in Figure 1.6. The
opcode specifies the general type of instruction while the funct fields determine the spe
cific operation. A 12bit constant field is provided for displacement addressing, immediate
constants or PCrelative addressing. The majority of RV32I and RV64I instructions can be
seen in Table 1.2. Following the RISC paradigm instructions are simple and orthogonal to
each other providing an efficient compiler target and relatively straightforward hardware
implementation.
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31 25 24 20 19 15 14 12 11 76 0

funct7 rs2 rs1 funct3 rd opcodeR

31 20 19 15 14 12 11 76 0

imm[11:0] rs1 funct3 rd opcodeI

31 25 24 20 19 15 14 12 11 76 0

imm[11:5] rs2 rs1 funct3 imm[4:0] opcodeS

31 30 25 24 20 19 15 14 12 11 876 0

imm[12|10:5] rs2 rs1 funct3 imm[4:0|11] opcodeSB

31 12 11 76 0

imm[31:12] rd opcodeU

31 30 21 20 19 12 11 76 0

imm[20|10:1|11|19:12] rd opcodeUJ

Figure 1.6: Formats [28], [8]
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Table 1.3: Instructions in RISCV 32 and 64 bit version [28], [14]

Category Functionality Instruction Format Version

Data Transfer

Load byte lb rd, imm[11:0](rs1) I RV32I
Load byte unsigned lbu rd, imm[11:0](rs1) I RV32I

Load half lh rd, imm[11:0](rs1) I RV32I
Load half unsigned lhu rd, imm[11:0](rs1) I RV32I

Load word lw rd, imm[11:0](rs1) I RV32I
Load word unsigned lwu rd, imm[11:0](rs1) I RV64I
Load double word ld rd, imm[11:0](rs1) I RV64I

Store byte sb rs2, imm[11:0](rs1) S RV32I
Store half sh rs2, imm[11:0](rs1) S RV32I
Store word sw rs2, imm[11:0](rs1) S RV32I

Store double word sd rs2, imm[11:0](rs1) S RV64I

Arithmetic/Logical

Add add rd, rs1, rs2 R RV32I
Add 32 bits addw rd, rs1, rs2 R RV64I

Sub sub rd, rs1, rs2 R RV32I
Sub 32 bits subw rd, rs1, rs2 R RV64I

Shift left logical sll rd, rs1, rs2 R RV32I
Shift left logical 32 bits sllw rd, rs1, rs2 R RV64I

Shift right logical srl rd, rs1, rs2 R RV32I
Shift right logical 32 bits srlw rd, rs1, rs2 R RV64I
Shift right arithmetic sra rd, rs1, rs2 R RV32I

Shift right arithmetic 32 bits sraw rd, rs1, rs2 R RV64I
And and rd, rs1, rs2 R RV32I
Or or rd, rs1, rs2 R RV32I
Xor xor rd, rs1, rs2 R RV32I

Set if less than slt rd, rs1, rs2 R RV32I
Set if less than unsigned sltu rd, rs1, rs2 R RV32I

Add immediate addi rd, rs1, rs2 I RV32I
Add immediate 32 bits addiw rd, rs1, rs2 I RV64I

Shift left logical by immediate slli rd, rs1, rs2 I RV32I
Shift left logical by immediate 32 bits slliw rd, rs1, rs2 I RV64I

Shift right logical by immediate srli rd, rs1, rs2 I RV32I
Shift right logical by immediate 32 bits srliw rd, rs1, rs2 I RV64I
Shift right arithmetic by immediate srai rd, rs1, rs2 I RV32I

Shift right arithmetic by immediate 32 bits sraiw rd, rs1, rs2 I RV64I
And immediate andi rd, rs1, rs2 I RV32I
Or immediate ori rd, rs1, rs2 I RV32I
Xor immediate xori rd, rs1, rs2 I RV32I

Set if less than immediate slti rd, rs1, rs2 I RV32I
Set if less than immediate unsigned sliu rd, rs1, rs2 I RV32I

Load upper immediate lui rd, imm[31:12] U RV32I
Add upper immediate to pc auipc rd, imm[31:12] U RV32I

Control

Branch if equal beq rs1, rs2, imm[12:1] SB RV32I
Branch if not equal bne rs1, rs2, imm[12:1] SB RV32I
Branch if less than blt rs1, rs2, imm[12:1] SB RV32I

Branch if less than unsigned bltu rs1, rs2, imm[12:1] SB RV32I
Branch if greater or equal bge rs1, rs2, imm[12:1] SB RV32I

Branch if greater or equal unsigned bgeu rs1, rs2, imm[12:1] SB RV32I
Jump and link jal rd, imm[20:1] UJ RV32I

Jump and link register jalr rd, rs1, imm[11:0] I RV32I
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1.6 Simulation Tools and Microprocessor Models

Simulation nowadays is used in all phases of hardware design and academic research,
thus there exists a variety of simulation frameworks to choose from. Some widely used
simulators are Simics, PTLsim, SimpleScalar, OVPsim, Spike, MARSSx86, Sniper and
gem5 [18].

• Simics is a functional simulator that supports Alpha, ARM, MIPS, PowerPC,
MSP430, SPARC and x86 architectures. It is often used to run production binaries
meant for real hardware without modification [9].

• PTLsim is a cycleaccurate simulator designed for x86 microprocessors. More
specifically, it targets a superscalar x8664 OoO processor at varying levels of detail
[44].

• OVPsim is a functional simulator that supports ARM, MIPS, PowerPC, x86 and
RISCV architectures including less known embedded ISAs [37].

• Spike is a functional simulator designed as a golden model for the RISCV ISA. It
comes packaged with RISCV toolchain builds [8].

• MARSSx86 is a cycleaccurate fullsystem simulator that supports multicore x8664
systems. It also contains detailed models for coherent caches and onchip intercon
nects [34].

• Sniper is a nextgeneration parallel x8664 multicore simulator that uses the tech
nique of interval simulation to achieve high throughput [27].

• gem5 is a cycleaccurate simulator that supports the Alpha, ARM, PowerPC, x86,
SPARC, MIPS and RISCV ISAs. It is widely used in both academia and industry
and provides a rich library of component models.

In our work we decided to use gem5 as it supports RISCV and provides a cycleaccurate
OoO microprocessor model. Furthermore, gem5 is the stateoftheart simulator due to
a wide and active community support, good documentation and mature code base while
being stable, flexible and configurable [17].

When it comes to RTL microprocessor models, the RISCV open ISA has enabled the de
velopment of opensource microprocessors that can be modified and used free of charge.
This is beneficial to both academic research and commercial product development. Some
prominent RISCV microprocessor projects are Rocket, BOOM, CVA6 and RSD.

• Rocket is a 5stage, inorder, scalar microprocessor that has OS support, a non
blocking data cache and frontend branch prediction. It implements the RV32G and
RV64G ISAs where G symbolizes the base integer instruction set along with the M,
A, F and D extensions [13].
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• BOOM is an outoforder, superscalar microprocessor with OS support that imple
ments the RV64G ISA. It is considerably faster than Rocket even though it utilizes
some components that where built for it. BOOM has an advanced branch predic
tor and uses aggressive outoforder and superscalar techniques to achieve high
performance [45], [13].

• CVA6, formerly known as Ariane, is a 6stage, inorder, scalar microprocessor with
OS support and frontend branch prediction. It implements the RV64IMAC ISA [22].

• RSD is an opensource outoforder, superscalar processor optimized for FPGA use.
It implements aggressive outoforder and speculative execution features to elevate
performance. Even with this advanced feature set it manages to keep area down
especially when implemented on FPGAs. RSD implements the RV32IM ISA and
doesn’t have OS support [33].

After comparing the available microprocessors we decided on RSD. Our choice was
mainly based on the fact that RSD had a more compact code base than other choices
while supporting OoO execution. Being a size optimized design simulation is faster on
RSD than most other choices thus making experimentation easier. Furthermore, Profes
sor Ryota Shioya, a main contributor to the RSD project, was always available for support
during our research thus saving a lot of troubleshooting time.
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2. TOOLS AND MODELS FULL SUMMARY

2.1 RSD

Outoforder execution, otherwise known as dynamic scheduling, increases the amount
of instruction level parallelism by reducing avoidable stall cycles. RSD implements OoO
execution in combination with speculative scheduling to increase performance. Studies
have shown that speculative scheduling can increase the Instructions per Cycle (IPC)
of SPECint2006 by 26.8% [33]. The RSD processor also supports OoO load and store
execution and disambiguation, a memory dependence predictor and a nonblocking data
cache. In combination with these features, RSD is highly optimized for FPGA synthesis by
using native FPGA resources whenever possible thus more efficiently utilizing the FPGA
fabric. In this section we will take a deep dive into the RSD microarchitecture and finally
present the exact RSD configuration that was used for the purposes of this study.

We can divide RSD into three logical blocks. The FrontEnd Block, the Scheduling Block
and the Execution Block.

• The FrontEnd Block fetches and decodes instructions from the level 1 instruction
cache in program order. The gshare branch predictor is used to predict the direction
of branches by combining the global branch history and the location of the executed
branch thus increasing prediction accuracy [26].

• TheScheduling Block is responsible for maximizing instruction level parallelism (ILP)
for instructions sent from the frontend block. To do this it issues instructions to the
execution block out of the program order. The main components of the scheduling
block are the rename unit, the dispatch unit, the issue queue (IQ) and the reorder
buffer (ROB)

– TheRename Unit removes false dependencies between instructions by renam
ing the architectural registers corresponding to destination operands to regis
ters in the physical register file. This is achieved through the use of a register
map table (RMT).

– The Dispatch Unit reserves an entry for renamed instructions in components
like the ROB, the load queue (LDQ) and the store queue (STQ), of course
depending on the type of instruction. If any of the aforementioned units is full
and thus an entry can’t be allocated for an instruction the dispatch unit stalls
until an entry is freed up.

– The Issue Queue issues instructions to the execution block when the source
operands of the instruction are available. It is comprised of the wakeup logic,
the select logic and the instruction payload RAM. The wakeup logic determines
the readiness of each inflight instruction enabling the select logic to issue ready
instructions to the execution block. The instruction payload RAM stores data
required for executing the instruction like the instruction’s type. Going into a bit
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more detail, the wakeup logic uses a matrix based approach where asserted
matrix bits signify that the instruction corresponding to the matrix row depends
on the instruction corresponding to the matrix column. The select signal clears
an instructions column bits when it is selected and issued. The select logic con
siders an instruction ready when all bits of the corresponding row are cleared.

– The Reorder Buffer stores the state of dispatched instruction and commits an
instruction when it finishes executing and becomes the oldest instruction in the
processor. This ensures that the programmer perceives the execution of in
structions as inorder maintaining program correctness. If an instruction is ex
ecuted erroneously due to misspeculation then the instruction and its succes
sors are flushed or replayed.

• The Execution Block executes the instructions it receives from the scheduling block.
Its main components are the physical register file (PRF), the loadstore unit (LSU)
and the functional units themselves.

– The Physical Register File stores operand physical register data. Instructions
once at the PRF first receive their source operand data from it or directly from
the execution units through a bypass network. The appropriate execution unit
then executes the instruction and writes the result to the PRF and the bypass
network.

– The Load Store Unit handles memory instructions and acts as a bridge to
the DRAM system by sending a cache fill request when a memory instruction
misses in the level 1 cache. RSD’s LSU allows loads and stores to be executed
outoforder speculatively significantly reducing the memory bottleneck. The
correctness of memory instructions is guaranteed by performing dynamic mem
ory disambiguation through the use of load and store queues. These queues
are content addressable memory (CAM) structures that are filled with loads and
stores respectively. Dynamic memory disambiguation is performed by having
loads search for older stores to the same address in the store queue and using
the youngest saved data. Stores on the other hand search for younger com
pleted loads from the same address in the load queue and force instruction
replays for them and their dependents. In an effort to minimize replays due to
memory ordering violations, RSD uses a memory dependence predictor (MDP)
which forces dependence predicted loads to wait in the IQ for all older stores
to complete.

As mentioned above, RSD supports speculative scheduling. This means that instructions
that depend on other instructions of variable execution time, such as loads, are issued on
the assumption that the latter instruction will complete with the minimum possible latency.
In the case of loads this can significantly decrease the loadtouse latency, contributing
to better performance. The instruction replay mechanism is used when an erroneous
scheduling decision is made meaning that the source operand data has not yet been
produced by the variable latency instruction. RSD uses an instruction queue based replay
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design where speculatively scheduled instructions are kept in the IQ and the IQ replay logic
interacts with the wakeup logic to replay instructions when necessary.

Figure 2.1: RSD Block Diagram [33]

Table 2.1: Main Microarchitectural Parameters of RSD

Parameter Value
Pipeline OoO

Fetch/Decode/Rename Width 2
Branch Predictor gshare (2048 History Table)

Branch Target Buffer Entries 1024
Return Address Stack Entries 4

Issue Width 5
Writeback Width 5
Commit Width 2

Physical Register File 64 Registers
Instruction Queue Entries 16

Reorder Buffer 64
L1 Data/Instruction Cache 4kB/4kB (2way)

Cache Line Size 8 bytes
Replacement Policy TreePLRU

L1 Hit Latency 1 clock cycle
L1 Miss Latency 100 clock cycles
MSHR Entries 2

Load/Store Queue Entries 16

Figure 2.1 shows the block diagram of RSD. The flow of instructions through the threemain
RSD blocks can clearly be seen. The advanced features that RSD supports in combination
with the good documentation, compact code base and excellent support from Professor
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Shioya make RSD the best choice for our study. We hope that our current observations
and feedback can help the RSD team improve their design evenmore as they have already
done based on previous suggestions.

Table 1.3 presents the main microarchitectural parameters of RSD. We can see that RSD
is a 2way fetch superscalar core with an issue width of five to account for the five available
execution units i.e two integer units which handle simple integer and logical instructions
as well as branches, a complex integer unit which handles multiplication and division, a
load unit and a store unit. The physical register file contains 64 registers and the ROB
can hold 64 entries. The instruction queue can hold 16 instructions at a time and the load
and store queues can hold 16 entries each. The branch predictor used is gshare with a
PHT of 2048 entries and a BTB of 1024 addresses. The L1 instruction and data caches
are 2way set associative with a size of 4kB and 2 MSHRs5.

2.2 Verilator

Figure 2.2: Verilator Flow [41]

There exist many HDL simulators that one can use when performing behavioral RTL sim
ulation. The most widely used commercial simulators are Mentor Graphics ModelSim,
Synopsys VCS and the Cadence Incisive Enterprise Simulator. These all support both
VHDL and (System)Verilog and have been adopted by many IC design and testing com
panies. Some well known opensource simulators are Icarus Verilog, Verilator and GHDL.
As their names imply Icarus Verilog and Verilator support Verilog whereas GHDL supports
VHDL. Opensource simulators are generally used for smaller projects but with the rise
of the openhardware movement they are being utilized in larger and larger endeavours
[42], [43], [41].

In order to perform behavioral RTL simulation of the RSD processor Verilator is used.
Verilator is an opensource, high throughput, widely used (System)Verilog simulator. It
accepts synthesizable Verilog or SystemVerilog code and after performing lint codequality

5MSHRs keep track of outstanding cache misses and pending load/store accesses that refer the missing cache line
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checks it compiles it into multithreaded C++ code as can be seen in Figure 2.2. According
to [41] Verilator outperforms many commercial simulators while supporting both single and
multithreaded output models. Verilator is widely used in both academia and industry and
has outofthebox support for ARM and RISCV vendor IP.

Once Verilator has created an optimized C++ model from the supplied RTL code the user
writes a C++ wrapper that instantiates said model of the top level module. The C++ files
are then compiled using a conventional C++ compiler like GCC or Clang. The produced
executable performs the simulation. Due to the high level of code optimization the Verilator
model is about 100x faster than interpreted Verilog and by making use of multithreading
this speedup can be extended to 200x up to 1000x. The fact that Verilator is free and open
source while being able to compete with and often surpass the performance of commercial
simulators makes it the best choice valuewise for our academic endeavour.

2.3 Konata

In this thesis except from traditional debugging techniques such as microarchitectural
counter comparison and stepbystep execution we utilized Konata, a free and open
source pipeline visualizer developed by Professor Ryota Shioya. Konata enables the
visualization of O3PipeView compatible trace files in an easy to navigate graphical user in
terface. Features such as side by side comparison of trace files and aggregated statistics
information are very useful when trying to match the pipeline behavior of two different mod
els. The ability to graphically represent the execution flow of different workloads makes
finding flushes or cache misses much easier and is a quick way to compare performance
[38]. Figure 2.3 shows a sample trace file being visualized in Konata.

2.4 gem5

gem5 is an opensource simulation tool widely used in computer architecture research.
It offers stability and flexibility that enable computer engineers to execute applications in
multiple architectures and evaluate hardware at the cycle level. gem5 is known for its
extensive and supportive community and its frequent updates that consistently add new
features and improve already existing ones. The gem5 simulator supports a variety of
ISAs including RISCV, it has two types of execution modes and contains multiple CPU
models and advanced protocols for caches and interconnection networks [31], [17].

The flexibility that gem5 provides is in part owed to the modular architecture of component
definitions. Developers represent each component with two classes, one in Python and
the other in C++. The Python class contains all the component parameters which can
easily be modified by the end user whereas the C++ class determines the component’s
functionality. As a result of this, all gem5 components, e.g CPU and memory models have
familiar structure and initialization flow.
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Figure 2.3: Konata Sample Trace File Visualization

While selecting the execution mode, CPU model and cache protocol, the researcher must
consider the tradeoff between accuracy and speed, as shown in Figure 2.4. gem5 has
two system modes, Systemcall Emulation (SE) mode and FullSystem (FS) mode. In
Systemcall Emulation mode, gem5 doesn’t load an operating system and as a result the
system calls are emulated through the host OS. On the other hand, in Full System mode,
gem5 creates a baremetal environment configured to run an OS which includes support
for interrupts, exceptions, privilege levels and I/O devices. In this mode gem5 executes
(simulates) both user and kernellevel instructions without deferring to the host machine
support.

The choice of CPU model also plays an important role in simulation accuracy and speed.
According to [31], gem5 supports four main CPU models:

i. Simple CPU (Atomic and Timing) are nonpipelined models that can be used for mem
ory system studies and studies that do not require high execution fidelity. These mod
els fetch, decode, execute and commit a single instruction every cycle. Simulation
throughput is high due to the simplicity of these models.

ii. The Inorder CPU model simulates an inorder pipelined machine with a configurable
number of pipeline stages and other parameters such as issue width. Instruction exe
cution takes place exclusively in the execution stage after all dependencies have been
resolved (“executeinexecute” model) [17].

iii. The O3 model simulates an outoforder pipelined CPU. It includes parameterizable
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functional units such as load and store queues and a reorder buffer making super
scalar execution feasible. It is also an “executeinexecute” model.

iv. The Kernel Virtual Machine (KVM) CPU is based on the KVM API in Linux and allows
gem5 to utilize the host’s processor in order to execute programs. It requires the same
ISA to be used in gem5 and the host machine.

Furthermore, gem5 supports a variety of cache configurations. Classic cache configura
tions include two level, three level and noncoherent cache hierarchies with writethrough
and writeback policies and Ruby Cache Models include MOESI Two Level and MESI
Three Level coherent caches. The Ruby memory system is easily modifiable and can
simulate advanced cache hierarchies with many replacement policies.

Processor Memory System

CPU Model Execution Mode Classic Ruby

Atomic
Simple

SE

FS

Timing
Simple

SE

FS

Inorder
SE

FS

Outoforder
SE

FS

Speed

Accuracy

Figure 2.4: Speed vs Accuracy in gem5 [17]

In our work we chose the SE execution mode and O3 CPU model in order to approach
RSD’s features and characteristics. The choice of the SE execution mode is most logical
since OS support is missing from the current RSD implementation. The O3 pipeline stages
in gem5 are five: fetch, decode, rename, issue/execute/writeback (IEW) and commit [2].

i. Fetch. Fetches instructions and performs branch prediction.

ii. Decode. Decodes instructions each cycle and handles unconditional control flow in
structions.
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iii. Rename. Renames instructions’ architectural registers to physical registers and stalls
if there are not enough registers to rename to.

iv. IEW. Removes an instruction from the issue queue, executing it and writes back the
result.

v. Commit. Commits instructions each cycle and handles any faults/exceptions that the
instructions may have caused.

The O3 pipeline has configurable widths and interstage delays. Further system cus
tomization can be achieved by choosing a custom branch predictor and changing the
memory system that is used.

Figure 2.5: gem5 Block Diagram [31]

In summary, gem5 offers a variety of CPU models, two execution modes and different
memory system models and cache hierarchies to choose from. These features make it a
very useful and flexible tool for computer architecture research. The level of customization
that gem5 provides us with enabled us to make fine adjustments to each component in
our effort to match gem5’s performance to that of the RSD. In this study we utilize the
outoforder CPU model running in the SE mode which provides very good accuracy as
seen in Figure 2.4 while maintaining a solid speed advantage over RTL simulation.
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3. EXPERIMENTAL METHODOLOGY

In this chapter we present the steps that we followed in our effort to match gem5’s to
RSD’s performance. We aim to benefit from the high simulation throughput of gem5 while
maintaining relatively high accuracy when compared to RTL simulation. To do this our
approach is to finetune the gem5 O3 CPU model and memory system in order to closely
match RSD. We will commence with tool installation and continue with microarchitectural
parameter discovery, microbenchmarking and finally present all the modifications made
to gem5.

In our work we used version 20.1.0.4 of gem5 and the fixbranchpredictor (last update
24 March 2020) branch of RSD. The fixbranchpredictor branch was used instead of the
master branch under the direction of Professor Shioya as it fixes some bugs in the gshare
implementation. To compile test programs and (micro)benchmarks we compiled the riscv
gnutoolchain repository for baremetal RV32IM and RV64IM targets. The toolchain in
cludes a crosscompiler and corresponding debugging software. To run the behavioral
RTL simulation of RSD version 4.106 of Verilator was used. By installing the correspond
ing versions of the specified tools our work can easily be replicated after following the
steps outlined in this chapter.

Figure 3.1: Committed Instructions Ratio gem5 : RSD

As mentioned above we compiled the RISCV crosscompiler to support both RV32IM
and RV64IM ISAs. The reason why we need both 32 and 64bit support is because RSD
implements the 32bit RISCV ISA whereas gem5 only supports the 64bit version. This
does not pose a major issue for the purposes of our study (i.e performance modeling) as
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RV64IM is a proper superset of RV32IM i.e it contains all instructions that are present in
RV32IM. The main difference between the two ISA variations is the width of the registers
used. RV64IM has 64bit registers and thus natively handles 64bit data (e.g the add
instruction calculates the sum of two 64bit integers). When it comes to handling 32
bit data RV64IM utilizes additional instructions whose assembly mnemonic includes a w
suffix (e.g addw). Depending on the signedness of the data the compiler may introduce
additional instructions for sign extension. In order to avoid introducing unwanted sources
of error when measuring the performance of our programs we decided to use the native
data types for each ISA. The effectiveness of this approach is portrayed in Figure 3.1
which shows that committed instructions in both simulations are virtually identical. The
absolute error is only 0.32%. The functionality and purpose of the used benchmarks will
be described in detail later in this chapter.

The first major step in fine tuning our microarchitectural model was to determine the es
sential parameters of RSD’s microarchitecture. Since RSD is an opensource project this
process was significantly simplified as most parameters where available in SystemVerilog
code. After carefully parsing the source code we where able to uncover most of them
giving us a good picture of RSD’s design. Table 2.1 includes the most important parame
ters of RSD’s microarchitecture. In order to match these to gem5 equivalent parameters
we also parsed the relevant gem5 source code and configuration files in conjunction with
careful reading of gem5’s documentation. A final check to confirm our choices was done
by Professor Shioya who has experience using both gem5 and RSD.

Figure 3.2: RSD (left)  gem5 (right) Pipeline Matching

As seen in Table 2.1 RSD uses the gshare branch predictor. Gshare uses a register to
hold the branch global history i.e a string of bits that indicate whether previous branches
were taken or not taken. This history is combined with the PC through the use of a hash
function generating an index to access a table of 2bit saturating counters. The motivation
for using gshare and in fact any correlating branch predictor is to utilize a different finite
state machine (FSM) for every combination of global history and branch address. Since
this is not possible to implement ideally in practice, some degree of aliasing will appear.
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The use of an exclusiveor operation between the lower bits of the PC and the branch
history have been shown to minimize the probability of aliasing [25]. Since gshare is not
included in the library of gem5 components we had to search for an open implementation of
gshare outside the bounds of gem5’s library. After comparing available models we decided
upon [36]. After modifying the provided code to suit our specific needs we added it into
our gem5 local repository. The new component provided us with configurable prediction
history table entries and saturating counter widths which we adjusted according to Table
2.1.

Another major aspect of configuring the O3 CPU model in gem5 was to correctly set up
the pipeline length. At first since gem5 by default uses an idealized pipeline configuration
with 5 stages including a combined IssueExecuteWriteback stage the difference between
the two models was vast thus resulting in significantly different performance from RSD.
In order to fix this issue we adjusted the decodetorename and renametoIEW delays
so that the total pipeline length matched that of RSD. Additionally the specific number of
pipeline stages that different execution units need to complete their calculations where
matched to those of RSD through the modification of the functional unit configuration files
in gem5. The pool of available functional units was also modified to only include the 2
integer, 1 complex integer and 2 memory load and store units of RSD. After making said
changes and running a test integer stress mark the matching pipeline behavior can be
observed in Figure 3.2. In order to get a detailed view of both pipelines the Konata pipeline
visualizer was used throughout this matching effort. After making modifications to various
delay parameters the above configuration provided the best correlation between gem5
and RSD.

In order to test the effect of the changes we made to gem5 gauging how close we could
match its O3 CPU model to RSD we utilized a variety of general purpose benchmarks and
targeted microbenchmarks. After performing a thorough literature review and also design
ing a few custom programs we decided upon the use of the microbenchmarks described
in [11] as they feature a streamlined design and have already been used for simulator vali
dation. In conjunction with those we also ran a few general purpose benchmarks from the
MiBench suite. The lack of more complex and extensive benchmarks is mainly attributed
to the small memory size of RSD and its lack of support for an OS. Even without running a
larger and more standardized test suite we believe that the programs we used adequately
stress the two models and are representative of real world performance.

The chosen microbenchmark suite includes four types of microbenchmarks: Control, De
pendency, Execution and Memory [11], described briefly in the Table 3.1.

i. Control microbenchmarks stress the execution flow of the microprocessor mainly
stressing the branch predictor. More specifically

• Control Conditional includes an ifthenelse statement in a loop and alternates
between taking and not taking the resulting conditional branch.

• Control Switch produces many indirect jumps via the use of a switch statement
with 10 case statements in a loop. Each case statement is taken n/10 times on

45 G. FragkoulisO. Chatzopoulos



Evaluation of the Accuracy and the Performance of Register Transfer Level and Microarchitecture Level CPU Models

consecutive loop iterations before moving to the next case statement (n repre
sents the number of loop repetitions).

• Control Complex combines ifelse and switch constructs in order to make branch
prediction more difficult.

• Control Random includes an ifthenelse statement in a loop whose resulting con
ditional branch depends on the value of a Linear Feedback Shift Register (LFSR).
Since the branch direction is decided randomly this microbenchmark aids in de
termining the branch miss penalty.

• Control Small BBL assesses the number of simultaneous inflight branches as it
executes a single loop with only one instruction inside that increments the loop
counter.

ii. Dependency microbenchmarks stress dependency forwarding between instructions.
They evaluate chains of instructions with lengths ranging from 1 to 6. Each instruction
is dependent on the data produced by its predecessor thus evaluating the data for
warding time. The processor component being stressed here is the physical register
file and its forwarding paths.

iii. Execution microbenchmarks test the functional units of the CPU. In our work we uti
lize the integer add, integer multiply and integer divide stressmarks. Each program
includes 32 independent instructions inside a loop in order to minimize the number of
memory operations, control hazards and data dependencies thus allowing for almost
ideal throughput.

iv. Memory microbenchmarks stress the cache and memory hierarchy. More specifically

• Load Dependent implements a loop that traverses a linked list having to wait for
each load to complete before starting the next. Three different linked list sizes
are used. The two smaller linked list size versions stress the L1 data cache and
the larger size version stresses the main memory.

• Load Independent executes 32 parallel independent loads from an array and
sums up the resulting values inside a loop. Again three different array sizes
where used where the two smaller ones stress the L1 data cache and the larger
stresses the main memory.

• Store Independent performs 32 parallel independent stores in a loop iterating
over all positions of an array. The same three array sizes as before where used
to stress both the L1 data cache and main memory.

As mentioned above in addition to the microbenchmark collection we also executed some
general purpose benchmarks from the MiBench suite. These include the StringSearch
Large, StringSearchSmall and QSort benchmarks. For QSort we also varied the input
array length in order to test for the sensitivity of the microarchitectural model to input size
changes. StringSearchLarge and StringSearchSmall search for specified words in sen
tences using a case insensitive comparison algorithm. QSort sorts an array of strings into
ascending order using the quick sort sorting algorithm.

O. ChatzopoulosG. Fragkoulis 46



Evaluation of the Accuracy and the Performance of Register Transfer Level and Microarchitecture Level CPU Models

Table 3.1: gem5 Modified Parameters

RSD Parameter gem5 Equivalent Parameter Value Explanation

Fetch Width O3CPU.py/fetchWidth 2

RSD is a 2way fetch superscalar processor with 5
functional units

Decode Width O3CPU.py/decodeWidth 2
Rename Width O3CPU.py/renameWidth 2
Dispatch Width O3CPU.py/dispatchWidth 2
Issue Width O3CPU.py/issueWidth 5

WriteBack Width O3CPU.py/wbWidth 5
Commit Width O3CPU.py/commitWidth 2

N/A O3CPU.py/squashWidth 2

N/A O3CPU.py/decodeToRenameDelay 4 Experimentally modified to match RSD’s pipeline length
N/A O3CPU.py/renameToIEWDelay 4

Reorder Buffer Entries O3CPU.py/numROBEntries 64 Match RSD

Issue Queue Entries O3CPU.py/numIQEbtries 16 Match RSD

Physical Integer Register Number O3CPU.py/numPhyIntRegs 64 Match RSD

Fetch Buffer Size O3CPU.py/fetchBufferSize 8 Equal to the cacheline size

Fetch Queue Size O3CPU.py/fetchQueueSize 2 RSD does not have a fetch queue

Branch Predictor O3CPU.py/branchPred gshare

RSD uses gshare with a PHT of 2048 entries and a BTB of
1024 entries and tag size of 4 bits. The RAS holds 4

entries

Local Predictor Size BranchPredictor.py/localPredictorSize 2048
Branch Target Buffer Entries BranchPredictor.py/BTBEntries 1024
Branch Target Buffer Tag Size BranchPredictor.py/BTBTagSize 4
Return Address Stack Entries BranchPredictor.py/RASSize 4

Load Queue Entries O3CPU.py/LQEntries 16
Match RSDStore Queue Entries O3CPU.py/SQEnries 16

Integer Functional Units FuncUnitConfig.py/IntALU.count 2

Match RSD’s FU configuration

Complex Integer Functional Units FuncUnitConfig.py/IntMultDiv.count 1
Divide Latency FuncUnitConfig.py/IntMultDiv.intDiv.opLat 32

Load and Store Functional Units FuncUnitConfig.py/RdWrPort.count 2
Load Unit Latency FuncUnitConfig.py/RdWrPort.MemRead.opLat 3
Store Unit Latency FuncUnitConfig.py/RdWrPort.MemWrite.opLat 3

Cache Load Ports O3CPU.py/cacheLoadPorts 1

Match RSD’s cache configuration

Cache Store Ports O3CPU.py/cacheStorePorts 1
Instruction Cache Size --l1i_size6 4kB

Instruction Cache Associativity Cashes.py/assoc 2
Data Cache Size --l1d_size6 4kB

Data Cache Associativity Cashes.py/assoc 2
Cache Line Size --cacheline_size6 8B
Cache MSHRs Cashes.py/mshrs 2

Cache Targets per MSHR Caches.py/tgts_per_mshr 1
Instruction Cache Tag Latency Cashes.py/tag_latency 1
Instruction Cache Data Latency Cashes.py/data_latency 1

Instruction Cache Response Latency Cashes.py/response_latency 1
Replacement Policy Cache.py/replacement_policy TreePLRURP

Memory Latency SimpleMemory.py/latency 100ns Match RSD’s fixed memory access time (simulation only)

6These are given as command line parameters to the se.py script after the --caches directive
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Table 3.2: Microarchitectural Units Stressed by Each Benchmark [11]
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Branch Predictor ✓ ✓ ✓ ✓ ✓
Branch Miss Penalty ✓
Inflight Branches ✓

Register File ✓ ✓ ✓ ✓ ✓ ✓
Functional Units ✓ ✓ ✓

L1 Cache ✓ ✓ ✓ ✓ ✓ ✓
Memory ✓ ✓ ✓
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4. RESULTS AND ANALYSIS

In this chapter we are going to present the results of our effort to match gem5’s to RSD’s
performance. Our main error metric will be the cycles ratio between the two models which
ideally should be 1 (i.e a perfect match). We will also calculate the arithmetic, geometric
and harmonic mean of the cycles ratio of all our programs and the average absolute error
i.e

1

n

n∑
i=1

∣∣∣∣1− (
gem5 cycles

RSD cycles

)
i

∣∣∣∣ (4.1)

where n is the total number of benchmarks.

As we can see in Figure 4.2 the cycles ratio of 20 out of 29 programs is close to 1. The
arithmetic mean is 1.01, the geometric mean is 0.95 and the harmonic mean is 0.88.
Using Equation 4.1 we calculate that the average absolute error across all benchmarks
is 21.77%. The large discrepancy observed when running ExecIntDivInd is due to the
fact that gem5 uses a fixed latency divider whereas RSD uses a variable latency one.
This is not representative of realworld performance as divide instructions are not very
common. The MemStoreInd8192 microbenchmark also represents an edge case where
continuous store instructions are executed all of which result in a cache miss thus also
not being indicative of realworld performance. After removing the ExecIntDivInd and the
MemStoreInd8192 microbenchmarks the absolute error drops down to 15.35% which is
inline with other validation studies [11] (geometric mean of absolute error is 10%), [23]
(mean absolute error is 7.5%). An interesting observation is the declining simulation error
seen when increasing the input dataset size of the QSort benchmark. As can be seen in
Figure 4.2 the absolute error drops from 22% to 15% and 0.5% when increasing the data
set size from 500/1000 to 2000 and 5000 respectively. This is encouraging for running
larger and more timeconsuming benchmarks.

The simulation speedup achieved in our opinion outweighs the relatively small simula
tion error. As can be seen in Figure 4.1 the average simulation speedup is 15.19 with
a geometric mean of 8.89 and harmonic mean of 7.87. Speedup ranges from 5.43 in
MemLoadInd2048 up to 200.95 in MemStoreInd8192. In all cases the simulation time is
significantly reduced when compared to RTL simulation.

To pinpoint the main sources of error we employed more finegrained performance mea
surements across the two models. We utilized microarchitectural counters in RSD and
statistics counters in gem5 to measure memory accesses, cache misses, branch predic
tion misses, committed instructions and executed cycles. After gathering this data for all
benchmarks we constructed graphs that represent the correlation of these finegrained
measurements with simulation error thus helping us find the system components that ex
hibit the highest mismatch. The aforementioned data can be observed in Figures 4.2
through 4.7.

After carefully analyzing the produced graphs we conclude that the memory system is the
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Figure 4.1: Simulation Speedup gem5 vs RSD 7

main culprit behind the performance discrepancy between the two models. As seen in
Figure 4.3 high memory accesses are correlated with simulation error. More specifically,
as evidenced by Figures 4.4 and 4.5 which split memory accesses into loads and stores,
a large quantity of loads favors RSD in speed whereas a large amount of stores favors
gem5. In both cases the cycles ratio strongly deviates from the ideal value of 1.

Another source of error is the scheduler. In ExecIntAddInd we observed a drop in IPC only
in RSD which led to 13% error between it and gem5. This is attributed to the fixedpriority
scheduling scheme used in RSD that results in the pipeline stalling as the top priority and
subsequent instructions are waiting to commit due to a lack of physical registers. The
effect of this mismatch is much less felt than the mismatch of the memory system as for
substantial error to occur all executed instructions need to have destination registers and
the integer issue port has to be full in every cycle which is rare in realworld situations.

In conclusion, the average absolute error across all benchmarks is comparable to the
results of other simulator validation studies. The main source of error is thought to be
the memory system as evidenced by the low average absolute error of Control, Depen
dency and Execution (not including ExecIntDivInd) microbenchmarks i.e 5.89%, 1.53%
and 7.47% respectively when compared to the high absolute error of Memory microbench
marks which amounts to 36.53%.

7The simulation speedup in MemStoreInd8192 is 200.95. For scaling purposes the graph cuts off at 30
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Figure 4.2: Cycles Ratio gem5 : RSD

Figure 4.3: Memory Accesses per KiloInstructions vs Cycles Ratio gem5 : RSD
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Figure 4.4: Memory Reads per KiloInstructions vs Cycles Ratio gem5 : RSD

Figure 4.5: Memory Writes per KiloInstructions vs Cycles Ratio gem5 : RSD
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Figure 4.6: Branch Prediction Misses per KiloInstructions vs Cycles Ratio gem5 : RSD

Figure 4.7: D$ Misses per KiloInstructions vs Cycles Ratio gem5 : RSD
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5. FUTURE WORK

As a continuation of our effort to match gem5’s to RSD’s performance we aim to implement
new features and make changes to our already existing work. Our goals in the future are
to streamline the microarchitectural parameter discovery and improve the accuracy of
performance simulation [20].

In order to streamline microarchitectural parameter discovery we seek to design a frame
work of scripts that can stress different parts of the microprocessor and determine the
sizes of different components as well as the type and amount of functional units. Aside
from this we have considered using a machine learning model to automate the parame
ter discovery and optimization process by providing it with fine grained measurements of
performance (i.e microarchitectural counters) of a vast array of test programs.

In the simulation accuracy front since we have pinpointed themain source of error to be the
memory system we aim to make targeted changes to it. One potential culprit seems to be
the MemoryLatencySimulator of RSD which seems to handle accesses to main memory
in a different manner than gem5. After careful analysis of RSD’s implementation we hope
to be able to modify gem5 to more closely match the behavior of RSD.

Departing from our RTL vs microarchitecture level simulation theme we also plan to use
more advanced microprocessor models such as that of BOOM in order to validate the Full
System simulation mode of gem5 this time against a hardware simulation of an RTL model
using the FireSim framework. This will give us a access to a full fledged Linux capable
system that will make benchmarking with muchmore advanced programs and frameworks
easier. Also simulation speed is expected to increase with the FPGA acceleration provid
ing us with a muchmore competitive framework when compared to microarchitecturelevel
simulators.

We look forward to addressing all the above research topics in the future and believe that
model validation of RISCV processors and systems will be a fruitful research area for
many years as the popularity of RISCV and open hardware design become increasingly
popular.
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ABBREVIATIONS  ACRONYMS

SoC System on Chip

ISA Instruction Set Architecture

RISC Reduced Instruction Set Computer

IPC Instructions Per Cycle

FSM Finite State Machine

OoO/O3 Out of Order

ABI Application Binary Interface

RTL Register Transfer Level

MIPS Million Instructions Per Second

ILP Instruction Level Parallelism

IQ Issue Queue

ROB Reorder Buffer

RMT Register Map Table

LDQ Load Queue

STQ Store Queue

PRF Physical Register File

LSU Load Store Unit

CAM Content Addressable Memory

MDP Memory Dependence Predictor

PHT Pattern History Table

BTB Branch Target Buffer

MSHR Miss Status Holding Register

SE Systemcall Emulation mode

FS Full System mode

IEW Issue/Execute/Writeback

LFSR Linear Feedback Shift Register
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