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ABSTRACT

The prediction of the delay of monthly payments concerning long-term customers with
or without contracts, is valuable to financial planning, cash-flow forecasting, making
strategic choices to reduce losses and factoring in general. Especially for small and
medium enterprises, it has been estimated that up to half of theip invoices are paid late,
thus creating a significant problem. The estimation of the expected delay combined with
the corresponding probability, allows the ranking of customers according to the risk of
loss.

Usually, the type of product or service offered by the company, affects the available
features, which consequently have different importance in the prediction process.
Additionally, often the volume of data collected from the customers is huge and they are
distributed on different databases and have varying quality.

In this thesis, both classification (late, non-late) and regression models (days until the
bill is settled) are evaluated, using minimal information from the current bill and the
customer’s history. Furthermore, additional features are generated that summarize the
customer’s profile up to a specific date and capture recent trends, without including any
information not known at the time of issuing the bill. Thus, the focus is on the customer’s
behaviour without a strict time component, as in the classic time-series.

Initially, basic machine learning algorithms that are often encountered in relevant
applications in the literature are evaluated and then ensemble learning methods are
tested, utilizing the basic models. Finally, their performance is compared to that of
models that use classic time-series.

SUBJECT AREA: Machine Learning

KEYWORDS: late payment prediction, customer profile, time-series, classification,

regression



NEPIAHWH

H mpoBAcewn NG KaBuoTépnong TTANPWHPNAS TWV MPNVIGIWV TIHOAOYiwWV TTEAQTWV HE
oupBOAaia pakpoxpoviag OECPEUONG | MOKPOXPOVIO CUVEPYOOia, PPIOKEI EQPAPUOYN
OTOV XPNUATOOIKOVOMIKO OXeOIQOUO, oTnV TTPOPRAEWn TNG PeUOTOTNTAG, OTNV ETTIAOYN
OTPATNYIKAG VIa MEIWON TWV ATTWAEIWY KABWG KAl YEVIKOTEPA OTNV  AvVOdOXI)
emyeipnuaTtikwy amairocwy (factoring). EISIK& yia TIG MIKPOUECQIES ETTIXEIPAOEIG, EXEI
EKTIUNOEI TTWG WG KAl T PIOA TIHOAOYIO £COPAOUVTAI e KABUOTEPNON, ONUIOUPYWVTAG
€to1 onuavtikd  TPOPAnua. H katnyopiotroinon  (classification) w¢ TTpog TNV
avapevopevn KabuoTtépnon TTANPWMNG 0€ OUVOUAONO HE TNV EKTIMWMPEVN TIBavOTNTA
autoU TOu YEYovOTOG, ETITPETTOUV TNV KATATAEN TWV TTEAATWY WG TTPOG TOV Kivduvo
ATTWAEIWV.

O TUTOC TWV TIPOIOGVTIWYV 1 UTINPEECIWV TIOU TIPOC@EPOVTAlI OTTO TNV ETTIXEIPNON,
ouviBwg emTnpeddel Ta OlI0BECINA XAPOKTNEIOTIKA, TA OTTOIA KATETTEKTACT OTTOKTOUV
Ola@opeTIKA BaputnTtd oTn diadikacia TTPORAEWNS eV CUXVA O OYKOG TwWV OUVOAIKWV
Oedopévwyv TToU CUAAEyovTal yia TOUG TTEAATEG €ival TEPAOTIOS, KATAVEUNWEVOG O€
OIOQOPETIKEG PACEIC Kl PE BlapaBuI{ouevn TToIOTNTA.

21NV TTapouoa TITUXIOKK, EAEYXETAI N ATTOTEAEOPATIKOTNTA TTPORBAEWNGS TOOO TNG KAGoNG
(TAnpwuR PE KaBuoTépnon 1 Xwpeic kabuoTépnon) 0600 KAl TwV NUEPWYV TTOU
MECOAQBOUV a1Td TNV €KOOON TOU AOYAPIAOUOU £WG TNV TTANPWHN TOU, AZIOTTOIVTAG
EAAXIOTA XOPAKTNPIOTIKA ATTO TO TPEXOV TIMOAOYIO KOl TO IOTOPIKO TWV TTEAATWV. ATTO
auTd, TTapdyovtal TTPOCHETA XAPOAKTNPIOTIKA TTOU CUVOWiCouv TO TTPO®IA TOU TTEAATN
€wg TN d6edouévn OTIYUN Kal TIPOCPATES TAOEIG, XWPIG va TTEPIAAUPBAVETAI OTTOIAdNTTOTE
TTANpo@opia dev eival yvwoThA KAtd Tn oTiyul €kdoong Tou Aoyaplaopou. ‘Etol, 10
EVOIO@EPOV  €OTIACETAI OTN OUUTTIEPIPOPA TWV TTEAATWYV XWPIG AUOTNPR  XPOVIKN
ouVvIOTWOA, OTTWG OTIG KAAOIKEG XPOVOOEIPEG.

Apxikd, aglohoyouvTal Baaikoi aAyopIBuol unxavikig udbnong TTou GUVAVTWVTAlI GUXVA
O€ OXETIKEG eQapuoyEG oTn BIBAIoypagia Kal oTrn cuvéxela eAEyxovTal HEBod0I CUVOAIKAG
pabnong (ensemble learning), alotroiwvtag Ta Paocikd poviéAa. TEAOG, n
ATTOTEAEOUATIKOTATA TOUG OUYKPIVETAI KAl PE POVTEAD TTOU XPNOIUOTTOIOUV KAQOIKEG
XPOVOOEIPEG.

OEMATIKH NMEPIOXH: Mnxavikry Madénon

AEZEIZ KAEIAIA: T1poBAewn koBuoTtépnong  TTANPWHAG,  TTPOQIA  TTEAATN,

KATnyoploTroinon, TTaAivopounon, XPOVOOoEIPEG



«...ma0a 1€ emariun xwpilouévn dIKalIoauvng Kai TAS GAANG apeThic
mavoupyia, ou cogia gaiveral.», Mevé€evoc, MNAdrwvac

"All sentient beings should have at least one right —
the right not to be treated as property"”, Gary L. Francione
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Analysis of monthly payment delays using machine learning

1. INTRODUCTION

1.1 Topic

The delay of monthly payments concerning long-term customers with or without
contracts, create significant problems to the stability and growth of businesses and is a
great source of uncertainty. The prediction of that delay, is valuable to financial
planning, cash-flow forecasting, making strategic choices to reduce losses and factoring
in general. This is especially true for small and medium-sized businesses, for which it
has been estimated that up to half of the invoices they issue are paid late [5]. The
estimation of the expected delay combined with the corresponding probability, allows
the ranking of customers according to the risk of loss. Subsequently, the financial
planning may adapt and preventive actions can be taken to increase the revenue.

Often the volume of data collected for the customers is huge and the data are
distributed on different databases with varying quality, since non-automatic entries are
part of the process. In addition, depending on the type of the product or service,
different characteristics, which sometimes require significant preprocessing, may be
considered important.

A general purpose model that would use a limited number of common features,
produced by the customer’s history and recent trends, without significant loss of
accuracy, would prove particularly useful.

1.2 Related work

Table 1, summarises the related literature, focusing on the type of data used and their
origin, the models tested and the accuracy achieved:

e The data come from various sectors; national and international banks, energy
organisations, telecommunication, broadcasting, logistics, oilfield services and
high-tech equipment companies.

e The invoices span a period of 3 months to 2 years.

e The number of records ranges from 25,000 to 45,000,000 and the number of
unigue customers is between 700 and 1,600,000.

e The accuracy ranges from 66% to 97% and there is no apparent correlation with
the number of records, the number of customers or the time period.

e The highest accuracy (97% [5]) was achieved with more complex data,
immediately related to the actions of the customer and the company, millions of
records, logistic regression and pre-clustering of the customers.

e XGBoost was most commonly the best model.

e Unified models (trained on different datasets), sometimes outperformed the
individual models.

E. Malesiou 19



Analysis of monthly payment delays using machine learning

Table 1: Summary of related papers. The best models are in bold.

Features

Models

\EVE
accuracy

Paid invoice, Total paid invoices,
Sum amount paid invoices, Total
91,562 invoices, INVOICES late, Sum amounj[ late Logistic
invoices, Total outstanding .
2,229 . . . Regression,
invoices, Total outstanding late, -
customers, ; Naive Bayes,
2020 : Sum total outstanding, Sum late
6 countries, . Random Forest, 81%
[4] 5 outstanding, Average days late,
years Average days outstanding late XGBoost, k-NN,
(international 9 ys outstand ' Deep Neural
bank) Standard deV|at_|or_1 invoices late, Network
Standard deviation, Invoices
outstanding late, Payment
frequency difference
45 million
recor_d_s, Customer ID, Action type (e.g. e- Logistic
1.6 million . . .
customers mail, SMS, phone call), Action regression, One
2020 S date, Stage changer flag Rule, SVM +/-
2 countries, . . 97%
[5] 1 vear (payment through the banking pre-clustering of
- Yea system, unpaid invoice customers with
(international L
.~ .| occurrence or action timer flag) DBSCAN
telecommunicati
ons company)
XGBoost,
Age range, Month and year of a Random Forest,
5.05 million bills, bill, Weekly median household Decision Tree,
2020 1 country - income in the living area, Bill Bayesian Neural
Australia duration, Average household Network, Deep 68%
[6] o 2"
(energy Size in the living area, Neural Network,
organisation) Remoteness of the living area Logistic
etc. (34 features) Regression,
Naive Bayes
Paid invoice,
total paid invoices,
Sum amount paid invoices,
Total invoices late,
175552 Sum amount Iqte invoices, )
o Total outstanding invoices, Naive
InvoIces, Total outstanding late Bayes, Logistic
2019 | 725 customers, o T
. Sum total outstanding, Regression, k- 7%
[3] 8 countries )
L Sum late outstanding, NN, Random
(multinational
Average days late, Forest, XGBoost
bank) .
Average days outstanding late,
Standard deviation invoices late,
Standard deviation invoices
outstanding late,
Payment frequency difference
2019 25,000 records, Amount of the given credit, Neural
[33] 1 year, Gender, Education, Marital status, Networks, 89%
1 country - Age, History of past payments, Decision Trees,
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Taiwan

(credit cards)

of previous payments

Amount of bill statement, Amount

Random Forest

Probability Tree,
Misclassification
Tree,

of paid invoices being late,
Number of total outstanding
invoices, Number of outstanding
invoices that were already late,
Ratio of outstanding invoices that

stumps, PART

Invoice, Intervention .
m Customer, Air bill, Billing cycle, 9 N/A
[11] (logistics Calculated pureness measure n, Neural
company) b Network,
(17 features) R : ,
egression with
Neural Network,
Ensemble Model
~38,000 Customer ID, Age, Gender,
customers, Status, Tenure, Payment
4 months, !  may Decision tree,
methods, Product category, Bond
2016 1 country - : . Random forest,
category, Unpaid amount, Unpaid N/A
[25] South Korea . N Neural network,
internet, Unpaid digital, Net cable,
(cable - SVM
. Net digital etc.
broadcasting
(23 features)
company)
Amount, Customer number,
~910.000 Invoice date, Handler, Customer
invoié:es number, Document date, Posting Classification
2015 3 monthé date, Document currency, tree, Random
! Clearing date, Entry date, forest, Adaptive 89%
[22] 90 countries L . : .
- . Division, Payment term, Credit boosting, Logistic
(oilfield services ive N id invor ion. SVM
company) representative, No. paid invoices, | regression,
No. delayed invoices, Total
amount paid, etc.
k-NN, Naive
25,000 records, Amount of the given credit, Bayes, logistic
2009 1 year, Gender, Education, Marital status, regression,
[38] 1 country - Age, History of past payments, Discriminant N/A
Taiwan Amount of bill statement, Amount | analysis, Neural
(credit cards) of previous payments network,
Classification tree
Invoice base amount, Payment
term, Category (under dispute or
not), Number of total paid
invoices, Number of invoices that
were paid late, Ratio of paid
~170,000 invoices that were late, Sum of Decision tee,
invoices, the base amount of total paid Naive Bayes,
2008 4 firms invoices, Sum of the base amount Logistic 96%
[39] (high-tech of invoices that were paid late, Regression,
equipment com | Ratio of sum of paid base amount | Boosting decision
panies) that were late, Average days late
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were late, Sum of the base

amount of total outstanding
invoices, Sum of the base amount
of outstanding invoices that were
late, Ratio of sum of outstanding

base amount that were late,
Average days late of outstanding

invoices being late

1.3 Objectives
The objectives of the thesis, are to:

e Derive features that effectively summarise the customer’s history and capture
recent trends from minimal information of the invoices, making the process
anonymous and context-independent.

e Select a subset of the features that does not significantly affect the performance,
in order to reduce the dimensionality.

e Generate machine learning models and fine-tune their hyperparameters to
predict the payment delay status of the invoices as well as the number of days
until they are settled.

e Evaluate the performance of basic machine learning algorithms commonly
utilized to predict the delay in payment along with ensemble learning methods,
using the aforementioned data.

1.4 Organisation

The theoretical background of the algorithms / procedures used that are mentioned in
the Method is summarised in Chapter 2. The method is described in Chapter 3, where
the results are also presented. The general conclusions and the future prospects are
presented in Chapter 4.
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2. THEORETICAL BACKGROUND

2.1 Feature selection criteria

This chapter provides a brief overview of the methods mentioned in Chapter 3. Table 2,
lists the models used in the literature and the corresponding frequency, indicating
whether they were part of the tests performed here.

Table 2: The basic models and the ensemble methods used in the papers and in the thesis.

‘ Frequency Best model

Type Name Used

basic Logistic Regression 8/10 1/10 Yes

basic Decision Tree 7/10 2/10 Yes

basic Neural Network 6/10 1/10 Yes

basic Naive Bayes 5/10 0/10 Yes

basic Support Vector Machine 4/10 0/10 Yes

basic k-Nearest Neighbors 3/10 1/10 Yes

basic Discriminant Analysis 1/10 0/10 Yes

basic OneR 1/10 0/10 No

basic PART 1/10 0/10 No

basic Gaussian Mixture Model 0/10 0/10 Yes (as feature)

basic K-Means 0/10 0/10 Yes (as feature)
ensemble Random Forest 6/10 2/10 Yes
ensemble XGBoost 2/10 3/10 Yes
ensemble AdaBoost 1/10 0/10 Yes
ensemble Gradient Boosting 1/10 0/10 Yes
ensemble Stacking 1/10 0/10 Yes
ensemble [ Boosting Decision Stumps 1/10 0/10 No

2.1.1 Mutual information [26]

It is a measure of the mutual dependence of a set of variables, estimating the amount of
information that can be obtained about one of them just by knowing the value of the
other. The higher the value the less the uncertainty is, whereas a zero value means that
the variables are independent, both linearly and nonlinearly. So, features irrelevant to

the target can be eliminated.

E. Malesiou




Analysis of monthly payment delays using machine learning

2.1.2 Analysis of variance (ANOVA) F-score [15]

The ANOVA F-score is used to order the features according to their significance. It
determines if the variance between the variables is significantly different, indicating if a
particular variable changes significantly when the other variables change.

2.1.3 Chi-squared test [12]

The chi-squared test, determines if there is statistically significant difference between a
non-negative feature and the target, evaluating the dependence between stochastic
features. It assigns a higher value to those relevant to the target / class, allowing to sort
the features accordingly.

2.2 Dimensionality reduction algorithms

2.2.1 Principal components analysis (PCA) [27]

It is a widely used linear method and relatively fast, based on the assumption that the
data distribution is approximately normal. It has the ability to maintain both local and
global distances and allows the comparison between clusters, facilitating the
identification of outliers. The data are transformed and displayed in a new system of
linearly uncorrelated principal components, based on variance; the first principal
component corresponds to the maximum variation and each subsequent one is selected
with the same criterion given that it is perpendicular to the previous ones.

2.2.2 Uniform manifold approximation and projection (UMAP) [24]

This is a stochastic, non-linear method aiming to learn a low dimensional manifold while
partially maintaining regional (considered linear) relationships as well as global
relationships according to the sensitive hyperparameters specified (e.g. perplexity,
number of neighbors), using cross-entropy as the metric. The cost function has many
local minima increasing the likelihood of convergence on one of them. The variance is
increased in sparse regions as opposed to dense regions, thus enhancing local
relationships and avoiding the concurrence of intermediate observations. Student’s t-
distribution is used for the distances in the low dimensional embedding.

2.2.3 Gaussian random projection [13]

The data are projected to a randomly generated matrix using components that result from the
normal distribution N(O, 1 / no. components) and have unit length. The pairwise distances are
approximately preserved.
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2.3 Base models

2.3.1 Quadratic discriminant analysis [35]

This classifier uses a quadratic decision surface to determine the class of the
observations, without assuming that the classes have the same covariance. It is
essentially a generalised form of the linear classifier (figure 1).

Figure 1. Abstract representation of the quadratic discriminant analysis classifier.

2.3.2 Gaussian naive Bayes [19]

This Naive Bayes classifier simply works on the assumption that each feature follows
the normal distribution, is conditionally independent of any other and is as important in
predicting the class as any other feature. The maximum posterior probability calculated
determines the class of an observation (figure 2).

Features -

N[mx‘lusx‘ll N[me-SXE] I X

N(my1,5,1) Nlmyys,,) class
class Y

Observations

—
\’ max{p(X | Data),
p(Y|Data)}

v

Figure 2: Abstract representation of the naive Bayes classifier.
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2.3.3 K-Nearest neighbors [2]

Using the k-NN algorithm, a new observation is assigned to the class that the majority of
its k nearest neighbors of the training set belong to, using a specified metric function
(figure 3).

class X

° class Y
-9 3-NN: B =>Y
® e ©
Yo B *
®
®
®

Figure 3: Abstract representation of the k-NN classifier.

2.3.4 Support vector machine [8]

The goal of this classifier is to find hyperplanes that make the observations of the two
classes have the maximum possible gap between them, dividing the mapped feature
space in regions assigned to a particular class (figure 4).

class X

class Y

Decis'ion boundary

Figure 4: Abstract representation of the support vector machine classifier.

2.3.5 Decision tree [24]

A decision tree is a set of decision rules used at internal nodes of the tree-structure to
determine how they split into branches and are optimised based on the training data in
a greedy manner (figure 5). The bias is typically increased but the preprocessing
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requirements are minimal. When it is restricted to just one level, it is called, decision
stump or one-rule [23].

The PART algorithm [16] generates a partial pruned decision tree using a separate-and-

conquer method.

condition 1

condition 2 condition 3

classX classY condition 5 condition 4

Figure 5: Abstract representation of the decision tree classifier.

2.3.6 Neural networks [21]

In its simple form, a neural network is a sequence of interconnected layers having
varying number of nodes, where opermations are performed. The input layer receives
the data and leads them via its connections through any existing hidden layers for
further processing, until they finally reach the output layer where the final result is
calculated (figure 6).

The perceptron [18] is a binary classifier having only one layer - the input layer. The
nodes are assigned different weights and are directly connected to the output node. The
output value results from the activation function (e.g. unit step) that uses the sum of the
inner product of the data and the weights vector plus a bias value as its input.

A more complex type of NN used, is the LSTM (Long short-term memory) [20], where
loops / feedback connections allow for information to be retained; there are gates to
control what information is considered important and what should be forgotten, without
being restricted to more recent events.

Figure 6: Abstract representation of the neural network.
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2.4 Ensemble learning methods

These methods combine different base models, sometimes of different types also, and
estimator models to collectively increase the robustness and overall performance. Three
such approaches are boosting, stacking and bagging.

In the case of boosting [31], the base models are of the same type and are
characterised by increased bias. They are fitted sequentially using a deterministic
aggregation strategy (here, XGBoost [10], AdaBoost [17] and GradientBoosting [7]).
The main goal of each step is to fix the errors observed in the previous step and finally
lower the bias.

In the case of stacking [36], the base models (having one or more levels) are not of the
same type and they are combined simultaneously, utilizing an estimator model such as
the logistic or linear regression.

In bagging, a set of models of the same type are trained, with each one of them using
random samples of the training data with replacement and randomly selecting to
exclude some features. Finally their results are aggregated to form the output, leading
to a decrease in variance (here, random forest [9] with the use of decision trees).

2.5 Classic time-series forecasting

2.5.1 Prophet [34]

It is a modular regression model that accepts time-series for forecasting, using either a
linear or non-linear approach according to the growth type specified while being able to
incorporate seasonal effects, handle missing values and detect outliers.

2.6 Hyperparameter tuning

2.6.1 Genetic algorithm [32]

This is a heuristic cross-validated method incorporating ideas of the evolution theory.
More specifically, a simple approach is to randomly generate an initial population of
models and determine their “fitness” with a specified metric. The top-performing models
along with a random sub-population, are selected to produce the new members of the
next generation of models, passing to them a randomly selected subset of their
hyperparameter values. Additionally, there is a chance of mutation and when it occurs
some hyperparameters are randomly altered, in order to have more diverse models.
Finally, after a number of generations, no offspring models are significantly better than
the ones of the previous generation, at which point the algorithm is considered to have
converged.

2.6.2 Grid search [28]

It is an exhaustive scheme of cross-validated search for the set of hyperparameter
values that maximize or minimize a score function. Essentially, all the possible
combinations of the specified hyperparameter values are tested and the mean value of
the cost function across the folds is calculated.
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2.7 Evaluation metrics

2.7.1 Accuracy

The accuracy metric, representing the ratio of correctly predicted observations, is used
to measure the performance of the classification models. Though, the confusion
matrices provide additional insight regarding the class-wise accuracy which is especially
important with imbalanced datasets.

No.correctly classified late + No.correctly classified non — late
Accuracy =

No.records

2.7.2 RMSE

The root-mean-square error, the square root of the average squared error between the
real and estimated values, is used to measure the performance of the regression
models. So, zero RMSE would indicate perfect fit.

RMSE = Y.i(predicted no.days;—true no.daysi)2
No.samples
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3. METHODS AND RESULTS

The steps of the workflow are presented in figure 7. Figure 8 provides an example of the
function calls used to perform a test.

Workflow
1. Preprocessing 2. Splitting 4. Evaluation
=
» transformation, % random or »  Accuracy or RMSE,
Original encoding » based on the date or confusion matrix
data » new features’ —_—p | using the n-th bill wmp | ° allthe features &
generation random split
» elimination of highly * {all, reduced} features &
= {random, date, n-th bill}
correlated features 3. Hyperparameter tuning L
L i split, using the 3 top
» selection of the most classification & regression performing models
important features

» base models

» ensemble methods 5. Comparison
with

» genetic algorithm or » Prophet procedure
grid search (classic time-series)

Figure 7: The workflow

# Read the IBM late payments data
ibm data file = "/content/drive/MyDrive/ibm late payments.data
ibm bills = read bills(ibm data file}

"

# Date split
date_thr = '2013-05-01'
¥_type = "class'

=] LN b B

# Get the training and test data (pandas dataframes) along with the

oo m

# corresponding dropped features (not known at the time of issuing the invoices)

5

# and their class (0: non-late, 1l: late)

5 pa s s

w0 Bk

ibm train, ibm train dr, y_train, \
ibm test, ibm test dr, y test = date split(ibm bills, date_ thr}

L
L

[
19

# Rdd features using clustering / classification algorithms

5
n

5
T

num groups = 2

L
1

7 ibm train, ibm test = add classes(ibm train, y_train, ibm test, num groups)

# Remove highly correlated / redudant features

o W m

20 ibm train, ibm train dr, ibm test, ibm test dr =\

21 remove hcorr(ibm train, ibm train dr, ibm test, ibm test dr, corr_ thr=0.E3)}

22

23 # Select the top-k features

24 ibm train, ibm train dr, ibm test, ibm test dr = \

25 sel features class(ibm train, ibm train dr, ibm test, ibm test dr, y train, top k=135)
40
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2

28 # S5ingle model evolution
29 method use = 'rf' # Random forest
20 # Parameters to I
31 param grid = {

32 "pipe n estimators": Integer (10, 1500),
"pipe max features": Categorical (["=qrt", "log2"]),
34 "pipe criterion": Categorical(["gini", "entropy"l).
35 "pipe bootstrap": Integer(0, 1},
36 "pipe max depth": Integer(l, 20),
T "pipe min samples split": Integer(2, 20),
"pipe min samples leaf": Integer(l, 10),
39 "pipe min impurity decrease": Continuous(0.0, 0.3)
42 # Evolved model (best)

43 evol estim = baseModel test(ibm train, ¥_train, ibm test, y_test,

44 method use, param grid)

Figure 8: Example of the functions used to train and tune the hyperparameters of a base model

(random forest) using the 15 most important features and random split.

3.1 Dataset

The dataset selected to train the models and perform the tests was provided by IBM
and sourced from Kaggle Datasets [14]. It consists of 10 features (with 2 extra features
that are derived from the original) corresponding to 100 unique customers, amounting to
2,466 entries spanning a period of roughly two years. Even though it is a relatively small
dataset, it was preferred over bigger datasets of telecommunications and streaming
companies, because the customers’ behavior captured (features) more closely
resemble the desired pattern of long-term business relationships with anonymous and
context-free information, monthly invoices, fixed number of days allowed to settle them
and varying amounts, regarding mainly one service / product that is not pre-paid
allowing the bill to be disputed.

3.1.1 Features

Original features:
e countryCode: three-digit encoding of the country (5 unique countries)

e customerlD: ten-character alphanumeric identifier of the customer (100 unique
customers)

e PaperlessDate: date when the customer opted for electronic invoice
e invoiceNumber: a variable-length numeric identifier of the invoice

e invoiceDate: the date the invoice was issued (January 3 2012 to December 2
2013, ~1.2 invoices per customer per month)

e DueDate: the date the invoice is due (30 days after the issuing date)
e invoiceAmount: the amount of the current invoice only
e Disputed: a one-digit (true / false) indicator of whether the invoice was disputed

e SettledDate: the date the invoice was settled in full
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almost 1/3 of the invoices are settled after the due date

PaperlessBill: the type of the current invoice (paper / electronic)

Extra features:

DaysToSettle: the number of days between issuing and settling the invoice

DaysLate: the number of days between the due date and the date the invoice
was settled

3.1.2 Data exploration

Below, a number of plots (figures 9-47) are used to visually explore / summarize the
initial data:

Approximately, 33% of the invoices are late.

Most of the invoices (64%) are settled with no delay (0-30 days) and the vast
majority (80%) of the late ones are settled within 15 additional days; the range is
0 to 45 days and the mean value 3.4 days.

The mean amount is 59.9 and it ranges between 5.26 and 128.28. Its distribution
is approximately normal.

The ratio of paper and electronic bills is nearly the same.

It is much more likely for disputed bills to be late; 68% of the disputed bills are
late in contrast with only 26% of the non-disputed bills.

Electronic invoices tend to be settled later compared to the paper ones with the
mean values being 24.6 and 30.2, respectively.

Electronic invoices tend to be late by more days compared to the paper ones
with the mean values being 2.4 and 4.4, respectively.

The number of invoices per month does not differ.
The distribution of the number of days to settle the bill is approximately normal.

No correlation is observed between the invoice amount and the delay or the
number of days to settle it.

The number of unique customers per month is approximately the same.

Three of the countries (391, 406, 770) have more invoices than the other two
(818, 897), which aligns with the observation that these countries also have more
customers.

Two of the countries (406, 818) have a greater ratio of disputed to non-disputed
bills.

The ratio of late bills is comparatively lower in one country (391).
Two of the countries (818, 897) have a lower ratio of paper to electronic bills.
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10

InvolceAmount
0.8

countryCode
0.6

DaysToSettle
0.4

DaysLate
- 0.2

PaperlessBill
- 0.0

Disputed

- —0.2
Late

InvoicefAmount
countryCode
DaysToSettle

DaysLate
PaperlessBill
Disputed
Late

Figure 9: Heatmap of the correlation between the features. As it was expected, the DaysToSettle,
DaysLate and Late features are highly correlated (positively). A less strong correlation is

observed with the “disputed” feature.
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Figure 10: Barplot of the number of late and non-late bills (absolute frequency). Approximately,

33% of the invoices are late.
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Days late (overall)

1750

1500

o
] = Pl
il =] =
=1 =] (=1

|[Frequency|

Ln
=]
=]

250

0
0 10 20 30 40
Days

Figure 11: Histogram of the number of days of delay (date of settling - due date). Most of the
invoices (64%) are settled with no delay and the vast majority (80%) of the late ones are settled
within 15 additional days; the range is 0 to 45 days and the mean value 3.4 days.
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Figure 12: Histogram of the number of days until the invoice is settled (date of settling - issuing
date). Most of the invoices (64%) are settled within 30 days and 80% are settled within 40 days; the
range is 0 to 75 days and the mean value 26.4 days. The distribution is approximately normal.
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Disputed bills (overall)
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Figure 13: Barplot of the number of disputed and non-disputed bills (absolute frequency).
Approximately, 23% of the invoices are disputed.

Invoice amount (overall)

GO0

5 &
(= =

|[Frequency]|
[¥E]
(]
)

200
100
0
0 20 40 &0 a0 100 120
Amount

Figure 14: Histogram of the new amount (not including any previous outstanding / unpaid
amount) per invoice. The mean value is 59.9 and the amount ranges between 5.26 and 128.28. The

distribution is approximately normal.
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Paperless bills (overall)
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Figure 15: Barplot of the type of invoice (paper or electronic; absolute frequency). Approximately,

49% of the invoices are paper and 51% electronic.
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Figure 16: Barplot of the number of disputed and non-disputed bills that are late or non-late
(absolute frequency). Clearly, it is much more likely for disputed bills to be late; 68% of the
disputed bills are late in contrast with only 26% of the non-disputed bills.
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Figure 17: Histogram of the date (year-month) that the customers opted for electronic invoice. All

the dates are within the range of the invoices’ issuing dates.
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Figure 18: Boxplots of the amount according to whether the invoice was disputed or not. The

mean amount of the disputed bills is slightly greater.
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Figure 19: Boxplots of the number of days the bills were late according to whether the invoice was

disputed or not. The disputed bills have a greater mean value as well as a greater range.
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Figure 20: Boxplots of the number of days until the bills were settled according to whether the

invoice was disputed or not. The disputed bills have a greater mean value.
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Paperless + Disputaed (overall)
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Figure 21: Barplot of the number of non-disputed and disputed electronic bills (absolute
frequency).
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Figure 22: Boxplots of the number of days the bills were late according to the type of invoice
(paper, electronic). Electronic invoices tend to be late by more days compared to the paper ones

with the mean values being 2.4 and 4.4, respectively.
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Figure 23: Boxplots of the number of days to settle the hill according to the type of invoice (paper,

electronic). Electronic invoices tend to be settled later compared to the paper ones with the mean
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values being 24.6 and 30.2, respectively.
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Figure 24: Barplot of the number of invoices per year.
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Figure 25: Barplot of the number of invoices per month, January to December (absolute
frequency). They seem to be evenly distributed; the invoices of December mainly correspond to

the year 2012 since the last invoice of 2013 was issued on December 3.
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Figure 26: Barplot of the number of invoices per month per year (absolute frequency). They seem
to be evenly distributed; the last invoice of 2013 was issued on December 3.
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Figure 27: Barplot of the number of invoices per day of the month (absolute frequency). They
seem to be evenly distributed; the 31% day has approximately half the frequency of the other days,
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Figure 28: Barplot of the number of days the bill was late (absolute frequency), excluding the non-

late bills.
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Figure 29: Barplot of the number of days to settle the bill (absolute frequency). The distribution is
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approximately normal.
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Figure 30: Barplot of the sum of the invoice amounts per year. The mean sum amount per month

per year is approximately the same; 6,339 and 6,512, respectively.
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Figure 31: Barplot of the sum of the invoice amounts per month. The values are approximately the
same; the last invoice of 2013 was issued on December 3 and thus the sum is nearly half, as

expected.
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Figure 32: Scatter plot of the invoice amounts to the number of days the bills were late, coloring

the points according to whether they were disputed or not. No correlation is observed.
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Figure 33: Scatter plot of the invoice amounts to the number of days to settle the bills, coloring

the points according to whether they were disputed or not. No correlation is observed.
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Figure 34: Plot of the amount to the number of days the bill was late ratio. Most of the bills have a
low ratio (< 10) while it ranges from 0.16 to 71.02. Greater values correspond to bills being paid

immediately or within a few days.
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Figure 35: Barplot of the number of invoices per country (absolute frequency). The first three

countries (391, 406, 770) have more invoices than the last two (818, 897).
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Mean days late per Country
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Figure 36: Barplot of the mean number of days the bills were late per country. The mean value of

the first country (391) is approximately 50% lower compared to the other countries.

Mean days to Settle per Country

25

15

Days to Settle

391 406 70 a1a 87
Country

Figure 37: Barplot of the mean number of days until the bills are settled per country. The mean
value of the first country (391) is slightly lower than that of the other countries the difference is

not as marked compared to the mean number of days the bills were late.
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Figure 38: Barplot of the mean amount per country. The mean value of the fifth country (897) is
much lower (23% - 43%) than that of the other countries.
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Figure 39: Barplot of the number of late and non-late invoices per country. Clearly, the ratio of late

bills is lower in the first country (391).
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Figure 40: Barplot of the number of paper and electronic invoices per country. The last two

countries (818, 897) have a lower ratio of paper to electronic bills.
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Figure 41: Barplot of the number of disputed and non-disputed invoices per country. The second

and fourth countries (406, 818) have a greater ratio of disputed to non-disputed bills.
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Figure 42: Barplots of the number of bills (1%), the mean amount (2"®) and the percentage of

electronic bills per customer (3').
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Figure 43: Barplots of the mean number of days the bill was late (1*) and the mean number of

days to settle the bill (2“") along with the percentage of late and disputed bills per customer (3"’).
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Figure 44: Plot depicting the date range of the invoices per customer along with their status (late,

disputed).
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Figure 45: Barplot of the number of unique customers per country (absolute frequency). The first
three countries (391, 406, 770) have more customers than the last two (818, 897). This aligns with
the number of invoices per country.
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Figure 46: Barplot of the number of unique customers per month. The values are approximately
the same.
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Figure 47: Barplot of the number of unique customers per month per year (absolute frequency).
They seem to be evenly distributed; the last invoice of 2013 was issued on December 3.

3.2 Preprocessing

The preprocessing consists of three steps: transformation / encoding, generation of new
features and feature selection. There were no missing values in the initial data.
Furthermore, three methods of splitting the data into training, validation and test sets
were utilized, each aiming to evaluate a different aspect of the models.

3.2.1 Transformation / encoding

The alphanumeric features (InvoiceDate => month, day, year, customerlD,
PaperlessDate, InvoiceDate, DueDate, SettledDate, Disputed, PaperlessBill), were
converted to numeric and then the categorical features were encoded using either one-
hot (countryCode) or binary (Disputed, PaperlessBill) transformation. The features
concerning the invoice that are not known at the time of issuing were omitted
(SettledDate, Late, DaysLate, DaysToSettle).

3.2.2 Derived features

New features were generated in order to summarise the customer’s history up to the
date of issuing the current invoice and also capture more recent trends, taking into
account the status of the previous two or three bills only.

The features added, are:
¢ No. {all, late, disputed} bills
e Ratio {late, disputed} bills
¢ Ratio {late/disputed, disputed/late}
e Sum, mean, std amount {all, late, disputed}
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e Mean, std {days late, days to settle}

e Mean, std ratio amount/days to settle

e No. {paper, electronic} bills

e Ratio {paper, electronic} bills

o Ratio {paper/electronic, electronic/paper}

e No. {disputed+paper, disputed+electronic}

e Ratio {disputed /paper. disputed/electronic}

e Ratio {disputed+paper/disputed+electronic, disputed+electronic/disputed+paper}
¢ No. {late+paper, late+electronic}

e Ratio {late+paper, late+electronic}

¢ Ratio {late+paper/late+electronic, late+electronic/late+paper}
e No. months since the 1% bill

e No. months since opting for electronic bills

e Bin of InvoiceAmount, InvoiceDate & Month => 4 bins, each
e AmountToSettle = Amount / Days to Settle

e Clusters / Classes => K-means, kNN, GMM

In total, the number of features now is 133.

Ground truth (Late)

Month

KMeans kNN

Month
Month
Month

Figure 48: The ground truth (blue: non-late, red: late) in the three-dimensional space of the invoice
amount bin x the number of months x the issuing month, and the results of the KMeans, Gaussian

Mixture Model and kNN algorithms; kNN seems to perform better.
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3.2.3 Dimensionality reduction

PCA was performed after the highly correlated features were removed. The first three
principal components explain ~95% of the variance (figure 49) and no feature
contributes disproportionately to that variance as it can be seen in figure 50.
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Figure 49: The variance explained per principal component.
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Figure 50: The top contributing features to the variance of the first three principal components.

The red line indicated the mean contribution across all the features.

As it can be observed in figure 51, the two classes cannot be separated.
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Figure 51: PCA projections; the late (red) and non-late (blue) bills cannot be separated.

Similarly, UMAP was performed with hyperparameters: components = 2, neighbors = 30
and metric = euclidean. Again, the late (red) and non-late (blue) bills cannot be separated.

20
)
15 15 "‘-

10 10

: Fss?

UMAP2
UMAP2
v

=5

=5 0 5 10 15 =10 0 10
UMAPL UMAP1

Figure 52: UMAP projections; the late (red) and non-late (blue) bills cannot be separated.

Likewise, the gaussian random projection was also unable to separate the late (red) and non-
late (blue) bills although the results are better.
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Figure 53: Gaussian random projection; the late (red) and non-late (blue) bills cannot be

separated.
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3.2.4 Feature selection

In order to reduce the dimensionality, at first highly correlated features (Pearson, >

0.85) are removed and next, only the top-15 features are kept which are those having
the lowest mean rank of importance, using 2 methods: mutual information and ANOVA

F-score in the case of classification, or 3 methods: mutual information, ANOVA F-score
and X2 in the case of regression. An example of the results is provided in figures 54-56.
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Barplot of the features’ importance using the mutual information criterion.
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Figure 55: Barplot of the features’ importance using the ANOVA F-score criterion.
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Figure 56: Heatmap of features’ rank using 2 criteria (mutual information, ANOVA F-score) for the

purpose of classification.

3.2.5 Splitting methods

“Random split™:

The bills are randomly assigned to the training and test set according to a specified ratio
(default: 80% training / validation, 20% test).

“N-split”:

The test set consists of the n-th bill of each customer and all the previous bills are used
to form the training set.

“Date-split”:

The training set consists of all the bills up to a specific date and the test set consists of
the next bill available per customer.

The last two methods are more “natural” since the splitting follows the chronological
order.

The features selected using each method are:

Random split:
Classification: Regression:

o PaperlessBill « RatioPaperElectr_3L
o RatioLatePaperElectr_3L e NumbDisp_2L
e NumbDispElectr e countryCode_818
o RatioPaperElectr e LateToDisp_2L
e DispToLate 2L e StdAmountDisp
e StdAmountDisp e« NumbDisp
e NumPaper e  SumAmount_2L
o RatioPaperElectr_3L o RatioDispPaperElectr_3L
o StdDaysSettle 3L « MeanAmount
o StdDayslLate 2L « RatioDispPaper
e NumElectr o DispTolLate_3L
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NumLate

DispTolLate
RatioDispElectr
RatioDispPaperElectr_2L

Date split (2013-05-01):

Classification:

RatioLateElectrPaper
MeanAmountLate
RatioPaperElectr
RatioDispPaperElectr_2L
NumDispElectr
StdDaysSettle
StdAmountDisp
NumLatePaper_2L
NumDisp_2L
StdAmountSettle 2L
MonthsPaperless
StdAmountLate
DispTolLate
PaperlessBiIll
RatioPaperElectr_2L

NumBills split (10):

Classification:

NumLateElectr_2L
RatioDispPaperElectr_3L
RatioPaperElectr_2L
MonthsPaperless
RatioLatePaperElectr_2L
RatioLateElectr
NumDisp_2L
LateToDisp_3L
MeanAmount
countryCode_818
RatioLatePaper
countryCode_391
PaperlessBill
MeanAmountLate
StdDaysLate

E. Malesiou

RatioLatePaper
MeanAmountSettle
MeanDaysLate
countryCode_ 391

Regression:

RatioLateElectrPaper
MeanAmountLate
RatioPaperElectr
RatioDispPaperElectr_2L
NumDispElectr
StdDaysSettle
StdAmountDisp
NumLatePaper_2L
NumDisp_2L
StdAmountSettle 2L
MonthsPaperless
StdAmountLate
DispTolLate
PaperlessBill
RatioPaperElectr_2L

Regression:

RatioDispElectrPaper_3L
NumDisp_2L
countryCode_818
MeanDaysSettle
StdAmount_3L

NumLate
StdDaysLate 3L
MeanAmountDisp
RatioPaperElectr

KNN_ clust

NumLate 2L
StdAmountDisp
RatioDispPaperElectr_3L
countryCode_391
MeanAmount
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3.3 Models

3.3.1 Hyperparameter selection

The hyperparameters of the models were selected using either a genetic algorithm
(classification) or grid search (regression).

Genetic algorithm
e 10 models
e 10 generations
e 10% mutation probability
e 80% crossover probability
e top 3 models (scoring: accuracy) kept per generation
e + 2 random models

e 5-fold cross-validation

Grid search
e metric: neg_root_mean_squared_error

e 5-fold cross-validation

Below are the hyperparameters that resulted in the best accuracy score (classification)
or RMSE (regression), separately and in the context of stacking, using random splitting
of the data and all the features remaining after those highly correlated are eliminated.

3.3.2 Classification

Base estimators:

e AdaBoostClassifier
o base: DecistionTree, estimators: 77, algorithm: SAMME.R
e DecisionTreeClassifier
o criterion: entropy, splitter: random, min. split: 3
e GradientBoostingClassifier
o loss: deviance, learning rate: 0.01, estimators: 100, criterion: mse
e KNeighborsClassifier
o n:5, leaf size: 90, algorithm: kd tree
e LinearSVC
o loss: hinge, C: 0.16
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e MLPClassifier

o hidden layer size: 36, activation: logistic, solver: adam, learning rate:
adaptive

e RandomForestClassifier
o estimators: 100, criterion: gini, max. features: sqrt, bootstrap: True
e SGDClassifier
o loss: hinge, penalty: 12, alpha: 0.0001
e SVM
o kernel: RBF, degree: 3, decision function shape: ovo
e XGBoostClassifier

o max_depth: 7, learning_rate: 0.001, n_estimators: 10000, objective:
binary:hinge, booster: gblinear, num_boost_round: 100

e QuadraticDiscriminantAnalysis

e Perceptron

e GaussNB

e Neural network (Tensorflow)
o activation: relu / softplus, optimizer: adam, loss: BinaryCrossentropy
o 300 nodes, 51 epochs, 0.36 dropout rate

Final estimator:

e LogisticRegression
o C:0.79, solver: Ibfgs

3.3.3 Regression

Base estimators:

e AdaBoostRegressor
o base: DecistionTree, estimators: 50, loss: linear, learning_rate: 0.1
e DecisionTreeRegressor
o criterion: mae, splitter: random, min. split: 5
o KNeighborsRegressor
o n: 10, leaf size: 10, algorithm: brute, weights: distance
e MLPRegressor
o hidden layer size: 10, activation: relu, solver: adam, learning rate: constant
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RandomForestRegressor

o estimators: 500, criterion: mae, max_depth: 14, max. features: sqrt,
bootstrap: True

XGBoostRegressor

o n_estimators: 10000, objective: reg:tweedie, booster: gblinear,
num_boost_round: 1000

Final estimator:

LinearRegression

3.4 Evaluation

Initially, random splitting and all the features (only removing the highly correlated) are
used to determine the top-performing types of models that are then tested using all the
combinations of: {random (test set: 20%), 10-th bill, date} split x {all, top-15} features.

3.4.1 Classification

The classes used to train the models are two and correspond to the ‘late” status (0: not
late, 1: late). The results presented in tables 3-4 and figures 57-65, show that:

The accuracy achieved ranges from 59% to 84% (table 3). Except for perceptron,
all the other models had at least 74% accuracy, though it differs class-wise
(figure 57).

The top models are tree-based using boosting (XGBoost, AdaBoost) or neural
networks (NN, MLP), with the NN model only having significant difference
between the training and test set, indicating overfitting.

The late class prediction accuracy ranges from 63% to 73% among the top-
performing models (figure 58).

The probabilities assigned to the predicted class by the top model, XGBoost, are
mainly quite high (figure 59) even in the event of misclassification (figure 60).

XGBoost and NN consider different features more important (figures 57-58),
sharing half of their top-10.

The impact of the most important feature, the mean number of days to settle the
bill, is greater when others have little impact and is more important for non-late
bills.

Three features, the ratio of electronic to paper bills, the invoice amount and the
standard deviation of the late bills’ amount are more important for late bills.

After the ground truth labels are randomly permuted, the features considered
important change (figures 56-57), giving some credibility to the original models.

The use of the top-15 features (~35% of them concern recent trends) only led to
better accuracy with the “date split”.
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Table 3: The accuracy score of the classification models (ordered) on the test set (random split,

all features).

Accuracy
(test set)

XGBoost 84%
NN 83%
AdaBoost 82%
MLP 81%
GaussianProcess 81%
Stacking 80%
KNeighbors 79%
LinearSVC 79%
SVM 79%
RandomFarest 79%
SGD 79%
LR 79%
QDA 77%
DecisionTree 76%
GaussianNB 74%
Perceptron 59%
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Figure 57: The accuracy score of the classification models (ordered) on the training and test sets

(random split, all features).
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Figure 58: Confusion matrices of the top-performing models (random split, all features).
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Figure 59: Histogram of the probability of delay using the XGBoost classifier (best model).
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The features’ importance using the XGBoost classifier (best model, all features,

Figure 61

random split). The gain, refers to the average gain across all the splits and the weight to the

number of times the feature is used to split the data across all the trees.
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Figure 62: Density scatter plot of the SHAP values [30] for each feature using the XGBoost
classifier (gbtree booster instead of gblinear (best model), all features, random split), without (first
plot) or without (second plot) random permutation of the target values. The features are sorted by

the sum of the SHAP value magnitudes across all bills.
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Figure 63: The features’ importance using the XGBoost classifier (best model, all features,

random split) and MDA (Mean Decrease Accuracy) metric.
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Figure 64: The features’ importance using the NN classifier (best model, all features, random split)

and MDA (Mean Decrease Accuracy) metric.

Table 4: The accuracy of the top-performing models, using all the splitting methods and all or the

top-15 features of the dataset.

Split type Features Accuracy (test set)
XGBoost Random All 84%
Random Top-15 74%
Date All 78%
Date Top-15 83%
NumBills All 75%
NumBills Top-15 60%
NN Random All 83%
Random Top-15 78%
Date All 78%
Date Top-15 80%
NumBills All 78%
NumBills Top-15 76%
AdaBoost Random All 82%
Random Top-15 T4%
Date All 78%
Date Top-15 83%
NumBills All 75%
NumBills Top-15 60%
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Figure 65: The accuracy of the top-performing models, using all the splitting methods and all or

the top-15 features of the dataset.

Also, CNN LSTM models were used to extract intermediate representations but the
accuracy achieved was +0.5% at best. The input of these models is a set of two-

dimensional matrices consisting of the customer’s information at each time point (figure
66).

j-th feature

i-th bill

v CUSTOMER w

Figure 66: The two-dimensional representation of customer’s "w" history.

3.4.2 Regression

The predicted value is the number of days until the bill is settled. The “classes”
mentioned below, correspond to the following intervals: 0: [0,10] days, 1: (10,20], 2:

(20,30], 3: (30,40], 4: (40,~) days. The results presented in tables 5-6 and figures 68-
71, show that:

e The RMSE ranges from 7.29 to 11.01 (table 5).

e The top models are tree-based using boosting (XGBoost, RandomForest) and
stacking or neural network (MLP).
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e Even though the "accuracy" calculated (figure 68) is low (51%-55%), most of the
misclassified cases belong to the previous or next “class”. It is greatly reduced
when the delay exceeds 40 days.

e The absolute difference in days between the actual and predicted values was as
high as 30 days.

e The use of the top-15 features (~35% of them concern recent trends), improved
the RMSE with the “n-th bill split” and sometimes with the “date split”.

e XGBoost and NN share most (7/10) of the features they consider more important
(figures 57-58).
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Figure 67: Histograms of the number of days until the bill is settled and the number of days the
bill was late, along with the cardinality of the corresponding classes used to calculate the

“accuracy” of the regression models.

Table 5: The RMSE score of the regression models (ordered) on the test set (random split, all

features).
RMSE
(test set)

Stacking 7.29
XGBoost 7.32
MLP 741
RandomForest 7.55
AdaBoost 737
KNeighbors 8.27
DecisionTree 11.01
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Figure 68: Confusion matrices of the top-performing models (random split, all features). Although

the “accuracy” is low, most of the misclassified cases belong to the previous or next “class”.
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Figure 69: The absolute difference between the actual and predicted values of the test set, using

the top-performing models (random split, all features).
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Figure 70: The features’ importance using the XGBoost regressor (all features, random split) and

MDA (Mean Decrease Accuracy) metric.
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Figure 71: The features’ importance using the NN regressor (all features, random split) and MDA

(Mean Decrease Accuracy) metric.
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Table 6: The results of the top-performing models, using all the splitting methods and all or the

top-15 features of the dataset.

Stacking Random All 7.29 52%
Random Top-15 7.55 51%

Date All 7.59 55%

Date Top-15 7.49 53%

NumBills All 7.73 55%

NumBills Top-15 8.28 50%

XGBoost Randem All 7.32 55%
Random Top-15 7.90 50%

Date All 7.44 53%

Date Top-15 9.06 43%

NumBills All 7.89 55%

NumBills Top-15 7.74 50%

MLP Random All 7.41 53%
Random Top-15 8.85 43%

Date All 7.98 47%

Date Top-15 9.45 44%

NumBills All 8.35 55%

NumBills Top-15 7.28 60%

RandomForest Randem All 7.55 51%
Random Top-15 7.68 50%

Date All 7.19 55%

Date Top-15 7.45 54%

NumBills All 8.26 50%

NumBills Top-15 7.14 65%

3.4.3 Classic time-series forecasting - Prophet

Finally, the Prophet procedure was used to predict the days until the n-th bill was settled
(n: 5, 10, 15, 20, 25, 30), providing the status of all the previous bills per customer for
the fitting along with the date they were issued. Only one growth type, “logistic”, allowed
for both the floor (0) and ceiling (cap, 80) values to be specified and so it was the one
selected to carry out the tests since the alternatives were yielding negative values.

Even though the floor and cap values were defined, the predictions were sometimes out
of this range. Generally, the results (figures 72-77) show that at least 24 past bills are
required to make its performance comparable to that of the previous section’s models.
Though, only a few customers (19) have 30 or more bills, making the evaluation of its
performance problematic. The higher accuracy in the last class, when using less than
25 bills, is attributed to the predictions having systematically much greater values than
the cap.
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Figure 72: Prophet results - prediction of the 5" bill, absolute difference between the predicted
and actual values, heatmap using the actual values and heatmap using the row-wise ratios. Even
though floor and cap values are defined, the predictions are sometimes out of this range. The

predictions having values >> cap, contribute to the higher accuracy observed in the last class.

RMSE: 45.63 o, 2 3 1 0 1
Accuracy: 32.00% é
10 bills -
Ul
True e
200 = Prediction ~,
g
100 ~,
v
&
0 -
8
0 20 40 60 80 100

10 bills |Predicted - True| o,
v
&
200 52
‘Jl
150 )E
Nl
100 ;:f

50 :| 0048 0095 014
&

0 <, 0083 0083 017
0 20 40 60 80 100 Y
£

Pred 0 Pred_1 Pred 2 Pred_3 Fred 4

Figure 73: Prophet results - prediction of the 10™ bill, absolute difference between the predicted

and actual values, heatmap using the actual values and heatmap using the row-wise ratios.
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Figure 74: Prophet results - prediction of the 15" bill, absolute difference between the predicted

and actual values, heatmap using the actual values and heatmap using the row-wise ratios.
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Figure 75: Prophet results - prediction of the 20" bill, absolute difference between the predicted

and actual values, heatmap using the actual values and heatmap using the row-wise ratios.
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Figure 76: Prophet results - prediction of the 25" bill, absolute difference between the predicted

and actual values, heatmap using the actual values and heatmap using the row-wise ratios. The

predictions are much better now that 24 bills are available to fit the models.
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Figure 77: Prophet results - prediction of the 30" bill, absolute difference between the predicted
and actual values, heatmap using the actual values and heatmap using the row-wise ratios. There

are only 19/100 customers having 30 bills.
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3.5 Technical information

The experiments were performed using: Python 3.7.12 [29], scikit-sklearn 0.22.2,
Tensorflow 2.6.0 [1], XGBoost 1.4.1, sklearn-genetic-opt 0.6.1 [32], umap-learn-0.5.1
and Prophet 0.7.1.
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4. CONCLUSIONS AND FUTURE PROSPECTS

In the case of classification, the accuracy of the three best models (XGBoost, NN,
AdaBoost) on the test set was 82%-84%, using all the features and “random split”’. The
greatest difference between the training and test set accuracy was observed in the NN,
with the training set being almost perfectly classified, indicating some degree of
overfitting. Looking at the confusion matrices, AdaBoost was best at classifying the late
bills (73%) and XGBoost was best at classifying the non-late bills (91%). Also, the
probabilities XGBoost assigned to the predictions were mainly high and the same was
true for about half of the misclassified bills. The lowest accuracy across the top-
performing models involved the “n-th bill split”. Consistently, the use of the top-15
features (~35% of them concern recent trends) only led to better accuracy with the “date
split”.

Based on how much the accuracy decreases when a feature is not available, XGBoost
and NN consider different features more important (figures 63-64); half of their ten most
important features are common: mean days late, number of late bills, standard deviation
of the late bills’ amount, number of late paper bills and the number of electronic bills.
Furthermore, figure 62 shows the impact of the features having the largest sum of
SHAP value magnitudes across all the bills. We observe that the most important
feature, the mean number of days to settle the bill, has greater impact when the other
features have little to no impact and its magnitude in determining the class is greater for
non-late bills. On the opposite side, the ratio of electronic to paper bills, the invoice
amount and the standard deviation of the late bills’ amount are more important for late
bills. Furthermore, if the ground truth labels are randomly permuted, the features
considered important change drastically (figures 62-63), indicating the explanation of
the original models about the relationship between the input and the prediction has
some validity.

In the case of regression, the RMSE of the three best models (Stacking, XGBoost,
MLP) on the test set was 7.29-7.41, using all the features and “random split”. The
corresponding “accuracy” was up to 55%, but most of the misclassified bills belong to
either the previous or the next “class”. The absolute difference in days between the
actual and predicted values was as high as 30 days. With the use of the top-15 features
(~35% of them concern recent trends), the RMSE consistently improved with the “n-th
bill split” and sometimes with the “date split”. This time, XGBoost and NN have more
common features (seven) among the ten most important (figures 70-71): mean days to
settle the bill, mean amount settled, num of late bills, number of electronic bills, the
invoice amount and mean days late, but their impact is much greater (up to seven
times) in XGBoost. It should be noted that the “accuracy” is greatly reduced when the
delay exceeds 40 days, leading to the hypothesis that other features are important for
this group and possibly not available. It is characteristic that if we know whether the
current bill is disputed, the same models have RMSE 5.8 and 6.3 instead of 7.3 and 7.4,
and “accuracy” 63% and 59% instead of 55% and 53%, respectively. More interestingly,
the “accuracy” at predicting the last “class” doubles in NN but in XGBoost the greatest
increase concerns the first “class” (1.7 times). The results are similar if we add that
information to the classification models; the accuracy of XGBoost and NN increases up
to 90% and 85% instead of 84% and 82%, respectively. At the same time, the models
are almost equally good at discerning the two classes even though the non-late bills’
class is underrepresented. Thus, factors associated with the invoice being disputed or
the handling process after it is disputed should be tested.
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The classic time-series method, Prophet, required to know 24 past bills (approximately
2 years) per customer in order to have comparable performance (RMSE: 7, “accuracy”:
48%, ~45 customers), but more data did not lead to better RMSE.

Overall, the accuracy achieved can be considered good / promising, given the limited
data available and the relatively low ratio of non-late to late bills. The ensemble learning
methods, which are entirely decision tree-based or include decision trees, performed
better in both cases, representing two of the three top models. This is in accordance
with the papers described in section 1.2, where 70% of the best models use decision
trees and 70% of them involve ensemble learning (random forest, XGBoost). Though, in
contrast, only 10% of the best models involved neural networks, but here one out of the
three best models per case did. Also, the best accuracy these models acheived, ranged
from 68% to 96% and the dataset with the lowest cardinality had ten times more records
than the dataset used here. Tree-based methods tend to perform better than NN with
tabular data [37] and they also make the interpretation of the decisions more
straightforward; ensemble learning methods are employed to counter their variance.
The linear regression models commonly used in business analysis cannot handle
nonlinear relationships well.

In a real application, a bigger dataset, having more unigue customers and records and a
greater ratio of late bills, spanning a longer time period, potentially leading to the
derivation of more, useful features, would be needed to establish the validity of the
model. It would also allow to better understand the impact of certain characteristics on
customer subgroups with different behaviour and eliminate outliers. This could be
especially important if low cardinality subgroups responsible for disproportionate loss
are identified. Then, the customers could be pre-clustered and used to separately train
base models, since the importance of the features may vary. After more data are
accumulated over time, some features may prove to be degrading the performance.

Apart from having a better training set, the test set would be possible to consist of
completely unseen customer records and allow better assessment of how small
perturbations of the input affect the results, making the process more reliable and
robust. Furthermore, the more natural splitting methods (“n-th split” and “date-split”)
could be utilized to exhaustively test the models and evaluate how the performance
changes when the number of bills available changes. Additionally, different time
windows could be considered for capturing recent trends, followed by comparison of the
features with the highest impact.

Finally, sector-specific or global economic factors may influence the ability or
willingness of the customers to pay on time and such features could be incorporated
along with the cost of misclassification according to its impact on revenue.
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TABLE OF TERMINOLOGY

ZevOyAwooog 6pog EAAnviké6g Opog
Classification Karnyoplotroinon
Ensemble learning 2UVOAIKA udBbnon
Factoring Avadoxn ETTIXEIPNPOTIKWY ATTAITACEWY
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ABBREVIATIONS - ACRONYMS

AdaBoost Adaptive boosting

ANOVA Analysis of variance

CNN Convolutional neural network
DBSCAN Density-based spatial clustering of applications with noise
DT Decision tree

GA Genetic algorithm

GMM Gaussian mixture model

ID Identity

k-NN k-Nearest neighbors

LR Logistic regression

LSTM Long short-term memory

MLP Multi-layer perceptron

NB Naive Bayes

NN Neural network

OneR One rule

PART Partial decision tree

PCA Principal component analysis
QDA Quadratic discriminant analysis
Ref Reference

RF Random forest

RMSE Root-mean-square error

SGD Stochastic gradient descent
SHAP Shapley additive explanations
SMS Short message service

SVC C-Support Vector Classification
SVM Support vector machine

UMAP Uniform Manifold Approximation and Projection
XGBoost Extreme gradient boosting
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