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ABSTRACT

Data volume creation and consumption presents a continuous increasing tendency. Mass
sensor deployment and continuous monitoring are some of the reasons why this
phenomenon is observed. According to a survey, data created, consumed and stored will
rise from 79 zetabytes in 2021, to 94 zetabytes in 2022 and is forecasted to reach 181
zetabytes for 2025 [1]. Consequently, the need for resources to store and deliver large
amounts of data, as well as the time needed to process them, increases proportionally.
Dimensionality Reduction is the method of reducing the number of random variables
under consideration. Principal Component Analysis, or PCA, is a popular dimensionality-
reduction method that is often used to reduce the dimensionality of large data sets. This
is done by transforming a large set of variables into a smaller one that still contains most
of the information in the large set. What is going to be conducted is a distributed PCA
algorithm scheme in an effort to address high computational costs of linear (orthogonal)

PCA analysis.

Main goal of this thesis is to reduce the total computing costs by reducing the

communication costs and at the same time examining the effects of grouping costs.

OEMATIKH MNMEPIOXH: Dimensionality Reduction

AEZEIZX KAEIAIA: Dimensionality Reduction, PCA analysis, Distributed PCA, Dataset

Reduction



NEPIAHYH

H onuioupyia dedopévwyv Kal n avaykn yia Olakivnon PeyAdAou OyKou OeDQONEVWV
TTapouciddel pia ouvexwg auéavouevn Tdon. H padikf xprion aiobntipwv Kal ol
EQPAPHUOYEG OUVEXOMEVOU €AEyXOU gival PEPIKOI aTTd TOug AGYOUG YIO TOUG OTTOIOUG
TTAPATNPEITAl QUTO TO QAIVOPEVO. 2ZUMQWVA ME MIa €peuva, Ta Oedopéva  TTou
dnuioupyoulvTal, KaravaAwvovTal Kal atrobnkevovTal Ba auénbouv atmd 79 zetabyte 1o
2021 o€ 94 zetabytes 10 2022 ka1 TpoBAETTETAI VO PTACOUV Ta 181 zetabyte yia To 2025
[1]. Kata ouvéTTeia, n avaykn yia TTOPOUG yia TV atroBrikeuon Kai Tn diakivnorn 0£douévwv
peydAou Oykou, KaBwg Kal 0 XpOVOog TTOU ATTAITEITAI yIA TNV ETTECEPYATIA TOUG, QUEAVETAI
avahoyikd. H texviki Meiwong Alaotdoewy €ival pia péBodog peiwong Tou apiBuol Twv
Tuxaiwv PeTapAnTwy TTou e€eTdlovTal o€ éva PEYAAO oUvoAo dedouévwy. H AvaAuon
Kupiwv ZuvioTwowv 1 PCA, €ival pia dnuo@IAng péBodog peiwong dlaoTACEWY TToU
XPNOIMOTTOIEITAI CUXVA YIa TN YEIWoN TNG dIACTAONG HEYAAWY CUVOAWY OedOPEVWV. AUTO
yiveTal PETATPETTOVTOG €va PEYAAO OUVOAO HETABANTWYV O€ €va WIKPOTEPO, TO OTTOIO
€EOKOAOUBEI va TTEPIEXEI TIG TTEPICTOTEPES ATTO TIG TTANPOYPOPIEG TOU apXIKoU. AuTO TTOU
Ba egeTaoTei cival Eva katavepnuévo oxnua aAyopibpou PCA o€ pia TpooTtrddsia va
MEIWBEI TO uWnAG UTTOAOYIOTIKO KOOTOG TNG YPAUMIKAG (opBoywviag) avaAuong
PCA.KUpiog o16x0¢ auTAG TNG JITTAWMATIKAG €pyacdiag €ival n Peiwon Tou ouvoAIKoU
UTTOAOYIOTIKOU KOOTOUG, MEIWVOVTAG TO KOOTOG ETTIKOIVWVIAS Kal ¢eTalovTag TTapdAAnAa

TIG ETTITITWOEIG TOU KOOTOUG ouadoTroinong.

OEMATIKH NEPIOXH: Meiwon Alaotdocewv

AEZEIX KAEIAIA: Meiwon diaotdocwv, Avahuon PCA, Karaveunuévn PCA, Meiwaon

OUVOAOU BEBOUEVWIV



Agigpwveral oty ouluyo uou Kai 1a dUo uou Taidiq,
yia T0 XPOVO TToU OTEPHBNKav TV TTapouaia [ou,
TTPOKEIUEVOU va auvTaxBei n rapovoa pyaaia,
KaBw¢ Kai atnv adepen ou,

TOU &ival yoviun mnyn EUTTVEUOTS.
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PROLOGUE

In our days, with the ever-evolving internet and its continuously increasing coverage, data
needs are only getting bigger, maxing out network’s infrastructures capacity. Other than
that, there is an emerging need to handle this enormous amount of data, in an efficient
way.

In this thesis, we examine a possible solution to this problem by implementing a
dimensionality reduction technique.



Distributed PCA Techniques

1. INTRODUCTION

High-dimensional spaces are hard to work with and can easily lead to misconceptions.
For many reasons, raw data are often sparse and analyzing them is usually
computationally intractable. It is also a common tendency that datasets used nowadays
are becoming larger in terms of features and more diverse in terms of values, in an effort
to spherically examine a phenomenon and obtain more accurate results. Consequently,
datasets tend to increase storage needs and process time and burden system and
network resources. In addition to the former, as the volume of datasets increase, data

sparsity becomes more intense, a phenomenon known as “the curse of dimensionality”.

Dimensionality reduction is the transformation of data from a high-dimensional space to
a low-dimensional one, keeping at the same time, the most important properties of the
original dataset that are close to the initial dimension. It is a fundamental procedure that
reduces time and storage needed.

Applying Dimensionality Reduction benefits in many ways since it reduces the dimensions
of the features and thus the space required to store the dataset. In addition, Machine
Learning applications require less computation training time, since dimensions are
reduced. Visualizing data becomes an easier and quicker task and in cases where

redundant features are present, they are removed avoiding multicollinearity issues.

However, there are some disadvantages that must be taken into consideration. Data loss
occurs and a lot of caution is needed, to ensure that the original hypothesis is not affected.
Secondly, in the PCA dimensionality reduction technique, which we are going to

implement, sometimes the principal components required to consider are unknown.

C.Magkaniaris 13
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2. DIMENSIONALITY REDUCTION

2.1 Introduction —Techniques

Dimensionality Reduction is the general term used to describe the procedure of reducing
the size of a dataset. There are a lot of DR Techniques and depending on the restrictions
of the phenomena we are addressing there are a lot of ways to approach. The two main

categories are Feature Selection and Feature Reduction.

https://medium.com/free-code-camp/an-overview-of-principal-component-analysis-
6340e3bc4073

2.2 Feature Selection

Feature Selection is the process of selecting the subset of the relevant features and
leaving out the irrelevant features present in a dataset to build a model of high accuracy
[2]. Simply put, it is a way of selecting the optimal features from the input dataset and
leaving the rest out of observation. There are three main methods of feature selection
methods. The first method is by applying a filter. Some common filters used for this case
are Correlation filters, Chi-Square Test, ANOVA, Information Gain, etc. The second
method is by using Wrappers. The difference of this method compared to the filters is that
it takes a machine learning model for its evaluation. In the wrapper's method, some
features are fed to the Machine Learning model, and then performance is evaluated.
According to the performance of the results the examined features are kept or removed
to increase the overall accuracy of the model. The advantage of this method is that it is
more accurate than the filtering one, but at the expense of a little added complexity. Some
common techniques of wrapper methods are the Forward and the Backward Selection
and the Bi-directional Elimination. The third category of Feature Selection methods are
the Embedded Methods. The evaluation of the importance of each feature is done
depending on the different training iterations of the machine learning model. Some

common Embedded Methods are LASSO, Elastic Net and Ridge Regression.

C.Magkaniaris 14
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1 dimension:
10 positions

2 dimensions:
100 positions
@

3 dimensions:
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Figure 1: Dimensionality Reduction Visualization

2.3 Feature Extraction

Feature extraction is the process of transforming a space containing many dimensions
into one with fewer dimensions. This approach is useful when the whole information has
to be kept using the minimum resources to process it. The extraction methods can be
either projection based, or components/factors based. Most common projection-based
methods are ISOMAP, t-SNE and UMAP. Most factor-based methods are Factor
Analysis, Independent Component Analysis and lastly Principal Components Analysis.

2.3.1 Projection-based Dimensionality Reduction

Projection-based methods aim to find a set of coefficients which make some norm of the
residual function as close to zero as possible or solve some projection using test functions
[3]. they are known for their power, simplicity, and relatively low error rates. According to
experimental results, random projection methods preserve distances well, but empirical
results are sparse [4]. The main idea behind random projection is that if points in a vector
space are of adequtely high dimension, then, they may be projected into a suitable lower-
dimensional space in a way that approximately preserves the distances between the

points given. This is known as the Johnson-Lindenstrauss lemma [5]

C.Magkaniaris 15
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2.3.2 Projection-based Dimensionality Reduction

Components or Factors-based Dimensionality Reduction are statistical methods used to
describe variability among observed, correlated variables in terms of a potentially lower
number of unobserved variables called factors. Factor Analysis tries to understand how
the different underlying factors influence the variance among our variables. Some factors
explain more variance than others, meaning that the factor more accurately represents
the variables it's comprised of. Although the rest of the Components-based DR methods
may appear to have similarities, they are applied on different occasions. Independant
Components Analysis aims to separate information by transforming the input space into
a maximally independent basis. On the other hand, Principal Component Analysis aims

to compress information. The following figure briefs out the aforementioned techniques.

Dimensionality
Reduction

Components/Factors

® Missing Value Ratio Béaid

Projection Based
® Low Variance Filter
® High Correlation Filter

® Random Forest i 0 0

@ Backward Feature Extraction ® Factor Anslysie ® ISOMAP
® Forward Feature Selection ® Principal Component ® t-SNE
Analysis
8
® Independent Compone Unap
Analysis

Figure 2: Dimensionality Reduction Techniques

C.Magkaniaris 16
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3. PCA ANALYSIS
3.1 PCA Definition

Principal component analysis (PCA) is a technique for reducing the dimensionality of
high-dimensional datasets while trying to increase their interpretability and at the same
time minimize information loss. What we seek is to trade a little accuracy for simplicity.
This is achieved by creating new uncorrelated variables that successively maximize
variance [6]. The following steps describe the PCA algorithm. First, the range of the
continuous initial variables must be standardized to ensure that each one of them
contributes equally to the analysis. Following, we compute the covariance matrix to
identify correlations. That is, to discover how the variables of the input data set vary from
the mean, with respect to each other. The deduced conclusion is that by examining the
sign of the covariance we understand the relations between them. If it is positive the two
variables are correlated and increase or decrease together and if it is negative there is
an inverse correlation (one increases, while the other decreases). The third step is to
compute the eigenvectors and the eigenvalues of the covariance matrix to determine the
principal components. Principal components are new variables that are constructed as

linear combinations or mixtures of the initial variables [7].
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Figure 3: PCA projected dimensions

They are produced in such a manner that the first principal component accounts for the
largest possible variance and to compute the percentage of variance accounted for by
each component, we divide the eigenvalue of each component by the sum of eigenvalues.
The next step is to create the Feature Vector, that is to form a matrix which consists of

the most significant components (those with the biggest eigenvalues) and discarding

C.Magkaniaris 17



Distributed PCA Techniques
those with the lowest ones. By choosing the most significant components we take the first

step in dimensionality reduction since we leave out of consideration the least significant
ones. Finally, we have to reposition data from the original axes to those represented by
the principal components and this is done by multiplying the transpose of the original
dataset by the transpose of the feature vector.

3.2 PCA Linearity

PCA is considered as a linear procedure and its linearity emerges from the mapping
procedure. When moving from a high-dimensional space to a lower-dimensional space
this mapping is given by a multiplication of the original matrix by the matrix of PCA
eigenvectors. Since multiplication between matrices is linear, so is the procedure
categorized as linear. Its linearity leads us to the conclusion that process time is linear as
well. The dataset size is proportional to the process time and consequently to the network

resources.

On the contrary, algorithms such as LLE (Locally Linear Embedding) ISOMAP/UMAP and
t-SNE are nonlinear and their implication in distributed schemes increases complexity.
Given this disadvantage, the approach in this thesis will be limited in linear algorithms to
keep it as simple as it can get.

Input Data Linear PCA
0.05 : :
154
1
gortw o 0
05 Rt I
—"05-0.05 : :
=) 0.9 3
-0.1 -0.05 0
LLE ISOMAP
1.5 .......... 15
1} 1 :
A: 0 :'
05 .;g 0.5} %\
%2
0fd: b
05 * -0.5
2 %
-1
15 ............. 1 5
-2 1 2

Figure 4. Comparison of linear PCA, LLE and ISOMAP on Punctured Sphere dataset.
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3.3 Distributed PCA

Together with the increasing employment of distributed data acquisition systems, came
the development of distributed data processing systems, on the grounds of better
performance. The hypothesis of the concept is that local communication costs. can
overcome the total cost of communicating and processing the whole dataset. In general,
distribution approaches are summed up into two main categories. The first one refers to
the way the original data are divided into sub-totals. The second one refers to the way
communication costs and network architecture are computed. A key feature of up-to-date
distributed PCA algorithms is that they defy the conventional notion that, the first step

toward computing the principal vectors, is to form a sample covariance [8].

3.4 Other methods

Significant research has been done on how to perform PCA analysis efficiently. One line
of research scientifically investigated the time and communication complexity of the
process. They performed an analysis on two methods, the eigen decomposition of
covariance matrix and the SVD of bi-diagonalized matrix. They proved that both are
computationally intensive as their time complexities are either cubic, in terms of the
dimensions of the input matrix which is quite high for many datasets. They concluded
that, Stochastic SVD (SSVD) and Probabilistic PCA are two potential candidates for
conducting PCA on large datasets, since they have the best computational complexity
performance, but the most promising PCA approach for large datasets is the probabilistic
PCA. [9]

A second line of research examined recent advancements in distributed PCA methods.
These advancements were motivated by signal processing strategies that have been
applied depending on how the data are acquired in the network. After comparing them to
centralized PCA, they came to the conclusion that the examined methods can efficiently
harness the computation and storage resources at the distributed agents. Their

conclusions were confirmed by theoretical and empirical analysis as well [10].

3.5 Examined Distributed PCA scheme

We present a distributed PCA model that initially equally divides the original dataset into
four sub-datasets. Distribution of datasets is done sequentially and each subset is sent
to an identical server in order to be processed and get the coefficients matrix. Afterwards,
the coefficients matrix is sent back to the main server and we examine the synthesis of

the global coefficients’ matrix of the initial dataset. MATLAB by default, uses the Singular

C.Magkaniaris 19
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Value Decompostition (SVD) algorithm to perform the principal component analysis [11].

The SVD algorithm uses three matrices, Left singular vectors, Singular values and Right
singular vectors, let them be Ui, Di and Ei respectively. After each node has computed the
separate pca’s, results are sent back to the main server. Subsequently, the main server
subtracts the coefficients matrix of the Right singular vectors’ matrix, from the Singular
values one, to compute the differences, named Si. The above-described procedure is
repeated for every different node. Following, the distinct differences matrices of the sub-
sets, are added together to create the total difference matrix. The addition is done by the
main server, after the results of the separate pca’s have been communicated. The steps

of the procedure are summed up using the following mathematical equations.
1. Si=Ui—Ei
2. Y, S=S1+52+S3+54

In order to compare the findings, we compare the eigenvectors of the total differences’

matrix of the subsets, to the primary coefficients’ matrix.

C.Magkaniaris 20
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4. PREREQUISITIES — ASSUMPTIONS

4.1 Network prerequisites

4.1.1 Architecture Overview

The architecture of the server's network greatly affects the overall algorithm’s
performance. Architecture employed in distributed schemes can fall down into two main
categories. The first one is in the context of a star network topology, based on a master-
slave relation. One of the nodes is the master and is located at the center. He is charged
with executing global computational tasks. Agent servers are responsible for performing
the local computational tasks and communicating their results to the master in order to
complete the algorithm. This is a typical architecture for parallel computation when using
multicore processors. The end goal is to accelerate PCA computation by utilizing local
servers processing, storage and memory resources. The second category is meshed
networks and is implied when parallel processing is performed in GPUs, or in distributed
storage systems. A major drawback in this implication is that in many cases, due to
architecture, multihop transmissions are required resulting in undesirable communication

delays.

regular small-world random

centralized decentralized distributed

Figure 5: Most used network topologies
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4.1.2 Network Description

The structure of the whole network is presented to sufficiently describe the context in
which the analysis takes place. Examining the big picture makes it is easier to point out
all the results that emerge. The network consists of a set of 29 smart wireless sensors
strategically placed in the ship, monitoring on a 24-7 basis, a lot of basic parameters
regarding the ship’s status. Parameters relate to the status of the ship’s engine (power,
torque, etc.), its course (speed knots, latitude, longitude, water speed, tracked degrees,
etc.) and its hull parameters (XYZ inclinometers, draught). In addition, external
parameters are also monitored, like weather conditions (wind angle, wind speed). All
sensors connect to two gateways with LoRaWAN protocol. These two gateways connect
to the main network server using 802.3-2018 [12]. In this essay we consider a centralized
master-slave architecture and that servers connect to each other wirelessly, using the
IEEE 802.11ax-2021 protocol [13]. Network speeds according to the protocols used are
considered to be of their mean value, in order to have more realistic results and take out
of consideration any network underperformance. The following figure shows the

architecture used.

Main
Server

Sensors

Figure 6:Networks’ architecture
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4.2 Servers’ specifications

Hardware plays very important role in total process time and since simulation time is going
to be recorded a description of the hardware we used, is essential. We assume that all
servers have the exact same specifications to avoid any miscalculations concerning

process time. The specifications of the server used to run the code are the following:
e CPU: 6Cores/12 Threads
o Base Clock 3.6GHz (Up to 4.2GHz)
o Total L1 Cache: 384KB
o Total L2 Cache: 3MB
e RAM: 16GB (2x8GB) Dual Channel Kit
o Tested Speed:3200 MT/s
e Storage: 500 GB SSD
o Read Speed 550 MB/s

o Write Speed 520 MB/s

4.3 Dataset Description

In order to prove the hypothesis in practice, we used a relatively large dataset. It is clear
that theory applies irrespective of the contents of the dataset. Same rules apply to a set
of observations of weather stations, to a set of measurements coming from an airplane
or even a live data streaming coming from a UAV swarm. However in every different case,
distribution costs play a very important role and have to be carefully investigated. The
used dataset is a 5 minutes recording of the measurements of 29 sensors placed on a
commercial cargo ship. Every observation of each of the sensors is timestamped and has
a steady interval of 3.472222 milliseconds. All values are listed in a spreadsheet that
consists of 21,144 rows by 30 columns.

4.4 Tools used

In order to import data and run the PCA algorithm and get the simulation results we used

MathWorks MATLAB® 2020a, a powerful computing platform used by engineers analyze
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data. It was chosen because it expresses matrices and arrays directly and because of its

ability to scale the analysis on clusters with only minor code changes. For the rest of the
computations and results comparison we used Microsoft Excel 2010®, since no complex
computations were needed. The communications costs were calculated using the
Omnicalculator® online data transfer calculator tool. Lastly, we used the cloud-based Git
repository GitHub®, to release the code and make it available to everyone interested in

the topic. All links are provided in Appendix |.
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5. TEST OVERVIEW - RESULTS
5.1 Data Partitioning

Before proceeding to the execution of the algorithm, it is necessary to choose a data
partitioning strategy based on the architecture model. We have to take into consideration
all restrictions since the design of the algorithm and its performance heavily rely on the
way data are partitioned, stored and communicated between servers. Data may me
scattered, stored in different parts of the network and in such cases, it is preferable to
perform local PCA’s and communicate the most important features. When data are stored
in different servers, a star architecture performs better since communication costs are
lower. A second choice is to distribute data in a block-by-block, or even row-by-row basis
but it is mostly applied in mesh networking architectures. In this essay we consider that
all data are provided from the LoRaWAN gateways to the master-server as a matrix and

then stored there.

5.2 Scenarios’ description and why we chose them

At first, we are going to perform PCA to the whole dataset in the main server. Afterwards,
we are going to divide the main dataset into four equal subsets and distribute them to the
agent servers in order to perform the PCA algorithm and get the results. After, we return
the aliquot PCA matrices to the coordinator server to examine the composition of the
principal matrix that corresponds the whole data sets’ main components Finally, we are
going to examine the results in terms of time and resources needed and in terms of overall
performance. While examining the scenarios we are going through two types of trials.
One is by repeating 20 successive times the algorithm and the other by repeating it 1000
times. The reason why we chose to do so, is because we wanted to examine the

algorithm’s performance both in a congested and an uncongested environment.
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5.3 Results

In this section the results of the mentioned tests are presented in detail. All values are
measured in seconds and averaged. As depicted in the following tables, there is a
significant time decrease of 19.5% approximately in the case of the non-congested
environment. This decrease is more significant in the second case, reaching a decrease
of 63.43%.

Table 1: Process Time for 20 iterations

FULL
AVG PROCESS TIME | AVG DISTRIBUTION | AVG TOTAL TIME | DATASET
(sec) TIME (sec) (sec) PROCESS
TIME (sec)
Q1 0.49335 0.00001813 0.49335 0.61085 -19.24%
Q2 0.49725 0.00001813 0.49725 0.61085 -18.60%
Q3 0.4737 0.00001813 0.4737 0.61085 -22.45%
Q4 0.5019 0.00001813 0.5019 0.61085 -17.84%
Table 2: Process Time for 1000 iterations
FULL
AVG PROCESS TIME | AVG DISTRIBUTION | AVG TOTAL TIME | DATASET
(sec) TIME (sec) (sec) PROCESS
TIME (sec)
Q1 0.057640086 0.00001813 0.057640086 0.17936631 -67.86%
Q2 0.061745301 0.00001813 0.061745301 0.17936631 -65.58%
Q3 0.068945357 0.00001813 0.068945357 0.17936631 -61.56%
Q4 0.07406021 0.00001813 0.07406021 0.17936631 -58.71%

As the following picture reveals the fluctuation of the average process time stays constant
when in the non-congested environment while in the other case presents a rather

declining variance.
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Figure 7: Process Time Fluctuation
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As for each sub-dataset process time it is shown that in the first case almost every subset

shows an approximate decline of 19.5% apart from the Q3 dataset that begins with a
spike of -45% that progressively aligns with the rest. In the second case examined all
subsets demonstrate an almost stable behavior. Every subset has a slightly different
variation with Q1 being the faster with -67.86% process time, Q2 the second with -65.58%
and Q3 and last Q4 to follow with a decline of -61.56% and
-58.71% respectively.
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Figure 8: Process Time for each sub-dataset

In terms of performance, the metrics examined where the overall CPU and memory
utilization. We examined the second scenario, as it is more resource greedy, and results
showed an average increase by 17% in CPU utilization and by 19% in memory usage.

These results let us assume that the overall process is not resource demanding
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In terms of correlation, the comparison between the eigenvectors of the total differences’
matrix of the subsets, to the primary coefficients’ matrix, resulted in an acceptable

variation value (2,85), in the concept of trading a little accuracy for total execution time.

Datasets Comparison
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Figure 9: Variance between Initial Dataset and subsets eigenvectors

All results are available in the GitHub repository. Link is provided in Appendix I.
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6. RESULTS DISCUSION
6.1 Time- Performance Comparison

The following results emerge after comparing total time needed in each process. In
general, the distributed scheme seems to outperform the centralized approach by a
significant margin. First, as anticipated, the total time needed was less with respect to the
non-distributed scheme. In addition, it turns out that in congested environments, the

difference is even bigger.

As far as the average time deviation of the processes is examined, it seems to remain
constant when in the non-congested environment while on the other hand, that variance

seems to decline.

As for the resource allocation, results showed that the overall procedure neither is CPU
nor memory stressing. It seems also that it is not causing any network congestion.
Hardware used, showed no stress during tests and so did the network. However, this is
not the case for every scenario as it heavily depends on the datasets’ size. In such cases
there are alternative solutions such as to decrease the partitions’ size or determine
standard time intervals to broadcast the results. What is more, important role in resource
needs play the datasets content variation and the hardware’s characteristics.

As for the dataset’s linear correlation, the examined algorithm showed a relatively small
covariation value between the separate sub-sets and the initial coefficients matrix. That
value has to be taken into consideration in cases where accuracy is of great importance.
In the examined dataset accuracy can be traded for significantly lowered total execution

time, and in that perspective is acceptable.
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7. FUTURE WORK

7.1 Examine Smart Splitting datasets

As mentioned before the iterations performed considering as a given the splitting of the
dataset to four sub-datasets. The criterion was to regard the measurements as of
unknown importance so we divided the number of rows by 4. Although it might be an
uncomplicated way to do so, we are not certain that this is the most efficient way. Datasets
could be divided and thus processed in order of measurements importance. That
hypothesis remains to be further investigated and put into test, to be able to explore the

outcome with tangible results.

7.2 Examine performance on non-timestamped datasets

Data used in the test were timestamped when collected and thus values, follow a “rough”
pattern. This is because measurements come from the sensor readings. While we can
manually remove any anomalies or pre-select the columns we want to include in the
analysis, it is interesting to investigate the algorithms behavior to non- timestamped
datasets and compare the results.

7.3 Examine Performance on diverse types of networks

As described, we assumed that all clusters were connected to 802.11g wireless network.
Since network protocols continue to advance, this might not be the case for contemporary
implementations and it would be of great interest to examine the algorithm in distinct types
of wireless or wired networks.

7.4 Apply supervised PCA

PCA is an unsupervised technique in the sense that, while computing data, it does not
take into consideration any labels of the dataset. Supervised PCA is a generalization of
PCA which shows satisfactory performance mainly in regression and classification
problems with high-dimensional input data. It works by estimating a sequence of principal
components that have maximal dependence on the response variable. There are
supervised PCA algorithms that are solvable in closed-form, and have a dual formulation
that significantly reduces the computational complexity [14]. Furthermore, the algorithm
can be kernelized, which makes it applicable to non-linear dimensionality reduction tasks.

A comparison of this approach and our method would lead to interesting conclusions.
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8. CONCLUSIONS

To conclude, this essay presented a distributed PCA algorithm and tested its performance
in a proposed network. The code and the results of the tests are released to illustrate the
details and to prove the original hypothesis. We hope that it will provide future researchers
a source to advance the state of the art in this scientific field.
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ABBREVIATIONS — ACRONYMS

DR Dimensionality Reduction

PCA Principal Components Analysis

UAV Unmanned Aerial Vehicle

TCP/IP Transmission Control Protocol/ Internet Protocol
ML Machine Learning

GPU Graphics Processing Unit

CPU Central Processing Unit

SVvD Singular Value Decomposition

NKUA National and Kapodistrian University of Athens
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APPENDIX |
The source code of this thesis, as well as the results of analysis, can be found in the

following link:
https://github.com/x2mag/PCA-Analysis

MathWorks MATLAB can be found here:
https://www.mathworks.com/products/matlab.html
Online Data Transfer calculator can be found here:

https://www.omnicalculator.com/other/data-transfer

Microsoft Office can be found here:

https://www.microsoft.com/el-gr/microsoft-365/excel
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