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NATIONAL AND KAPODISTRIAN UNIVERSITY OF ATHENS

Abstract

Department of Mathematics
Ph.D. in Mathematics

Hardy Inequalities in non-Euclidean Geometries
by Miltiadis Paschalis

The aim of this doctoral dissertation is to investigate the validity and addi-
tional properties of Hardy’s well known inequality in various settings beyond
the Euclidean. The dissertation consists of four chapters.

Chapter 1 offers background on Hardy inequalities, particularly so in the
non-Buclidean setting.

In Chapter 2, we introduce a method of integration along integral curves to
obtain Hardy inequalities for the first order differential operator X in a given
manifold M with volume form w. These inequalities have the form
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where 1/77 is a positive global potential on the manifold, dependent in general
in the setup (M, X,w) and the exponent p, while the constant is sharp. This
method applies very generally and we illustrate its use in a number of examples,
some of them yielding new results.

Chapter 3 is concerned with higher order Rellich inequalities related to gen-
eral elliptic operators with constant coefficients, other than the classic polyhar-
monic operator (—A)™. In this case, we show that a Rellich inequality can be
expressed in terms of an induced Finsler distance dy which is given in terms
of the symbol of the operator. This new type of inequality is shown to be
sharp in the case where the underlying domain is a half-space and the symbol
satisfies a convexity condition, while comparisons are made for the case of a
convex domain, yielding results that are superior to those obtained by more
crude methods, in specific situations.

Finally, in Chapter 4, we deal with the sensitivity of the Hardy constant un-
der perturbations of the domain in the case where the distance is measured from
a boundary submanifold. Specifically, we find the Hardy constant to be both
continuous and differentiable (in the Gateaux sence) under such perturbations,
assuming some regularity conditions on the boundary.
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Lepidihn

Yxomog tne mapodoog dtdaxTopnhc dtatelfric etvan 1) Biepebvnon TN Loy Dog xou
TV WBOTATWY TNE YVWoTh¢ aviootntag Tou Hardy oe mhaioio mou unepfaivouy to
xhaowod Buxdeldeto mhalowo. H diatpif3r) anoteleiton amd téooecpa xepdhata.

Y10 Kegdiawo 1 divoupe undfodpo vy tic aviodtnteg Hardy, wwitepa doov
agopd o un-Euxhieideo mhaioto.

Y10 Kegdhowo 2 nopouctdlouye pla pédodo ohoxAipmong Téve o€ 0AoXANEw-
TIXEC xoUTUAES, Tou Bivel aviootnteg Hardy yio €va Slapopnd Teheo T TEOTNS
Ene X oe xdmow toAanAdtnta M Ue poppr| oyxou w. Ot aviodtnTeg auTég

€Y 0LV T LoPPN
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6mou 1/70 eivon éva Yetind duvouxd mou e€aptdton amd Ty okt (global) yewpe-
Tplo g Budtadng (M, w, X), xadodg xou omd tov exdétn p. H pédodoc egapudleton
o’ éva ToAD yevixd Thaiolo, xou ETBEWVOOUNE TN YPHOT TNG HECK TAURUBELYUATLY,
XATOLOL EX TV OTIO{WY TEOGPEPOUV VEN ATTOTEAECUATAL.

To Kegdhao 3 aoyoleitoan pe oviootnteg Rellich avatepng tédéng mou oye-
tiCovtan ue yevixolg ehheimTinols TeEAeoTéG Ue 0 Tadepolc CUVTEAEG TES, DLOPOPE-
TX00C and TOV xhACIX6 TOAVUPUOVIXG Tekeotn (—A)™. e auth TV neplntwon,
oelyvoupe 6Tt wa aviootnta Rellich umopel va exgpactel uéow urog xatdhhning
anéotaone Finsler dy mou e€optdton and 1o oluBoho Tou tekeoty. Auth 1 Véa
HOR®Y| aVlo6TNTOG amodexvieETAL Vo efvan BEATION OTNY TERITTWOT oL TO Ywelo €-
fvan nuLy weog xat To cupPBolo avorolel o cuvixn xupToTNTAS. T'ivetan emmAcoy
oUYXEON Yl XUETA Ywelo HE GAAES O xAaoixEg Ueddoug, Tou Blvel xahitepa
ATOTEAECUATO ATO T UTIAQYOVTO OE OPICUEVES CUYXEXPWEVESC TEQITTAOOELS.

Ev téhet, oto Kegdhowo 4, aoyoroluacte e tnv evotdielo tne otadepde
Hardy w¢ mpog dlotapary€g Tou ywelou 6Ty TepinTteon Tou 1) andoTooT) UETENTOL
ond TuAue (UTomoAAATAGTITAY) ToU GUVHEOL. Luyxexpuuévo Peloxoude 6Tl 1 oTa-
epd Hardy elvon o cuveyric xon naporywylown (xatd Gateaux) we mpog tétoleg
dlatapary€g, Lo TNV meolmddeon 6Tl 1o GUVOPO IxavoTolel xdmoleg cuVITxES o-
HOAOTNTAC.
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Chapter 1

Background on Hardy inequalities

In this chapter we provide background on Hardy inequalities. Much of it is an
adaptation from [5] and references therein, as well as the author’s own graduate
thesis on Riemannian Hardy Inequalities [41].

1.1 Introduction

In 1925, G. H. Hardy proved the integral inequality

() [ G Lo o

holding for non-negative functions and 1 < p < oo (see [27]). Later it was
shown by Landau that the constant appearing on the LHS is optimal (i.e the
largest possible), and that equality can be obtained if and only if f = 0. If we
set p(x) = fox f(t)dt, the inequality obtains the form

(7%) [ ol 4, < | W,

which forms the basis of most modern generalisations, while the higher-dimensional

case reads »
p
[ ey,
n o |zlP
holding for all p € C°(R™\ 0).

Ever since, many incarnations of Hardy’s inequality have seen the light, the
lot of them in the form

p—n

V(a)ds > \
Rn P

p ()l .
| wet@rar > cw.00) [ Bl oeczo).

where €2 is a domain of R" with non-empty boundary, ¢ is an appropriate
distance function (could be the distance from a point, the boundary, or part of
the boundary) and C(p,(2,9) is a positive constant that generally depends on
all parameters. The classic Hardy optimisation problem consists of specifying
the best constant C(p, (2, 0), given by

. p Ve
o0 [y lp@)Po(a) v




2 Chapter 1. Background on Hardy inequalities

as well as finding the minimisers that achieve it (if any).
In recent years, the case 0 = dg = dist(-,0Q2) has been studied extensively.
Specifically, we consider the inequality

p() [P
o do(T)
In [39], Maz’ya gives an equivalent analytic condition for when a Hardy in-

equality holds (for a positive constant) in terms of the notion of p-capacity.
The p-capacity of a compact subset K C 2 relative to () is defined to be

/ Ve(2)de > C(p, Q) dr, o€ Co(Q).
Q

Cp(K,Q) = inf{/ |Vu(z)|Pde - uw e CF(Q), ulx > 1},
0

and Maz’ya proved that the Hardy inequality holds if and only if there exists a
constant C' > 0, independent of the compact K C 2, such that

1
.z <C-Cy(K.Q).
/Kda<x> <C-GIED)

In [32], Lewis proved that the Hardy inequality holds in all domains if n < p <
oo, and that it holds for (a class that includes) Lipschitz domains in the case
1<p<n.

The value of the best constant is known to be (1 — 1/p)? in the case n = 1.
The higher-dimensional case is more complicated and the answer is usually
highly dependent on the geometry and regularity of the domain. The case
where the domain is convex has been studied quite extensively. In particular,
Marcus, Mizel and Pinchover [34] (see also [38| for the case p = 2) proved
that for any convex domain that is smooth in a neighbourhood of at least one
of its boundary points, the best constant is again given by (1 — 1/p)?, and
no minimisers exist. The convexity condition was later relaxed to weak mean
convexity by Barbatis, Fillipas and Tertikas [8], see also Lewis [33].

Regarding non-convex and more general domains, it was also established in
[34] that in the case of bounded domains of C? boundary, the value of the best
constant never exceeds the limit value (1 — 1/p)?, and that for the particular
case p = 2, minimisers exist if and only if the value of the best constant is
strictly less than that limit value. This was generalised to arbitrary p > 1 by
Marcus and Shafrir [37].

In 1953, Rellich [44] proved the related inequality

20 — 4)2 2
[ 1aetopar > Sl [,

1 ]

for o € C2°(R™\ 0) and n > 5. This is closely related to Hardy’s inequality,
and stands as a higher order analogue.
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1.2 Non-Euclidean Hardy inequalities

Moving on, we consider Hardy inequalities in non-Euclidean settings. Note that
results here are much more limited compared to the well studied Euclidean set-
ting. One of the first results in a non-Euclidean setting was Carron’s inequality
[13], which reads

a 2 C+a-1 ? a—2) |2 00 1
PVl dv, > — P el dvg, @ € CZ(M\ p(0)),
M M

where (M, g) is a complete Remannian manifold, dv, the corresponding volume
element, C,« are real numbers satisfying C'+ o — 1 > 0, and p a distance
function (|[Vp| = 1) of class C? such that Ap > C/p.

Another notable result is the one by D’Ambrossio and Dipierro [18]. Tt states
that given a domain Q of a Riemannian manifold (M, g) and a p € W ?(Q) is
such that p > 0, Ay,p < 0 in the weak sence for p > 1, then |Vp|/p € L] ()
and the L” Hardy inequality

—1\? p
[veras,= (22 [ R, pecz

is valid. In the same article, the authors provide sufficient geometric conditions
for the validity of the inequality, such as p-parabolicity.

On the Rellich inequality front, we have the result of Kombe and Ozaydin
[28] stating that the inequality

P elPdug, € CX(p(0))

N2 2
/ po‘!A<p|2dng(O+a 3)*(C—a+1) /
y 16

is valid, where (M, g) is a complete Riemannian manifold of dimension > 2,
C, a are real numbers satisfying o« < 2, C > 0and C+a—3 > 0, and p is a C?
distance function such that Ap > C/p.

Another notable result is given by Barbatis [7], which states the validity of
the higher-order improved Rellich inequality

N |l
/QTdvg > A(m,7) o m+mpdvg + B(m,7) Z QW@\pdvg

for p € C°(Q2\ K), where p is the distance from the piecewise smooth surface
K of given dimension, m € N,~ € R are numbers and V; are suitable potentials
involving iterated logarithmic functions, subject to a simple geometric condi-
tion. This condition is satisfied, for example, in Cartan-Hadamard manifolds,
that is, simply connected geodesically complete non-compact manifolds with
non-positive sectional curvature.

Finally, there are some recent developments regarding Hardy inequalities in
non-Euclidean settings that are non-Riemannian. Namely, in [36] we have the
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Finsler-Hardy inequality

x ’ n—pl” [ o)
-Vo(x)| de > dx, e CX(2\0),
Jla e ar= P22] [ vecz@no
where () is a domain of R" and
x-&
H(x) =sup
( ex0 F(§)

is the polar function of a non-negative convex function F': R" — R of class C?
that is positively homogeneous of degree 1.

1.3 Outline of the dissertation

In Chapter 2, we introduce a method of integration along integral curves to
obtain Hardy inequalities for the first order differential operator X in a given
manifold M with volume form w. These inequalities have the form

—1\? P
[xeroz (22) [ B pecian,
M p M Tp

where 1/77 is a positive global potential on the manifold the manifold, depen-
dent in general in the setup (M, X, w) and the exponent p, while the constant is
sharp. This method applies very generally and we illustrate its use in a number
of examples, some of them yielding new results.

Chapter 3 is concerned with higher order Rellich inequalities related to gen-
eral elliptic operators with constant coefficients, other than the classic polyhar-
monic operator (—A)™. In this case, we show that a Rellich inequality can be
expressed in terms of an induced Finsler distance dy which is given in terms
of the symbol of the operator. This new type of inequality is shown to be
sharp in the case where the underlying domain is a half-space and the symbol
satisfies a convexity condition, while comparisons are made for the case of a
convex domain, yielding results that are superior to those obtained by more
crude methods, in specific situations.

Finally, in Chapter 4, we deal with the sensitivity of the Hardy constant un-
der perturbations of the domain in the case where the distance is measured from
a boundary submanifold. Specifically, we find the Hardy constant to be both
continuous and differentiable (in the Gateaux sence) under such perturbations,
assuming some regularity conditions on the boundary.



Chapter 2

Geometric Hardy inequalities via
integration on flows

We introduce a geometric approach of integration along integral curves for
functional inequalities involving directional derivatives in the general context
of differentiable manifolds that are equipped with a volume form. We focus
on Hardy-type inequalities and the explicit optimal Hardy potentials that are
induced by this method. We then apply the method to retrieve some known
inequalities and establish some new ones.

2.1 Introduction

The one-dimensional Hardy inequality involving the distance to the boundary
of the interval (a, b) reads

[ @ (22 ANt e Cl(an). @)

o min{r —a,b—z}r

In this chapter, we propose a method of integration along integral curves
to obtain a “lifting" of this inequality for differentiable manifolds of arbitrary
dimension that are subject to a simple geometric condition that is satisfied in a
large number of cases. In particular, if M is an oriented differentiable manifold
with positive volume form w and X is a non-vanishing vector field on M, we
prove the optimal inequality

—1\? p
/ \Xsowwz(p—) el o eciom,
M p

M Tp

where 7, is a suitable “boundary distance" that depends on the geometry of the
configuration. It is worth noting that in our method 7, is calculated explicitly
and is usually highly non-trivial, except for the simplest of cases.

It has been recently pointed out to us by Y. Pinchover that a special case of
this approach also appears in [34], where the authors integrate with respect to
“flow coordinates” in bounded C? Euclidean domains to specify some properties
of the Hardy constant that corresponds to the Euclidean distance, amongst
other things. In this respect, our work could be considered to be a generalisation
of this methodology in a broader context.
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Although our results apply more generally, of special interest is the case
of a Riemannian manifold (M, g), where we can apply the method to retrieve
inequalities involving the Riemannian gradient V, and the associated volume
form w,. Our method can easily provide optimal, non-trivial Hardy potentials
in a multitude of such cases, as we demonstrate through specific examples.

2.2  Preliminaries

We begin by setting the context and introducing the necessary notions that will
be used throughout the rest of this chapter.

Definition 2.2.1. Let M be a smooth manifold of dimension n.

1. A non-vanishing vector field X € I'(T'M) is called a direction field on M.
The pair (M, X) is then called a directed space.

2. A non-vanishing n-form w € A"(T*M) is called a volume form on M.

3. A triple (M, X,w) that consists of a smooth manifold, a direction field
and a volume form is called a directed volume space.

In what follows and unless otherwise stated, M will stand for a non-compact,
oriented smooth manifold of dimension n, X will be a direction field and w will
be a volume form on M. Hereafter, we will also make the implicit assumption
that w is positive in the chosen orientation.

As usual, an integral curve on the directed space (M, X) will be a curve
~ : I — M such that v/ = X o~. By the existence and uniqueness theorem
for ODEs, for each point z € M, there exists a unique maximal integral curve
v, : I, = M such that v,(0) = z. The flow of X is then defined to be the
smooth map

0 : |_| I, — M, 0(z,t) = ~.(t).
zeM

The directed space (M, X) is said to be complete if I, = R for all z € M.
The type of spaces that will occupy our attention are essentially the opposite
of complete spaces in the following sense.

Definition 2.2.2. A directed space is said to be traceable if I, ; R for all
ze M.

To get an intuitive understanding of this definition, consider the one-point
compactification of M with co being the point at infinity. Traceable spaces are
exactly the ones in which starting at any point and following the flow of the field
will take one to oo at finite time in at least one direction (positive or negative
time).

Traceable spaces are important for our purposes because one can naturally
define a temporal distance function from infinity: if 2 € M is a point, define

7(z) = dist(0, 0L,).
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Then 7 : M — R is obviously well-defined and positive everywhere in the
manifold, and its value at any point is equal to the time required to reach
infinity if one follows the flow of the field starting from that point.

Each directed space (M, X) comes naturally equipped with an equivalence
relation ~ that takes two points to be equivalent if they belong to the same
integral curve. The resulting quotient space, which we denote by M/X, is
called the orbit space of (M, X), and in general fails to be a manifold. We will
be interested in subsets of M that are saturated with respect to this relation.

Definition 2.2.3. Let (M, X) be a directed space.
1. A subset S C M is said to be saturated if Im(~,) C S for all z € S.

2. If S C M is any subset, we define the saturation of S to be the set

0(S) = | Im(z).

z€S

In other words, if a saturated subset S contains a point then it contains the
entire integral curve that point belongs to. Obviously, S is saturated if and only
it S = 6(S). Moreover, since the flow is an open map, if S is open, so is (5).

In each directed space, one can introduce, at least locally, a set of normal
coordinates x = (t,s) = (t,s',...,s" 1) with the property 9/0t = X. In
terms of the corresponding parametrisation ( = !, this can be expressed
equivalently as

0((t,s) = X o ((t, s).

Actually, this means that { forms a family of integral curves parametrised by s.
While it is incorrect to assume that every directed space can be covered by a
single normal coordinate chart, it is obvious that one always has an open cover
of the manifold consisting of saturated normal chart domains (to see this, for
each point z € M, pick a normal coordinate ball B centered at z and consider
0(B)).

In normal coordinates, w admits a local expression
w=Q(t,s)dt \ds,

with Q being the local volume density in these coordinates. In general, 2 de-
pends both on s and . Directed volume spaces in which 2’s don’t depend on ¢
form a special class which is much easier to deal with for our purposes, so we
give them a name.

Definition 2.2.4. A directed volume space (M, X,w) is called simple if the
local volume density of w in normal coordinates is independent of ¢.

We will develop a method of obtaining Hardy inequalities for directed volume
spaces regardless of whether they are simple or not. In fact, the most interesting
cases are usually non-simple. However, simple spaces, as we will see shortly, are
much easier to deal with and are the natural starting point for our line of work.
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2.3 The simple case

First we deal with simple spaces. The derivation of a Hardy inequality is much
simpler in that case, and sets the background for the more advanced techniques
that are required to treat the general case.

Intuitively, the method we develop can be described as follows:

1. Cover the space with saturated normal coordinate charts. This way we
can “write down" the space as a parametrised family of integral curves.

2. Apply the one-dimensional Hardy inequality (2.1) along each curve sepa-
rately.

3. Integrate over all integral curves using the normal coordinates.

At this point, we are ready to state and prove the main theorem of this
section.

Theorem 2.3.1. Let (M, X, w) be a simple and traceable directed volume space.
Then the inequality

—1\? p
JIEECE (pT) el o e crny 2.2)
M

M TP
holds for all p > 1.

Proof. Let (U, x) be a saturated normal coordinate chart on M with x : U — U
for some open U C R™ ! and let ¢ = x ! be the corresponding parametrisation.
U can be chosen so that U is of the form |lscq Is for some open S € R*™! and
some intervals I, S R, so we have coordinates (t, s) where s € S and ¢ € I. Let

w = Q(s)dt N\ ds
in these coordinates. Moreover, we clearly have that
C(ts) = o(t), € 1= Iy
(the integral curve passing through (0, s)) and that
7o ((t,s) = dist(t,0I).

Now, it is clear that ¢ o ((-,s) € C}(I,) for all s € S. Applying the one-
dimensional Hardy inequality (2.1) on ¢ o ((+, s) for fixed s we get

p p—1\" [ lpo(lts)l
[ 1ateoomappa= (P2) [ el

which by the properties of normal coordinates is equivalent to

L (p=1Y [ leoctp
/IS|XQDOC(taS)| dtZ( P ) I, TPOC(t,S) o



2.3. The simple case 9

Multiplying both sides by €(s) (which is positive by assumption), integrating
over S and applying Fubini’s theorem yields

// X o C(t, )[POs )dtds>( ;1> /S ) %Q(s)dm,

which, in terms of differential forms, is the same as

p
/ﬁX¢o|%hmt>(p ) 20 Cl” 6 et
p

g TPog¢

The diffeomorphic invariance formula for integration on forms (see the Ap-

pendix) then yields
P
/\Xgp]pw > ( ) 2 —w
v T

To complete the proof, let {(U;, x;)}jes be an atlas of M that consists of
saturated normal charts as above. The collection {U,};c; is then an open cover
of M, and therefore an open cover of supp(y). Furthermore, supp(y), being
compact, must have a finite subcover {Uy, ..., U,}. For the final step, consider
the saturated open sets Wy,..., W, defined as

k—1
Wy =0, We=U\J 0.

=1

The collection {(Wjx, xx)} and its corresponding parametrisations then satisfy
the conditions of Lemma 2.10.2 and the proof is finished. O

In some cases, the last argument can be replaced by a partition of unity ar-
gument. This would require that we project an open cover onto M /X, and then
assume a partition of unity for the projected cover. However, this assumption
is not always valid, as M /X need not be Hausdorff.

Another, more important point is to note that the constant that appears in
the theorem is optimal. Seeing that this is so is rather straightforward: simply
pick a sequence . such that supp(y.) converges to a single integral curve. If
the inequality where to hold true for a larger constant, that would mean that
the one-dimensional Hardy inequality from which it was derived would also hold
for that constant, which is known to be false.

Example 2.3.2. The prototype of simple traceable spaces spaces is the Eu-
clidean half-space R} = {x € R" : z,, > 0} equipped with the parallel vector
field 0/0x,. The normal coordinates in this case are given by t = z, and
s = (x1,...,Tn_1), SO we have that w = dxy A --- A dx,, = dt A ds (if necessary,
take one of the s coordinates to have an opposite sign in order to mitigate the
extra sign that might occur from changing the order in the exterior product).
Moreover, we clearly have 7 = z,,, so it follows from Theorem 2.3.1 that the
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inequality

Dy
oz,

J

holds for all p > 1.

P _1 p p
dmz(p—) / 9P b, pecimn)

T
1 b P

Example 2.3.3. A less trivial example that still falls within the class of simple
cases is that of a two-dimensional angle A = {x € R? : 0 < 0(z) < a} (for some
given « € (0, 27]) equipped with the vector field

0
X =r/r—
00
for some p > 1 and some € € R. In polar coordinates, we have w = rdf Adr. To
find a set of normal coordinates (t,s) for this configuration, choose s = r and

notice that we must wave

2 — 6/pﬁ
ot 00’
and therefore we may choose t = re%. Moreover, it follows that

40 = sPdt + Sts 5" ds,
p

hence w = s/P*dt A ds, so (A, X,w) is simple. Since the integral curves here
follow co-centric circles each with angular velocity r</?, it follows that 7 =
r~/?min{#, a — #}. Direct application of Theorem 2.3.1 yields the inequality

/easo
T
A

p p
p—1 |¢o]” 1
——lde > | —— ¢ d A).
o0 m_( P ) AT min{f, « — 0}» e eC)

It is worth noting that in the special case ¢ = —p, we get an inequality involving
the angular component of the gradient, thus we have

[verir= (21 / L )
4 “\p 4 rPmin{f,a — 6} ¢

2.4 p-normal coordinates

The proof of (2.2) was based on the fact that we can multiply the integral over
dt with (s) and then pass (s) inside the integral (since it is independent of t).
If we look at the more general case of a non-simple space where Q(t, s) depends
also on t, it is clear that one cannot repeat this argument.

We can bypass this difficulty by introducing new coordinates that are related
to the initial set of normal coordinates (¢,s). These new coordinates, denoted
(t',s"), will have the property
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where Q'(t', s') = w(dy, Oy ) is the local volume density in these new coordinates.
This way, we can get an integral over dt’ which contains both the correct vector
field and the correct volume element from the beginning.

This motivates the following definition.

Definition 2.4.1. Let (M, X,w) be a directed volume space, and let p > 1. A

set of coordinates (1,0) = (1,0',...,0" 1) (defined on some open set) will be
called a set of p-normal coordinates along X with respect to w if
0
X =Q(r,0)/P—.
(7.9) or

We dedicate the remainder of this section to prove the existence and some
useful properties of these coordinates. We also explore their connection to reg-
ular normal coordinates as defined previously, and relate to them a well-defined
(independent of coordinates) temporal /volumetric “distance” like 7 in the pre-
vious sections. These facts will form the necessary background to generalise
Theorem 2.3.1 to include non-simple spaces.

Proposition 2.4.2 (Existence). Let (t,s) be a set of normal coordinates on
some open U C M in the directed volume space (M, X,w). The coordinates
(t',s") defined by

t
t' = / Q(fa S)irildél s'=s
s a set of p-normal coordinates along X with respect to w on U.

Proof. 1t is clear that

ot 1

— =Q(t,8) 1

or ~ Hbs)
and we calculate

ot ot’
Qt, s) = w(dy, ds) = Ew((’?ﬂ,as/) = EQ’(t’, s).

It follows that oy

i o TS —1/p

ot (#8777,
thus 9 5

1 JN—1/p Y _ 2 _
V) e =g =%

so the set of coordinates (t', ') is indeed p-normal along X with respect to w.
Since w is non-vanishing, it follows that Q(t,s) > 0, so in particular ¢’ is
well-defined everywhere in U. [

This not only proves existence, but also provides a practical way to compute
such coordinates, provided we already have a set of normal coordinates, which
are often straightforward to acquire.

Another fact is that these coordinates cooperate well with the flow of the
field X. If we choose a saturated normal chart, which we already know how to
produce, it is straightforward to turn it into a p-normal saturated coordinate
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chart using the above transformation. This is evident from the fact that the
vector field (7, 0)~'/PX has the same integral curves as X, only reparametrised.

Recall that for a directed volume space, we defined the associated temporal
distance 7 : M — R, which essentially measures the amount of time required to
reach the “boundary" of M moving along the flow of X. Equivalently, if (¢, s)
is a set of normal coordinates in a saturated domain such that t € I, = (as, bs),
then

7 = dist(t, 0ls) = min(t — as, by — 1).

We now introduce the following notation.

Definition 2.4.3. Let f : I — R be a measurable function on the interval
I = (a,b) (here it is possible that a = —oo or b = +00). Define

ajf(f)df = min </:f(§)d§, /tbf(g)%)'

In this notation, it is clear that

t
T = / dg.
ol

Moreover, the condition that (M, X) is traceable can be rewritten as
t
T= / dé < oo everywhere in M.
oI,

It turns out that what we need in the case of non-simple spaces, is a suitable
modification of this with respect to p-normal coordinates.

Definition 2.4.4. Let (M, X, w) be a directed volume space and let (¢, s), t € I,
be normal coordinates for a saturated chart domain U C M, let Q(t, s) be the
local volume density in these coordinates and let p > 1.

1. We say that U is p-traceable if

t
/ Q(&,s) 7~1d¢ < oo everywhere in U.
P

I,

2. If U is p-traceable, we define the associated temporal/volumetric distance
7, : U — R to be the function

¢
7, = Q(t, s)r 1 ; Q& s) P1de.
Is

Proposition 2.4.5. Everything in the above definition is well-defined, i.e. in-
dependent of the choice of normal coordinates in U.

Proof. Suppose that we have two sets of normal coordinates (¢, s) = (¢,s',...,s
and (¢',s") = (¢, (s')},..., (")) of the same orientation in U. By the chain

n—l)
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rule, we have that

o oo 19
ot oo Z
o oo o
st Og 875’ E)sl a(s") j’

where ¢ = 1,...,n—1. Since these are both sets of normal coordinates, we must
have 0, = 0y = X. This implies that
ot (s

or ~ Land =

=0forall j=1,...,n—1.

In particular, the s’ coordinates are independent of ¢t and s = o(s) for some
diffeomorphism o between open sets in R" L.
By linearity and skew-symmetry of w, we have that

0 0 0
Q(t,S) —W(a,@,7m> =
”i oY oy (9 0 0 B
CTost T o N\ )

I(s' w(1) o(s m(n—1) o
Z <82’1 (82”1 (=)™ (¢, 8),

TESH-1

where the last sum is over all permutations 7 in (n — 1) elements and (—1)" is
the sign of 7. It follows that

Q(t
( 78) — Q/(t/, S/)7
det Do (s)
where Do is the Jacobian matrix of & = o(s). Since o is an orientation-

preserving diffeomorphism, this matrix is non-singular and the determinant is
positive.

It is straightforward to show that neither the convergence of the integral in
(1) of the definition nor the formula of 7, in (2) are affected if we switch between
normal coordinates. Indeed, we have that

g 1t /7p%1 ’r ! Q<€75) :|plld_€/ _
LLF@”> %_thﬂw@ €™ =

(det Do (s))7 T tQ(g,s)—rildg,

al,
SO
t 1 t! 1
| e coos [ sy g <,
oI a1,
and it is clear that 7, = 7'1’). O
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Since every directed space (M, X) admits an open cover of saturated normal
coordinate charts, and since the above notions are independent of the choice
of such a chart, we can unambiguously extend these notions over the whole
manifold. This way we may define the global function 7, : M — R given locally
by

7, = Q(t, )7 /; Q(E,8) 7 Tde.

I

At this point, it is clear that (M, X, w) is p-traceable if and only if the function
7, is defined everywhere in M.

As a final remark, we would like to point out that in the case where (M, X, w)
is simple, p-traceability coincides with traceability and 7, = 7, so this is indeed
a meaningful extension of the previous concepts.

2.5 The general case

We are now ready to state and prove our main result.

Theorem 2.5.1. Let (M, X,w) be a directed volume space and let p > 1. Then
the inequality

—1\? p
/ Xl > (p—) el pecran (2.3)
M P M Tp

s valid whenever the space 1s p-traceable.

Proof. Let U be a saturated coordinate domain with normal coordinates y =
(' = (¢, s) and corresponding p-normal coordinates x' = ({')~! = (¢, ") con-
structed as demonstrated in the previous section. Let ¢ € C1(M). As with the
simple case, apply the one-dimensional Hardy inequality to ¢ o(’'(-,s) € CL(Iy)

to get
— 1\’ [ lpolt,s)
/I\t(sOOC)( )| —( » ) L, dist?(t,01y)

Sl

which by the properties of the p-normal coordinates becomes

p—1\" [ ool s
X /t/ / pQ/ t/ / dt/ > - —dt/-
/1| po 't )P, s) —( v ) /1 dist? (¢, 01)

s! E]

Integrating both sides over the s’-coordinates then yields

/ [ Xpol'(t,s)PU(H, s")dt'ds' >
s Jr,

p— 1 P |900C/(t/>8/)|p YT I
—_— Q'(t dt'ds'.
< P ) /, L (', s)dist? (¢, 01) (')t ds
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To show that this is the same as

P
/ | Xpfw > (p_— 1) —’¢|pw
- p )

U p v Tp

it remains to be shown that 77 = Q/(#', s')dist”(#', 0Iy). This is straightforward,

as we have .

dist(t',01y) = / Q‘Til(g, s)dé

oI,
from the definition, and by elementary calculations we also have that

Q(t',s') = w(dy,By) = Ot [partialtw(d,, d,) = Q1 (t, s)
. The proof is again completed by a similar argument as in Theorem 2.3.1. [

Let us make a few remarks about the result. The first is its generality.
The only condition that we have imposed for the inequality to hold true is p-
traceability of (M, X,w). The number of cases this applies to is vast, including
many important cases that are already of interest. We will provide specific
examples in the remainder of this chapter. For the time being, let us note that
the only thing we need - in principle - in order to check whether the condition is
satisfied is to find a set of normal coordinates (¢, s), compute the local volume
density (¢, s) in these coordinates and then check if the integral

/ (e s)de

Is

converges. In a large number of cases, including many of the cases that are of
immediate interest, this poses no real hardship.

What we gain from this process, however, is often highly non-trivial results.
If the space in question indeed turns out to be p-traceable, the result provides an
explicit, optimal Hardy potential in terms of the induced temporal /volumetric
distance .

Qr(t, s)/ Q7T (E, 8)de.
oI,

Example 2.5.2. As an elementary application to showcase how the method
works in practice, we provide an alternative proof of the standard Fuclidean
Hardy inequality in R" featuring the distance from a single point. Here, choose
M =R"\ {0}, X = 9/0r and w = det (the Euclidean volume form).

Finding normal coordinates for this configuration is trivial: since we must

have
9_29
ot or’

simply choose t = r. For the rest of the coordinates there is a lot of freedom of
choice, but we can simply choose s = 6, where 6 are the angles in the spherical
coordinate system (therefore the spherical coordinates as a whole forms a set of
normal coordinates in our case).

The expression of the Euclidean volume form in spherical coordinates is
of the form w = r"~1f()dr A df for some f(6) that involves powers of sines
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of the angles, therefore in our chosen normal coordinates we have the same
representation
w=t""1f(s)dt Ads,

so it is clear that the local volume density is Q(¢, s) = t" 1 f(s).
Now let 1 < p # n. The temporal/volumetric distance is

1 t 1 n—1 t _n—1
=it [ ahesde =T [ e
Ol {0,00}

To compute this, we must consider the two different cases p < n and p > n, but
in either case the result is ]
S

lp—n
By 2.5.1, it follows that the inequality

J.

holds for all p € CH(R™\ {0}), as expected.

However, notice the unorthodox manner in which we obtain the best con-
stant. In our method, this constant is not merely the result of algebraic opera-
tions, but has a geometric significance as well: it is a direct consequence of the
p-dependence of the distance 7.

Tp

9y
or

p—n
p

dxr >

p ‘

Example 2.5.3. In the same manner as in the previous example, by choosing
X =179 /0r we can prove the weighted inequality

/ 1
Rn reé

for € # n — p. The calculations are a bit more involved than before but still
elementary.

9p
or

p—n—+e
p

dr >

' [ 2 pecimm oy

rpte

p ‘

Example 2.5.4. As a final example, we turn our attention to the hyperbolic
space H", where a peculiar phenomenon occurs: the Hardy inequality becomes
a Poincaré inequality. We employ the Poincaré half space model, where H" =
{r e R": z, > 0} with gg» = éan. The Riemannian volume form in this case

reads wygn = x," det. Let X = xn%. It is clear that |X| = 1. To find a set of
normal coordinates for (H", X') we must find a ¢ such that

0 0
~ = Tnm—)
ot ox,,
so we choose t = logz, and s = (x1,...,2,_1). It follows that w = e~ (=Dtgs A

dt. Finally, we calculate

t E—
—00

n—1’
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from which we obtain the inequality

/ ‘VHn(p’pan 2/
H» n

This is the classic Poincaré inequality for the hyperbolic space, and it is already
known to be a consequence of the Hardy inequality (it can actually be obtained
via the weighted inequality of the previous example, with minor modifications).

T

p n — 1 p

n

At this point it becomes clear that, when referring to the temporal /volumetric
distance, the word “distance" should not be taken too literally, since it does not
always conform to the way we know a distance should behave (e.g. in the last
example it was a constant).

2.6 Application I: The exterior of a ball

We will now use the method to obtain some new results. We would like to point
out that there are new things that can be said even in the Euclidean case. In
this section we focus on the case where M = FE is the exterior of a Euclidean
ball of dimension n.

Theorem 2.6.1 (Hardy Inequality for the exterior of a ball). Let £ = {z €
R™ : |z| > R} be the exterior of the n-dimensional Euclidean ball of radius R.
Then the inequalities

P _ p P
dr > <u> / — p|_f| ——dxr, p>n,
p Er'flp(rpj—RF)P
9

O " n—1\" il
dr > —  d
/E ar “( n > /Ernlogwmn o
oy

opl|? n—np\’ P
el|or p Err P min{re1, Ro-1 — poi}p

hold for all p € CL(E).

¢

/E@r

Proof. Similar to the case of R™ with the distance from a single point, the
spherical coordinate system is a set of normal coordinates. The only difference
now is that ¢ = r ranges from R to oco. Thus, we have

t
v = 3 / e,
{R,00}

so in each individual case

p—l n:l p:n p:n

e U(re=T — Rv=1), p>n
7, =4 rlog(r/R), p=n.

poi msh . g pmopEm o pen

n_pplmm{rp L Re—T —rp=1} p<n

and the result follows. O
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This is a non-trivial result, although its derivation has been trivialised by
the use of our method. Let us make a few remarks on it. Note that in the cases
where p # n, for small r — R we have 7, = r — R, whereas for large r — R
we have 7, ~ ﬁ(r — R). This fits our intuition: when close to the ball the
inequality must behave like the one involving the distance from a hyperplane,
while for very large distances it must resemble the one involving the distance
from a point. In essence, the induced distance 7, forms a continuous transition
between these two limit cases.

It is also of practical importance to compare 7, with the Euclidean distance
from the boundary d = r — R. This will yield inequalities for the classic Hardy
potential V' = d™P. To our knowledge, the only known result in this direction
is given by Avkhadiev and Makarov in [3] (see also [25] for alternative proofs of
this result). The result states that for every compact U C R", the best constant

in the Hardy inequality
p
/ \V(p[pd:cZC/ |(”;|dx, o € CHR™\ U),
RP\U gy dP

isc= (’%)p in the case where p > n, which implies the optimal inequality

p
p—n [ 1
Vol > | —— —, e C.(F
[E’ i _( j% ) g d 4 (&)

in the case of the exterior of a ball. In that case our method gives

we make a few observations. As we already noted, we have 7,(r) ~ d(r) for r
close to R and 7,(r) ~ ﬁd(r) for large r. More generally, the derivative of
7,(r) is given by

p—n

, p—1 n—-—1/R\»r!
Tp(r) = - <_) )

p—n p—n\r

which is a strictly increasing function of r. It follows that

p—l !
——d(r) = sup(7,(y)d(r) > 1,(r
T d0) = S 0)d(r) > 7(0)
SO ) .
7, p—1d

and we retrieve the same best constant ¢ = (”_T”)p . It follows that our method
improves the result of [3] in the case where U is a ball, in the sense that it
provides a better distance for the same constant.
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For the case p < n, we have the following comparison.

Corollary 2.6.2. Let E = {x € R": |z| > R}. Then the inequality

p p
n—p _p—1
Jrwetasz () 02y [ Ghan seci

holds for all p < n.

Proof. In this case, it is

n—1 . p—n p—n p—n
re=t min{re»=1, Rp=1 —rr-1},

—1
We put a = 27%?R, which is the real number such that

p—n p—n p—n

ar-1 = Rr—1 — ar-1,

i.e. the point in which the branch transition occurs. It follows that

-1
{ i r>a
n—p
Ty — n—1 p—n — .

S

p—n bp—n
bt (Re—1 —rv»=1), r<a

An elementary calculation reveals that the derivative of 7,(r) for r < a is

, n—1 np p—1
= R)»—1 —
) = (e Ry -

which is strictly increasing, so in particular 7,(r) is convex for r < a. By virtue
of Jensen’s inequality it follows that

7,(r) < A(r—R), R<r<a,

where

A:Tp(a)_Tp(R)_p_l a _p—l( p=1._1
a—R n—pa—R n-—p ’

1—2"n»)
As for the region r > a, we certainly have that 7,(r) < A(r — R), since both
functions are affine, share the same value at a and 5;_]10 < A.
So in any case we have
_p=l
1 n—pl—2 n>p

>
Tp P d

and the result follows. O

For the sake of clarity, we give some plots of the function 7, for specific

values of n and p, plotted against the function ﬁ(r — R) that we use when
making the Euclidean comparison (see Figure 1 below). Other choices of n and
p give qualitatively similar results. What really matters is whether p < n or

p>n.
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FiGure 2.1: Left: R = 1,n = 3,p = 2. Right: R = 1,n =
3,p=4

2.7 Application II: Spherical symmetry

Moving beyond the classic Euclidean setting, the most important class of ex-
amples is arguably the class of spherically symmetric manifolds. We say that a
Riemannian manifold (M, g) is (locally) spherically symmetric around a central
point o € M if the metric can be expressed as

g =dp®dp+*(p)gsn—

in a punctured neighbourhood of o, where p = dist(,0) is the Riemannian
distance from o, v is a positive function depending only on p and ggn-1 is the
round metric of the unit sphere of codimension 1. We are interested in the case
where we have global spherical symmetry.

If M is non-compact, the above polar representation extends to the whole
punctured space M’ = M\ {o}. If M is compact, we must exclude an additional
“antipodal" point o’ € M (the most characteristic example is the sphere, where
one must exclude both poles).

In either case, p : M’ — R has range of the form (0, R) (we may have
R = 4+00), and we may apply Theorem 2.5.1 with X = 0/0p and w = w, =
Y"1 (p)dp Awgn-1. In the following, we also take into account the case where we
choose to exclude not only the “pole(s)” o (and o'), but perhaps a larger object
(for example, a geodesic ball around o or o).

Theorem 2.7.1. Suppose that (M, g) is a Riemannian manifold whose metric
can be expressed as

g=dp®dp+Y*(p)gsn—

for some p: M' — (a,b) and some smooth ¢ : (a,b) — (0,00). If for each value
of p € (a,b), either one (or both) of the integrals

p n—1 b n—
/ s ©de, [ o)
a P

converge, the inequality

—1\? P
/ 0,0[Pwy > (p > / |(p|p Wy, Y€ CCI(M/)
M’ p M Wp



2.7. Application II: Spherical symmetry 21

18 valid with

1 P n—1 b n—1
wpzwzl(p)min( / 6 (), / ¢w<§>d§).
a P

Proof. This is just a restatement of Theorem 2.5.1 for the special case (M, X, w) =
(M',0,,w,). O

M’ can be thought of as a suitable open submanifold of a spherically sym-
metric manifold M. A key feature of our technique is that it effectively manages
to take into account the volumetric/temporal distance from both the “inner” and
the “outer” edge of the manifold. By “inner” edge we mean the edge that is closer
to the central point o. The volumetric/temporal distance from the inner edge
is given by

n—1 P n—1
i (p) / 55 )de,

while the corresponding distance from the outer edge is

b 1
=2 = 5 () )/ b (6 de.
p

out )

While it is true that @, = mm(w w@,"), and consequently

1 1 1
w© 2 win’ coout ’
p p p

it is sometimes convenient to consider Hardy potentials that take into account
only the inner or outer edge. One may choose to do this in order to extend the
class of admissible functions (in the case of a compact manifold where we have
an antipodal point o/, one may still prefer to take into account functions that
do not vanish at o).

To this end, this is a good point to demonstrate the flexibility of our method:
all that Theorem 2.5.1 does is to essentially “lift” the one-dimensional Hardy
inequality (2.1) in higher dimensions. As a matter of fact, any one-dimensional
functional inequality could be used in its place. Without straying from our
subject of Hardy inequalities, we simply point out that one gets nearly identical
results if we choose instead to lift the inequality

[ewrar= (22 [ e con

which takes into account only the first endpoint and admissible functions need
not vanish close to b. This gets us exactly what we need.

Theorem 2.7.2. Let (M, g) be a compact, spherically symmetric manifold with
empty boundary, with central point o € M of injectivity radius inj(o) = R,
p = dist(-,0) and let

g9 =dp®dp+*(p)gsn—
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for some smooth 1 : (0, R) — (0,00). Then the inequality

[t = (2) [ e, secran o

p 1 (w;”)

18 valid whenever

p n—1
/0 G (€)de < 0.

Proof. Tt is well known that in this case we have p~*(R) = {0’} where o is
a single point antipodal to o. It follows that M \ {o,0'} can be covered with
polar coordinates in which the metric is expressed exactly as in the statement
of the theorem. The rest of the proof is a repetition of the steps in the proof of
Theorem 2.5.1, the only difference being applying the above inequality instead
of (2.1). O

Of special interest are the cases of the n-sphere S™, where 1(0) = sin(0),
0 € (0,7), and the hyperbolic space H", where ¢(p) = sinh(p), p € (0,00).

Remark. Tt recently came to our attention that this is not the first time that
results such as these make their appearance. Other authors have employed
analytic methods to obtain such results in a number of cases. For example,
in [15], the authors present some results for spheres and spherically symmetric
domains that are very similar to our own. In [12], the authors use a general
result from [18] to derive an LP Hardy potential for the hyperbolic space that
also has the same form as the one that occurs from our method. More generally,
in the spherically symmertic case, the Hardy potentials that we are looking at
are all of the form |V p|?/pP for some p-harmonic p € WHP(M), and can therefore
be considered a special case of the main result in [18].

Regardless, our method is inherently geometric instead of analytic and ap-
plies more generally, for example X and w need not be related by a Riemannian
metric. Moreover, the potentials provided by our method are explicit in any
case, symmetric or not.

2.8 Application III: The exterior of a black hole

As a final application, we would like to discuss the case of the Schwarzschild
metric, which describes static black holes in the context of General Relativity.
The full Schwarzschild metric in (3+1)-dimensional spacetime reads

1 1\~
—<1——>dt®dt+ (1——) dr @ dr + 1 gs
r r

and is actually a pseudo-Riemannian metric. To get a Riemannian metric, we
will simply restrict our attention on “temporal slices" of constant time, where
the restricted metric reads

1 —1
(1 — —) dr @ dr +r’gs.
r
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Theorem 2.8.1 (Hardy Inequality for the Schwarzschild Black Hole). Let B =
{z € R®:|z| > 1 } be equipped with the metric

r
r—1

gp = dr @ dr + 1 gs

as above, let Vg and wy stand for the Riemannian gradient and volume form,
respectively, and let

2r2, /=1 1<r<(4/3)

5= 272@1@) r>(4/3)

Then the inequality

2
/|V%90|2w%2/r_18—(p w
B B r (971

is valid for all o € CL(B). The constant 1/4 is sharp.

1 |ol?
> LR
B =y 5 07 W

Proof. Let X = T:—ld% In polar coordinates we have

Wy = 4/ . i 1r2 sin(0)dr A dO A do.

We are looking for a new coordinate ¢ to replace r such that 0/0t = X. Let
f:(1,00) = (0,00) be the function given by the formula

f(z) = Vavae —1+1log(vx + Vo —1).

It is easy to verify that t = f(r) satisfies the imposed condition, therefore
(t,0,¢) is a set of normal coordinates for (B, X). As f is a bijection, let ¢
denote its inverse. Substituting r = ¢(¢) into the formula for wey, we get

wy = g(t)?sin(0)dt A df A dep,

therefore Q(t,0,¢) = g(t)?sin(f). The temporal/volumetric distance in this
case 1s

o | ;m} oty = i gty gty ),

Substituting w = f(&), it is elementary to show that

S [ —
? (100} E32(E — 1)1/2

and the proof is complete. O

A more complete treatment of this matter will be given elsewhere.
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2.9 Higher-order inequalities

Likewise, one can recursively obtain inequalities for higher order differential
operators. For example, consider the second-order operator Y X obtained by
the composition of two directional derivatives (vector fields) X,Y € I'(T'M). If
(M,Y,w) is p-traceable, we obtain

/ Y XolPw > (E)p ’X90|pw :/
M N D m (T))P M

where T;/ is the temporal /volumetric distance of (M,Y,w). In the same manner,
if (M, X/Tg/,w) is p-traceable, we may repeat the process and obtain

_ 1\ P
[ xaro (1) [
M p M (T, /7 )P
Y/T;(

where 7, is the temporal /volumetric distance for (M, X/7),w). By induc-
tion, this process can produce inequalities for operators of the form X;--- X}
for any k € N, provided that p-traceability holds for each step.

We give some examples of higher-order inequalities obtained in this way.

p
w,

X

¥
7Y
P

Example 2.9.1. Recursive application of the weighted inequality of Example
2.5.3 yields the k-th order Rellich inequality

P k

deH

=1

ko

/nﬁ

ork

lp—n
p

! / ol g0 o e crmm o)),

n TP

Note that, in essence, if one has weighted inequalities for the vector fields of
interest, computing the distance at each step becomes unnecessary.
Likewise, for the one-dimensional case we have

/ | k | ﬁ lp - 1\" |90|p 1( )
DFolPdx > <—> / Yldz, e CHRY),
R4 I=1 p Ry kp '

which can be further integrated to give the same inequality for the half-space.

Example 2.9.2. Consider the second order differential operator

g 10 0

~ror or
Applying the weighted inequality of Example 5.3 twice yields the inequality
o2 —n|* P
[ meras = 2227 [ G e o o),
n p R

n T2p

As a final interesting application, we will use the above to obtain Rellich
inequalities involving the wave operator in the 2-dimensional half-space, which,
in contrast to most operators that are being discussed in literature, is not an
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elliptic operator. We are not aware of other results of this type so far. We prove
the following.

Theorem 2.9.3 (Higher-order Rellich Inequality for the Wave Operator). Let
O = 07 — 9 denote the 2-dimensional wave operator, and let u € C(R?).
Then the inequality

2k
Ip—1\" P
OFulPdedy > P wdxdy
2k
R2 e p r2 Y7

holds for all k € N. The constant is sharp.
This is an easy corollary of the following lemma.

Lemma 2.9.4. Let u € C°(R2). Then the inequality

. £ P —1\" P
R Y7 D r2 Y

2
+

holds for all v > 1 — p.

Proof. Consider the case of X := (0, + 0,). The coordinates

(y — )

t 1(+) 1
=—(x s= -
g\ Y 2

are a set of normal coordinates for (R%, X) (it can be easily verified that X =
0/0t). Moreover, we have that =t — s and y = ¢t + s, thus

dr = dt — ds, dy = dt + ds.

It follows that dz A dy = 2dt A ds. It follows that

1
w=—dr Ndy = dt A\ ds,
y’Y

(t+s)7
and the corresponding temporal/volumetric distance is
0l t i0d
n=(t+s) 7 [ (4P,
I,

where [, = (—s,00). By elementary calculations, this is equal to

—1 —1
b (t+s)=—L

7‘:— —_— ,———
Poyt+p—1 y+p—17

and the result follows.
The case of (0, — 0,) is entirely analogous. O

The inequality in the theorem follows from the fact that O = (9, + 9,) (0, —
0,) and inductive application of the lemma. Sharpness is proved by a standard
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argument, substituting the sequence

2kp—1

u(r,y) =y »

+€p5($7 y)7 € % 0’
where p, is a suitable cutoff function that is equal to p. = 1 in (—e¢,€) X (¢, 1/€)
and supp(pe) C (—2¢,2¢) x (¢/2,2/¢).

2.10 Appendix: Auxiliary Material

We give some auxiliary results from the theory of differentiable manifolds that
are used throughout this chapter. All of them can be found in |31].

Let F : M — N be a smooth map between manifolds. As usual, the
differential of F is defined to be the map F, : TM — T'N such that F,X[g] =
X[g o F] for all ¢ € C*(N). Likewise, we define the pull-back of F' as the
map F* : A(T*N) — A(T*M) by Frw(Xy,..., X)) = w(F.Xq,..., F.X}) for
all vectors Xq,..., X, € T,M for all z € M.

Lemma 2.10.1 (Diffeomorphic invariance of the integral). Let F': N — M be
an orientation-preserving diffeomorphism and w € A*P(T*M). Then

/w:/F*w.
M N

Lemma 2.10.2 (Integration over parametrisations). Let M be an oriented man-
ifold of dimension n and let w € AN"(T M) be a compactly supported top-form
on M. Suppose Dy,..., Dy are open domains of integration in R", and for

1=1,...,k we are given smooth maps (; - D; — M satisfying

1. ¢ restricts to an orientation-preserving diffeomorphism from D; onto an
open set W; C M.

2. WiNW; =@ fori # j.

3. supp(w) C Wy U -+ U W,.

/M“’:g/ﬁ“‘

Then
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Chapter 3

Finsler-Rellich inequalities
involving the distance to the
boundary

We study Rellich inequalities associated to higher-order elliptic operators in
the Fuclidean space. The inequalities are expressed in terms of an associated
Finsler metric. In the case of half-spaces we obtain the sharp constant while
for a general convex domains we obtain estimates that are better than those
obtained by comparison with the polyharmonic operator. What follows is a
joint work with G. Barbatis.

3.1 Introduction

In [40], Owen proves the higher-order Rellich inequality

u?(x)

/Q w(@) (=AY u(z)dz > Alm) /Q e weCE@. ()

for the polyharmonic operator (—A)™, where Q@ C R” is a convex open set,
d: Q — R, is the Euclidean distance from the boundary of Q and A(m) is the
best constant given explicitly by

(2m —1)*(2m — 3)*--- 12

A(m) = T

This inequality has been subsequently extended and improved in various direc-
tions. In [2| and for the case 2m = 4 a simple sufficient condition was given
for non-convex domains so that the Rellich inequality is valid with the sharp
constant 9/16; in [11, 6] sharp improvements to (3.1) were obtained. We refer
to the recent book [5] for additional information.

While the literature for Rellich inequalities for the polyharmonic operator
(—A)™ is substantial, there are hardly any results on Rellich inequalities with
distance to the boundary for more general higher-order elliptic operators. This
is partly due to the lack of invariance under rotations and to the (related) fact
that neither the Euclidean metric nor indeed any other Riemannian metric is
suitable for the study of such operators.
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Anisotropic Hardy inequalities with distance to the boundary have recently
been obtained in [19]. Concerning anisotropic (non-Riemannian) Rellich in-
equalities, there is a growing literature on inequalities with distance to a point,
see e.g. |30, 45], but we are not aware of any results involving the distance to
the boundary. To our knowlegde, the best Rellich constant for [ |AulPdz is not
known even in the case of a half-space.

The objective of this chapter is to investigate inequalities of the form

/Q w(z)Hu(z)ds > & /Q d?é?)dx (3.2)

where H is a homogeneous elliptic differential operator of order 2m with real
constant coefficients and dy is a suitable Finsler distance to the boundary of
associated to H. In particular, we will prove the following result for half-spaces
which is shown to be optimal in an important class of cases.

Theorem 3.1.1. Let H be a homogeneous elliptic operator of order 2m with
real constant coefficients and let H C R™ be a half-space. Then the inequality

u?(x)

/H w(@)Hu(z)dz > A(m) /H s

holds for all w e C°(H).

Note that since the operator H is not rotationally invariant, proving the
inequality for the commonly used half-space R} = {z € R™ : z,, > 0} does not
imply the validity of the inequality for half-spaces in other directions.

In the second part of this chapter we investigate the case where {2 C R™ is an
arbitrary convex domain, and in particular we provide a uniform (independent of
the domain) lower bound for the best constant which - although most likely non-
optimal - is nonetheless better than what can be achieved by simply comparing
with (—A)™.

3.2 Preliminaries

Let H be a homogeneous elliptic differential operator of order 2m with real
constant coefficients, acting on real-valued functions on R". So H has the form

H=(-1)" Y a,D",
|a|=2m

where a,, is a constant for each multi-index o and D% = 9g! ... d3". The symbol
of the operator H is the polynomial H : R® — R given by

H(S): Z a'ocga-

|a|=2m
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Setting Fp(£) = H'Y/?™(€) (which is positively homogeneous of order one in &),
we define the associated Finsler norm Fj, : R"™ — R by

Fjw) = sup -8 ot

e0 Fu(€) 1 Fu(€) (3.3)

The Finsler distance of two points z, 2’ € R™ is then defined as Fj;(z —2'). It is
well known, see e.g. [20], that this is the distance suitable to use when studying
properties of H, especially so when one seeks sharp constants. From now on
we will suppress the index H when there is no ambiguity and simply write F'
for Fy and F* for F};. It is clear from the definition that for any w,& € R™ we
have the inequality

H(E) F* (@) > (w- ). (3.4)

Now let 2 C R"™ be open with non-empty boundary and let d(z) denote the
Euclidean distance of x € € to 992. The Euclidean distance of a point x € {2 to
0 along the direction w € S™! is given by

d,(x) = inf{|s| : x + sw ¢ Q},

and we have

d(x) = min d,(z).

wesn—1
In the context of Finsler geometry, distances are scaled by the Finsler norm
(3.3) along each direction, so the Finsler distance of x from the boundary of €
along the direction w is given by

dy,(x) = F*(w)d,(z).

Denoting by
dg(z) = min{F*(z —y) : y € 00}, =z €, (3.5)

the Finsler distance to the boundary we then have

dy(z) = min dyu(r) = min (F*(w)d,(z)).

UJGS"_l weS'n—l

3.3 Finsler-Rellich inequality for half-spaces

Let v € S"! be a unit vector. We consider the v-directional half-space H? =
{z € R" : v-z > 0}, whose boundary is the hyperplane 0H = {r e R" : z-v =
0}. The Euclidean distance of z € H? from OH" in the direction of w € S™!

is given by
v-x

()

el

and so the corresponding Finsler distance is given by

di(2) = min (F*(w)dy(z)) = min (F*(“’))y .

wesn-1 wesn-t ]V : w|
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So the minimum is achieved independently of z. Letting § € S™ ! be a unit
vector that achieves the minimum we arrive at
_vex d(o)

dia(x) = F*(9)do(x) (3.6)

We are now ready to prove Theorem 3.1.1. We restate it as follows.

Theorem 3.3.1. Let H be a homogeneous elliptic operator of order 2m with
constant coefficients. Then the inequality

é;u@ﬁHm¢Mx21MWU/L”é;2ym (3.7)

holds for any v € S™ ' and all w € C>°(H"). Moreover, the constant A(m) is
optimal in the case where Fy is a conver function.

Proof. Let 4(§), £ € R™, denote the Fourier transform of u. Recalling (3.4),
applying Plancherel’s theorem and using the one-dimensional Rellich inequality
we obtain

| w@hu@de = [ HEl©PE

Rn

V 1 2m |~ 2
> g [ 09O
1

(05" u(x))*d

To prove the optimality, we proceed as follows. For ¢ > 0 we consider the
. 2m—1 . . . . .
function g.(t) =t~z ¢, t > 0. This is a sequence of minimizers for the one-

dimensional Rellich inequality of order m, that is

1, (m) th
QQ?L——+mm% ase— 0+ . (3.8)
o it
Let v.(z) = g(x - v). For any multiindex o with || = 2m we then have

Dov.(z) = g™ (x - v) and therefore

Hu(z) = (~1)"H(v)g®™ (z - v) (3.9)

€

We next localize v.. We consider a function ¢ € C2°(R) such that 0 < ¢ <1,
W(t) = 1, if |t] < 1/2, ¢(t) = 0, if |[t| > 1. Let m, : H! — OH} denote the
orthogonal projection from the half-space to its boundary. We define

¢(x) = -2)p(m(z)),  uc(r) = dx)ve(z).



3.4. Convex domains 31

Then u. € Hy*(Hy) and ||ucl|gm@n) — +o0o as € — 0+. We shall estimate
an e Hu.dx and for this we note that when we use Leibniz rule to expand

Hu, = H(¢v.) any term containing at least one derivative of ¢ stays bounded
as € — 0. Setting k = [, ¥(|y|)*dy and applying (3.9) we thus have

/ uc Hudr = ¢*v. Hu.dx + O(1)
Hp

H

1
— K-D"H) [ g+ 0()
0
1
= kH(y)/ (gi™)2dt + O(1). (3.10)
0
On the other hand, recalling also (3.6) we similarly have

2 2,,2
/ UG(I> dfﬂ — F**(I/)Zm ¢ Ve d.ﬁl?
H

n a3 (x) un A2

= P (v)*™ /01 g—zdt+0(1). (3.11)

t2m

From (3.10), (3.11) and (3.8) we conclude that

Jogy el@) Hue(w)de < F(v) )m Jo (o™ (8))dt + O(1)
u (z) - ok 1 g2(t)
Ty 0 Frrw) ) Gt +0(1)
F 2m
— <F*£(V3)) A(m), as € = 0+.
Since F'is convex, F' = [™* and optimality follows. O

Remark. It is known [43, Section 1.6] that the set {{ € R™ : F**(£) < 1} is the
convex hull of the set {& € R" : F'(¢) < 1}. This shows that F**(¢) < F(¢) for
all ¢ € R™ and also that there exist directions v € S"~! such that F**(v) = F(v).
It follows in particular that if F' is not convex the constant A(m) is still the best
possible constant for which (3.7) is valid for all v € S"~! and all u € C>°(H?).

3.4 Convex domains
If the symbol H () of the operator H satisfies
AEP™ < H(E) <A™, £eR,

then applying the polyharmonic Rellich inequality (3.1) we obtain that for any
convex domain €2 C R" there holds

u?(z)

/Q w(z) Hu(z)dz > A(m)% /Q Facsde. ueCE@) (3.12)



32 Chapter 3. Finsler-Rellich inequalities

In this section we adapt Davies’ well known mean distance function technique
[17] to establish an alternative lower bound for the best Rellich constant of
(3.12). While we have not attained the actual constant A(m), we nevertheless
provide a constant which depends only on the symbol and which can be easily
computed numerically in any particular case. This has been carried out at the
end of the section for two monoparametric families of operators and it turns
out that the constants obtained are better than those in (3.12).

To state our result, we need some additional definitions related to the op-
erator in question. Assuming that H is an elliptic differential operator of order
2m as above and denoting by do(w) the normalized surface measure on S™™ 1,
we define the positive constants ug and My as the best constants for the in-
equalities

. 2m
pi Fif(€)*™ < /Sn1 %da(w) < My H(E), ¢ e R

With this settled, we prove the following.

Theorem 3.4.1. Let H be an elliptic operator of order 2m acting on functions
defined in a convex open set 2 C R™. Then the inequality

HH u?(z)
/Qu(x)Hu(x)dx > A(m) P /Q d%]m(@dx (3.13)

holds for all u € C°(£2).

Proof. We have

[ u@tu@as = [ B P

R

e e MR LG
_ MLH/SMW/Q@%@))%MU(M).

We next apply the one-dimensional Rellich inequality in the direction w to get

1 [, 1
/Qu(x)Hu(x)dx > A(m)M—H/Qu (x) /Sn_l (F*(w)dw(x))zmda(w)dx. (3.14)

To estimate the last integral we consider a point z € 2 and a point y = y(z) €
0 that realizes the infimum in (3.5). Let II, be a supporting hyperplane
at y(xr) and let N = N(z) be the outward normal unit vector to II,. We
denote by z(w) = z(w, z) the intersection of II, with the line {z + tw : t € R}.
From the previous discussion, it follows that |z(w) — 2| > d,(z) and therefore
F*(2(w) — ) > F*(w)d,(z) for all z € Q and w € S™1.

Let s € R be such that z(w) = x + sw. Since z(w) and y both belong to I,
z(w) — vy is perpendicular to N, that is

(x+sw—y)-N=0.
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It follows that
and so

Returning to (3.14), we now have

fo T 2 [ e e
w- N\
eI (m) do ()

HH
> - -
HH _ _HH
Py —z)P™  dif(x)’

and the proof is complete. O

As already mentioned, the constants ugy and My can be computed nu-
merically in any specific case. The next two examples illustrate the estimate
of Theorem 3.4.1 and in particular show that inequality (3.13) is better than
(3.12).

Example 1. Let § > —1 (for ellipticity) and

Hp(¢) =& +2B€3€2 + &5, ¢ R

We have . .
{ Bl < Hy(e) < e, if —1<B <1,

€] < Hy(§) < el i B >1,
hence (3.12) gives

/Qu(:v)ng(x)dx > %c(ﬁ)/Q déﬁ;g)dx : u € C(Q),

where

() BH i —1<B<,
c(p) = .
%, if6>1.
In Figure 1 below we have plotted the function s(8) = pm,/Mp, (blue line)
against ¢() (red line) and it is seen that the estimate of Theorem 3.4.1 is

better than (3.12).
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Example 2. Let
Hp(€) = € + Bele + Be2et + €5, € eR2

We have Hs(¢) = (62 + &3)[(€} — &)* + (8 + 1)¢13], s0 we assume 3 > —1 for
ellipticity. We now have

{ BLiglt < Ha(¢) < [éf*, it —1<pB <3,
€]t < Hp(6) < 41t if >3,

hence (3.12) gives

: 0 [ v .
/ﬂu(m)Hﬂu(x)dx > Ec(ﬁ) /Q dz”;(x)dx , ue Cr(Q),

where
B i —1<B<3,
5%1, if 5>3.
In Figure 2 below we have plotted the function §(8) = g, /Mg, (blue line)
against ¢(f) (red line).
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Chapter 4

Shape sensitivity of the Hardy
constant involving the distance
from a boundary submanifold

We investigate the continuity and differentiability of the Hardy constant with
respect to perturbations of the domain in the case where the problem involves
the distance from a boundary submanifold. We also investigate the case where
only the submanifold is deformed.

4.1 Introduction

Suppose 2 C R™ is a bounded domain (open, connected) with boundary 0f2,
and let 3 C 0€) be a submanifold of the boundary of dimension dim¥ = s €
{0,...,n—1}. If there exists a positive constant C' > 0 such that the inequality

2
/Q\Vu]de > C/QZ—Zd:L‘, u € Hy (), (4.1)
s

with dy = dist(-,X) is valid, we say that the Hardy inequality is satisfied for
the pair (2, Y).

In this chapter, we are primarily concerned with the behaviour of this con-
stant under perturbations of the domain and the submanifold. In particular, if
v is a diffeomorphism, we get a map

v — H(p(), (%)), (4.2)

and our task is to investigate questions of continuity and differentiability of that
map in an appropriate sense which is made precise in the next section. This
problem has already been studied in a more general LP setting for the special
case ¥ = 0% in [10], so our work here is a natural continuation of that work.

We also concern ourselves with the problem where only the submanifold is
perturbed. This is expressed in a very neat way in the case of a point singularity:
if we regard the Hardy constant as a function H : 900 — R,

H(o) = H($, {0}),

then this function is differentiable on 0€2, under some reasonable assumptions.
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4.2 Diffeomorphism Groups

In this section we offer a quick review of finite order diffeomorphism groups
in R". For details, see [4]. A C*-diffeomorphism of R" is a homeomorphism
¢ : R" — R™ that is k-times bi-differentiable. The set of all such maps is denoted
by Dif f*(R"). Tt is obviously a group under composition. For our purposes, it
is sufficient to work with the subgroup Dif f*(R") of C*-diffeomorphisms with
compact support

supp(p) = {z € B : p(a) £ 2}

(the closure of the set of points that the diffeomorphism acts upon non-trivially).
Since we work on bounded domains, this is done without loss of generality,
and spares us some technical considerations that are consequence of the non-
compactness of R".

We now equip Dif f%(R") with the weak C* topology (or compact-open
topology). To describe this topology, it suffices to describe the basic open sets
that generate it. These are the “balls”

Np(K,€) = {¢ € Dif fER™) : || — @llori) < €}

of center ¢ € Diff*(R"), radius € > 0 and domain K, which is a compact
subset of R™. Here, we assume

lellera = D 10%lle -

0<a|<k

In this topology, Diff*(R") is a topological group, which is in fact locally
homeomorphic to the Banach space of C* vector fields of compact support
XF(R™) = CHR",R"), thus assuming the structure of an infinite dimensional
Lie group.

The directional derivative of a continuous function H : Dif f*(R") — R at
¢ € Dif f*(R") in the direction of £ € X¥(IR") is given by the limit

d
DH(E) = 4| Hlp+10),
t=0

provided it exists. Note that the compact support assumption guarantees that
@ + t€ is always a diffeomorphism provided that ¢ is small enough. If this is
defined for all ¢ € Dif f*(R") and all £ € X*(R"), we say that H is (Gateaux)
differentiable.

4.3 Continuity of the Hardy Constant

Here we discuss some continuity results. By co(£2) we denote the convex hull of
Q.

Theorem 4.3.1. Let 2 C R™ be an open set with non-empty boundary, and
let X C 0) be an arbitrary subset of the boundary. Then there exist € > 0 and



4.3. Continuity of the Hardy Constant 37

¢ > 0 such that for every C' diffeomorphism o with | Do — I|| < €,
[H(p(2),0(¥)) — H(Q, )| < cH(Q, 5)[| Do — I oo (o), (4:3)
where co,(Q) = co(Q) U ¢~ (co(p(Q))).
Proof. Let u € Hj(2) be normalised by [,u?/d3dx = 1. For v = uo ¢!,
consider the Rayleigh quotient
fcp(m [Vol*dy _ Jo (D)~ TV ul?| det Dy|dx:
fso(ﬂ) v2/di(z)dy fQ %| det Dyp|dx

R(p(2), p(X))[v] =

where the last equality follows from the change of variables y = ¢(z). After
some elementary calculations, it follows that

R(p(Q), p(3)) o] = R(Q, E)[u] =

—_ u?|det D
Jo (D)~ TVul?|det Dy| — |Vul?)dz — [, ]Vude(fQ de — 1)

u2| det Do
fQ d? . op dx
»(X)

In order to get an estimate for the expression
(D)™ Vul?| det Dy — [Vuf?,

we first note that |AT|| = ||A|| as operator norms. To get an upper bound
for the operator norm of the inverse, we also make the assumption that ¢ is a
“small” diffeomorphism in the sense that Dp(x) = I + €(z) where |[e(z)]] < 1.
In this case it is known that

I
L—le(@)]

Besides, for such e there is a constant x = k(n) such that

I(Dg) ()] <

| det(I +€) — 1] < xlle]l,
so eventually we have the estimate
(D)~ " Vul*|det Dp| — [Vul* < C|Vul*||Dp — I

for some constant C' > 0 provided that || Dy — I|| is small.

Next, for € ), we obtain an estimate of dyx)(p(x)) in terms of dx(z).
Since dy, = ds;, we may assume that ¥ is closed. Then there exists o(z) € X
such that dx(x) = |z —o(x)|. Consider the straight line segment ~ : [0, 1] — R",

v(t) = (1 —t)o(z) + tx
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joining these two points. Then clearly dx(z) = [(y) (the arc length of ). Then,
by definition, we have that

1
doz)(p(z)) < l(poy) = /0 [(p o) (B)]dt < || Dep|| Lo (eo)yds (@),
thus
do(z) (p(7)) < ds(@)(1+ | Do — I Lo (co()))-
It follows that

u?| det Dy| infq | det D u?
————dx > s | dx
o dysyop (14 | De — 1| oo (eo@)))? Ja

1 — K[| Do — I|L~(a)
T (L+ 1D = 1| oo (o)) ?’

the last inequality being valid due to normalisation, thus

u?| det D
/ d|2 S _g0|d37 > 1= C|[Dp — 1| (o))
2 %) 0¥

for some constant C' provided that ||Dy — I|| is small.
Using all these estimates we obtain

R(p(€), o(3))[v] = R(Q, X)[u] < cR(Q, X)[u][| Dp — I Lo (co(y)-

for some ¢ > 0. Passing to the appropriate limit of minimisers, we get
H(@(Q)v 90(2)) - H(Qa E) < CH(Qa E)HDSO - [||L°O(CO(Q))
Replacing Q and ¥ by () and ¢(X) and ¢ by ¢!, it follows that

H(,E) — H(e(Q),9(2)) < cH(9(Q), p(EN)I(De) ™ = Il L (o1 (colp()))) -

Since

- [ Dy — 1]
Do)yt —1I|| < ———F—

it follows that there is ¢ > 0 such that the reverse inequality
H(Q,X) — H(e(Q),0(2)) < cH(Q,E)[|De — I oo (o1 (colp())))
also holds for small || Dy — I|. The result follows. O

For small ||¢ —id||c1, we have that if €2 is relatively compact, so is co,(€2),
so we immediately deduce the following.

Corollary 4.3.2. Let 2 C R"™ be open and bounded, and let X C 0N). Then the
map o — H(p(Q), o(X)) is continuous with respect to the weak C* topology.

A few remarks are in order. First, the result does not hold for the case
k = 0 (homeomorphisms), as it is essential to be able to control first derivatives.
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Next, note that estimate (4.3) holds independent of the boundedness of €2 or
compactness of supp(y), and is therefore substantially more general than the
corollary.

Although of no use to the sequel, we now present a collateral result that
is obtained without extra effort. Instead of the standard Euclidean distance
dist(x,y) = | —y|, for z,y € Q one could use the alternative “interior” distance

dist(x, y) = inf{l(3) : 7 € C'([0,1],2),7(0) = 2,7(1) = y},
and consider the Hardy problem

) Vul2d
HOQ, D) = inf Jo [Vulda (4.4)
weHy @ [, u?/ddx

where dy(x) = ElE%(x, Y)). For that case, we obtain the almost identical result

Theorem 4.3.3. Let Q C R™ be open set with non-empty boundary, and let
¥ C 09 be an arbitrary subset of the boundary. Then there exist € > 0 and
¢ > 0 such that for every C' diffeomorphism ¢ with ||[Dp — I|| < e,

[H(p(Q), (%)) = H(Q,E)| < cH(Q,X)||Dg — 1| 1(0). (4.5)

Proof. The proof is almost identical to that of estimate (4.3). The only differ-
ence is that instead of picking v to be the straight line segment joining z and
o(x), one chooses a sequence of curves 7, such that [(~,) — ds(x). O

Note that taking convex hulls is unnecessary here, since all distances are
compared inside €.

4.4 Differentiability of the Hardy Constant

Now we present our main results regarding differentiability. Our methodology
is similar to the one developed in [10] (which concerns the case ¥ = 9Q), with
appropriate modifications.

Lemma 4.4.1. Suppose that 2 C R" is open with non-empty boundary and let
¥ C 0N be closed. Let p € Diff-(R"), € € XL(R™) and let ty > 0 be such that

pr =+
is a Ct diffeomorphism for all t € [—to, to]. Then:
1. There exists a constant ¢ = ¢(Q, p, &, to) such that
\dit(z)(%(x)) - di(z)(@(@ﬂ < Cdi@)(%@(x)ﬂﬂ (4.6)

for all x € Q and all t € [—ty, to).
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2. If dy(xy is differentiable at p(x) and o(x) € X is the single point such that
do)(p(2)) = lp(x) — @(o(x))], then
% dz, ) (e(@)) = 2(p(2) — (o (@) - (€(x) = E(o(2))).  (4.7)

t=0

Proof. (1) Let x € Q. Since ¥ is closed, there exists a ¢ € X such that
does)(@(x)) = |p(z) — (o). It follows that

dg, () (01(2)) < lpe(z) — @u(0)]* = |o(z) — p(0) + (& (x) — £(0))[*

= dis) (p(2)) + 2t(p(2) — (0)) - (€(z) = &(0)) + t*[¢(2) — &(0)]*.

Moreover, we have that

(o) =€) =| [ 4160 s0(0) + (1 = ploas

< ID(€ 0 o™ ") | (eotp () — (o)
= [[D(& 0 97"l Lo (eotp (@) Do) (9 (2))-
Likewise, let o, € ¥ be such that d, ) (¢i(2)) = |pi(x) — @i(0y)|. Then

dg, () (01(2)) = |o(x) —p(o0) P +2t(p(x) —p(0)) - (§ () —€(00)) +£7[€(x) — & (00|

> diy ) (9(2)) + 2t(p(x) — @(0r)) - (§(w) — &(0v)) + 1€ () — E(or) [,

and as before we have

£(x) — &(0u)] < D€ 0 7 Ml L (color () e () (1 ().

As [—to,to] is compact, ||[D(€ 0 ¢; ") ||z (co(wi () attains a finite maximum
value in it, and so follows the existence of a constant so that the conclusion
holds.

(2) Assume that d, ) is differentiable at ¢(x). Thus there exists a unique
o = o(z) € ¥ such that dyx)(¢(z)) = |¢(x) — ¢(o(x))|. From (1), we know
that

lim do, (s (0e(7)) = dos) (@(2)). (4.8)

t—0

Now we claim that lim; ,o 0, = o (0, as defined in the previous step). To
this end, it suffices to show that

15% wi(or) = (o).

Assume, by contradiction, that there exists o’ € X, ¢’ # o, such that, possibly
passing to a subsequence,

lim ei(0r) = p(a).
Then
() = (o) > dpsy (p(2)) + €
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for some € > 0. In particular,
lim [o1(01) — ¢(2)] = [@(0") = @(@)] > dpr) (p(2)) + €.
Moreover,
[pe(00) — p(@)|* = l@u(ov) — pu() + t€(2)|”
= dg, ) (9e(7)) + 2t(pe(00) — or(w) - € () + ]E ()%,
and by (4.8) we deduce that
lim [y (1) = p(2)| = dee) ((2)),

a contradiction.
From the estimates of the previous step and the claim we deduce that

% 70ds20t(2)(90t($)) = 2(p(x) = plo(2))) - (€(x) = &(o(2))).

From this point on, we will assume that €2 is bounded and Lipschitz. By the
results of [17], we know that the Hardy inequality holds in € for some positive
constant for 3 = 0€). Since dsx, > dyq, the same is true if we choose any > C 0f2.

Lemma 4.4.2. Suppose that 2 C R™ is a bounded Lipschitz domain and let
¥ C 09O be closed. Let also uw € HY(QY) and p € L>(Q). Then the function
G:Dif f{(R") - R (k > 1) given by

_ u?p
G(p) = / d2 (pdx

1s Gateauz differentiable and, for & € f{i(R”)

[ e2@p@)(e) — plo@) - (E) — Eo(x))
DG =2 [ 2" (9(2)) d

Proof. Let ¢ € Dif f1(R™) and ¢; = ¢ + t£ as before. Then

x.

dx.

Gp) —Gly) [ w?p(dy, )0 ¥t — dmso)
t “/Q Hl2, om(aﬂ ° )

By estimate (4.6), there is a constant ¢ > 0 such that

UQP(dQ (D) © Pt — d2(2) o) <. u?p
|t|( O@t)(d o(2 )OSO) B di(z)

for ¢ sufficiently small. Since p € L>(w) and 2 is bounded, and since u € H}(£2)
and the Hardy inequality holds (the later is true becauce C! diffeomorphisms
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preserve the Lipschitz property), it follows that the integrand is absolutely
bounded by an L! function and the Dominated Convergence theorem applies.

Since dyx)(p(z)) is differentiable for almost all € Q, the unique point
o(z) € ¥ is defined for almost all x € Q and the result follows by (4.7). O

We wish to prove that the Hardy constant H(p(2), (X)) is Gateaux dif-
ferentiable with respect to ¢, which is equivalent to proving that the map
t — H(p:(2),04(X)) is differentiable with respect to ¢ for any £ € X!(R"),
where

o =@ +t&.

Doing so will be possible provided that there are actual minimisers to the con-
stants H (@4(Q2), ¢(X)), and that these actually behave “well” as ¢ varies, i.e.
they are stable.

Here we draw some important facts coming from other works that are vital
in order to proceed.

Lemma 4.4.3. Suppose that Q C R™ (n > 2) is a smooth bounded domain, and
let ¥ C 02 be a closed submanifold of dimension s € {0,1,...,n—1}. Consider
the Hardy problem
Vul*d
HQ,T) = inf fﬂ‘—utx (4.9)
ueHL(©), [, u?/d}dx
u7#0

Then precisely one of the following s true:
1. The problem has a minimiser and H(Q,X) < (n — s)?/4.
2. The problem does not have a minimiser and H(Q,X) = (n — s)?/4.

Proof. This is Corollary 1.3 in [22]. The case s = 0 was treated separately in
[23], and the case s = n — 1 is well known (see [34]). O

So in order to proceed we need from now on the additional assumption that
H(p(Q),p(X2)) < (n—s)?/4 in order to guarantee the existence of minimisers.
This assumption is not terribly restrictive, since ¢ — H(p(Q2), p(X)) is a con-
tinuous map and the inverse image of (—e, (n — s)?/4) with respect to that map
is an open set of Dif f}(R™).

Next we provide some estimates for these minimisers.

Lemma 4.4.4. Let Q) and X be as in the previous lemma, and suppose that
v € HY(Q) is a minimiser of (4.9). Then there is a constant C = C(£,X) > 0
such that

v < Cdagd%,

where

s—n++/(n—s)?2—4H(Q,Y)
2

o =

Proof. This was proven in [35] for the eigenfunction corresponding to the first
eigenvalue of the relevant Schrédinger operator (Lemmas 2.1 and 2.2). The same
steps can be repeated for A = 0, which simplifies the proof even further. O
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Theorem 4.4.5. Suppose that Q C R™ (n > 2) is a smooth bounded domain,
and let 3 C 08 be a closed submanifold of dimension s. Let v € H}(Q) be a
minimiser of (4.9) (and so H(Q), ) < (n—s)?/4). Then the following estimates
are satisfied:

v < Cdett,

Vol < Cds,
where C' = C(Q,%).

Proof. The first estimate is obvious from the previous lemma and the fact that
doq < ds.

For the second one we proceed as follows. Let x € Q and let R = dyq(x)/3.
Then for every y € B(z, R) we have that

2R < dpoly) < 4R.

At this point we invoke a gradient estimate such as
1
Vool < O s o]+ R s [1]),

R 5B(,Rr) B(z,R)

where f = H(Q,X)v/d%, see for example |26] (paragraph 3.4) for an analogue
with cubes. Thus, after some elementary calculations, we get

|IVo(z)| < C sup dy < C(ds(x) + R)* < Cds(z),
B(z,R)

where in each step constant factors are absorbed in C' O]

Theorem 4.4.6. Let 2 C R™ (n > 2) be a smooth bounded domain, and let ¥ C
0 be a closed submanifold of dimension s. Suppose that H(,Y) < (n—s)?/4.
Thus for any £ € XL{(R"), ¢ = id +t£ € Dif fH{(R") and H(p:(Q),0(X2)) <
(n—s)?/4 for t small enough.

Let vy be a one-parameter family of positive minimisers for H (p:(Q2), ¢i(2)),

normalised by
2
/ Ut dr =1,
d2
() Ypp(2)

and let uy = vy 0@ 1 0 — R. Then

wy — ug in Hy(Q). (4.10)

Proof. By the normalisation condition on the minimisers, it follows that || Vv, ||12(p,)) =
H(i(Q), p1(2)), thus [Jogl| g (o)) and [Jw]| gy ) are uniformly bounded. By
the Banach-Alaoglu and Rellich Theorems, it follows that, possibly passing to
a subsequence, there is a g such that

uy — g weakly in Hy,

up — U in L2
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We will show that u, satisfies the same normalisation condition, i.e.
2
o Vdr = 1.
This is actually a consequence of the DCT applied on

2
Uy
——— | det Dyy(x)|dz =1,
/Qdit(z)(‘ﬂt(f))‘ @)l

provided it is applicable. Indeed, from the previous estimates, we have that
there are C' > 0 and « such that 2o +n — s > 0 such that

u(x) < Cdg ;) (@i(2))

o ()\¥
uniformly in ¢ for ¢ small enough. It follows that
uf

A2, () (p1(2))

Choosing Xc(t) = {z € Q : dy,(»)(pe(x)) < €} and passing to exponential
coordinates such that r(z) = dg,(x)(¢:(2)), we have that

| det Dy ()] < Cd2 sy (1))

/ di?(z)(%(fl?))dx < (j/ protn=s=lg,.
Se(t) i

where the integral of the RHS is convergent since 2a +n — s —1 > —1. Hence
the integrand is uniformly bounded in ¢ by an integrable function, and the claim
follows.

From vector inequality |a|*> > [b]* + 2b- (a — 1), it follows that

H(i(2), 01(2)) Z/Q\(Dgot)TVutﬂdet Dyy|dz >

/ |Viig|*| det Dy, |da + 2/ Vi - (D)™ "V, — Viig)| det Doy |d.
0 0

By the DCT and the continuity of H, it follows that
HQ.3) > [ |[ViPds,
Q

so Uy must be a positive normalised minimiser, and by the uniqueness of such
minimisers it follows that 1y = wuy.
Moreover, also by the DCT, we have that

o (H (pe(S2 / |V d:c) -

lim (|(Dg0t)_TVut|2| det Dipy| — |Vut|2) dr =0,

t—0 Q
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so it follows that
hm/ |V, |*dz = H(Q,X) /|Vu0|dx

Since weak convergence and convergence in norm imply strong convergence, the
proof is complete. ]

Theorem 4.4.7. Let QQ C R" (n > 2) be a smooth bounded domain, and let ¥ C
9Q be a closed submanifold of dimension s. Suppose that H(2,Y) < (n—s)?/4
and let v be a minimiser that achieves H (), %) normalised by

/—dajzl

Then the map H : o — H(p(Q2), p(X)) is differentiable at idgn and

DigH(€) = /HW\ div(€) — 2(DE)Vv - Volda

2

—i—H(Q,Z)/ [ & —Vdy - (£ —E€o0) — 2 div(§) | dx,

where o(x) is the (a.e unique) point in ¥ such that ds(x) = |x — o(z)].

Proof. Let ¢, = id 4+ t£ and v, a sequence of positive normalised minimisers
as before. By the definition of the Hardy constant and change of variables, we
have that

H(Q,Y) = min Ryul,
ueH3\{0}

where R;[u] = Ni[u]/D;[ul,

:/|(Dg0t)_TVu|2|deth0t|dx,
Q

2
Dy[u] = / u—‘ det Dyy|dz.
Q dgot(E) o Spt

Since v; achieves H(p:(2), (X)), we have that H(p:(2), (X)) = Rifud,
where u; = v; 0 ; as before.
It follows, by the definition of the Hardy constant, that

Ry[us] — Rolug] < H(pi(Q2), (X)) — H(Q, %) < Rifuo] — Ro[uo-

Now, R:[u] is a function of two arguments, a real number ¢ and a function w.
The partial derivative of this function with respect to ¢ is denoted by R}[u]. The
last inequality together with the mean value theorem on the first argument of
R imply that there are numbers £(t) and n(t) such that |[£(¢)], |n(t)| < |t| and

Replwdt < H(pi(Q), (X)) — H(Q,X) < Ry ) uo].
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If we show that R, [u]t and R, [uo] converge to the same number as t — 0,

differentiability at ¢ = 0 is established. Some basic calculations reveal that

d
Z1(Do) TVul = —2(Dg) DE(Dg) (D) V- Vi

div(¢)
|det Dy ' o |

d
E|detD<ﬂt| =

It follows that

div(€)

dx
|det Dy, " o iy

N = / (D) TVl

-2 / (Dgpt)_lDﬁ(Dgpt)_l(Dgpt)_TVu - Vu| det Dyy|dz,
Q

2 d
Difu)= [ M
0 diy(x) © pt | det Dy o oy

_2/ WVdg,s) 0+ (= Eoay)
Q dgot(E) o th

and

| det Dy |dz.
By DCT, it follows that

lim R;](t) [UO] = R6 [UO],

t—0

and by DCT together with the previous stability result, we also have
lim Re ) [ue] = Rouo]

and the claim is proven.
It remains to compute the derivative. We have

% _ H(ed). (%) = No[uo] Do [ug %—[ui\]fo[uo]D(’) [to]

= Noluo] = H(§2, %) Dg[ul,

the last equality being valid due to normalisation. The result immediately
follows from the previous calculations, putting ¢ = 0 and taking into account
that ug = v. O

4.5 Differentiability with respect to boundary dif-
feomorphisms

Finally, we turn our attention to the matter of differentiability of the map

p — H(Q, (X)),
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for ¢ € Diff1(9Q). Note that in the case where s = n — 1, this problem
is irrelevant since the boundary as a whole remains invariant under boundary
diffeomorphisms, so in this sense it is new.

First we establish a continuity result. In particular, if ¢ € Dif f}(09),
the map ¢ — H(Q, (X)) is shown to be continuous with respect to the C*
topology.

Theorem 4.5.1. Let 2 C R™ be a bounded open set with smooth non-empty
boundary, and let X C 0N be an arbitrary subset of the boundary. Then there
erist ¢ > 0 and ¢ > 0 such that for any ¢ € Diff1(0Q) satisfying ||p —
id|| 100y < €, the estimate

|H(2, (X)) — H(Q, )| < cH(Q, )¢ — 1d]|cra0) (4.11)
holds.

Proof. This can actually be reduced to the first case. One simply needs to
extend diffeomorphisms of the boundary to diffeomorphisms of the ambient
space. This cannot be done for an arbitrary diffeomorphism, but for small
diffeomorphisms it is achievable since Di f f1(99) is locally contractible. Indeed,
for || —id||co < inj(0NQ) (the injectivity radious of € is a positive number
since 0f) is compact), define a homotopy h : 92 x [0, 1] — 0%,

h(w,t) = exp,(texp, ' (¢(2))),

where exp stands for the exponential map of 92 as a Riemannian submanifold
of R™, while the assumption above ensures that h(-,t) remains a diffeomorphism
for all ¢.

We now pick a neighbourhood of 99 that is diffeomorphic to 9Q x (—¢, €),
and a cut-off function f: (—¢,¢) — R that is 1 in a neighbourhood of 0. Then

(z,y) = h(z,1 - f(y))

is a diffeomorphism of R with compact support that extends ¢ (extend trivially
outside the neighbourhood by the identity). We then apply (4.3) for ® and the
result follows from the fact that

Hq) — IdR”HC“ S CHQO — IdBQHCla
which is obvious by the construction. O

Similar to the Euclidean case, Dif f*(9S2) has a differential structure that is
locally homeomorphic to the Banach space X*(92) (note that here we need not
take vector fields with compact support since 02 is by assumption compact).
The differential of a map h : Dif f5(0Q) — R at ¢ € Dif f*(0Q) along ¢ €
X*(09) is given by

DhE) = 5| hlesp(te) o)
t=0
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provided that the limit exists, where exp(t§) € Dif f*(0€) is the map obtained
by exponential mapping along &, which is always a diffeomorphism for ¢ small
enough due to compactness.

We finally show that the Hardy constant is Gateaux differentiable with re-
spect to such boundary diffeomorphisms.

Theorem 4.5.2. Let 2 C R"™ be bounded and of smooth boundary. Then the
map h: Dif fL(0Q) = R, ¢ — H(Q,p(X)) is differentiable at all points where
H(Q,0(3)) < (n - s5)?/4.

Proof. Without loss of generality, let ¢ = idyq, and let £ € X'(9Q). Then one
can extend ¢ to a 2 € X!(R") (using a standard argument involving partitions
of unity, for example). One can also assume that the support of Z lies within a
neigbourhood of the form 99 x (—e¢, €), equipped with a metric such that S is
a totally geodesic submanifold. Then we have that

hexp(te)) = &

d
Dldagh<£) = 7, - dt

= H(®, exp(t€)()).

t=0

t=0

Since exp(t€)(£2) = Q and exp(t2)|oq = exp(tf), it follows that

d
Ditgoh(§) = — | H(exp(t=)(%2), exp(t€) (X))
t=0
d
= DZanH(% eXp(tE)) = Did]RnH(E)7
t=0

where in the last equalities we regard H as the function ¢ — H(p(Q2), p(X)) as
discussed in the previous section. O

There is a particularly neat way to express this form of differentiability in
the special case s = 0 (a point boundary singularity).

Corollary 4.5.3. Let 2 C R™ be bounded and of smooth boundary. Then the
map H : 0 — R, 0 — H(Q,{0}) is differentiable at every o € 0 where
H(Q,{c}) < (n—s)?/4.
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