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Intelligent Online Optimization Algorithms for Portfolio Analysis and
Management

EXTENDED ABSTRACT

Optimization models play a significant role in financial decisions. Popular fields of them are portfolio insur-
ance, portfolio selection, asset allocation, risk management, option pricing, model calibration, etc. and can be
solved efficiently using modern optimization techniques. In the literature, due to the high complexity of the
mentioned optimization problems, the time-varying (TV) attempts to solve financial problems restrict in solving
the corresponding static problems sequentially. Our approach is to define and solve popular financial models in
real-time through intelligent online optimization algorithms.

The financial models investigated in this dissertation are portfolio selection problems, and they can be clas-
sified into two categories. The one category includes TV linear programming (LP) problems and TV quadratic
programming (QP) problems, while the other category includes TV nonlinear programming (NLP) problems
and TV integer linear programming (ILP) problems. More precisely, the TV minimum-cost portfolio insurance
(MCPI) problem is defined and studied as a TV LP problem, while the TV mean-variance portfolio selection
(MVPS) problem and the TV Black-Litterman portfolio optimization (BLPO) problem are defined and studied as
TV QP problems. In addition, by adding nonlinear constraints, the TV versions of the MCPI and MVPS problems,
the multi-period version of the MCPI, and a TV tangency portfolio (TP) problem are defined and studied as a TV
NLP problems, while the TV version of MVPS problem is also defined and studied as a TV ILP problem. Note
that the nonlinear constraints refer to transaction costs and cardinality constraints.

Intelligent online optimization algorithms, which include modern neural network (NN) techniques and state-
of-the-art metaheuristics, are employed to solve the aforementioned TV financial optimization problems using
real-world datasets. More particularly, the TV LP/QP financial optimization problems are approached by two
continuous-time NN solvers. These solvers are the zeroing NN (ZNN) and the linear-variational-inequality primal-
dual NN (LVI-PDNN). Moreover, the TV NLP/ILP financial optimization problems are approached by modern
metaheuristic optimization algorithms. These metaheuristic algorithms are variations of a popular nature in-
spired algorithm called Beetle Antennae Search (BAS), whose primary advantage is its low time consumption.

The main outcomes of numerical applications in real-world datasets and in various portfolio configurations
show that our methods are excellent substitutes for other popular methods. Consequently, our approach will
provide a new perspective on TV financial models and will demonstrate an online model solution.



Intelligent Online Optimization Algorithms for Portfolio Analysis and
Management

Extetapévn epidnyn

To povtéda PedtioTomoinong maillovy oNHOVTIKO POAO GTIG XPIHATOOLKOVOHLKES OTTOPAGELS. ANpOPLAT| TTe-
dia Tovg elvat 1 acPAALGT) XAPTOPULAAKIOU, 1] ETTLAOYT XAPTOPUAAKIOU, 1] KATAVOHT TTEPLOVGLUK®OV GTOLXELWV, 1)
dwxeipion kvdvwv, 1 TipoAdynon cupfoiainv SIKALWPAT®Y TTpoalpeong, 1 PaBpovopnoT HOVTEAOL K.ATT. Kol
HITopolV vor emAVO0UV QUTOTEAECHATIKA XPTCLLOTOLOVTRG GUYXPOVEG TEXVIKEG PeATioTomoinong. Xtn PifAto-
ypogpio, AOyw TG peydAng moALTAOKOTNTAS TV avoapepBiviv TpoPfAnpdtey, oL ypovikd petafaAlopeveg
(TV) tpoomaBeieg emiAvomng otkovopLKOV TPOPANHATOV TepLopilovTal 6TNV eTLAVOT) TOV AVTIGTOLY WV CTATLKOV
npoPfAnpatwv tovg akorovbiakd. H mpocéyyion pog eivor va kaBopicoupe kot va Abcovpe dPo@LAn xprpoato-
OLKOVOHLKG HOVTEAQL G€ TPAYHATIKO XPOVO pEGw evPLOV online adyopiBpwv PeAtiotomoinomc.

To ypnpatootkovopkd povtéda mov e€etdlovtal oe autr] ) dwxtpPn elval mpoPfAnpato emAoyng xopto-
@ulokiov kol prropovv va takvopunbovv oe dvo katnyopieg. H pila katnyopia mepthopféver tpoPAnipota TV
YPOppLKo tpoypoppaticpot (LP) kot mpofAfjporta TV tetpaywvikod mpoypoppatiopod (QP), evdd ) dAAn ko-
tnyopio epthapPaver mpoPAnpata TV pn ypappikot cpoypoppatiopot (NLP) ko tpoPAnpata TV axépatov
ypappko0 poypoppatiopot (ILP). ITio cvykekpipévea, to TV mpoPAnpa acpdiiong xaptopulakiov eAdxLloTOV
kootovg (MCPI) opileton ko peretdron wg mpofAnuo TV LP, eved to TV mpoPAnpa emhoynig yapto@ulokiov
péoov-Srakvpavong (MVPS) kat 1o TV npofAnpa feAtictomoinong xaprtopuiakiov twv Black-Litterman (BLPO)
opilovton xar peletdvror og mtpoPfAnipata TV QP. EmutAéov, pe tnv mpocOrkn pn ypopHIKOV TEPLOPLOHDV, OL
TV exdoxég twv mpoPfAnpdtwv MCPI ko MVPS, 1 exdoxr) moAlamAov mepodwv tov MCPL, ko n TV exdoxn
Tov TpofAfpatog epasttopevikod xaptopuAiakiov (TP) opilovton ko pedetodvror wg tpoPfAnipato TV NLP, eve
n TV exdoxn tov mpoPArpatog MVPS opileton kou pedetdran emiong wg tpofAnuo TV ILP. Enpeidote 6TL oL pn
YPOUHLKOL TTEPLOPLOHOL OVOPEPOVTOL GTO KOGTOG GLVAAAXY®V Ko oTovg cardinality meplopiopovg.

Evgueig online aAlyopiBpor BeAtictomoinong, ot omoiot mepthopfévouy Texvikég cUYXPOVOV VELPWOVLIK®OVY SL-
kT0wVv (NN) kot petaevpetiég peBddovg tedevtaiog texvoloyiog, XproLHOToLoVVTAL YL TNV ETLAVOT TWV TPOO-
vopepBévtov TV mpofAnpdtov xprHaTOOLKOVOULKHG BEATIGTOTONGNG XPIOLHOTOLOVTOG TPOYHOATIKE GUVOAM
dedopévav. ITo ovykekpipéva, Ta TpofAnpata ypnpatoolkovoptknig PeAtiotomoinong TV LP/QP npoceyyilo-
vtow artd dVo vevpwvikd dikTua cuvexovg xpovou. Ta vevpwvikd diktvo oL éyovpe emlAéEeL elval To zeroing
NN (ZNN) ko 70 linear-variational-inequality primal-dual NN (LVI-PDNN). EminAéov, o tpoPArjpoto X prpoto-
otkovopkng Pertiotomoinong TV NLP/ILP npoceyyiCovrot amd Snpo@ileig petaevpetikovg alyopibpouvg PeAtt-
oTtomoinong. Avtol ot petaevpeTikoi alydpiOpol eivo Tapadiayég evog alyopibpov epmvevopévou amd tn goom
1oL ovopdleton Beetle Antennae Search (BAS), Tov 0moiov to k0pLO TAEOVEK T ELvaL TO XOHNAO VITOAOYLOTLKO
k007TOG.

To kOpLo ATOTEAECPATR APLOUNTIKOV EQAPHOYDOV GE TPAYHOTIKA 6OVOA SedopEVV KoL o€ SLaPOPETIKES SLa-
HOPPOGELS XOPTOPLAAKIOL kKatadetkviouy 0Tt oL péBodot Tov TPOoTELVOUpE Elval VTOYWVLIOTIKEG 08 GUYKPLOT)
pe dAreg dnpogireig peboddovg. Katd ovvémela, n mpooéyyion pag Bo mpoopépet pa véa poomtiky oto TV
XPNHOTOOLKOVOHLKG povTéAa Kot Bar tpoteivel pia online Avor povtédov.

vi
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Introduction

The objectives and challenges of this doctoral dissertation are presented in this chapter, as well as the state-of-

the-art and innovation, along with the scientific and social impact.

1.1 OBJECTIVES AND CHALLENGES

Portfolio management is the science and art of choosing and administering a portfolio of assets that aligns with
an investor’s long-term financial goals and risk tolerance. Portfolio optimization is thus an important aspect of
portfolio management. Risk management [1, 2], insurance costs [3], transaction costs [4], option replication [5],
and other disciplines of portfolio optimization can be efficiently addressed utilizing traditional optimization tech-
niques. Nature inspired algorithms [4], conic programming [6], branch and bound technique [7], non-differential
optimization and cutting planes techniques [8], Riesz-space theory [3, 5] are some of these techniques.

In the literature, due to the high complexity of the mentioned problems, the time-varying (TV) attempts to
solve financial problems restrict in solving the corresponding static problems “several” times. Our approach is
to define and solve popular (such as the Markowitz Nobel Prize-winning model), financial models in real-time.
This will provide a new perspective on TV financial models and will demonstrate an online model solution. It
is worth mentioning that an online solution consists of consecutive solutions with the feature that the previous
solution is used as an initial input instead of a random input at each solution’s iterative process.

The major challenges in this direction that this doctoral dissertation intends to address are:

A) The proposed TV financial problems need to be TV analogues of the corresponding static problems and at the
same time to satisfy the conditions of a multiperiod continuous or discrete-time model. Also, the models must

be able to handle real-world datasets and to be applied in real-world situations. So, when an online solution is



produced, it will be as real as possible.

B) The methods which produce the online solution need to be contemporary. Consequently, they should be
developed even further to handle the time-series data efficiently and at the same time to be highly competitive
or even better alternatives than conventional ones.

C) The technical tools that we will use to implement our ideas are modern and their speed and effectiveness
compared to conventional methods have already been proven for specific non-financial data sets. However,
these methods need to be further developed to handle time-series financial data with the same efficiency and to

provide new financial methods that are attractive to the interested user.

1.2 STATE-OF-THE-ART AND INNOVATION

This doctoral dissertation proposes and investigates new concepts of real-time financial optimization prob-
lems, while using intelligent online optimization algorithms to solve them. These intelligent online optimization
algorithms include modern neural network (NN) techniques and state-of-the-art metaheuristics. The financial
models investigated in this dissertation are portfolio selection problems, and they can be classified into two cat-
egories. The one category includes TV linear programming (LP) problems and TV quadratic programming (QP)
problems, while the other category includes TV nonlinear programming (NLP) problems and TV integer linear
programming (ILP) problems.

More particularly, the TV LP/QP financial optimization problems are approached by two continuous-time
NN solvers. These solvers are the zeroing NN (ZNN) and the linear-variational-inequality primal-dual NN (LVI-
PDNN). The TV NLP/ILP financial optimization problems are approached by popular metaheuristic optimization
algorithms. These metaheuristic algorithms are variations of a nature inspired algorithm called Beetle Antennae
Search (BAS), whose primary advantage is its low time consumption. In this way, this doctoral dissertation gives
strong evidence that our approach is original, scientifically important and promising for real-life applications.

The following diagram, in Fig. 1.1, presents the computational methods classification as it is used in this thesis.

Computational
Methods

Metaheuristics

l !

Linear Programming
(LP) solver

v v
Quadratic Programming
(QP) solver

Figure 1.1: Computational methods classification.



Summing up the previous analysis, we can say:
A) Our TV versions of the proposed financial problems are novel approaches of the corresponding static financial
problems. That is, we are dealing with multiperiod continuous and discrete-time models in the field of finance
which are using real-world data in real-world situations.
B) The online solution is a technique that reduces the time consumption needed to generate a regular solution to

a time-varying problem. The online solution has never been applied before in the field of finance.

1.3 SCIENTIFIC AND SOCIAL IMPACT

TV versions of popular static financial optimization problems that are not currently available in the literature
are introduced and analyzed, and special types of NNs (ZNN and LVI-PDNN) and metaheuristic algorithms (BAS
variations) are shown to be an excellent alternative to conventional optimization methods in providing an optimal
solution to these TV financial optimization problems. To the best of our knowledge, this is a novel approach that
comprises robust techniques from NNs and metaheuristics to provide an online, thus more realistic, solution to
the TV financial problems. In this way, the static method limitations are eliminated. The following diagram, in
Fig. 1.2, illustrates precisely the scientific directions that we plan to follow and connects the financial problems

with the mathematical tools that we intend to use to achieve our goal.

G’opular Financial Problem9

I
convert to

TV Financial Problems

|
problem classification
|

metaheuristics solvers

NN solvers

ZNN and LVI-PDNN BAS Variations

GOAL: Online Solution of
TV Financial Problems

Figure 1.2: Research methodology flowchart.

Summarizing the benefits we may say that:
A) The online solution of a TV financial problem is a great technical analysis tool as well as an important financial
analysis tool.

B) New methodologies and algorithmic procedures are introduced in the field of finance.



C) The online solution of the TV financial problems along with fundamental analysis will enable the investors to
make better decisions. That is, it will enhance the process of evaluating finance-related transactions to determine
their performance and suitability.

This thesis is organized in such a way that the above contributions are reflected, and at a chapter level, it is

structured in the following way:

Chapter 2: This chapter provides an overview of nature-inspired optimization algorithms as well as brief descriptions

of some of the most popular metaheuristic algorithms.
Chapter 3: Preliminaries on NN are covered in this chapter, as well as detailed descriptions of the NN solvers.

Chapter 4: In this chapter, the TV versions of popular static portfolio management financial problems are presented
and classified as TV LP/QP/NLP/ILP problems, after which they are approached using NN solvers and

metaheuristic algorithms.

Chapter 5: Numerical applications in real-world datasets and in different portfolio configurations, as well as their
analysis are presented in this chapter. It is worth mentioning that the complete development and imple-
mentation of the computational methods can be obtained from GitHub, with links to their repositories

included in this chapter.

Chapter 6: Concluding comments and observations along with study limitations and pointers for future work are

given in this chapter.



An Introduction to Nature-Inspired Optimization

Algorithms

Applications in engineering, business operations, and industrial design are all dominated by optimization.
The goals of optimization can obviously range from minimizing energy consumption and costs to maximizing
profit, output, performance, and efficiency. In real-world applications, resources, time, and money are constantly
limited, therefore we must develop ways to make the best use of these valuable resources under a variety of limi-
tations. The study of such planning and design problems using mathematical methods is known as mathematical
optimization or programming. Because most real-world applications are highly nonlinear, they necessitate the
use of advanced optimization methods. Computer simulations have now become an essential tool for solving
such optimization problems using a variety of efficient algorithms.

Algorithms are always at work behind any computer simulation or computational process. How an algorithm
operates, as well as its efficiency and performance, is determined by their core components and how they interact.
This chapter introduces algorithms and delves into their inner workings. Then we go over how to formulate an
optimization problem in general, as well as current methodologies like swarm intelligence (SI) and bio-inspired

computation.

2.1 INTRODUCTION TO OPTIMIZATION

In this section, an introduction to optimization and some fundamental approaches for dealing with constraints

in constrained optimization problems are presented.



2.1.1 OPTIMIZATION

In terms of mathematics, most optimization problems can be written in the following generic form:
min,cpa fix), (i=1,2,...,M) (2.1)

subject to hj®=0, (j=12,...,L) (2.2)
gxrx =<0, (k=1,2,...,K) (2.3)
where f;(x), hj(x), gx(x) are functions of the design vector x. Inhere, the entries x; of x are called design or
decision variables, and they might be real continuous, discrete, or a combination of these two.

The functions f;(x) with i =1,2,..., M are called the objective functions or cost functions, and there is just
one objective when M = 1. The design space or search space R is the space spanned by the decision variables,
whereas the solution space or response space is the space produced by the objective function values. The equal-
ities for h; and inequalities for gi are called constraints. It is worth noting that the inequalities can also be
written in another way, = 0, and the objectives can be expressed as a maximization problem. Furthermore, in a
rare but extreme case where there is no objective at all, there are only constraints. Such a problem is known as
a feasibility problem since any feasible solution is an optimal solution.

If we try to categorize optimization problems based on the number of objectives, we may divide them into two
groups: single objective M =1 and multi-objective M > 1. Multi-objective optimization is also known as multi-
criteria or even multi-attribute optimization in the literature. The majority of optimization tasks in real-world
problems are multi-objective. Although that the algorithms we cover in this chapter can be used to solve multi-
objective optimization problems with minor adjustments, we focus on single-objective optimization problems.

Likewise, we can divide optimization into categories based on the amount of constraints J+ K. An uncon-
strained optimization problem is one in which there is no constraint at all, / = K = 0. An equality-constrained
problem is defined as K =0 and J = 1, whereas an inequality-constrained problem is defined as /=0 and K = 1.

It is worth noting that equalities aren’t explicitly mentioned in some formulations in the optimization literature,
only inequalities are. This is the case since an equality can be expressed as two inequalities. For instance, h(x) =0
is equivalent to h(x) <0 and h(x) = 0. Equality constraints, however, have unique aspects that necessitate extra
caution. One disadvantage is that the volume of satisfying an equality in the search space is basically zero, making
it extremely difficult to obtain sampling points that perfectly satisfy the equality. In practice, some tolerance or
allowance is applied.

For classification, we may also employ the actual function forms. That is, linear or nonlinear objective func-
tions are possible. It becomes a linearly constrained problem if all of the constraints /; and gi are linear, and
it becomes a linear programming problem when all of the constraints and objective functions are linear. In-
here, “programming” does not refer to computer programming; rather, it refers to planning and/or optimization.
Furthermore, if any of the constraints or objective functions are nonlinear, we are dealing with a nonlinear opti-

mization problem.

2.1.2 DEALING WITH CONSTRAINTS IN CONSTRAINED OPTIMIZATION PROBLEMS

Both inequality and equality constraints can be addressed in a variety of methods [9, 10]. A variety of

constraint-handling approaches can be categorized in several ways. In general, we may split them into two



simple categories: classic methods and recent methods. Classic/traditional methods are still widely utilized in
many applications, and new or recent advancements have generally been based on a combination of evolutionary
principles and conventional methods. As a consequence, the distinctions here between old and new are arbitrary
and only for the sake of argument. For example, traditional methods include penalty methods, separation of ob-
jectives and constraints, specific representations, and transformation methods, whereas recent methods include
stochastic ranking, feasibility methods, the multi-objective approach, new special operator methods, and hybrid
or ensemble methods. The following is a brief description of some well-known traditional methods.

Penalty methods: Penalty methods try to convert a constrained optimization problem into an unconstrained
one by incorporating its constraints in the revised objective. In [9], penalty functions operate in a series of
sequences, modifying a set of penalty parameters each time, and beginning a new sequence with the previous

one. During construction of any sequence the following penalty function is maximized:
G(x,R) = f(x) - Q(R, g(x), h(x)), (2.4)

where Q is the penalty term and f(x) is the objective function. Moreover, R is a set of penalty parameters,
g(x) is the inequality constraint function and h(x) is the equality constraint function. Note that, for equality
or inequality constraints, different penalty terms are used. In general, the key benefit of this approach is that it
enables any convex or nonconvex constraints to be complied with. However, this introduces more parameters
into the problem, but if proper values are used, the converted unconstrained problem can often be solved by
many algorithms relatively effectively.
Separation of objective functions and constraints: Another method that has gained popularity in recent
years is the separation of objective functions and constraints. For instance, the following fitness function p(x) is
proposed in [11]:
(), if feasible
p) :{ {+N[ZL._ hi(x) +ZK_ gr(x)|, otherwise. @5)
j=1" k=1

where g(x) is the inequality constraint function, h(x) is the equality constraint function, and p = 0 is a parameter.
A feasible solution should always have a higher fitness value than an infeasible solution, according to this concept.
Transformation methods: Transformation methods attempt to map the feasible region into a normal mapped
space while maintaining feasibility in some way. For instance, the homomorphous map is introduced in [12],
which attempts to convert the viable region into a higher-dimensional cube. Though the approach proved com-
petitive, practical implementations were challenging due to its non-trivial transformations and high computing
cost. Other techniques, on the other hand, generate viable solutions while maintaining their feasibility using
specific representations and operators. However, such special operators techniques are more commonly used to
solve linear constraints [12]. These transformation approaches are commonly referred to as decoder and special

operator methods [10].

2.2 INTRODUCTION TO ALGORITHMIC PROCESSES

An algorithm is essentially a step-by-step process for doing calculations or giving instructions, with many of

them being iterative. The specific steps and methods are determined by the algorithm utilized and the context in



question. However, because we are primarily concerned with optimization algorithms in this chapter, we lay a
greater emphasis on iterative processes for creating algorithms.
From a mathematical standpoint, an iterative process tries to generate a new and superior solution x;;; to a

given problem from the current solution x; at time or iteration ¢. That is,
Xe41 = 8(X), (2.6)

where g is a mathematical function of x; or a set of mathematical equations. Note that several textbooks utilize
the upper index form x‘*!'. Inhere, x‘*! does not imply x to the power of ¢+ 1. When utilized correctly, such
notations will become beneficial and will cause no confusion. In this chapter, we make use of such notations

where necessary.

2.2.1 CLASSIFICATION OF OPTIMIZATION ALGORITHMS

After an optimization problem has been correctly formulated, the major aim is to discover the best solutions
using a solution approach that employs the appropriate mathematical methods. The algorithms employed for
solving optimization may be traditional algorithms (e.g. gradient-based methods, simplex methods and quadratic
programming), evolutionary algorithms, heuristic or metaheuristic algorithms and several hybrid techniques.

Traditional algorithms are good for the problems they can address, however most of them are local search
algorithms. The following are their major disadvantages:

e With the exception of linear programming and convex optimization, most optimization problems have no
guarantee of global optimality because existing algorithms are largely local search. As a result, the final solution
will frequently be determined by the initial starting positions.

» Because they frequently require some information about the local objective landscape, such as derivatives,
traditional algorithms tend to be problem-specific. Other methods, such as k-opt and branch and bound, might
be substantially influenced by the sort of implementation problems.

« Traditional algorithms struggle to address highly nonlinear, multimodal problems and have difficulty dealing
with problems involving discontinuity, particularly when gradients are required.

» Except for hill-climbing with random restart, almost all traditional algorithms are deterministic. Starting with
the same initial positions, the ending solutions would be the same. In addition, because no random numbers are
employed, the diversity of the solutions obtained may be limited.

To address the aforementioned drawbacks, modern algorithms are mostly heuristic and metaheuristic. Heuris-
tic algorithms generate new solutions through trial and error, whereas metaheuristic algorithms are higher-level
heuristics that employ memory, solution history, and other learning strategies. Currently, the majority of meta-
heuristic algorithms are inspired by nature, and the majority of these algorithms are built on SI inspired by nature
[13, 14]. Metaheuristics, in contrast to traditional algorithms, are primarily developed for global search and in-
clude the following benefits and characteristics:

« They are more likely to uncover the genuine global optimality since they are global optimizers.
« They frequently treat problems as a black box, requiring no specific knowledge, allowing them to tackle a
broader range of problems.

» Metaheuristic algorithms are mainly gradient-free and do not use derivative information, allowing them to deal



with extremely nonlinear and discontinuous problems.

* Because stochastic components, such as random numbers and random walks, are frequently employed, such
algorithms are stochastic. Even when starting with the same initial positions, no identical solutions can be ob-
tained, but the resulting solutions can be sufficiently close to allow the algorithm to escape any local modes. As
a result, it is less prone to become trapped in local regions.

Despite these benefits, nature-inspired algorithms have certain drawbacks. Generally, computational costs
are higher than traditional algorithms since more iterations are required, which could become computationally
expensive if a simulator must evaluate a single objective for a long time. Furthermore, because the final solu-
tions generated by such algorithms cannot be replicated exactly, many runs should be performed to guarantee
consistency and statistical analysis.

Traditional algorithms are primarily deterministic, with no use of randomization in the generation of new
solutions. This can help with exploitation, but it cannot help with exploration. Nature-inspired metaheuristic
algorithms, on the other hand, incorporate some unpredictability and include stochastic components. A higher
amount of randomness will boost exploration abilities while lowering exploitation abilities.

As previously stated, both traditional deterministic algorithms and stochastic metaheuristic algorithms have
benefits and drawbacks. The benefits of stochastic algorithms vastly exceed their drawbacks in terms of global
optimization. Randomness appears to be favorable to the overall performance of algorithms, according to both
empirical observations and simulations. However, determining how much randomness is appropriate is chal-
lenging because it depends on the algorithmic structure, the type of problems, and the intended solution quality

for each type of problem.

2.3 OPTIMIZATION ALGORITHMS ANALYSIS

In the literature, SI and bio-inspired computation have gotten a lot of attention. Bio-inspired algorithms, par-
ticularly SI-based algorithms, have become increasingly popular in the optimization, computational intelligence,
and computer science areas. Nowadays, these nature-inspired metaheuristic algorithms have become some of
the most frequently used optimization and computational intelligence techniques. SI-based algorithms like bee
algorithms, particle swarm optimization (PSO), cuckoo search (CS), and firefly algorithms (FA) have a number of
advantages over traditional algorithms. In this chapter, we look at the evolutionary operators and functionality

of the essential components of these nature-inspired algorithms.

2.3.1 ITERATIVE PROCESSES

An optimization algorithm is an iterative process that begins with a guess and it may converge toward a
stable solution, preferably the optimal solution to an optimization problem of interest, after a specified and large
enough number of iterations [15]. This is basically a self-organizing system, with states representing solutions
and attractors representing converged solutions. A collection of rules or mathematical equations can guide the
evolution of such an iterative, self-organizing system. As a consequence, a complex system like this can interact
and self-organize into convergent states, exhibiting certain emergent self-organization features. In this way,
finding efficient techniques to replicate the development of a self-organizing system, particularly developing

biological systems [16], is comparable to designing an effective optimization algorithm.



Assume the iterative process in (2.6) that tries to create a new and better solution X;41 to a given problem from
the existing solution X, at each iteration or time t. For instance, finding the critical points or roots of f'(x) =0
in a d-dimensional space is similar to using the Newton-Raphson technique to determine the optimal value of
f® [17]. That is, for a deterministic method, the iterative equation in (2.6) is valid. Two methods for improving
the convergence of (2.6) are the use of randomization and the introduction of parameters. Randomization is
often employed in current metaheuristic algorithms, and in many situations, randomization takes the form of a
collection of m random variables € = (€y,...,€5,) in an algorithm [18]. In addition, an algorithm frequently has
a collection of k parameters. The four parameters in PSO, for example, are two learning parameters, one inertia
weight, and the population size. Normally, we might have a vector of parameters p = (p1,..., pr). We may design,

in terms of mathematics, an algorithm with k parameters and m random variables as follows:
x* = h!, p(o),e(0), (2.7)

where & is a nonlinear mapping from a given solution x, which is a d-dimensional vector, to a new solution
vector x*1,
Note that (2.7) corresponds to a trajectory-based, single-agent system. We may expand (2.7) for population-

based algorithms with a swarm of n solutions to the following:

t+1 t
X1 X1
:h((x{w“yx;{l)’(pl’“-’pk)’(el)"')em)) ) (28)
x;/l xn
where py,..., pi are k algorithm-dependent parameters and €y, ...,€,, are m random variables.

This interpretation of (2.7) is mostly dynamical or functional. It treats the functional (2.7) as a dynamical
system that will eventually settle into equilibrium or attractor states. The eigenvalues of h and its parameters
can be used to characterize the system’s behavior in the context of linear and/or weakly nonlinear dynamical
system theories. This, however, does not give enough insight into the diversity and complexity of the features.
Instead, self-organization may give superior understanding.

Note that the number of iterations ¢ required to discover an optimal solution for a certain accuracy is a big fac-
tor in the entire computing effort and algorithm performance. A better algorithm should utilize fewer iterations

and less computation.

2.3.2 A SELF-ORGANIZATION SYSTEM

A complex system can be self-organizing when given the appropriate circumstances. This occurs when the
system’s size is large enough and the number of degrees of freedom or potential states S is great enough. Further-
more, the system should be allowed to develop over an extended period of time away from noise and equilibrium
states. Most importantly, a selection process must be in place to allow for self-organization. The following are
the primary circumstances for self-organization in a complex system:

o The system size is large with an adequate number of freedom’s degrees or states.

o The system has sufficient variability, such as noise, perturbations, edge of chaos, or it is far from equilibrium.

10



« The system is permitted to develop over a long time.
e In the system, there is a selection mechanism or a constant rule.
To put it another way, a system having states S will develop toward the self-organized state S, if a mechanism

a(r) with a set of parameters «a is used. That is,

s .. (2.9)

In terms of self-organization, an algorithm A, which includes the iterative process in (2.7), is a self-organization
system that starts with a large number of potential states x’ and, driven by the iterative process of (2.7), seeks to

converge to the best solution/state x... That is,
A
F&) = frnin ). (2.10)

We may compare the requirements for self-organization and algorithm features as presented in Tab. 2.1.

There are, however, some key distinctions between a self-organizing system and an algorithm. On the one
hand, the paths to self-organization may not be obvious, and time is not a significant factor. On the other hand,
the method by which an algorithm converges is critical, as is the speed with which it converges, in order to

achieve genuinely global optimality at the lowest computing cost.

Table 2.1: Similarity between self-organization and an optimization algorithm.

Self-Organization  Features Algorithm Characteristics
Noise, perturbations  Diversity Randomization Escape local optima
Selection mechanism Structure Selection Convergence
Reorganization State changes Evolution Solutions

2.3.3 EXPLORATION AND EXPLOITATION

The methods in which nature-inspired optimization algorithms explore the search space can also be investi-
gated. In principle, all algorithms must have two important elements: exploitation and exploration, often known
as intensification and diversification [19].

Exploitation employs any knowledge gleaned from the problem of interest to aid in the development of new
solutions that are superior to existing ones. Nevertheless, this process is usually local, as is the information
(such as the gradient). As a result, exploitation is for local search. Furthermore, exploitation has the benefit of
achieving very fast convergence rates, but it has the problem of becoming stuck in a local optimum since the
ultimate solution point is very dependent on the beginning position.

Exploration, on the other hand, allows for a more efficient search of the search space, as well as the generation
of answers that are diverse and distinct from current solutions. As a result, exploration is for global search.
Exploration has the benefit of being less likely to get trapped in a local mode, and the global optimality can be
more easily reached. However, because many new solutions might be distant from the global optimality, it has
the drawbacks of delayed convergence and the wasting of some computing resources.

As a consequence, proper balance is necessary in order for an algorithm to perform well. The system may

converge more rapidly if there is too much exploitation and not enough exploration, but the likelihood of finding

11



the real global optimality may be minimal. Too little exploitation and too much exploration, on the other hand,
might lead the search route to roam around with very sluggish convergence. The right balance should include
the correct amount of exploration and exploitation, which can lead to the best algorithm performance. As a
result, maintaining a sense of equilibrium is critical. Note that finding a process to attain such balance remains

an unresolved topic, and no algorithm in the present literature can claim to have accomplished it.

2.3.4 EvVOLUTIONARY OPERATORS

It is also beneficial to examine how an algorithm works by looking at its operations directly. Consider the
case of genetic algorithms (GA), which are invented by J. Holland and his associates in the 1960s and 1970s. GA
are based on the abstraction of Darwinian development of biological systems, and employ genetic operators like
crossover and recombination, selection, and mutation [20]. GA have been shown to offer several benefits over
traditional algorithms. Gradient-free, parallelism, and highly explorative are three unique advantages. GA do
not require gradient or derivative information, therefore they can handle complicated, discontinuous problems.
Because crossover and mutation are stochastic, GA may more effectively traverse the search space, increasing the
likelihood of finding the global optimum solution. Furthermore, because GA are population-based and use many
chromosomes (meaning a set of properties or usually named genotype), they may be implemented in parallel
[13].

The three most important evolutionary operators in GA are the followings:

« Crossover: Recombination of two parent chromosomes (solutions) to generate descendants (new solutions) by
swapping part of one chromosome with a matching portion of the other.

* Mutation: To produce new genetic traits, a portion of a chromosome (a bit or multiple bits) is changed. Muta-
tion might happen at a single site or several sites at once, and is as easy as switching between 0 and 1 in binary
encoding.

* Selection: The survival of the fittest, which indicates that the population with the best quality chromosomes
and/or traits will survive. This frequently takes the form of elitism, the most basic of which is to pass on the
better genes to future generations of the population.

Crossover, in mathematical terms, is a mixing process in which there is substantial local search in a subspace
[21], whereas mutation is a method for global exploration. In general, crossover is a local search operator that can
be made global if the subspace is large enough, while mutation is a global search operator that can be made local
if the mutation rate is low enough and the step sizes are small enough. As a result, the distinction between local
and global might be hazy and subjective. New solutions will emerge as a result of both crossover and mutation. It
is worth noting that crossover offers good mixing and has a limited diversity in the subspace. Although far-away
solutions may move the population away from converged/evolved features, mutation can give more variety.

Selection, on the other hand, is a unique operator that serves a dual purpose: it selects the best solutions in
a subspace while also acting as a driving force for self-organization or convergence. There is no driving force
to pick what is optimal for the system without selection, therefore selection allows a system to grow toward a
goal. Only the fittest solutions and desirable phases may be permitted to pass on with a suitable selection process,
while unfit solutions in the population would eventually die off. Note that only the finest are chosen in selection,
which can be as basic as a high degree of elitism, while other selection processes, such as fitness-proportional

crossover, can, of course, be utilized.
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These three evolutionary operators can be classified according to their roles and primary functions:
« Crossover is mostly used for blending inside a subspace. It will aid in the system’s convergence.
» Mutation is a key process for global search, and it may be thought of as a form of randomization.
» Selection acts as a catalyst for the system’s evolution toward the desired states. It is simply exploitation on a
large scale.

It is worth noting that mutation may take several forms, one of which is using stochastic processes or ran-
domization. The traditional Hooke-Jeeves pattern search (PS), for example, is a gradient-free method that has
influenced a slew of other algorithms. The sequential increment of one dimension followed by the increment
along the other dimensions is the essential step in PS. The steps will be tested and, if required, shrunk [22].

The PS concept may be produced using the following formula:
X;i =X +Ax; = X; + Xnewmove — Xi), 1=1,2,...,d. (2.11)
This can be written as a vector equation
X=X+ AX =X+ Xpewmove — X). (2.12)

In a d-dimensional space, Ax operates as a mutation operator in 2d directions. Note that differential evolution

(DE) employs this type of mutation in higher dimensions.

2.4 PoruULAR NATURE-INSPIRED ALGORITHMS

Nature-inspired optimization algorithms are a collection of algorithms inspired by natural phenomena, such
as SI, biological systems, physical and chemical systems, and so on. There are several nature-inspired algorithms;
around a hundred distinct algorithms and variations are believed to exist [23]. Clearly, even a small portion
of these algorithms cannot be included inhere. Furthermore, rather than providing extensive explanations and
background information for each algorithm, we will focus on the similarities and differences across algorithms,

as well as the methods for creating new solutions, selecting the best solutions, and other key features.

2.4.1 GENETIC ALGORITHMS (GA)

The roots of contemporary evolutionary computing are basically formed by GA , which was pioneered in [20].
As previously mentioned, GA contains three major genetic operators: crossover, mutation, and selection (see
Fig. 2.1). Although the original genetic algorithm did not include explicit mathematical equations, it did provide
comprehensive methods and stages for creating descendants from parent solutions/strings.

Crossover aids in exploiting and enhancing convergence. From practical and theoretical research, it appears
that crossover has a greater probability p. in the range of 0.6 to 0.95, whereas mutation probability p,, is generally
extremely low, around 0.001 to 0.05. These numbers indicate a high level of mixing and exploitation with a lesser
level of exploration. In application, this means that GA may frequently converge effectively, and global optimality
can be attained quickly in many instances.

The survival of the fittest provides a good method for selecting the best solution, where elitism may ensure

that the best solution remains in the population, enhancing the algorithm’s convergence. Nevertheless, under
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Figure 2.1: Genetic algorithm behavior.

specific conditions, the global optimality will be reached, and mutation may be viewed as a double-edged sword,

as it can both enhance the likelihood of reaching the global optimality while also decreasing convergence.

2.4.2 DrrrereNTIAL EvorLuTioN (DE)

Figure 2.2: Differential evolution behavior.

DE was introduced by R. Storn and K. Price in 1996 and 1997 [24, 25]. It is worth noting that contemporary

DE has a striking resemblance to the traditional PS’s mutation operator. In reality, the mutation in DE may be
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seen as a generic PS in any arbitrary direction (x, —x4) by
X; =X, + (Xp —Xg)F. (2.13)

where F is the differential weight in the range of [0,2], and r, p, g, i denote four different integers generated by
random permutation (see Fig. 2.2).

DE also includes a crossover operator, which is controlled by a crossover probability C, € [0,1], and the
crossover may be done in two ways: binomial or exponential. The selection process is substantially the same
as in GA. It is to choose the most appropriate and, in the case of a minimization problem, the smallest objective

value. As a result, we have the following:

X (2.14)

1 .
xlf , otherwise.

m_{ virl i fvit) < fixD)

where f(-) is the objective function and vf *+1 denotes a new solution.

The majority of research has concentrated on the selection of F, C,, the population size n, and the mutation
scheme adjustment. Furthermore, when the condition in (2.14) is satisfied, it is apparent that selection is utilized.
Crossover, mutation, and selection are used in almost all DE variations, with the primary changes being in the

mutation and crossover steps. It is worth noting that there are over ten distinct versions of DE [26].

2.4.3 PARTICLE SWARM OPTIMIZATION (PSO)

Swarm Behavior

Direction of
personal best

Personal best

position

Global best of swarm

Figure 2.3: Particle swarm optimization behavior.

PSO was introduced by Kennedy and Eberhart in 1995 [18] and is based on swarm behavior (see Fig. 2.3). In
principle, a particle’s position x; and velocity v; could be updated in the following way:

r+1

Vi

=v!+aei[g" —x!]+ Pea[x} —x], (2.15)
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t+1 _ t t+1
X; =X;+v; (2.16)

where €, and € indicate two random vectors with values ranging from 0 to 1 for each entry. The learning
parameters or acceleration constants are @ and 8, which may be written as a = § = 2 in most cases.

In (2.15) and (2.16), we observe that the new position is created by a pattern-search mutation, while selection
is done implicitly by utilizing the current global best solution g* as well as the individual best x; discovered so
far. Nevertheless, the importance of individual best is unclear, even if, as shown in the accelerated PSO (APSO)
[23], the present global best appears to be highly essential for selection. As a result, PSO is mostly made up of
mutation and selection. Because PSO has no crossover, it can have great agility in particles with a significant level
of exploration. The usage of g, on the other hand, appears to be highly selective, which might be a two-edged
sword. Its benefit is that it speeds up convergence by pulling toward the current best g*, but it could also cause

premature convergence, even if this isn’t the real optimal solution to the problem of interest.

2.4.4 FIREFLY ALGORITHMS (FA)

1534 [eqO|D

%QQ

Figure 2.4: Firefly algorithm behavior.

FA is based on the behaviour of tropical fireflies and flashing patterns, and it was introduced by Xin-She Yang
in 2008 [27]. FA is uncomplicated, adaptable, and straightforward to use.

The motion of a firefly i is attracted to another, more attractive (brighter) firefly j (see Fig. 2.4) can be formu-
lated as follows:

41 _ ot Y5 et et t
X; =X; + foe Y l/(xj—xi)+ael., (2.17)

1

where the second term is related to attraction, with By representing attractiveness at zero distance r = 0. The
third term is related to randomization, with a representing the randomization parameter, and €/ being a vector of
random numbers taken from a Gaussian distribution at time ¢. In [28], it has been used randomization in terms

of €}, which may be readily expanded to other distributions like Lévy flights.
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From (2.17), it can be observed that mutation is employed for both local and global search. When ¢! is calculated
using a Gaussian distribution and Lévy flights, it results in larger scale mutation. If a is set to a low number,
however, mutation will be confined to a subspace. Notably, since g* is not utilized in FA, there is no specific
selection in (2.17). Nevertheless, both ranking and selection are employed throughout the update in the two
loops in FA.

FA has a unique characteristic in that it employs attraction, which is the first of its type in any Sl-based
algorithm. Because local attraction is greater than long-distance attraction, the population of FA may split into
many subgroups, each of which can swarm around a local mode. Note that there is always a global optimum
solution that is the real optimality of the problem between all local modes. Thus, FA is capable of dealing with
multimodal problems in a natural and effective manner.

From (2.17), when y = 0 and a = 0, it can be observed that FA changes into a form of differential evolution.
Furthermore, it changes into simulated annealing (SA) when By = 0. Note that SA, one of the simplest stochastic
algorithms, was introduced by Kirkpatrick et al. in 1983 [29] and is based on the features of the metal annealing
procedure. In addition, FA changes into the APSO when x;. is substituted by g*. As a result, DE, APSO, and SA
are all special instances of the FA, and the FA may have the benefits from all three algorithms. It is no wonder
that FA is flexible and efficient, and that it outperforms competing algorithms like GA and PSO.

2.4.5 Cuckoo SEARCH (CS)

Weed out
(worse nest)

i

Best nest plext
1 (Hatch) generation

The search path
of individual

Figure 2.5: Cuckoo search behavior.

CS was introduced by Xin-She Yang and Suash Deb in 2009 [30], and is one of the latest nature-inspired
metaheuristic algorithms. CS is based on some cuckoo species’ brood parasitism (see Fig. 2.5). Furthermore,
rather than ordinary isotropic random walks, this method benefits from the Lévy flights [31]. According to
[13, 16], CS has the potential to be considerably more efficient than PSO and GA. A switching parameter p,

controls a balanced mix of a local random walk as well as a global explorative random walk in CS. The local
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random walk may be formulated as follows:

t+1

X

:xf+as®H(pa—€)O(x;—x,tc), (2.18)

where xj. and x;. imply two different solutions chosen randomly by random permutation, € signifies a random
number taken from a uniform distribution, H(-) signifies a Heaviside function, and s implies the step size. Note
that ® denotes the Hadamard (or entry-wise) product.

The global random walk, on the other hand, is performed using Lévy flights [31]:

xit =x!+aL(s,A), (2.19)
where AT 1
i 2
Lis,A) = w (s3> 50> 0) (2.20)
TS +A

where I'(+) is the gamma function. Note that the step size scaling factor is @ > 0, and it should be linked to the
scales of the problem of interest.

In comparison to other algorithms like GA and SA, CS offers two major advantages: balanced mixing and
efficient random walks. CS may be highly effective in global search since Lévy flights are generally consider-
ably more efficient than any other random-walk-based randomization methods. Recent research suggests that
CS can ensure global convergence [32]. Furthermore, egg similarity may lead to improved new solutions, that
is basically fitness-proportional generation with high mixing capability. In other terms, Lévy flights offer vari-
able mutation, and the fitness-proportional creation of new solutions based on similarity offers a subtle kind of
crossover. Furthermore, selection is done using p,, with excellent solutions being passed on to future genera-
tions and bad solutions being replaced by new ones. Moreover, simulations demonstrate that CS has the capacity
to auto-zoom, meaning that new solutions can automatically zoom towards the region where the prospective
global optimality is situated.

Additionally, in the context of Markov chains, (2.19) is basically the generalized SA. In (2.18), CS can change
into a form of differential evolution when p, =1 and as € [0,1]. In (2.18), CS can change into a form of APSO if
x;. is replaced by the present best solution g*. This indicates that SA, DE, and APSO are all special instances of
CS, which is one of the reasons behind the efficiency of CS.

In general, CS has significant mutation at both the local and global scales, and excellent mixing is accomplished
by the use of solution similarity, that also serves as an analogous crossover. Elitism is used to choose solutions,
which means that a high percentage of them will be handed on to the next generation. The premature convergence

problem seen in PSO can be avoided without explicitly using g*.

2.4.6 BAT ArLgoriTHMS (BA)

The metaheuristic bat algorithm (BA) is based on the echolocation behavior of microbats and was introduced
by Xin-She Yang in 2010 [33]. It is worth noting that BA is the first algorithm of its type to employ frequency
tuning (see Fig. 2.6). At iteration ¢, each bat is related to a location x; and a velocity v} in a d-dimensional search

or solution space. There is a current optimal solution x, between all the bats. As a result, the following three
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Bat Behavior

Figure 2.6: Bat algorithm behavior.

. . . . l’ P t“
principles may be expressed as updating equations for x; and velocities v;:

fi = fmin + (fmax - fmin)ﬂy

o1 -1
v;=vVv; + X XS

r_ -1t
X; =X; v;,

where 8 € [0,1] is a random vector taken from a uniform distribution.

The following equations control the loudness Af“ and pulse emission rates rl.”l:

t+1 t
Ai = aAi,

and

ritl =11 -e,

where 0 < @ <1 and y > 0 are constants.

(2.21)

(2.22)
(2.23)

(2.24)

(2.25)

Frequency tuning serves as mutation in BA, although selection pressure is kept relatively constant by using

the current optimal solution x, discovered thus far. Although there is no explicit crossover, mutation differs

owing to loudness and pulse emission changes. Furthermore, when the search approaches the global optimality,

the changes in loudness and pulse emission rates give an auto-zooming capability, allowing for more extensive

exploitation.

2.4.7 ArTIFiciAL BEE CorLony (ABC)

Nature-inspired bee algorithms have emerged as a promising and strong tool in recent years [34, 35]. The

basis of bee algorithms is a bee’s capacity to communicate or broadcast to certain nearby bees, allowing them

to ’know” and “follow” a bee to the optimal source, places, or routes to accomplish the optimization goal. The
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Onlooker bee Dance area

Figure 2.7: Bee algorithm behavior.

specifics of the implementation will be determined by the algorithms themselves, which may alter significantly
and vary with different versions. In [14], there has been provided a comprehensive description of several versions
of bee algorithms, such as the artificial bee colony (ABC) optimization, the honeybee algorithm, the virtual bee
algorithm, the honeybee-mating algorithm, etc.

Take for example the ABC optimization algorithm, which was first developed by D. Karaboga in 2006 [36]. In
the ABC algorithm, the bees in a colony are classified into three groups: onlooker bees (observer bees), employed
bees (forager bees), and scouts (see Fig. 2.7). There is only one employed bee for each food source and, hence,
the quantity of employed bees is proportional to the amount of food sources. The employed bee of a rejected
food source is compelled to work as a scout, looking for new food sources at random. Employed bees in a
hive exchange information with onlooker bees so that they might pick a food source to forage. Scout bees and
employed bees both do randomization, and both rely heavily on mutation. Furthermore, while there is no explicit
crossover, selection is linked to honey or objective.

To express the quantity of nectar at position X, a given objective function f(x) could be translate as F(x). As

a result, the probability P; of an onlooker bee picking the chosen food source at x; may be calculated as follows:

o F&xad)

=——r (2.26)
3 F&xp)

where S implies the number of food sources.

The intake efficiency of a specific food source is defined by F/T, where F is the quantity of nectar consumed
and T is the length of time spent at the food source. If a food source is tried/foraged a certain number of times
and does not improve, it is abandoned, and the bee in that site will move on to new spots at random.

ABC relies solely on fitness-related selection and mutation, and it is capable of doing an excellent global search.
Furthermore, it can successfully traverse the search space, but because it lacks crossover, convergence could be

sluggish, and therefore subspace exploitation is restricted. In reality, many metaheuristic algorithms do not use
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CrOSSOVer.
In regard to exploration and exploitation, bee algorithms have a great exploring capability but a relatively poor
exploitation capacity. This might explain why they can handle some difficult optimizations relatively well, yet

the computing effort, like the amount of function evaluations, can be rather large.

2.4.8 SLIME MoULD ALGORITHM (SMA)

Slime Mould Bel

Finding food

Figure 2.8: Slime mould algorithm behavior.

The slime mould Physarum polycephalum is a big, single-celled amoeboid organism with a body that consists of
tubes. Assume that the form of Physarum is represented by a graph, with plasmodial tubes referring to the graph’s
edges and tube junctions referring to the graph’s nodes. It has the ability to build a dynamic tubular network
that connects the food sources identified during foraging. The physiological process behind tube production
and selection adds to the Physarum’s path-finding ability: tubes thicken in a particular direction when the flow
through it continues in this direction for a set period of time. It functions as a nonlinear spatially extended
intelligent active medium encased in an elastic membrane. In attractant and repellant designs, the cell optimizes
its development patterns. Physarum grows as an omnidirectional wave on a nutrient substrate, such as a standard
excitation wave in a 2-dimensional excitable medium (see Fig. 2.8).

To describe the approaching method of slime mould in food, the following rule is created as a mathematical

equation to initiate contraction mode:

. (2.27)

t -
< = xb+vb(wxa—xﬁ), r<p
VeX', r=p,

where x! denotes the current individual position with the strongest odor intensity, x}, and x;j denote two ran-
domly chosen individuals from the current population, w signifies the weight of slime mould and p = tanh | f (x*)—
fx.)|. In addition, v}, and v, are parameters, where v, oscillates in a random manner in [—a, a] and v, oscillates

in a random manner in [-1,1]. Both v}, and v, converge to zero eventually.
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Slime mould algorithm (SMA) relies solely on fitness-related selection and its design is dynamic, with a stable
balance of local and global search drifts. Although SMA lacks crossover and mutation, it has outperformed several
competing algorithms in solving real-world optimization problems in research and industry. It can solve a variety

of graph theory problems, such as the shortest path problem [37] and network design [38].

2.49 BEETLE ANTENNAE SEARCH (BAS) ALGORITHM

Beetle Sear
¢ measure the intensity of
e compare the odor inte

a direction towards the fo
o take a size step 6t in that dir
proportional to the difference

f(XI)<f(Xr)
f(XI)<f(Xr)
F(x1)>f(xr)

Figure 2.9: Beetle antennae search behavior.

5 /

A beetle explores its nearby area randomly using both antennae in order to receive the odor when it is preying
or finding mates. When the antenna in one side detects a higher concentration of odors, the beetle would turn
to the direction towards the same side, otherwise, it would turn to the other side (see Fig. 2.9). A meta-heuristic
optimization algorithm, known as Beetle Antennae Search (BAS), which mimics the searching behavior of a
beetle with two antennae was presented in [39].

At t-th iteration, consider the location of beetle as a vector, x;, t = 1,2, ..., and signify the odour concentration
at position x to be f(x) defined as a fitness function. The maximum of f(x) refers to the source odour point. The
searching behavior model is described by the random path of the beetle searching as described in the following:

b rnd(g,1) . B= b ’ (2.28)
[rnd(g, D 272+ bl
where rnd(-) implies a random function, and g denotes the dimensions of position. For imitating the movements
of the beetle’s antennae, the searching behaviors of right-hand (xg) and left-hand (x;) side are formulated as
follows:

XR =Xt+Bdt, (229)
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X7 =X; — Bd;, (2.30)

where d is the sensing diameter of antennae equivalent to the exploit ability. Furthermore, the behavior of

detecting can be formulated as follows:
X; =X;1 +Bosign(f (xgr) — f(x1)), (2.31)

where 0 is the search step size that accounts for convergence speed after a decreasing ¢ function, and sign(-)

represents a sign function. Lastly, the update rules of d and & are the followings:

di=z1d;-1+ 2, (2.32)
5t = Zl(st_l. (233)

where z; and z, are tuning parameters that are usually belong to [0,1] € R. A diagram of the BAS algorithm is
presented in Fig. 2.10.

BAS is one of the simplest metaheuristic algorithms, relying only on fitness-related selection and achieving
a decent balance of local and global exploitations. BAS has surpassed numerous rival algorithms in tackling
real-world optimization issues in research and industry, despite its absence of crossover and mutation, while its

simplistic design permits novel optimisation algorithms to be developed [40-44].

Initialize

t < tmax?

Yes

Set B < Eq. (2.28), xr < Eq. (2.29),
xL < Eq. (2.30) and xt < Eq. (2.31)

fi(x) < f(x*)? 5o

Yes No

X* «— Xt
Set dt < Eq. (2.32), 8t < Eq. (2.33) and t < t+1

Return the optimal x*

Quit

Figure 2.10: Beetle antennae search algorithm.
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2.5 PARAMETER TUNING AND PARAMETER CONTROL

Algorithm-dependent parameters exist in all nature-inspired algorithms. The values of these parameters have
a significant impact on an algorithm’s behavior and performance. The question of how to appropriately adjust
and regulate these algorithms remains unsolved [45].

A parameter-tuning tool, i.e., a tuner, is required to tune A(®, p) for a given problem ® and algorithm A with
a number of parameters p to obtain the optimum performance. Even if we have strong tools for tuning an algo-
rithm, the optimum parameter setting and hence performance are entirely dependent on the performance metrics
utilized in the tuning. The parameters should, in theory, be able to withstand random seeds, modest parameter
changes, and even problem instances [45]. However, these may not be feasible in practice. Parameter tuning
may be classified into iterative and non-iterative tuners, single-stage and multistage tuners, according to [45].
The definitions of these terminologies are self-evident. Existing tuning approaches include sample techniques,
screening techniques, model-based techniques, and metaheuristic techniques. Because the success and efficiency
of these approaches varies, no well-established techniques for universal parameter adjustment exist.

Another problem related to parameter tuning is parameter control. Parameter values are frequently constant
during iterations after parameter tuning, but parameters must fluctuate during iterations for parameter control.
The goal of parameter control is to change the parameters of an algorithm such that it can obtain the best con-
vergence rate and consequently the best performance. As a consequence, another difficult optimization problem

to address is the optimization of the parameter control [33].
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An Introduction to Neural Networks

The main purpose of this chapter is to provide a brief overview of artificial neural networks (ANNs), also
known as neural networks (NNs), and the NN techniques used in this dissertation, including NN solvers for
linear and quadratic programming.

ANNs are computing systems modeled after the biological NNs that make up animal brains. A typical NN is
made up of several simple, connected processors known as neurons, each of which produces a sequence of real-
valued activations. Sensors detecting the environment activate input neurons, whereas weighted connections
from previously active neurons stimulate additional neurons. By triggering actions, some neurons may be able
to alter the surroundings. Finding weights that cause the NN to exhibit desired behavior is the goal of learning
or credit assignment. Depending on the problem as well as how the neurons are connected, such behavior may
necessitate extended causal chains of computational steps, each of which modifies the aggregate activation of the
network (typically in a non-linear way). Deep Learning is concerned with appropriately allocating credit over a
variety of stages.

The origins of NNs can be traced back to artificial intelligence (AI). The basic scientific goal of Al is to decipher
the principles that allow natural or artificial systems to behave intelligently [46]. The goal of early Al research was
to make computers think and derive facts [47]. The focus of modern Al research has switched from designing and
developing intelligent agents to designing and building intelligent agents. A living object, a robot, a sensor, or an
automobile can all be considered agents. Computational agents whose decisions can be justified are of particular
interest in AL. Mathematics, logic, philosophy, probability theory, linguistics, neuroscience, and decision theory
are the foundations of Al. Computer vision, robotics, natural language processing, and machine learning (ML)

are just a few of the fields where Al can be used.
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3.1 MACHINE LEARNING

Artificial Intelligence
Designing intelligent agents that percieve the environment
(ambient computing) and make intelligent decisions to
maximize a goal

!

Machine learning
Gives computers the ability to learn rules
without being programmed

|
Unsupervised learning

Clustering, dimensionality
reduction

Supervised learning
Classification, Regression

Reinforcement learning
Reward maximization

Figure 3.1: Machine learning areas.

Al has numerous subfields, including ML. Without being explicitly programmed, ML algorithms construct
models that can find interesting patterns in data and make predictions. ML learning can be split into three basic
categories: supervised, unsupervised, and reinforcement. For classification and regression, supervised methods
are utilized, while for clustering, unsupervised methods are utilized. Reinforcement learning is concerned with
how agents operate in a given environment in order to maximize a reward concept. It is also worth mentioning
that there is a classification called semi-supervised learning, which sits in between unsupervised and supervised
learning. The basic subareas of ML are shown in Fig. 3.1, which also summarizes the tasks. Other classifications
of ML methods can, however, be found in the literature.

On a computer, ML seeks to mimic human learning. Human learning is primarily based on experience, whereas
ML is based on data. A ML project’s starting point is data, which is utilized to train and test a model. Labeled
data is required for supervised methods. Data that has been accurately tagged is referred to as labeled data. The
labeled data is utilized to train and evaluate the learner’s accuracy. Because unsupervised learners do not use
labeled data, evaluating a trained cluster algorithm is more difficult.

Common supervised and unsupervised methods are presented in the graph of Fig. 3.2. Because some learning
systems can be used for both supervised and unsupervised tasks, the classification is not exhaustive. For instance,
ANNSs can be used in a supervised as well as in an unsupervised setting. Ensemble learning, reinforcement
learning, and active learning are some of the most commonly utilized learning methods. Ensemble learning
brings together many supervised methods to create a more powerful learner. Reinforcement learning algorithms
are reward-based algorithms that learn how to achieve a challenging goal, while active learning is a special form

of semi-supervised learning.
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/ Typical supervised methods \

Naive Bayes Typical unsupervised methods
Decision trees
Neural networks (Multilayer perceptron) k-means clustering
Linear regression Hierarchical clustering
Logistic regression Principal component analysis (PCA)
Support vector machines
k-nearest neighbor j

Figure 3.2: Common supervised and unsupervised methods.

3.1.1 SUPERVISED LEARNING

The term “supervised” alludes to the requirement for labeled training data. The learner is trained with a set of
pre-classified, labeled data in order to categorize fresh data into distinct categories. The categories are referred to
as “labels”. During training, the learner generates an internal representation of the training data that constitutes a
generalization. Induction is the process of forming internal representations. Unsupervised learning is used when
there is no labeled training data. The learner must find the categories during training when utilizing unsupervised
approaches. Semi-supervised learning methods can be utilized when there is a small amount of labeled data and
a big number of unlabeled data. ANNSs, support vector machines, k-nearest neighbor, Bayesian models, and
decision tree induction are examples of supervised learning techniques. Hierarchical clustering and k-means
clustering are two common unsupervised learning techniques. Because there is no labeled data in unsupervised
learning, the taught learner’s accuracy cannot be assessed. Instead, measures like density estimation and well
separation are used. The vast majority of ML initiatives employ supervised methods.

An algorithm in ML is a repeatable technique for obtaining a trained model from a set of data. Each algo-
rithm has a distinct personality and can be used to solve a variety of issues. The amount of bias and variation
produced by supervised learning algorithms is one of the fundamental differences between them. Note that bias
and variation are called prediction errors. The disparity between the expected and actual, measured prediction
is known as bias. The sensitivity of an algorithm to a certain set of training data is referred to as variance. Both
errors, bias, and variance are minimized throughout training until they converge. The irreducible error, a third
prediction error, is caused by data noise or randomness. It is impossible to diminish it through training. In other
circumstances, however, improved data cleansing steps may reduce the irreducible error.

For classification and regression, supervised learning is applied. When the goal features are discrete, clas-
sification is employed; when the target features are continuous, regression is utilized. Because classification
techniques may be used to support decision making, they are used to solve the bulk of analytic problems.

Supervised learning needs, next to training data: input features, target features, and measure of improvement.
The training data is used to extract the input features, which are commonly represented as an input vector. The
output or response variable(s) is the target feature(s). Every learning cycle, the measure of improvement is utilized
to see if we are improving. The ML scheme learns to map input features to target features during training. In
other words, the learner’s internal representation is tweaked until the target accuracy is achieved. The mapping

is frequently an estimate, and 100% precision is rarely obtained. A learner’s accuracy is a performance metric.
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Precision and recall, as well as the receiver operating characteristic, are examples of additional evaluators.
A complete training cycle commonly goes through the following five steps:

. Data collection

. Data pre-processing

. Training a ML algorithm, i.e. fitting model parameters

. Testing/evaluating trained learning scheme

g oA W N =

. Measuring error

Training a ML algorithm is an iterative process that often takes many iterations to achieve good results. In
addition, numerous ML algorithms are frequently trained and assessed. The best model is then utilized to create
predictions based on previously unseen data. If the results aren’t sufficient, more complex learning methods
can be developed and tested. If two learners perform equally well, the Occam’s razor principle dictates that the

simpler one be chosen.

CLASSIFICATION AND REGRESSION ANALYSIS

On the one hand, we try to assign a label to a test instance in classification. A classifier is a learning algorithm
that assigns an instance to a category. A discrete target label y is predicted through classification. We have a
binary classification problem if there are just two labels, and a multiclass classification problem if there are more

labels. A classifier learns a function f that maps an input x to an output y from labeled training data, as follows:
y=f®+e (3.1)

where x and y denote the input and output, respectively, and € signifies the irreducible error. Note that the
irreducible error stems from noise and randomness in the training data and it cannot be reduced during training.
Common classifiers include Bayesian models, decision trees, support vector machines and ANNS.

Regression analysis, on the other hand, is a set of statistical procedures for estimating the relationship between
variables. It’s used to see if there’s a link between two variables. One of the most essential data analysis method-
ologies is regression analysis. The most prevalent regression analysis algorithms in ML are linear and logistic
regression, however there are many others.

Forecasting, time series analysis, and correlation analysis all use regression analysis to make data-driven judg-
ments. It’s crucial to remember, however, that correlation does not imply causality. A regression line fitting a
group of data points well does not imply a cause-and-effect relationship. In essence, regression analysis seeks to
fit a line or curve to a group of data points so that the distance between the line and the data points is as small
as possible. A regression curve fitted to a collection of data points is shown in Fig. 3.3a.

Some remarks about Fig. 3.3a are the following four:

* Not every point is on the curve, and some are very far away from the regression line.
« The regression line is an approximation.
o It shows if the dependent and independent variables have a substantial relationship.
» Different scales can be used to compare the effects of the measured variables.
Regression analysis is a statistical method for determining how input and output variables are related. In ML,

we are more concerned with creating accurate predictions through minimizing a model’s error. Regression is
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used to figure out:
« The dependant variable(s), how effectively a group of predictor variables predicts an outcome.

o Which variables are significant in determining the outcome.
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(b) An overfitted regression curve.

(a) Regression analysis.

Figure 3.3: Regression curves.
To produce predictions, there are a variety of regression approaches available. New regression algorithms can

also be developed. A curve has been constructed in Fig. 3.3a since a straight line would not provide a reasonable

fit for the data points. Which regression method is best for you is mostly determined by three factors: the number

of independent variables, the type of the dependent variables, and the shape of the regression line.
Regression analysis is used to describe a phenomenon and allows us to discover which variables have an

impact, which factors matter the most, which factors can be ignored, how the factors are interrelated, and, most

crucially, how certain we are about these factors using mathematics.
Polynomial regression, lasso (least absolute shrinkage and selection operator) regression, and stepwise or ridge

regression, to name a few, are all types of regression in addition to linear and logistic regression. If necessary,

regression models can be mixed. A linear model is usually utilized first. If a good fit cannot be established, a
nonlinear model can be used because it can fit a wider range of curves.
Overfitting is an issue in regression analysis, as it is in all ML techniques. Linear regression will overfit when
the input data is highly correlated. Other regression models, such as polynomial regression, are equally prone

to overfitting, necessitating the application of data regularization techniques to avoid illogical outcomes. An
overfitted regression curve is seen in Fig. 3.3b. A learner that is overfit captures noise and does not generalize

well to new, unknown input. To reduce the difficulty, some regression models, such as lasso or ridge regression,

have been created.

ARTIFICIAL NEURAL NETWORKS
Fig. 3.4 shows one of the most basic configurations of ANNs. It is made up of three layers: an input layer, a

hidden layer, and an output layer. It may be used for binary classification or even multiclass classification because
it contains two output neurons. Each input neuron in the ANN depicted in Fig. 3.4 is connected to every neuron

in the hidden layer, and every neuron in the output layer is connected to every neuron in the hidden layer. The
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Figure 3.4: Artificial neural network.

layers are considered to be totally connected in this way. It’s called a feedforward NN because the signal goes
straight from the input layer to the output layer. Neurons can also have recurrent connections with themselves,
as shown in Fig. 3.5, or can have connections with upstream neurons to form a recurrent NN. ANNs offer several
advantages, including a high tolerance for noisy input and the ability to classify patterns that they have not been

trained [48]. They can be employed when there is a lack of understanding of the traits and their relationships.

W Weight Matrices: U, V, W
U v
Attribute at =@ » Attribute ot
Input Sequence Recurrent Hidden Layer Output Sequence

Figure 3.5: Recurrent neural network.

PERCEPTRON, MULTILAYER PERCEPTRON AND BACK-PROPAGATION

As shown in Fig. 3.6, a perceptron is made up of input signals Xy, x,..., X, paired with weights w. Actual
observations or, in the event of multiple layers, intermediate values from upstream perceptrons might be used as
inputs. The sum of the weighted input signals is sent to an activation function (AF). It fires (emits) a signal if the
AF is sufficiently stimulated.

Different types of AFs exist in general. The action potential of a genuine neuron is represented by an AF. In its
most basic form, it is a step function that either fires or does not fire when appropriately stimulated. It is binary
since it produces either 1 or 0 and only separates classes linearly. The perceptron computes y = > ; w;x; + b.

The signal is sent from the input node to the output node without being transformed. The bias is added to the
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total of the weighted inputs in the output node. The bias b is a constant that functions in the same way as the
intercept. It moves the AF to the left or right along the x-axis.

The weights are learned during training employing the following weight update formula:

w}”l = w}“ + Ay — j/f)x,-j, (3.2)

where w denotes the weight of i-th input after the k-th iteration, A signifies the learning rate, f/g‘ implies the

predicted output, x is the value of j-th attribute of training instance x; and y; is the target output.

Inputs Activation Function

@ Wo > z ‘J- f(Zwixi+b) S

Output Axon

Figure 3.6: Perceptron.

Typically, random numbers are used to set the initial weights. The prediction error is computed as (y — 7).
As illustrated in (3.2), the new weight is a combination of the old weight and the prediction error. The learning
method iterates as many times as necessary until the output is converging, that is, the perceptron output properly
classifies the training cases. The learning rate A determines the amount of weight adjustment per iteration and
is a number between 0 and 1. If the learning steps are too tiny, that is, A is close to 0, the method may take a
long time to converge; on the other hand, if they are too large, the process may never fully converge. As a result,
some implementations alter the learning rate during training as well.

As seen in Fig. 3.4, multilayer perceptrons (MLPs) are a type of feedforward network that has at least three
layers: an input layer, one or more hidden middle layers, and an output layer. The layers, with the exception of
the input layer, are made up of perceptrons with nonlinear AFs. Feedforward networks carry signals in a single
route from the input layer through the middle layer(s) to the output layer, with no cycles in between. Forward-
propagation is the term for this. Data points that are not linearly separable can be separated using a MLP. A
sigmoid AF is commonly used in MLPs. The AFs of all neurons in a neural network do not have to be the same.
The sigmoid or logistic AF in (3.3), which is also used in logistic regression, and the hyperbolic tangent in (3.4)
are two common AFs in a MLP.

xi)—l

y(xi)=1+e" , (3.3)

y(x;) = tanh(x;), (3.4)
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where e denotes the Euler’s number, y; is the output of the i-th node, while x; is the input to the node and is
the weighted sum of the input signals plus the bias. The sigmoid function is called after its S-shaped form and
ranges from 0 to 1, but never reaches 0 or 1 as x — oo.

The output of a perceptron with AF f is as follows:
y(xi) = fwrx1 + waxz + -+ wjxj + b), (3.5)

where y(x;) is the output of the perceptron, w; denotes the weight of the j-th input of the i-th neuron and b
implies the bias.

Back-propagation (BP) is a weight-adjustment algorithm that uses a learning process. The error or loss at
the output of the MLP is calculated and propagated back through the network after each training iteration. The
weights are modified so that the next iteration’s error is as small as possible. Typically, the initial weights are
chosen at random. We do not know what the hidden layer’s correct weights are. Because it is not feasible to
examine and correct the values of the neurons in the middle of the network directly, they are referred to as the
hidden layer [47]. The gradient of the loss or error function at the output must first be calculated. The gradient is
generated using the derivative of the loss function, and the gradients of each layer are calculated using the chain
rule. The gradient is minimized in each iteration until the function’s minimum is found. Gradient descent is the
name for this method. The gradient descent algorithm adjusts the weights through BP. BP of errors is a term
used to describe this process. Gradient descent is an iterative optimization approach for determining a function’s
minimal value. The loss function must be differentiable in order to determine the gradient. The mean squared
error (MSE) function is the most popular loss function in ML. The MSE is easily distinguishable and is frequently
utilized in regression analysis. The log loss function, which is used for classification, is another prominent loss
function. Other loss functions and variants are available, as is customary.

A complete training iteration goes through the following steps:

1. Forward-propagation

(a) Propagate input forward through the network to calculate the output

(b) Calculate the error at the output
2. Back-propagation

(a) Backpropagate the error through the network

(b) Adjust the weights

Batch training is used to train the MLP. The network is presented with the entire training set in each training
iteration. To change the weights, the average sum-of-squared errors are calculated and transmitted back. The
entire cycle, in which all of the training cases have been transmitted through the network, is referred to as an
epoch. Sequential training, in which the error is computed and the weights are updated for each training input, is
a considerably easier technique to implement training. Sequential training is normally less efficient, but because
it is easier to program, it is frequently used.

Unlike decision trees, which are easy to understand, MLPs have been criticized for being difficult to explain,
particularly their inner workings. We know the weights and AFs of a trained network, but that does not tell us

much. Deep learners have the same issue too.
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BAYESIAN MODELS

The Bayes theorem is the foundation of Bayesian models [49]. In general, the Bayes classifier reduces the
likelihood of misclassification. It is a model that uses the posterior distribution to make judgments. A prior
distribution and a likelihood are used in Bayesian models, and Bayes’ theorem connects them. The Bayes rule
divides the computation of a posterior probability into likelihood and prior probability computations. It computes
the posterior probability P(c|x) from P(c), P(x) and P(x|c), as follows:

P(x|c)P(c)

P(clx) = “h (3.6)

where P(c|x) denotes the posterior probability of class ¢ (target) given predictor x, P(x|c) implies the likelihood
which is the probability of predictor given class c, P(c) is prior probability of class ¢ and P(x) is the prior proba-
bility of predictor x.

In Bayesian models, probability is expressed as a degree of belief in an event that can vary as new information
becomes available. The Bayes rule describes how to infer hypotheses from data when inference uncertainty is

stated as a probability. Inference can be exhibited in the form of learning and prediction.

DEcisioN TREES

Another sort of extensively used classifier is decision trees, often known as decision tree induction. The
learning of decision trees from class-labeled training tuples is known as decision tree induction [48]. Except
for the leaf nodes, it generates a tree-like structure in which each node indicates a judgment for an attribute. In
computer science, trees are one of the most frequent and powerful data structures.

The root node is at the top and retains the first attribute, while the leaf nodes are at the bottom and hold the
class label. The branches represent the outcome of an attribute decision. Starting at the root node and working
down to the leaf nodes, new data is routed through a decision tree. Each feature is assessed in a node as we
advance to the leaf nodes, where we receive an instance’s classification result, or class label. It is a classification
tree if the target variable is categorical, and a regression tree if the target variable is continuous. A decision tree
can be as simple as a set of if-then rules (logical disjunctions) in its most basic form. Decision trees resemble
flowcharts and are essentially restricted graphs because they are made up of nodes and edges between them.

It is significantly more difficult to build a decision tree algorithm than it is to use one. The majority of algo-
rithms, on the other hand, are built on the same premise. Based on what we already know, we should choose
the property that provides the most information at each step. Decision trees are evaluated differently than other
classifiers. In a decision tree, the sequence of the splits matters, thus we cannot use a loss function. We need
to make the best splits early in the tree when developing the decision tree. We do so by assessing the amount
of information gained at each phase. The impurity of the data set D, which is a training set of tuples, can be

determined using the Gini index or the information entropy. The Gini index is defined as follows:
o)
D=1-) pj, (3.7)
i=1

where p; implies the probability that a tuple in D belongs to class C; and ¢ denotes the number of classes.
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The Gini index, also known as the Gini coefficient, Gini impurity, or Gini ratio, is a statistical dispersion
measure established in economics to describe the wealth distribution of a nation’s population. The Gini index,
which ranges from 0 to 1, is used to evaluate splits when developing a decision tree. For each attribute, the Gini
index examines a binary split [48]. The Gini index is 0 if the separation is perfect. If the index is 1, the attributes
in each of the two splits are divided evenly. As a result, we prefer splits with a low Gini index. The Gini impurity

is used by the CART algorithm to construct a tree.

SuPPORT VECTOR MACHINE

A support vector machine (SVM) is a common ML approach for classification and regression problems [50].
It is a binary linear classifier that is discriminative but not probabilistic. Support vector machines are generally
favoured over other ML methods, such as NN, since they are simpler, involve less work, and can often achieve
high accuracy. There are also non-linear classification versions. Support vector machines work by finding a
hyperplane in a n-dimensional space that clearly divides data points into two classes, where n is the number of
features. A hyperplane is a decision boundary used to classify data points in ML. We can identify two parallel
hyperplanes that partition the two classes of data if the data is linearly separable.

Unlike linear regression or NNs, which include all data points, SVM only consider the training set’s support
vectors for determining the position of the dividing hyperplane. The support vectors are just touching the mar-
gin’s edge. Finding the best hyperplane is a problem of optimization. The perpendicular distance between the

support vectors and the hyperplane is used to compute the margin. The hyperplane is defined as follows:
wix-b=0, (3.8)

where w denotes the weight vector, x implies the group of x; € R”,i =1,2,..., n, points and b signifies the bias.

For a given weight vector w and a bias b we can then write:

(3.9)

wai—bZI, if di=+1
wal'—b<—l, if d,':—l,

where d;,i = 1,2,...,n, denotes the margin of separation between the hyperplane and the data point x;. The
optimum hyperplane is the one with the maximum margin. The data in a real-world context is often noisy, and
a hyperplane cannot properly separate it. As a result, the maximum margin criterion is modified by introducing
slack variables, which are additional coefficients. Some data points may wind up on the wrong side of the hyper-
plane as a result of this. This is named the soft margin classifier. Adding more coefficients, however, increases

complexity and necessitates more computational capacity.

k-NEAREST NEIGHBOR

The k-nearest neighbor (KNN) method is a popular classification and regression technique [51]. It is exten-
sively used since the output is simple to read and it takes little time to compute. KNN is a slacker when it comes
to learning. Learning does not occur as quickly as training instances arise, as eager learners such as support

vector machines or decision trees do, but only after additional instances appear. Learners that are eager to learn
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generate a generalization from test cases. KNN and other lazy learners use a distance metric to compare each new
instance to existing ones, deferring learning until new instances are seen. To put it another way, learning occurs
at the time of prediction. This is also known as instance-based learning, because it necessitates the deployment of
test instances alongside the model. Because it employs the instances themselves rather than a rule set or decision
tree inferred from the training examples, it is a whole new manner of encoding the “knowledge” from the training
data. The closest existing instance’s class is allocated to a new instance. The term for this is nearest-neighbor
classification. The Euclidean distance is commonly employed. Because the training instances are maintained in
memory, instance-based learning is also known as memory-based learning. KNN is one of the most basic ML
algorithms. If it’s utilized for classification, the result is a discrete value called class membership. A majority
vote of its neighbors classifies the new occurrence. When used for regression, the output is the object’s value,
which means it predicts continuous values. KNN employs feature similarity to determine the distance between
the training and the new instance.

KNN is a lazy learning algorithm that is non-parametric. The term non-parametric refers to the fact that the
method makes no assumptions about the underlying data distribution. As a result, KNN is a good choice if no
prior information of the underlying data distribution is available. Because real-world data does not conform to
theoretical assumptions, it is a “natural” choice for many non-linear data sets. KNN is very simple to grasp and
interpret while still providing high accuracy, making it an ideal starting point for a ML project. On the downside,
because KNN maintains all or nearly all training data, it necessitates a lot of memory and processing capacity,

particularly when k is large.

LINEAR REGRESSION

Linear regression is a common method for predictive analysis [52]. It’s a linear strategy to modeling the
relationship between one or more explanatory or independent variables x and the dependent variable y. The

following is the simplest version of the regression equations with one dependent and one independent variable:
y=ax+b, (3.10)

where a denotes the slope and b the intercept of the regression curve. Note that a and b are the regression
coefficients or weights. The input variable or variables x and the single output variable y are assumed to have a
linear relationship in linear regression. The coefficients are learned from data using ML. To put it another way,
we strive to find the best fit line for the data points we have. In ML, a variable is referred to as a feature. In ML
jargon, the dependent variable is referred to as the target, predictor, or label.

An observation in simple linear regression, also known as bivariate regression, is made up of two variables: one
independent variable x and one dependent variable y. The relationship between the two variables is represented
by a straight line. The least square technique is used to represent the best fit for the regression line. The best fit
line is the one with the smallest prediction error or residual for each data point. The vertical distance between
the observer data point and the regression line is the residual. The positive and negative errors would cancel

each other out if the prediction error was not squared. The following is the relationship between x and y:

y=ax+b+e, (3.11)
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where € denotes the error term or regression residual and represents the fact that regression is an approximation
and not perfectly precise. To adjust for a prediction error between the observed and predicted value, the error
term is required. It’s also known as a residual term, disturbance term, or remainder term, and it’s formed when
the model doesn’t adequately reflect the actual relationship between the independent and dependent variables.

It is an observable estimate that is the sum of the deviations with the regression line.

MuLrTIPLE LINEAR REGRESSION AND POLYNOMIAL REGRESSION

To predict the factor of interest, simple linear regression uses only one predictor variable. Because more than
one independent variable influences the prediction in many real-world problems, regression analysis frequently
includes more than one predictor. Multiple linear regression, also known as multivariable linear regression, is
used when there are two or more independent variables [52]. By fitting a linear equation to observed data points,
multiple linear regression aims to explain the linear relationship between the explanatory (independent) variables

and the response (dependent) variable. The model can be defined as follows given n observations:

y=Po+frx1+ -+ Prxn+te (3.12)

where §;,i =0,1,...,n denotes the regression coeflicient. Multiple linear regression assumes the followings:
e The dependent variable and the independent variables have a linear relationship.
e There is not a lot of correlation between the independent variables (i.e. absence of multicollinearity).
« The residuals of the regression are normally distributed.
If the variables x and y have a nonlinear relationship, polynomial regression can be applied [52]. A n-th
degree polynomial is used to model the connection between the dependent and independent variables y and x.

The model can be defined as follows for a single predictor x:
y=Po+Prx+Pox’++ fux" +e. (3.13)

Although polynomial regression can fit a nonlinear model, it is considered a particular instance of multiple linear
regression because the regression function is linear. Despite the fact that x? is quadratic, the unknown coefficients
Bo,B1,..., Pn are linear, and the estimator treats x” as a separate variable. We can apply the same analysis

approaches as in multiple linear regression, such as least squares.

LogGisTic REGRESSION

The binary dependent variable is estimated using logistic regression (or logit regression) based on one or a set
of discrete explanatory values [53]. It is a frequently used model in ML and is utilized in a variety of applications.
A linear relationship between the dependent and independent variables is not required for logistic regression.
When the dependent variable is binary, it is used for classification (dichotomous). The probability of an event,
such as success or failure, is calculated using logistic regression. Multinomial logistic regression is used when
the dependent variable contains more than two categories.

The logistic function lies at the core of logistic regression. A sigmoid curve is the logistic function, often

known as the logit function. Any real number x can be converted to a value between zero and one using the logit
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function. The explanatory variable x is linearly mixed with coefficient values By and f; in logistic regression.
During training, these coefficients are learned. The logit function can therefore be written like this:

plx) = (3.14)

1+ e Botfrx)’

where B implies the intercept and f; the regression coefficient. p is defined as the probability of the dependent
variable belonging to a class.

The coefficients are usually learned through maximum likelihood estimation in logistic regression. A frequent
learning process used to optimize the coefficients for a variety of ML algorithms is maximum likelihood esti-
mation. The likelihood function is used in maximum likelihood estimation to maximize the likelihood that the

model’s coeflicients represent the data that is actually seen and, as a result, minimize the prediction error.

3.1.2 UNSUPERVISED LEARNING

When there is no labeled data, unsupervised learning methods are applied. To put it another way, there is no
such thing as ground truth. Clustering is the most extensively used unsupervised method. Clustering divides
data points into groups based on a similarity metric, rather than predicting a class like supervised learning does.
The purpose of clustering is to analyze data by identifying the data set’s underlying structure. Cluster evaluation
is more difficult than supervised learner evaluation because there is no ground truth in clustering. Furthermore, it
is not always clear how to evaluate a cluster algorithm’s performance, and the evaluation is frequently subjective.

The clusters must be applicable to the problem at hand.
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(a) Exclusive clusters. (b) Non-exclusive clusters.

Figure 3.7: Exclusive and non-exclusive clusters.

Every data point in a cluster is closer or more similar to any data object in the cluster than it is to any object
in another cluster. The clusters should ideally be separated from one another. This is what it means to be well-
separateness. If the distance between data items in a cluster is short, the cluster is cohesive, and the distance
between data points in various clusters is considerable, the cluster is well-separated. Clusters don’t have to be

spherical, as seen in Fig. 3.7, but they can be of any shape. Clusters can also have several dimensions.
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CENTROID-BASED CLUSTERING

The data points in centroid-based clustering are grouped around a centroid, which is the mean of all the objects
in the cluster [54]. In most cases, a centroid does not equate to a real data point. A medoid, on the other hand,
must be a data point. In a cluster, a medoid is the most representative data point. When there is no relevant
centroid, such as when the data is categorical rather than continuous, it is employed. The cluster is defined by
the prototype in prototype-based clustering. Each data point is more similar to the prototype than any other
cluster’s prototype. The centroid is frequently the prototype. The prototype can be considered the most central
point, and the clusters are spherical in nature.

A cluster is a densely packed area of instances bordered by a sparsely packed area. The clusters can be inter-
woven and the high density area might have any shape. When clusters are irregular and noise and outliers are

present, density-based models are used.

k-MEANS CLUSTERING

One of the most extensively used clustering techniques is k-means clustering. It is a prototype-based, par-
titional clustering algorithm. Partitional clustering means that each instance is only assigned to one cluster at
a time and that no instance is left unassigned to clusters [55]. Clustering by k-means divides instances into k
distinct clusters, where k is a user-defined number. A k that has been chosen incorrectly can produce undesirable
outcomes.

k-means clustering is an iterative approach. The procedure begins by picking k initial centroids at random
from the data set. The user must choose k, and it is not always known at the start of a clustering project. Based on
its distance from the centroid, each instance of the data set is subsequently assigned to a cluster. The Euclidean
distance is usually employed. The centroids are recalculated after each instance has been assigned to a cluster by
determining the mean of each cluster’s instances. This procedure is repeated until the centroids no longer vary.
The fundamental k-means algorithm is properly specified in the diagram shown in Fig. 3.8.

In general, the k-means algorithm can be very time consuming since a large number of distance measures

must be performed in each iteration to compute the similarity to a centroid.

HIERARCHICAL CLUSTERING

Hierarchical clustering, often known as hierarchical cluster analysis (HCA), is a group of cluster algorithms
that work together to create hierarchies of clusters [54]. Not only does hierarchical clustering separate the data,
but it also illustrates the relationships between the clusters. Agglomerative and divisive clustering are the two
most used techniques. Agglomerative clustering works from the bottom up, with each instance starting as its
own cluster. Each data point is combined with one or more other points based on their similarity to build larger
clusters. We end up with a single cluster including all instances in the last stage. Divisive clustering, on the other
hand, is a top-down technique that works in the other direction. Clustering begins with a single cluster, which is
then divided into subclusters. In subsequent cycles, the subclusters are further subdivided until each data point
is in its own cluster. Once a stop criterion is fulfilled, divisive clustering does not need to continue through all

iterations and can stop. Fig. 3.9 depicts the two ways. Agglomerative approaches are easier to programmatically
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Figure 3.8: k-means algorithm.

apply, whereas divisive approaches appear to be more in line with how the human brain functions. Agglomerative

clustering is more commonly utilized in practice.
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Figure 3.9: Agglomerative and divisive clustering.

VISUALIZING CLUSTERS

A dendrogram, or tree-like diagram, is a common graphic representation of a hierarchical cluster [54]. The
clusters, their relationships, and the order in which they were fused or divided are all shown on a dendrogram.
Individual clusters can be created by cutting a dendrogram at a specific level. The dendrogram, on the other hand,

cannot be used to calculate the number of clusters. It frequently suggests the correct number.

39



EVALUATION OF CLUSTERS

Because there is usually no ground truth, evaluating a cluster is difficult. In an exploratory data analysis project,
cluster analysis is frequently utilized. As a result, it is unclear why cluster evaluation is significant. There are
various reasons why evaluating a cluster is important:

« Using different cluster analysis methodologies, different clusters may be discovered.

« It is possible that the correct number of clusters will only become apparent during cluster evaluation.

* Clusters that have been discovered are irrelevant, or clusters have been discovered despite the absence of cluster
data.

If clusters have been discovered, indicating that non-random structures exist, we must establish how accurate
the clustering was. If there is no ground truth, such as labeled data, intrinsic methods must be utilized. Intrin-
sic approaches assess clustering by looking at how well clusters are separated and how compact they are [48].
Furthermore, various types of cluster analysis methodologies necessitate various evaluation procedures. Cohe-
siveness (compactness, tightness) and separateness are two measurements that can be used to assess the quality
of many cluster types (isolation). Cohesiveness is a measure that determines how close instances are to the cen-
troid. Separateness measures how distinct or well separated a cluster is from other clusters. We want clusters
that are both cohesive and well-separated in general. The Silhouette index is a method that combines both.

The silhouette coefficient is a measure for how similar instances are within a cluster (cohesion), compared to
other clusters (separation). The silhouette coefficient is a number that goes from -1 to 1. The higher the index,
the closer an instance is to items in its own cluster and the further it is from objects in other clusters. If the
majority of the instances have a high index, the clustering is well segregated and cohesive. A distance measure
can be used to determine the silhouette index. Only partitional clustering may benefit from the silhouette index,

not hierarchical clustering.

3.1.3 SEMI-SUPERVISED LEARNING

For training, supervised methods employ labeled data, whereas unsupervised approaches use unlabeled data
and must assess feature value on their own. A hybrid strategy is used in semi-supervised approaches. This method
provides a number of advantages. A data scientist is frequently used to label data, which is a time-consuming
and costly process. Human bias can also be introduced by manual labeling. Using unlabeled data during training
can help improve accuracy, and semi-supervised algorithms generally outperform unsupervised methods. Semi-
supervised approaches enable access to vast amounts of unlabeled data in situations when assigning supervision
information is impractical. Instead of training the model on a small piece of manually labeled data or using an
unsupervised approach on the unlabeled data, semi-supervised methods seek to enhance classification accuracy
by combining both labeled and unlabeled data. However, it is not always viable to use semisupervised algorithms,
because we frequently do not know the distribution of unlabeled data.

Transductive and inductive learning are the two primary semi-supervised techniques. We aim to infer the
labels of the unlabeled data using labeled data in transductive learning. Inductive learning, on the other hand,
aims to produce a prediction function that is defined on the full space X [56]. We strive to extract rules from
labeled data that may subsequently be applied to the unlabeled data set in inductive learning.

The expectation maximization (EM) algorithm, which is described in the diagram of Fig. 3.10a, is a transduc-
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Figure 3.10: Transductive methods.

tive approach. EM is a technique for resolving problems involving maximum likelihood estimation. In general,
expectation maximization is a strategy for maximizing a likelihood function when some of the variables in the
model, known as latent variables, cannot be directly observed. The assumption that the data is made up of many
multivariate normal distributions is a strong one in expectation maximization. It seeks to develop an optimal
model iteratively by alternating between enhancing the model and improving the item assignment to the model.

Pseudo labeling is a simple and effective semisupervised learning technique. It has been utilized in deep
learning and is traditionally thought of as a transductive method. In fact, most NNs and training approaches
can benefit from pseudo labeling. We learn the features from the labeled data in semi-supervised learning. We’d
like to make use of the unlabeled data’s information to gain a better grasp of the data’s structure. To learn from
unlabeled data, pseudo labeling might be utilized. The core idea behind pseudo labeling is to train a model on
labeled data, then use that model to label unlabeled data. A pseudo labeling algorithm is described in the diagram
of Fig. 3.10b.

3.2 MACHINE LEARNING CLASSIFICATION, STATISTICS AND EVALUATION

The ML classification into discriminative and generative models, as well as ML statistics and learner evaluation,

are presented in this section.

3.2.1 GENERATIVE AND DISCRIMINATIVE MODELS

Generative and discriminative models are two main categories of predictive algorithms. This distinction as-

sumes that ML algorithms are seen from a probabilistic perspective. A generative model learns the joint prob-
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ability distribution p(x, y), but a discriminative model learns the conditional probability distribution p(y|x), or
the probability of y given x. That is, a discriminative model makes predictions based on conditional probability
and is either used for classification or regression, while a generative model revolves around the distribution of a
dataset to return a probability for a given problem.

As a consequence, the discriminative models are used particularly for supervised ML. They create new in-
stances using probability estimates and maximum likelihood. However, they are not capable of generating new
data points, while the ultimate goal of discriminative models is to separate one class from another. On the other
hand, the generative models are capable of generating new data points. Because of this, they are used in unsuper-
vised ML to perform tasks such as probability and likelihood estimation, modelling data points, and distinguishing
between classes using these probabilities. In addition, because discriminative models handle a problem immedi-
ately, they perform better than generative models, which require an intermediate step. Generative models, on

the other hand, converge far more quickly.

3.2.2 MACHINE LEARNING AND STATISTICS

ML makes extensive use of statistics. As a result, statistical and ML concepts are frequently used interchange-
ably in the literature. The phrases independent and dependent variable, for example, are statistical terminology,
while feature and label are ML counterparts, respectively. Some popular ML concepts and their comparable

statistics phrases are opposed in Tab. 3.1.

Table 3.1: Machine learning and statistical terminology.

Statistics Machine Learning
Fitting Learning
Classification, Regression Supervised Learning

Clustering, Density estimation | Unsupervised Learning
Independent variable, covariate | Feature

Dependent variable, Response | Label

Observation Instance

The terms statistical learning (SL) and ML are frequently confused. There is a distinction between the two
approaches. Both strategies are based on data. ML, however, uses data to increase a system’s performance. The
foundation of SL is a conjecture. The data in SL are assumed to share some qualities with a degree of regularity. As
aresult, SL can utilize probabilistic approaches to describe statistical regularity, and probabilistic distributions can
be used to characterize statistical regularity. ML is not dependent on speculation. SL requires a lot of arithmetic
and normally works with smaller data sets with fewer features, whereas ML can work with billions of occurrences
and features. SL necessitates a thorough comprehension of the data, but ML can iteratively uncover patterns with
far less human effort. As a result, ML is frequently chosen over SL. SL, however, helps us acquire confidence in
our model by requiring us to acquaint ourselves with the data.

ML is frequently criticized for being little more than glorified statistics. While ML does employ a lot of statis-
tics, it also uses other concepts like data mining and neurocomputing, making it a subfield of computer science.

Statistics, is usually considered as a subfield of mathematics. Both ML and SL are data-driven learning algorithms.
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ML, however, is an algorithm that learns from data without the need for a developer to program it. In the form

of equations, SL is a mathematical formalization of relationships between variables.

3.2.3 EVALUATION OF LEARNER

Learning is the process of enhancing one’s performance based on previous experience. We must evaluate the
learner’s performance during training in order to ensure that the learner progresses. We also need to estimate
how well a trained learner will do on new data that has not been seen before. A trained learner must capture
the signal in the training set properly while also generalizing adequately to fresh data. The training error can be
used to quantify the learner’s accuracy, but it cannot be used to forecast how well the learner would perform on
new data. Furthermore, because it does not appropriately account for model complexity, the training error is not
a reasonable approximation of test error [57].

We frequently use labeled data that was not used for training to assess how well a supervised ML scheme has
learned. We usually divide the data into three sets: one for training, another for evaluating, and yet another for
testing the learner. The training data set is used to train the learning algorithm, while the validation data set is
used to optimize the learning algorithm’s parameters, and the test data set is used to calculate the true error rate
on the final, trained method. To achieve a reliable estimate of the error rate, each data set must be independent.
Typically, data sets are separated into three groups at random. Each data collection must be representative, with
no feature being overrepresented or underrepresented in any one set. The ratio of sets is determined by the
problem and the amount of data available. Commonly, the largest amount is used for training and we may use
proportions. The disadvantage is that we will be limited in the amount of data we can use for training. Techniques
like k-fold cross-validation can be employed if there is a lack of data.

There are numerous possible metrics for evaluating a predictor’s success, and not all of them are appropriate

for all learners. Some are better suited to classification, while others may be better suited to regression analysis.

ACCURACY

Accuracy is one statistic for evaluating classification models. The accuracy of a model is simply the fraction

of correctly classified predictions. Accuracy is defined as follows:

Number of correct predictions

Accuracy = (3.15)

Total number of predictions

Nevertheless, accuracy does not reveal the whole story. The number of misclassifications must be taken into
account. When we have a class-imbalanced data set, accuracy performs very poorly. In real-world challenges,

however, unbalanced data sets are the norm.

PrecisioN, REcALL AND F-SCORE

Precision and recall take both correctly and incorrectly classified cases into account. True positives (TP), true
negatives (TN), false positives (FP), and false negatives (FN) are the terminology we use. The classifier’s prediction
is referred to as positive or negative. False positives and false negatives are wrongly classified situations, whereas

genuine positives and true negatives are accurately classified.
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Precision, also known as positive predictive value, is the proportion of correct positive classifications in a

classification task. Precision can be defined as follows:

TP

—_—. 3.16
TP +FP (3.16)

Precision =

The proportion of actual positives correctly identified is known as recall, also known as true positive rate or

sensitivity. Recall is defined as follows:
TP

Recall = ———.
TP +FN

(3.17)

To completely assess a classification task’s outcome, we must look at both precision and recall. In practice,
increasing precision often leads to a decrease in recall, and vice versa. As a result, comparing models with high
precision and low recall, or vice versa, is challenging.

The F-score, or F-measure, is a metric for categorization task accuracy that combines both precision and recall.

The F-score is defined as the harmonic mean of precision and recall:

precision - recall

F-score =2 (3.18)

precision + recall’
An F-score ranges from 1 to 0, with 1 indicating flawless precision and recall and 0 indicating the worst case.
Because the F1-score considers both precision and recall, comparing models with high precision and low recall,
or vice versa, is relevant. In practice, the F-score is frequently employed in natural language processing tasks or

to assess the classification performance of search results.

CONFUSION MATRIX

The usage of a confusion matrix, a type of contingency table, is a frequent means of showing the results of a
classification task. The projected values are represented by the rows of the confusion matrix, while the actual
values are represented by the columns. Depending on the number of labels, a confusion matrix can have two or
more columns. The name comes from the fact that a confusion matrix makes it simple to see if the classifier is
confusing two classes. Because it comprises all findings, a confusion matrix provides for a more complete study

of a classification result than simply using proportions of classifications and misclassifications.

RECEIVER OPERATING CHARACTERISTIC

The receiver operating characteristic (ROC) is a graph of the true positive rate (also known as sensitivity or
recall) in function of the false positive rate (also known as specificity). It is used to measure a binary classifier’s
performance at various threshold settings. The false positive rate is (1—specificity), where specificity is defined

as follows:
ificity = N (3.19)
specificity = TNTD" )

The false positive rate (FPR) is then defined as follows:

FP

FPR=1- speciﬁcity = m

(3.20)
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The receiver operating characteristic curve of a perfect classifier will move up straight along the y-axis until
it reaches y = 1, then along the x-axis (100% sensitivity, 100% specificity). The values are entirely random if
the receiver operating characteristic curve is diagonal. A sensitivity/specificity pair corresponding to a specific
choice threshold is represented by each point on the receiver operating characteristic curve.

The receiver operating characteristic curve allows us to assess a classifier’s performance over its whole oper-
ating range. The receiver operating characteristic curve is frequently used in ML to compare statistical models.
The performance of two or more classifiers at one point can be compared using a single threshold, or the entire
curve can be compared. A receiver operating characteristic curve of less than 0.5 may suggest that the classifier
identifies relationships that are the polar opposite of what we expect, indicating that the experiment was set up

incorrectly.

3.3 DEEP LEARNING

Deep learning, a technique based on ANNs, has emerged as a potent tool for ML in recent years, promising to
transform the future of artificial intelligence [58]. To achieve cutting-edge outcomes, deep learners rely on enor-
mous labeled training data sets. Deep learning has been used for image classification, machine translation, and
speech recognition, and it can be found in many modern smart phones for voice commands and face recognition.
They are also utilized in self-driving cars, handwriting recognition, drone reconnaissance, and coloring black-
and-white photos and films, to mention a few. Despite their widespread success, they are not fundamentally
different from regular ANNs in their operation. They frequently use rectifiers as AFs, rather than sigmoid curves,
as opposed to earlier networks like the MLP, and they are trained using BP and gradient descent, i.e. stochastic
gradient descent. However, because we have to deal with high dimensionality and a huge number of features,
the computations might be quite resource intensive due to their massive size. Training data is frequently scarce,

and obtaining labeled training data sets in the proper formats might be prohibitively expensive.

3.3.1 DEEP LEARNING PRELIMINARIES

When alearner is labeled a deep learner or a shallow learner, there is no agreed-upon definition in the literature.
Deep learners are essentially multilayered ANNs. Deep learners are typically NNs with more than one hidden
layer. Deep learners can be used to learn in a supervised, semi-supervised, or uncontrolled environment. Because
of its influence on computer vision, natural language processing, and bioinformatics, deep learners have grown
highly popular in recent years. Deep learners have the ability to automatically extract features, which is an
important feature. By traveling through the layers of a deep NN, low-level features are abstracted into higher-
level features.

Deep learners are classified as representation learners. Prior to producing the final prediction, representa-
tion learners generate an internal representation of the characteristics. Before translating features to the final
prediction, deep learners turn them into several representations.

Deep learners, as previously stated, are similar to shallow NNs. Deep learners, however, frequently use a

different form of AF. The rectified linear unit, or ReLU, is the most popular AF used in deep NNs. It’s a simplistic
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function that returns 0 for negative input and a value for positive x. It can be written as follows:
f(x) = max(0, x). (3.21)

A ReLU is a ramp function that, despite its simplicity, is remarkably good at handling non-linear and interaction
effects. The link between the independent variables and the predictions is not linear in non-linear effects. In-
teraction effects occur when a variable a has a varying effect on a prediction based on variable b. ReLUs can
be combined in a variety of ways, which is why they perform so well for non-linearities. Deep learners are
large functions in essence. The ReLU has several variations. The softplus function, for example, is a smooth

approximation of the ReLU and can be represented as:
f(x) =log(1+e"). (3.22)

The logistic function, which is also an approximation of the ReLU’s derivative, is the softplus function’s derivative.

There are various advantages to using ReLUs. They are one-sided and do not produce any negative outcomes,
which is more biologically reasonable. They are also quick to compute because they just do addition, multiplica-
tion, and comparison operations. Rectifiers have replaced sigmoid functions as the AF of choice for deep learners
because they allow for faster and more efficient training even on huge networks with big data sets. They also
don’t require any semi-supervised pre-processing. Even though they can benefit from semi-supervised setups
with extra-unlabeled data, deep rectifier networks can achieve their highest performance on completely super-
vised tasks with huge labeled datasets without any unsupervised pre-training [59].

When utilizing deep learners, there are a few things to keep in mind. A large amount of labeled training data is
required to train a deep learner. Finding the best deep learning architecture can be time-consuming. Overfitting
and convergence can cause issues, which is exacerbated by the number of layers in the network. During training,
neurons in deep learners might “die”, which means they always output the same value for any input. Units that
have died are unlikely to resurrect and will not participate in the trained network. When rectifiers are employed
as an AF, this is most common. Another difficulty is the problem of vanishing gradients. When utilizing BP during
training, the derivative of the error function can become tiny, leading the weights to stop changing. In the worst-
case scenario, the network ceases to learn at all. For deep learning, these and other challenges necessitate the
use of supplemental learning strategies.

Feature learning is a set of techniques that allows a machine to detect features automatically rather than requir-
ing a feature engineer to manually extract the characteristics of interest. Feature learning is part of an attempt
termed automated ML to automate the entire end-to-end ML process. Automated ML attempts to automate all
ML operations that are now done manually, such as model selection and hyperparameter estimation. Automatic
feature extraction, however, is not always possible. Feature learning has been applied with shallow learners,

such as k-means clustering and principal component analysis, and is not limited to deep learning.

3.3.2 CONVOLUTIONAL NEURAL NETWORKS

Convolutional NNs (CNNs), also known as ConvNets, have grown in popularity as a tool for image processing.

They were built specifically for image analysis and are inspired by the human visual cortex and how it assimilates
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visual information. Yan LeCun suggested one of the first CNNs in 1998 [60]. The first convolutional network,
however, was proposed in the 1980s, and many different CNN topologies have since been presented.

CNN'’s architecture reflects some of the image processing qualities because they use images as input. CNN
is made up of a series of interconnected feedforward layers that implement convolutional filters, followed by
reduction, rectification, or pooling layers. A CNN, unlike the MLP, is not entirely connected. In addition, CNNs
have three-dimensional neurons that take a three-dimensional fixed-size input image. A single vector is returned
as the result. They are otherwise fairly similar to traditional NNs.

In essence, a CNN is made up of five layers: an input layer, an output layer, and three types of intermediate
layers: convolutional layers, pooling layers, and non-linearity layers, the latter of which is usually a ReLU. A
typical process goes through the following steps:

1. The input layer accepts an image, which is a three-dimensional pixel array with a fixed size: [width x hight x
color channel]

2. The convolutional layer captures spatial characteristics from small areas of the image and relates them to one
unit in the following layer.

3. The pooling layer downsamples the image by combining nearby features into single units.

4. The AF is applied by the ReLU layer, but the image size remains unaffected.

5. The output layer, which takes the form of a fully linked MLP, calculates the class score and outputs a vector
containing it.

The success of CNN’s application to computer vision problems is largely due to them. They are, however,
employed for natural language processing, video analysis, and medical analysis as well. They have also been
taught how to play board games like checkers and Go. Despite CNN’s appealing properties and the relative
efficiency of their local architecture, they have remained prohibitively expensive to apply to high-resolution

images on a broad scale [61].

3.3.3 RECURRENT NEURAL NETWORKS

MLPs and CNN have the drawback of requiring a fixed-sized vector as input and producing a fixed-sized output
vector. Traditional NNs also have independent inputs. Recurrent NNs (RNNs) can produce sequences of vectors
as output from sequences of values xj,..., x,. They are useful for applications when the input size isn’t known
ahead of time because they can process temporal sequences. RNN’s capacity to analyze sequences of inputs
makes it ideal for jobs like time series analysis, speech recognition, and sentiment analysis with varying input
sizes. Most recurrent networks can handle variable-length sequences [62].

John Hopfiled completed the initial research on RNN, which was published in 1982 [63]. Elman networks, gated
recurrent units, bidirectional RNNs, and deep RNNSs are only a few of the RNN types that have been developed
since then. RNNs, unlike feedforward networks, have directed cycles. RNNs and CNNs, however, are rarely
employed in isolation, but rather as part of a larger architecture, frequently in conjunction with an MLP.

Loops are added to the network architecture by RNN. In an RNN, a neuron may send a signal to another neuron
in the same layer or have a connection with itself in addition to a connection with a neuron in the next layer. The
network’s output sequence could potentially be used as feedback with the next input sequence. Some alternative

RNN architectures are shown in Fig. 3.11.
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Figure 3.11: Architectures of RNNs.

The network gains memory or state as a result of the recurrent connections. The state is usually saved as a
state vector that is controlled by the network. To create a new state vector, the state vector is joined with the
input using a learnt function. In this way, a RNN considers not just the present input but also what it has learned
in the past. Time step ¢ — 1 influences the decision at time step ¢. This makes sense because we make decisions
based on our previous experiences. The sequential information is stored in a hidden state, allowing the RNN to
uncover long-term dependencies, or correlations over time. The hidden state h at time ¢ can be computed as
follows:

he=f(Wx;+Uh_1), (3.23)

where h; and x; denote the hidden state and input vector, respectively, at time step . Furthermore, W and U
denote the weight and transition matrix, respectively, while f(-) implies the AF.

The memory of the RNN is represented by the transition matrix U, which is the hidden-state-to-hidden-state
matrix. The hidden state, not simply the most recent, contains remnants of all prior hidden states. In the same
manner that other types of networks do, the weight matrix W defines how much attention to give to the input.
A logistic or hyperbolic tangent function is commonly used as AF.

A deep learner is not always an RNN. A recurrent network is also arranged into layers, as seen in Fig. 3.11,
and an RNN is commonly referred to as a deep RNN if it includes more than one hidden layer.

A RNN, like a feedforward network, is trained through BP and gradient descent. The BP process, however,
does not work in the same way as a feedforward network because of the loops. The algorithm in a feedforward
network moves backwards through the layers from the final error and adjusts the weights up or down, whichever
decreases the error. BP through time (BPTT) is a BP extension that is used to train a recurrent network. BPTT is
a gradient-based recurrent network training approach. In BPTT, time is defined by an ordered set of calculations
moving from one time step to the next. In essence, the RNN’s structure is unraveled.

Not all RNNs, however, can be unraveled. BPTT is not possible with some architectures. There are also several
types of BPTT, such as truncated BPTT, which is a simplified version of full BPTT. When there are many time
steps and computation is sluggish, truncated BPTT is utilized. RNNs are also hampered by the vanishing gradient
problem, especially when there are several layers. That is, if the gradient cannot be determined, we have no idea
how to alter the weights in a way that reduces the error. In the worst-case scenario, the network ceases to learn

at all.
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3.3.4 RESTRICTED BOLTZMANN MACHINES

Restricted Boltzmann machines (RBMs) are shallow, two-layer networks that can be used for classification,
regression, dimensionality reduction, collaborative filtering, and feature learning, and they are the building blocks
of deep belief networks. RBMs outperformed the competition in the Netflix prize [64], achieving state-of-the-art
performance.

RBMs are probabilistic, which means they assign probabilities rather than discrete values. A Boltzmann ma-
chine is a form of RBM. RBMs do not allow intralayer connections between hidden units, but Boltzmann machines

are recurrent networks. This is why they are referred to as “restricted”.

Wi,...,Wn a=sigmoid(X;Wi+ XoWa+ XsWs+b)

X1
a
X2
a
X3
Input Layer Visible Layer Hidden Layer

Figure 3.12: Restricted Boltzmann machine.

As demonstrated in Fig.3.12, RBMs have only two layers: an input layer and a concealed layer. They don’t
have a layer for output. In contrast to traditional feedforward networks, the predictions are created in a unique
way. They can be classified as energy-based models. Energy-based models attempt to minimize an energy func-
tion in which a high energy value equates to poor accuracy. There are two types of RBMs: visible and hidden.
The training set is given to the visible units. During training, the energy function is minimized by modifying
the weights, biases, and states of the visible and hidden units until it reaches a minimum, a process known as
simulated annealing. Every node that can be seen is linked to every node that can be concealed. The inputs are
weighted and then added to a bias. A sigmoid AF is then applied to the combined inputs. To update the weights,
RBMs are trained using Gibbs sampling and contrastive divergence [65]. If there are many layers, the output «
of the hidden layer is utilized as the input for the next hidden layer.

In an unsupervised manner, RBMs learn how to recreate the input. In a backwards pass, the activations a are
used as input. They are multiplied by the same weights that were used to multiply the input x. The summed
products are applied to the visible layer’s bias. The visible layer’s biases are distinct from the hidden layer’s
biases. The output is a reconstruction or approximation of the input. The RBM determines the probability of the
output given a weighted x : p(a|x; W) during the forward pass. The RBM assesses the probability of the inputs
x given the weighted activations « : p(x|a; W) during the backwards pass. p(x,a) is the combined probability

distribution of x and «a as a result of both estimations. Several forward and backward passes are made during
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the training. The weights are modified until the original input’s probability distribution p(x) and the estimated
input’s probability distribution r(x) converge.

The activations of the hidden layer become the input of the next hidden layer once the RBM training is done.
The input from the previous hidden layer is approximated by the second hidden layer, which is trained until it can
approximate it. This step-by-step technique to training hidden layers in an RBM is one of the most popular deep
learning strategies because it allows for the efficient training of a large number of hidden layers. It’s unsupervised
because it doesn’t need labeled data to train. By constructing a feature hierarchy, this successive creation of a
multilayered network allows for the learning of more complicated representations. A deep belief network is built

on top of a pre-trained multilayered RBM.

3.3.5 DEEP BELIEF NETWORKS

A deep belief network (DBN) is made up of a series of RBMs. It is a form of deep learner with numerous
hidden layers that connect to previous and subsequent levels but not within layers. It can learn to recreate its
input in the same way that an RBM can. Unsupervised training is possible thanks to the layered design. A sort of
unsupervised pre-trained network is the pre-trained DBN. Each layer performs the function of a feature detector.
After the first training, it can be further trained in a supervised manner to generate a classifier. The DBN could
then be finished with a classification layer, such as a softmax or logit layer. A greedy DBN can be trained, with
each layer being taught separately. For the next hidden layer, each hidden layer becomes the visible layer. As data,
a DBN receives binary input. Continuous decimal values are also accepted through an addition called continuous
DBNE.

3.3.6 DEEP AUTOENCODERS

An autoencoder is a network that learns an unsupervised representation (encoding) of a data collection. An
autoencoder compresses data into a code, then decompresses it into something that is near to the original input.
In this way, it is taught to ignore data noise. The autoencoder learns to compress (encode) and reconstruct (de-
compress) the input. They’re commonly utilized to reduce dimensionality. As a generative model, autoencoders
can be employed. The autoencoder can use the learnt codes to create an image of something it has never seen
before.

An autoencoder is a feedforward network having an input, output, and one hidden layer in its most basic form.
The number of neurons in the input and output layers is the same. An input is always encoded and decoded by
an autoencoder. Autoencoders attempt to learn a function h such that hy,;,(x) = x, with W representing weights
and b representing bias. Unsupervised autoencoders are taught by minimizing a loss function such as the squared
error. An autoencoder can learn the identity function and reconstruct the input similarly if the hidden layers are
greater than the input layer.

Two symmetrical DBNs make up deep autoencoders. They have the ability to compress data. They can also be
used to model a topic. The method of determining the topic or themes in a batch of documents is known as topic
modeling. One encoding part and one symmetrical decoding part make up deep autoencoders. Each component
is made up of one or more DBNs. An autoencoder accepts binary data as input, but it can also accept data with

real values.
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Autoencoders can be regarded of as a subset of feedforward networks, and they can be trained using the same
methods, most commonly minibatch gradient descent with BP gradients [62]. Learning takes place by minimizing

a loss function L that can be described as follows:
L(x,g(f(x))), (3.24)

by penalizing g(f(x)) for being dissimilar to x. When employing an autoencoder, we are usually more interested

in the qualities of the compressed representation than in the output.

3.4 WEIGHTS DIRECT DETERMINATION OF FEEDFORWARD NEURAL NETWORKS

ANN has been extensively studied and applied in a variety of scientific and engineering domains, particularly
using error BP training techniques. The feedforward NN based on the error BP training algorithm or its variants
is one of the most important and popular feedforward NN models, with numerous theoretical analyses and real-
world applications. BP algorithms are gradient-based iterative approaches that alter the artificial NN weights in
a gradient-based descent direction to bring the input/output behavior into a desired mapping. BP-type NNs, in

particular, appear to have the following weaknesses:
« the probability of being trapped in some local minima;
« difficulty selecting suitable learning rates (or, say, speed of training);

« inability to design the optimal or smallest NN structure in a deterministic manner (or, say, high computa-

tional complexity).

Many improved BP-type algorithms have been developed and explored as a result of the foregoing inherent
weaknesses. There are two types of improvements in general. On the one hand, the normal gradient-descent
method could be used to improve BP-type algorithms. Numerical optimization approaches, however, might be
used to train a NN model. It is worth noting that in order to increase the performance of BP-type NNs, many
researchers focus on the learning algorithm itself [66]. Almost majority of the improved BP-type algorithms, on
the other hand, have yet to overcome the aforementioned fundamental weaknesses [67].

The aforementioned weaknesses of multi-input BP-type NNs can be overcome and NN performance improved
by focusing on the use of various AFs and determining the optimal NN structure. Note that three major issues

must be resolved during the design of a NN model for any application:
« the AF;
« the number of hidden-layer neurons (or, say, the structure);
« the computation of connecting weights between two separate layers.

According to the previous analysis, obtaining the optimal connecting weights and the optimal number of hidden-
layer neurons for the multi-input NN are useful and important, especially in the general multi-input NNs, because
they can considerably reduce the computational complexity and promote hardware realization. That is, they

improve the efficiency of the NNs [68]. To overcome the problems produced by the BP algorithms and to specify
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the optimal NN structure for better practical applications, several weights-and-structure-determination (WASD)
algorithms are introduced in [68] as better alternatives. The WASD algorithm, which employs the weights-direct-
determination (WDD) subalgorithm, specifies the optimal connecting weights between hidden layer and output
layer directly (i.e., just in one step), and, at the same time, finds the optimal structure of the NN during the

training process.

3.4.1 TIME-SERIES FORECASTING

In [69], employing a novel multi-function activated WASD for time-series (MAW'TS) algorithm, a 3-layer feed-
forward multi-input MAWTS-based NN (MAWTSNN) model is proposed for handling time-series modeling and
forecasting problems. The MAWTS algorithm employs four AFs to determine the MAWTSNN’s optimal weights
and structure, while employing cross-validation to avoid overfitting. More precisely, the MA-WASD algorithm
finds and keeps only the powers of the AFs that reduce the model’s error during the validation process. This
reduces the computational complexity even more than conventional WASD algorithms, which may need a signif-
icant number of hidden-layer neurons, while cross-validation during the training phase improves the accuracy
of anticipated results even further. Note that, each one of the optimal powers may have a different AF from the
others. As a consequence, during the training phase, the error produced decreases even more than if only one AF
was applied. The similarities between the MA-WASD and the other WASD algorithms for handling time-series
modeling and forecasting problems in [68, 70] are that they embody the WDD process and they are liable for
training the NN model, while the differences are the multiple power AFs, and the cross-validation during the

training process.
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Figure 3.13: Structure of the multi-input MAWTSNN Model.

This subsection introduces a 3-layer feed-forward NN model with M input and N hidden layer neurons, as
shown in Fig. 3.13. Particularly, the input layer receives and distributes input X to the relevant neuron in the next
layer with equal weight 1. The input layer’s values Xj, Xy,..., Xjs are received from the middle layer, which has
at most N in number power activated neurons and the corresponding AFs Fy.1(X1, Xo,...,Xp), d€[0,n—-11ScZ
are power activated functions. Last, the third layer is the output layer and has one linear activated neuron. The

weight vector W is made up of the weights W; in the neuron-to-neuron interaction between the second and
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third layers’ neurons. It is worth mentioning that the weights W; are found through the WDD algorithm. The
corresponding NN model is called MAWTSNN and its main features are its multiple AFs employment and its
minimum hidden layer usage. These features can be achieved by a novel MAW'TS algorithm, specially designed
to train the MAWTSNN model.

WDD PRrocEess

Machine learning is a heavy computational process, and the measurement of the training error is not a simple
task. In order to accelerate this process and clarify the network structure, the WASD algorithm for NN training
is introduced [68].

Comprehensive outlines of main theoretical underpinnings and analyses are provided in this subsection for

the construction of the MAWTSNN. The Taylor polynomial (TP) theorem [71] is given below.

Theorem 3.4.1 Assume that the target function ®(-) has continuous derivatives of (K + 1)-order, K = 0,K € Z, then
forx€la,b),
D(x) = Px(x) + Rx(x), (3.25)

where Py (x) is a polynomial employed to approximate ®(x) while Rg (X) is the error term.

For a fixed value r € [a, b], ®(x) may be approximated as below:

K q)(i) .
D) = Pr(x) =Y i'(r) Sy (3.26)
i 1

where @9 (r) signifies the value of the i-order derivative of ®(x) at the point r and i! signifies the factorial of i.
It is worth noting that Pk (x) is the K-order TP of function ®(x).

Theorem 3.4.2 The TP approximation theorem may be used to approximate multivariable functions [71]. For a
target function ®(x1, X2,..., Xg) with (K+1)-order continuous partial derivatives in an origin’s neighborhood (0, ...,0)

and g variables, the K-order TP Pk (x1, X2,..., Xg) about the origin is:

K X1 Xg [ e d(0,- -, 0)
Pr(x1, X0, Xg) =, ). £

. : - ) (3.27)
i=0iy+tig=i 117" lg 0x'---0xg

where i3, 1o, ..., ig are nonnegative integers.

The relationship among the NN’s input Xj, X», ..., Xjs and the output target Y may be circumscribed with the
next nonlinear function:
Y = ®(Xy, Xo, ..., Xag). (3.28)

Because we are dealing with time-series, an approach similar to the NNs in [68, 70], which is inline with
the K-order TP, is employed. Considering that y;, y;—1,Y:-2,..., ¥r—um is a time-series, where y;_1,Y;-2,..., Yi-m

corresponds to the NNs variables Xj, X»,..., Xj, respectively, and y; corresponds to the NN’s output target Y,
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the NN model performs a nonlinear functional mapping from the past observations to the future value y;. That
is, setting

yt=q)(yt—l)yt—2»---ryt—M)r (329)

with ¢ = 1 variables and continuous partial derivatives of (K + 1)-order in an origin’s neighborhood (0, ...,0), the

K-order TP Pg(y;-1,Vi-2,---,Vi—pm) may map (3.29) as below:
N-1
Pk(Yi-1,Vi=2-- 0 Yi-M) = Y_ GuWy, (3.30)
v=0

where q, = Fy(¥1-1,Y1-2,--» Yi-M) € RVM with F,(-), v=0,1,..., N—1, implying a power AF of all inputs, and
w, € RM signifies the weight for g,.
Moreover, for a given number of samples s € N, we set G5,y = Fy(Vi—1-5) Vi-2—5,-++» Vi-M—s) € RS*M and, as a

consequence, the input-activation matrix becomes

10 911 --- gi,N-1
920 g21 ... q2,N-1 "

Q=1 o . e RS*MN (3.31)
qs0 ds1 ... (gs,N-1

RMN*s and the desired-output vector Y = [y, y¢-1,..., Yi—s] € R®.

the weight vector W = [wg, wy,..., wn-1] €
Considering that and opposed to the iterative weight training in traditional NN, the MAWTSNN’s weights are
found through the WDD algorithm [71]. In line with the NN of Fig. 3.13, WDD calculates the optimum weights

from hidden-layer to output-layer neurons using the following process:
w=Q'Q'Q'Y=Q'y, (3.32)

where the operators ()~ and (-)7, respectively, signify inversion and pseudo-inversion. To put it another way,
the weights are obtained using a direct pseudo-inverse procedure.

Several AFs, such as Chebyshev polynomials, Euler polynomials, sine, square wave, are employed on NNs in
[72-74]. In the case of the second layer of the MAWTSNN, we employ the following four AFs:

(AF1) Power: F,(X)=X®"€ (—00,00)
(AF2) Power sigmoid: F,(X) = X 0 /X" +1) e [%, 1)
4 (3.33)

(AF3) Power inverse exponential: F,(X) = e® X" ¢ 0,1)

(AF4) Power softplus:  F,(X) = In(1 +e°X"") € (0,00)

where X denotes the function input, v € Z* implies the power number, ® and superscript ()€ signify the Hadamard
(or element-wise) product and the Hadamard exponential, respectively. Note that Z* denotes the nonnegative
integers. It is worth noting that these four power AFs have different output range. Moreover, since the WDD

process is based on the K-order Taylor-polynomial, the WASD-based NNs use only power type AFs. Keeping this
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in mind, standard NN AFs can be easily converted to power AFs for use in the WDD process while maintaining
their mathematical properties by simply adding a power in their dependent variable. The aforementioned con-
version is used in the proposed power sigmoid, power inverse exponential, and power softplus AFs, which are
based on the standard NN AFs sigmoid, Gaussian, and softplus, respectively. This allows a WASD-based NN to
exploit the properties of the standard AFs. Since each AF has its own empirical performance and mathematical
properties, implementing multiple AFs in a WASD algorithm instead of only one will improve the NN’s perfor-
mance and accuracy. As a result, the hidden-layer neurons of the K-order TP NN employ four different power

AFs to produce different activation in each hidden-layer neuron.

THE MAWTS ALGORITHM

This section introduces the MAWTS algorithm, which is in charge of training the NN model. The MAWTS
algorithm is described in detail throughout this section, and the entire process is depicted in Fig. 3.14. Assuming
that X € RC is a time-series and by Xmin and Xmax, respectively, we denote the minimum and maximum values
X, then we normalize X to a range of [-0.5,—0.25] as follows:

X — Xmin 1

Xnor=—m—m— — —. 3.34
nor 4(Xmax - Xmin) 2 ( )

It is worth noting that the MAWTSNN can deal with over-fitting in this way. Furthermore, we set the parameter
p € (0,1] € R, which denotes the exact percentage among the fitting and the validation set, Xi; and Yy, respectively.
Note that this is the well-known cross-validation method, which is employed to evaluate the consistency of a
machine learning model employing the validation data, as part of training. Since the validation set is disjointed
from the training set, validation helps to secure that the model generalizes beyond the set of training. Setting r
the round number of the product pG, we have Yy = Xpor(r +1: G) € RX where K=G-r.

Then, for the delays number M =1,2,...,r/3, the MAWTS algorithm repeats the following 7 steps.

Step 1: By rearranging Xy, it creates the fitting set as follows:

Xnor(r—-M+1) Xpor(r—-M+2) ... Xnor(7)
Xnor(r—M+2) Xpor(r—-M+3) ... Xpor(r+1) KxM
Xy = . . ) . eR . (3.35)
Xnor(G— M) Xnor(G-M+1) ... Xpor(G-1)

and for each v =0,1,..., Umax repeats the following (2)-(5) steps.

Step 2: MAWTS creates Q;,i = 1,...,4 matrices, one for each of the four AF of (3.33), on the fitting set for X, in
line with Alg. 1.

Step 3: The weights W;,i =1,...,4 are obtained for the first k = pK samples (fitting set) of Q;, i.e., Q;(1: k,:), in
line with the WDD process of (3.32). That is, we set W; = Q;(1: k, :)TYtr(l 2 k),i=1,...,4.

Step 4: Based on W; of the previous step and the last K — k samples (validation set) of Q;, i.e., Q;(k+1:K,:),
their predictions mean absolute percentage error (MAPE) over the target value Y is measured. That is, we

set }A’tr(k+ 1:K)=Qi(k+1:K,)W;,i =1,...,4, where f/tr(k+ 1: K) denotes the predictions on the validation.
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Algorithm 1 Computing the matrix Q.

Input: The data X, the delays number M, the vector V which includes the optimal powers of every
hidden-layer neuron checked so far, the A=[AF1 AF2 AF3 AF4] which includes the optimal AFs
of V.
1: i1
2: while i <length(V) do
3 X XxeVl

4. if A(i) == AF1 then

5: QG,MGE-1)+1:Mi)—X

6: else if A(i)== AF2then )

7: QGL,MG-1)+1:Mi)—eXo(eX+1)7!
8: else if A(i) == AF3 then A

9: QG,MGA-1)+1:Mi) —e X

10: else if A(i) == AF4 then

11: QG,MGI-1)+1:Mi) —In(1+X)

12: end if

13: i—i+1

14: end while
Output: The matrix Q.

Note that the MAPE is a well-known statistic tool that measures the accuracy of a forecasting approach and is
commonly used in machine learning as a loss function for regression problems. In addition, MAPE values that

are closer to zero are preferable, and is calculated as follows:

(3.36)

where Y and Y signify the target and the forecasted price, respectively.

Step 5: Based on the MAPE, the MAWTS algorithm choose the best performing AF of each v, iteratively. If the
MAPE for the particular v is lower than the previous best MAPE, then a new hidden-layer neuron is created
under that v, and if the MAPE for the particular v is higher than the previous best MAPE, then this v is bypassed
and not included in the hidden-layer neurons. As a result, MAWTS algorithm is able to keep at minimum the NN
hidden-layer neurons while reducing the overall MAPE of the NN model.

Step 6: The MAWTS algorithm compares the best MAPE of the current M to the minimum MAPE of the optimal
delays number so far. If so, the best MAPE of the current M becomes the minimum MAPE, and the current M

becomes the optimal delays number.

Step 7: The MAWTS algorithm computes and outputs the optimal M and the optimal W on the whole samples
of Q along with the optimal powers in vector V and their corresponding AF number in vector A. Note that the
optimal number of the MAWTSNN’s hidden-layer neurons N is equal to the length of vector V.

To summarize, normalizing the time-series data and then splitting them into the fit and the validation set,
MAWTSNN model employs the MAWTS algorithm for training. Given the maximum v, vpax, of the AF, the
MAWTS algorithm finds the optimal number of delays M, the optimal AFs and the optimal structure of the NN
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model measuring the MAPE of the validation set. It is worth mentioning that the optimal structure of the NN
model corresponds to the optimal number of input variables M and the optimal number of hidden-layer neurons
N along with their optimal powers in vector V and optimal AFs in vector A. When the optimal structure of the
NN is obtained, the next Z in number prices of the time-series can easily be calculated iteratively. Notice that the
input prices must be normalized and the NN output must be denormalized based on the Xp,in and Xmax, which

were determined before the NN’s training. Also, the complete process for modeling and forecasting with the

MAWTSNN model is described in Fig. 3.15.

Set r < pG, k — pK, S « round(r/3),

Initialize " Yir — Xnor+1:G), and M — 1

Set Xtr < (3.35),and V,A «— [, EM«— 0, v« 0,i 1 <4—VYes M<S? —_—
>V < Vmax-1? N
‘ i
Yes
v
— i<4? EMm <EM?
No Y
A 4 A 4
Calculate Q via Alg. 1 for Xu with M, Calculate Q via Alg. 1 for Xt with M,
the Afs powers [V;v], and the AFs [A;i] the Afs powers V, and the AFs A N
Calculate W via Eq. (3.32) for Q(1:k,:), Ne .
and Ev(i) via Eq. (3.36) for Qk+1:K,)) | o Calculate W via Eq. 3.32) for Q
Seti— itl Set EMm «— EM, Mbest «— M, Whoest «— W,
Vbest < V and Abest — A
v
EM <min(Ev)? ——————— Set M < M+1
Yes i
A 4
Set EM «— min(Ev), V « [V;v] and A « [A;i of min(Ev)] Ne Return Whest, Mbest, Vbest and EMm ¢——
Set v — v+1 — Quit

Figure 3.14: The MAWTS algorithm.

3.5 ZEROING NEURAL NETWORKS

Nowadays, it is considered normal in academia and industry to handle intractability problems and solve com-
plex computation equations by using NNs. These problems can be formulated as a set of equations by finding the
zeros of them. Zeroing NNs (ZNN) are a class of NNs which are particularly dedicated to find zeros of equations.
In the past years, ZNN have played an essential role in the online solution of time-varying (TV) problem and
many useful research results have been reported in the literatures.

Various complicated problems have been approached with NNs in many fields of scientific research [75, 76].
For instance, an adaptive fuzzy controller based on NN is presented for a class of nonlinear discrete-time systems
with discrete-time dead zone in [75]. An adaptive decentralized scheme based on NN is constructed for multiple-
input and multiple-output (MIMO) nonlinear systems with the aid of back-stepping techniques in [76], where

a scheme like that guarantees the uniform ultimate boundedness of all signals in the closed-loop system with
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Set X the time-series
Input Data > observations, and Z the desired
number of forecasted prices

'

Calculate W, M, V and A via MAWTS <«—— Find Xmin, Xmax and set Xnor < (3.34)

Set Xtest the testing data with M in
number observations and normalize —» Set p < 1 and Z «— [Xtest;zeros(Z,1)]
them under Xmin, Xmax

Set Ytest - Z(end-Z+1 :end) and < o 0<Z?
denormalize it under Xmin, Xmax -

¢ Yes
A 4

Return the forecasted prices Ytest Compute Q under M, V and A for Z(1:M+p)

Quit Set Z(M+1:M+p) «— QW and p — p+1

Figure 3.15: Complete process for modeling and forecasting.

respect to mean square. RNN models, as a branch of artificial intelligence, have received considerable investiga-
tion in many scientific and engineering fields, which is often exploited for computational problems [77, 78] and
nonlinear optimizations are solved by many methods [79, 80].

In general, RNNs can be divided into two classes: (1) the continuous-time RNNs and (2) the discrete-time
RNNs. By exploiting a numerical differential formula, a continuous-time RNN model can be discretized into a
discrete-time one. Nevertheless, a numerical differentiation rule does not necessarily generate a convergent and
stable discrete-time RNN model even though the original continuous-time RNN model is convergent. In addition,
it can be considered as a numerical algorithm [81] if the discrete-time RNN model is coded as a serial-processing
program and performed on the digital computer. ZNN is able to perfectly track TV solution by exploiting the
time derivative of TV parameters as a novel type of RNN specifically designed for solving TV problems. Hence,
many researchers make progresses along this direction by proposing various kinds of ZNN models for solving

problems with different features.

3.5.1 CONTINUOUS-TIME ZNN

Consider a performance index whose minimal point is identical to the solution to the task problem, a stan-
dard approach is to design a RNN evolving along the negative gradient descent to achieve a minimum of the
performance index. Many gradient-related methods had been reported on the solutions of algebraic equations
and optimizations before the proposal of ZNN approach, i.e., zero-finding problems [82, 83]. Nevertheless, these
methods may fail to work well when exploited to the online solution of dynamic problems with TV coefficients,
which is intrinsically due to the lacking of the compensation to the velocity components of the TV coeflicients.
Consequently, any method designed intrinsically for computing the static problem can no longer guarantee the
decrease of the performance index of a TV problem in view of the variability of coefficients, hence, the task is
possibly leading to a failure with large residual error. For example, in [84, 85] it is observed, investigated and

analyzed that the residual error of gradient-based NN (GNN) for solving a TV problem can not be eliminated and
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remains at a relative high level. In [81] it is shown that, when exploited to solve a TV problem, any traditional
method that does not exploit the time-derivative information of TV coeflicients can not converge to the theoretic
solution with the residual error proportional to the value of the sampling gap.

In [86], Zhang et al. present a RNN for solving the TV Sylvester equation, in order to solve a TV problem in
an error-free manner which is depicted in an implicit dynamical system and can be deemed as the seminal work
on ZNN. They further generalize and summarize the design procedures of such a methodology, and analyze the
convergence and stability of the corresponding ZNN model for TV matrix inversion in [87]. Notably, for solving

a TV matrix inversion problem depicted in the form of
ADX() =1, (3.37)

where A(f) € R™*" is a smooth matrix with its derivative assumed to be known, I € R"*" is the identity matrix
and X (1) € R™" is the unknown matrix to be obtained.

The core in the design of ZNN model is to construct an error function E(f) = A(#) X (¢) — I, which is evidently
different from the performance index of gradient-related methods. Following that, the ZNN design formula comes

to enforce the corresponding E() to converge to zero:
E(t) = —yD(E(1), (3.38)

where y > 0 and ®() is a matrix array of AF ¢(-). In [88], the ZNN design formula is implemented for vector-
valued TV problems, e.g., the system of linear equation A(#)x(f) = b(t), with A(¢) e R™*"*, x(t) e R"” and b(¢) e R,
and, as a consequence, the error function can be designed as e(#) = A(£)x(t) —b(#). Even for the scalar-valued TV
problems [89], e.g., the TV 4-th root finding problem x*(t) = a(t), with a(f) € R and x(t) € R, the error function
can be designed as e(t) = x*(t)—a(r). Note that the matrix-valued (or vector-valued) error function is a decoupled
system and thus its i j-th (or i-th) subsystem, i.e., the scale-valued dynamical system é(f) = —y¢p(e(t)), can be
used to analyze the corresponding convergence and stability. In essence, any ZNN model for solving any TV

problem can be deemed as an equivalently expansion of the ZNN design formula (see Tab. 3.2).
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Table 3.2: Continuous-time ZNN models constructed for solving TV problems.

Dynamic problem Error function ZNN model Reference
athroot finding  e(f)=x'n)-a()  i(n=XOaO) g
x* (1) = a(t)

Linear system e(r) = ADx() - AW®X(@®) = —ADx() + [90]
A(D)x(1) =b(1) b(7) b(1) -y ®(A(DX(1) = b(1))
Matrix inversion EM=ADX0 -1 ADX@) = -ADX©®) - [87]
ADX() =1 YO(A() X (1) - 1)

Matrix square roots E()=X*(1)—A() XX + X(OX@®) = [91]
finding X2(1) = A1) —y®(X2(1) - A1) — A1)
Nonlinear equations e(#) = f(x(?), #) x(1) = —Jlx),0 [92]
fx(1), 1) = 0 (YOEx(r), 1)) + L&)

Modified ZNN models have been frequently proposed by considering different internal and external factors
since Zhang et al. proposed them in the 2000s. Especially, when nonlinear AFs are incorporated into the network
models, stability research has gained significant progress. A brief review on the design of continuous-time ZNN

models for various problems solving is presented in [93] and some new variations have taken place in [94].

CONVERGENCE AND STABILITY

The basic problems in the research of NNs are convergence and stability. In general, there are three ways
for proving the convergence of ZNN models, i.e., proof based on Lyapunov theory [95, 96], ordinary differential
equation (ODE) [87, 88], or Laplace transform [84, 97-99].

NONLINEAR AFs

For the acceleration of the convergent speed of ZNN models, nonlinear AFs are used in their design and

construction. Commonly, the following ones are often employed to construct ZNN models [91, 100]:
o the power-sum AF: ¢(e;) = Zév e‘?.‘N_l, where N > 1.

o the power-sigmoid AF:

1—exp " T+exp(=Ze;)’

er, if lej| = 1

1+exp(—¢) 1—exp(—¢e;) if le;] < 1
- i
plei) = { =0

where p is an odd integer and ¢ > 0.

 and the hyperbolic sine AF: ¢(e;) = EXp(zeim) - EXp(_zeim), where m is an odd integer.

60



In order to prove the convergence of these nonlinear function activated ZNN models, a common approach is to
construct a Lyapunov function candidate V (¢) = el (re(r)/2, and then compute its time derivative V, which is
smaller than that of linear function activated ZNN model. Hence, the conclusion is that nonlinear AF can be
used to accelerate the convergence speed. Many existing results on the ZNN concern the case that AFs should

be continuous and strictly monotonically increasing, which is a limitation and should be resolved in the future.

FINITE-TIME CONVERGENCE

Li et al. present a nonlinear function to accelerate the continuous-time ZNN to finite-time convergence for
solving TV Sylvester equation in [101] and follow up with the online solution of dual NNs for solving quadratic
programming problems in [102] as a result of the in-depth research on the ZNN model and inspired by the study
on finite-time convergence in continuous autonomous system [103, 104]. Thereafter, many different finite-time
AFs have been proposed and employed to various ZNN models, e.g, TV matrix pseudoinversion in complex
domain [105], Lyapunov equation [106], equality-constrained quadratic optimization [107], linear complex ma-
trix equation [108] and so on [109]. Observe that the residual error of a traditional ZNN model exponentially
converges to zero, which means that the smaller the residual error is, the slower the convergent speed is. Conse-
quently, an effective way to achieve finite-time convergence is to amplify the value of é(#)/e(t) to large enough
when e(f) approaches to zero. Furthermore, in [110], it is investigated that various ZNN models can be designed
by exploiting different error functions for a TV problem solving, which can be accelerated to finite-time conver-

gence.

CoMPLEX-VALUED ZNN MODELS

Over the past few years, different ZNN models have received considerable studies in many scientific and
engineering fields, which successfully tackles the estimation error problem in the real domain. In comparison
to these ZNN models defined in the real domain, the research on complex-valued ZNN models shows advantage
over conventional real-valued NNs in complex problems solving. The first proposition of a complex-valued ZNN
model capable to solve the TV matrix-inversion problems in complex domain was made in [96]. Note that it uses
only linear AFs for ensuring the global convergence of the NN. As mentioned earlier, many nonlinear function
can be used to accelerate the convergence speed of ZNN model, which inspires Li et al. to explore nonlinear
complex-valued AFs to accelerate the convergence of ZNN with guaranteed global convergence in [111]. They
find two classes of AFs to achieve the global convergence of the complex-valued ZNN for solving the complex-
valued TV Sylvester equation and then accelerate it to finite-time convergence. By exploiting different techniques
to compute the TV complex-valued pseudoinversion problem Liao et al. propose five ZNN models in [112], which
is further generalized to complex-valued matrix inversion in [113]. Qiao et al. present two complex-valued ZNN
models for computing the Drazin inverse, which is accelerated to finite-time with proven upper bounds of the
convergence time in [109]. Also, online solution of complex-valued systems of linear equations is investigated

in the complex domain via a GNN model in [114].
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NOISE-TOLERANT ZNN MODELS

For solving TV problems, many computational models such as the conventional ZNN models usually assume
that the solving task is free of noises or that the noise reduction operation has been completed before the com-
putation [115]. Point out that time is valuable for the online computation of TV problems and the preprocessing
for denoising may consume extra time. In that case, the online computation is no longer required. In order
to avoid that an integration-enhanced ZNN design formula is proposed in [98] for TV matrix inversion, which
leverages the integration-control technique in control theoretical and is able to handle simultaneously the noises.
In [99], such a noise-tolerant ZNN design formula is used to construct continuous-time ZNN model with non-
linear AF exploited for accelerating the noise-tolerant model. Authors in [97] analyze and design different ZNN
models via a systematic approach from the control perspective for solving TV problems. The essence of the noise-
tolerant ZNN models is to leverage the error integration information to eliminate the constant bias errors. The
challenge in this approach is how to determine the suitable AFs for accelerating its convergence. By exploiting
noise-tolerant ZNN design formula to solve different TV problems, various noise-tolerant ZNN models that ex-
ploit the time-derivative information of coeflicients as well as the error integration can be constructed with their

formulations shown in Tab. 3.3.

Table 3.3: Continuous-time noise-tolerant ZNN models constructed for solving TV problems.

Dynamic problem Noise-tolerant ZNN model

ath root finding i(r) = $OAEOO) 3 f1(34(8) — a(5))do

xHt) = a(p)

Linear system ADX(1) = — A(DX(8) +b(1) — Y (AWDX() = b(1) = A [ (AB)X(8) —
A(D)X(1) = b(1) b(8))dd

Matrix inversion AWWX(D) =-ADX) - y(ADX @) - D - A [ (AG)X(S) - Ddb
ADX() =1

Matrix square roots X (£)X(f) + X())X(£) = —y(X2(t) — A(1)) — A1) — A f§ (X%(5) -
finding X?(1) = A(t)  A())dd

Nonlinear equations  x(£) = —J ' (x(8), 1) (y(fx(t), 1)) + ZHLD _ ) [(§(x(5),5))d¥)
f(x(t),1) =0

3.5.2 DISCRETE-TIME ZNN

As mentioned before, for solving different problems there are various presentations of continuous-time ZNN
models. Nevertheless, it is different for a digital computer to implement continuous-time ZNN models directly
owing to the fact that step size in simulating continuous-time systems is variable and that the digital computer of-
ten requires constant time step [116, 117]. Also, it is always assumed that neurons communicated and responded
instantaneously and without any delay for continuous-time ZNN models. However, time delay is unavoidable

in digital circuits due to the existing of the sampling gap. So, researchers devote their effects to propose and
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investigate discrete-time ZNN (DTZNN) models for online TV problems solving. In addition, some challenges of
developing the DTZNN models from the continuous-time ones for the TV problems solving are listed as follows:
1. In terms of time, any TV problem can be considered as a causal system and thereby, the related computation
should be conducted based on the existing data, i.e., the present and/or previous data, for computing the future
solution because of the unavailability of future data. For example, for solving the TV matrix inversion problem
3.37 in a discrete manner, at the time instant f;, we can use the known information, e.g., A(fx) and A(ty), not
the unknown information, e.g., A(fx;1) and A(fx,1) for computing the inverse of A(fy;1), i.e., X(fx+1). So, a
fundamental requirement for constructing the DTZNN model is that we can not use future data.

2. Proportionally, a attainable numerical differentiation formula for discretizing continuous-time ZNN model
should only have one point ahead of the target point. Thus, the constructed DTZNN model has only one un-
known point X (1) to be computed via the known data (e.g., A(#) and A(ti) when the numerical differentiation
formula is used to discretize the continuous-time ZNN model. Hence, the backward and multiple-point central
differentiation rules can not be used to construct DTZNN models, no matter how tiny the truncation error of
each formula is. Also, only the forward differentiation formulas with one step ahead can be considered for the
discretization of ZNN.

3. Computation consumes time inevitably at each time instant and time is important for the TV problems solving
in practice. Hence, it is highly important for someone to know how to design a very simple DTZNN model with
less calculation time.

The authors in [118] propose the first DTZNN model for constant matrix inversion, which bridges the gap
between DTZNN model and the traditional Newton iteration. At the early stage, Euler forward difference is
used to construct the discretize the continuous-time ZNN model [119, 120]. The DTZNN models generated by
Euler forward difference are of the error pattern of O(2), where T denotes the sampling gap. For example, the

Euler-type DTZNN model for TV matrix inversion is directly given as [121]:
Xir1 = X — T X Ak X — WX (A X — D), (3.39)

where k denotes the iteration index and & = 7y > 0. Also, by leaving out the term 7 X A Xy and letting h =1,
the Euler-type DTZNN model 3.39 reduces to

Xir1 = X — X (A X — D), (3.40)

which is the Newton iteration. In essence, the traditional Newton iteration can be deemed as a special case of
Euler-type DTZNN model 3.39. In the meantime, the link between Getz—Marsden dynamic system and DTZNN
models is found in [122]. To achieving high accuracy in the discretization of ZNN models, a Taylor-type numerical
differentiation formula is proposed in [121] for the first-order derivative approximation. It has a truncation error

of O(?) and formulated as

2f (tres1) = 3f (1) + 2 f (tr—1) = f(tr—2) N
27T

fl(te) = 0. (3.41)
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For TV matrix inversion a new Taylor-type DTZNN model can be developed as
. 3 1
Xir1 = TXi A X — h X (A X — D + EXk —Xp—1+ EX]C_Z. (3.42)

The above Taylor-type DTZNN model converges to the theoretical solution of the TV problem with the residual
error being 0%, In [123], a numerical difference rule is established for first-order derivative approximation
with the truncation error of O(?). Based on such a new formula, a five-step DTZNN model is proposed for TV
matrix inversion, of which the residual error is O(t%). Observe that, the DTZNN models can be deemed as time
delay systems, and so, a large value of & may lead the model to oscillate. A direct way to remedy the instability is
to lessen the value of h. However, lessening the value of & would significantly slow the convergence of DTZNN

models.

3.6 NEURAL NETWORKS SOLVERS FOR LINEAR AND QUADRATIC PROGRAMMING PROBLEMS

In this section, TV linear programming (LP) problems and TV quadratic programming (QP) problems are ap-
proached by two continuous-time NN solvers. These solvers are the zeroing NN (ZNN) and the linear-variational-
inequality primal-dual NN (LVI-PDNN). It is worth mentioning that two ZNN solvers are introduced, one based
on the penalty function method and the other on the Karush-Kuhn-Tucker (KKT) conditions. The following are
some of the section’s general notations: the symbols 1,,0, denote a vector in R” consisting of ones and zeros,
respectively; 0,,x,, € R™*" denotes a zero matrix of n x n dimensions; I,, € R"*" denotes the identity n x n matrix;
© denotes the Hadamard (or element-wise) product and the superscript ()® denotes the Hadamard exponential;

X denotes a square diagonal matrix with the elements of vector x on the main diagonal.

3.6.1 THE LP/QP ZNN SOLVER BASED ON THE PENALTY FUNCTION METHOD

In view of its fundamental role playing in mathematical optimization, LP and QP problems have been investi-
gated extensively through the last decades [124-126]. Consider the following TV QP (TVQP) problem:

min LW D)2+ q (1) x(0) (3.43)
s.t. K(Hx(t) = p(D) (3.44)
D()x(t) < g(1) (3.45)
—&<x(p) <&t (3.46)

where the coefficient matrices K () € R™*" and D(r) € R¥*" are smoothly TV, while W (t) € R"*" is smoothly TV,
positive-definite and symmetric at any time instant ¢ € [0, tr] € [0,+00). At the mean time, coefficient vectors
q),& (1), () eR™, p(t) eR™ and g(1) € R¥ are all smoothly TV as well. Also, x(t) € R" is the desired solution
to be found in real time ¢. It is important to mention that when W (f) = 0,,x,,, the TVQP problem of (3.43)-(3.46)
becomes a TV LP problem. The three stages below can be followed to formulate a ZNN model for solving the
TVQP problem of (3.43)-(3.46) based on [127, 128].

Stage 1: (Reformulation of the TVQP problem) The TVQP problem of (3.43)-(3.46) can be formulated as

follows:
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min LW x(0/12+ g () x(1) (3.47)

x(1)
s.t. K()x(t) = p(1) (3.48)
D()x(r) = g(p) (3.49)
x(r)<¢&* (3.50)
-x(H)=-¢, (3.51)
Additionally, the TVQP problem of (3.47)-(3.51) can be reformulated as follows:
r)rcl(itgl T OW@x()/12+ g (Hx(8) (3.52)
s.t. K()x(t) = p(1) (3.53)
A(t)x(t) < b(1), (3.54)
D(?) g1
where A() = | I, | € RK+2mxn and b(r) = &t | € RK+27 Then, using the penalty function proposed in
—1I ¢
[127, 128], the problem of (3.52)-(3.54) may be reformulated as below:
min LW x()12+ gL (D x(D) + P(x(1)) (3.55)
s.t. K()x(t) = p(1), (3.56)

where P(x(1)) = p X2k =N with N;(1) = b (1) — A;()x(1), i =1,2,...,2n + k. Note that p = 0 is the penalty
parameter and s > 0 is the design parameter. Notice that when the value of s increases, the value of P(x(?)) is
more consistent with conditions (3.54), while if is too large, the calculations’ time will increase. The parameter

p may make the value of P(x(t)) close to zero when N(#) =0.

Stage 2: (Minimization conditions) To solve the TVQP problem of (3.55)-(3.56), the following Lagrange function

is determined:

L(x(0),M8), ) = x"(OW (D) x(5)/2+ P(x(8) + AL (1) (K () x (1) — p(1), (3.57)

where A(t) € R™. Then, the first-order conditions are:

QLLDADD = W (1) x(t) + q(1) + Px(1) + KT (A1) =0

(3.58)
aL(x((at;,(/tl)(t),t) =K()x(t) _p(t) =0
where Py(f) = ps X2 H* (e7 N0 AT (1)) e R™.
Stage 3: (ZNN solver) Setting the following error matrix equation group:
Er(0) = W0 x(0) + q(0) + Py (1) + KE(DA()
(3.59)

E> (1) = K(0)x(8) — p(1)
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and then substituting E;(f),i = 1,2, defined in (3.59) in place of E(#) into (3.38), one obtains

W(Ox(t) + W) E(D) + q(t) + P () + KL (OAD + KT (D) = —yE1 (0)

(3.60)
K(O)x(t) + K(D)x(t) — p(t) = —yEx (1)
where P.() = P1(8)x(t) + P> () x(t) + P3(t) with
2n+k
Pi)=ps* Y (e NWAL(D)A;(1) eR™™,
i=1
2n+k .
Py(t) = ps® ; (em N AT (D A (D) e R™™, (3.61)
2n+k . .
Ps()=ps Y. (eNMD (AT (1) - sA] (b(1))) eR™.
i=1
-D)’" =40
It is worth mentioning that A(f) = | 0,x, | € R¥*?*" and b(r)= | 0, |eRF*2". As aresult, (3.60) can be
Onxn On
reformulated as follows:
(W(t)+P1(t))X(t)+KT(t))l(t):—yEl(t)—W(t)x(t)—é](t)—KT(t)/l(t)—Pg(t)x(t)—Pg(t) (362)
3.62
K(0x(t) = —yE2(t) — K(1)x() + p(1)
Then setting
W(t)+P KT —YE () - W —g(t)-K" —-P -P
() = (1) + P1(1) () Cw) = YE1(¥) (Dx(1)—q(1) ‘ (OA() = P2 (1) x(2) — P3(2)  (3.63)
K(1) Omxm —yE2(t) = K()x() + p(2)
where S(1) € RU*FmM*(n+m) and y(£) € R™ ™, (3.62) can be reformulated as follows:
S y() = u(p), (3.64)

x(1)

where y(¢) = € R™*™ and S(¢) is a nonsingular mass matrix. As a result, the proposed ZNN model for

solving the TVQP problem of (3.55)-(3.56) is (3.64). It is worth mentioning that the solution y(#) of (3.64) can be
efficiently generated by employing an ode MATLAB solver. The convergence of the ZNN solver to the unique

theoretical solution is proven in the following theorem 3.6.1.

Theorem 3.6.1 Starting from any initial state y(0) € R"*"™, the state variable y(t) = [x(0)*T,A(0)*T]T of ZNN

(3.64) globally converges to the unique theoretical solution y*(t) = [x(), A()T1Y. That is, [lim y@®-y* () =0.
—00

Furthermore, the theoretical solution x* (t) of TVQP (3.55)-(3.56) is the first n elements of y* (t).

Proof. In order to obtain the solution y(#) of TVQP (3.55)-(3.56), the error matrix equation group is defined as in
(3.59), based on the ZNN design. After that, by adopting the linear design formula for zeroing (3.59), the model
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(3.60) is obtained. From [87, Theorem 1], each error matrix equation in the error matrix equation group (3.60)
converges to the theoretical solution when t — co. As a result, the solution of (3.60) converges to the theoretical
solution of TVQP (3.55)-(3.56) when ¢ — co. In addition, from the derivation process of (3.64), we know that it is
actually another form of (3.60). The proof is thus completed. []

3.6.2 THE LP/QP ZNN SOLVER BASED ON THE KKT CONDITIONS
Using the same concept as the previous subsection, the three stages below can be followed to create a ZNN
model for solving the TVQP problem of (3.43)-(3.46) based on the KKT conditions [129, 130].

Stage 1: (Reformulation of the TVQP problem) Consider the following reformulation of the TVQP problem
of (3.47)-(3.51):

I}}(it? T OW@x(0)12+ g  (H)x(p) (3.65)
s.t. K@®)x(2) = p(1) (3.66)
A x() + R®%(1) = b(1), (3.67)
D(1) g(n)
where A(t) = | I, | eR&2xn by =| &+ | e R**2" and R(r) e RF+27,
—1In =3

Stage 2: (Minimization conditions) To solve the TVQP problem of (3.65)-(3.67), the following Lagrange function

is determined:
L(x(8),A1(D, A2(8,R(1), ) = X" (OW (D) x(1)/2 + AT (DK (D) x(2) — p(D) + A3 (D (A x(8) + R®*() = b(1)), (3.68)
where 1;(t) € R™,i =1,2. Then, using the KKT conditions [131], we have

PEDALEOIRD = W(n)x(1) + (0 + KT (D1 (1) + AT(DA2(1) = 0

oL AL (),A2(8),R(2),
(x(1) la(i)l(tz)(t) WD = K(Hx(t) - p(£) =0
) (3.69)

L(x(2), . R(1),
LA L ORBD = A1) x(1) + R (1) — (1) = 0

OL(x(),A1(1),A2(8),R(1),t
(x(1) 13}%“)2() (2) ):AZ(I)QR(I)ZO

Stage 3: (ZNN solver) Setting the following error matrix equation group:

E (1) =W (D) x(D) +q(t) + KL()A1(0) + AT(DA2(2)

Ex(t) = K(D)x(t) — p(t)

4 (3.70)
E3(t) = A()x(t) + R®%(8) — b(1)

Ey (1) = A2(0) © R(?)
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and then substituting E;(f),i =1,...,4, defined in (3.70) in place of E(¢) into (3.38), one obtains

W) x(6) + W) x(8) + §(6) + KT (OA (1) + KT (O (1) + AT () Ao (6) + AT(D)A2(8) = —yE1 ()

K(Ox(t) + K(D)x(t)— p(t) = —yEx2 (1)

1 (3.71)
AD)x(t) + A x(D) + 2R(R(1) — b(t) = —yE3(1)

A2 (OR(E) + A2 (DR(t) = —yE4 (1)

-D)’ -g(1)
It is worth mentioning that A =] 0,5, | € RE+2mxn and b(r) = 0, |€ R¥*21_ Then setting
Onxn on
W (1) K1) Al (p) 0,1 (k+2n)
S(f) = K(1) Omxm 0m><(k+2n) 0mX(k+2n)
A(r) Oks2myxm  Okr2m)x (k+2n) 2R(1)
Ok+2myxn  Oks2mxm R A2 (1)
' . . . (3.72)
—yYE1(0) - W(@0)x() - ¢(1) - K ()M () — AT(D)A2(0)
W) = ~YEx(t) = K()x(1) + p(1)
~yE3(t) = A(t)x(1) + b(D) '
—YyE4(1)
where §(f) € RO+m+2)xGnm+2k) and y(f) € RS**M*+2K (3.71) can be reformulated as follows:
S y() = u(p), (3.73)
x(1)
At
where y(1) = .IE ; € RO+ M2k and S(¢) is a nonsingular mass matrix. As a result, the proposed ZNN model
(L
R(D)

for solving the TVQP problem of (3.65)-(3.67) is (3.64). It is worth mentioning that the solution y(¢) of (3.73) can
be efficiently generated by employing an ode MATLAB solver. The convergence of the ZNN solver to the unique

theoretical solution is proven in the following theorem 3.6.2.

Theorem 3.6.2 Starting from any initial state y(0) € R"*™, the state variable y(t) = ()T, (0T, A(0)*T, R(e)* T T
of ZNN (3.73) globally converges to the unique theoretical solution y*(t) = x(OL O 0T, RO, That is,
tlim (y(©) —y* (1)) = 0. Furthermore, the theoretical solution x*(t) of TVQP (3.65)~(3.67) is the first n elements of
—00

y*(@).

Proof. In order to obtain the solution y(#) of TVQP (3.65)-(3.67), the error matrix equation group is defined as in
(3.70), based on the ZNN design. After that, by adopting the linear design formula for zeroing (3.70), the model

(3.71) is obtained. From [87, Theorem 1], each error matrix equation in the error matrix equation group (3.71)
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converges to the theoretical solution when t — co. As a result, the solution of (3.71) converges to the theoretical
solution of TVQP (3.65)-(3.67) when t — co. In addition, from the derivation process of (3.73), we know that it is
actually another form of (3.71). The proof is thus completed. []

3.6.3 THEe LP/QP LVI-PDNN SOLVER

As a specific case of mathematical programming, solving LP/QP problems has been widely encountered in
numerous scientific disciplines and industrial applications, such as robotic control [98], data regression [132],
human movement analysis [133], pattern recognition [134] and signal processing [135]. In the past, the LP/QP
problems investigated by researchers are usually only subject to less than two different kinds of constraints
[132]. In addition, most of the researches are dedicated in investigating LP/QP problems that are based on static
coefficients [125], which means that the methods and the algorithms that are designed for handling such a class
of LP/QP problems are incompetent when being applied to TV cases.

It should be noted that due to its parallel distributed computing nature and hardware-implementation availabil-
ity, the NN approach has been considered as a powerful tool for real-time computation for more than a decade
[136-148]. For example, in [136], it is presented a simple, piecewise-linear, and global convergent to optimal
solutions dual NN. A primal-dual NN (PDNN) with simple and piecewise-linear dynamics based on linear vari-
ational inequality (LVI) is introduced [148]. A linear-variational-inequality based primal-dual NN (LVI-PDNN)
is globally convergent to the optimal solution(s) and obtain the capability of handling both LP and QP problems
that are in the same/unified manner [143].

The general TVQP problem formulation investigated in [149] is presented as the equations:

I?(it? LW x(B/2+ g (1) x(1) (3.74)
s.t. J(0)x(t) =d(1) (3.75)
A(D)x(8) < b(1) (3.76)
(D =x(n) <& (), (3.77)

where the coefficient matrices J(¢) € R™*" and A(f) € R¥*" are smoothly TV, while W (f) € R”*" is smoothly TV,
positive-definite and symmetric at any time instant ¢ € [0, tf] €10, +00). At the mean time, coefficient vectors
q), & (), () eR™, d(t) eR™ and b(r) € R¥ are all smoothly TV as well. In TV LP/QP (3.74)-(3.77), unknown
vector x(t) € R" is to be solved in real time .

In order to convert the TVQP problem of (3.74)-(3.77) into LVI-PDNN, we need to define some coefficients first.

Those coefficients are as follows:

w -JN AT q(
HO=| J®) Opxm Opmuil|, h®O=|-d®
—A()  Opxm  Opxk b(1)

Moreover, the definition of the primal-dual decision vector y(#) along with the lower and upper bounds, to which

is subject to, are depicted as

x(1) $ (@) &t
yO=ud|, ¢ @®O=|-01y|, ¢ @O=|+0ly],
v(t) 0 +01

where
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« constant @ > 0, being the numerical representation of +oo, is sufficiently large for implementation purposes;
o x(1) € [E7(1),&T (1)] denotes the original decision variable vector of primal LP/QP (3.74)-(3.77) evidently;
e u(?) € R™ is the dual decision variable vector corresponding to equality constraint (3.75);
o v(#) =0 € RF is the dual decision variable vector corresponding to inequality constraint (3.76).

In [149], the definition of the projection operator is Pq(z(¥) = [Pm (z1(1), Paa(z2(1)),...,
Pgn+m+k(zn+m+k(t))]T. Such a projection operator is vector-input vector-output (or say, vector-valued), and
projects from z(¢) € R Mk onto set Q = {z(1)I¢™ (1) < z(r) < ¢*(1)}. Similarly, projection operator Pq(-) is typi-

cally defined to be a function that is applied in an element-wise manner as follows:

¢ (1), zZi(®)<c (8
Poi(zi(0) =1 zi(t), ¢ (H=<zi()<c* (1), (3.78)
¢t (), zi(H)>¢* (1)

wherei=1,2,... m+n+=k.

GENERALIZED LVI-PDNN SoruTtioN TO LP/QP PROBLEMS

The following dynamical system can be used to solve this TV QP problem
J(0) =y + H (0)(Pa(y(n) — (HOy(1) + k(1)) - y(1)), (3.79)

where Pq(-) is the projection operator (see [149]) and y > 0 is known as the design parameter. Within hardware
permission, the value of y >0 should be set as the largest, or selected appropriately for simulation or experimental
purposes.

While solving static QP problems, beginning with any y(0) € R"*!*¥ initial state, the LVI-PDNN state vector
y(t) converges to the equilibrium point y*, wherein the first n elements are an optimal solution to the TVQP

problems (3.74)-(3.77). Furthermore, the following inequality is true for the static QP’s LVI-PDNN solution, [125]:

ly-Paty-Hy+p)|5zplly-v" 5. (3.80)

where |||l corresponds to the vector’s two-norm.

To gain a better understanding of LVI-PDNN’s real-time convergence, the residual error is defined as
E(t) = y(1) — Pa(y(t) — (H() y(t) + h(1))). (3.81)

Based on the inequality (3.80), the convergence of the y(f) state vector to the optimal y* (#) mathematical solution
can be reached if || E(¢) |I§ — 0.

CONVERGENCE ANALYSIS

In this subsection, we present, in a formal form, a convergence analysis of the LVI-PDNN model, based on
the conceptual framework proposed in [125], by Zhang et al. We start with the static general problem, which
handles LP/QP:
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min x'Gx/2+g'x (3.82)

X
subject to Dx=d (3.83)
Bx<b (3.84)
(C=sx=<(". (3.85)

The proposed primal-dual NN from [125] could solve online (3.82)-(3.85) based on the equivalence of QP/LP,
LVIand a system of piecewise linear equations. Then, in our case, equations (6), (7) from [125] can be reformulated

as equations (3.86), (3.87), respectively, where:

x - ¢t
y=|ul|, ¢ =|-01,|, ¢"=|+21,]|. (3.86)
9] 0 +o1,

Here, @ represents a sufficiently large positive constant (or vector of suitable dimensions), and 1, denotes a vector

of ones that is dimensioned appropriately. The coefficients in equation (5) are defined as [125]

G -D' B! g
H=|D o0 0|, p=|-d|. (3.87)
-B 0 0 b

In the following, we will use the same notation as in [125].

Theorem 3.6.3 (LP/QP-LVI equivalence) [125], Theorem 1) Itis possible to reformulate the optimization prob-
lem (3.82)(3.85) as: find a vector w* € Q such that Vw € Q= {w|¢™ < w < ¢} c R,

(w-w" (Hw* +p) =0. (3.88)

Theorem 3.6.4 (PDNN convergence) [125], Theorem 2) Starting from arbitrary initial state, the state vector
w(t) of the primal-dual NN (3.79) converges to the equilibrium w*, whose first m elements define the optimal
solution x* to the QP model (3.82)-(3.85). In fact, the exponential convergence can be reached if there is a constant
p > 0 satisfying

|w=Patw~Hw+p)|; = pflw-w[;.
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Intelligent Online Algorithms for Portfolio

Analysis and Management

Continuing our previous work on time-varying (TV) financial optimization problems [3, 5], our research fo-
cuses on popular portfolio selection problems, which are the minimum-cost portfolio insurance (MCPI) problem,
the Markowitz’s mean-variance portfolio selection (MVPS) problem, the Black-Litterman portfolio optimization
(BLPO) problem, and the tangency portfolio (TP) problem. These financial problems can be classified into two
categories. The one category includes TV linear programming (LP) problems and TV quadratic programming
(QP) problems, while the other category includes TV nonlinear programming (NLP) problems and TV integer
linear programming (ILP) problems.

Creating TV versions of the aforementioned financial optimization problems and adding nonlinear constraints
(NC), which refer to transaction costs (TC) and cardinality constraints (CC), the following TV financial optimiza-

tion problems are presented in this chapter:

the TV MCPI (TV-MCPI) problem [150, 151];

« the TV MVPS (TV-MVPS) problem [152, 153];

« the TV BLPO (TV-BLPO) problem [69];

« the multi-period (MP) MCPI under TC (MPMCPITC) problem [154];
« the TV MCPI under TC (TV-MCPITC) problem [155];

« the TV MVPS under TC and CC (TV-MVPSTC-CC) problem [156];
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« the binary Markowitz-based portfolio selection (BMPS) problem [157];
« the TV TP under NC (TV-TPNC) problem [158].

More precisely, the TV-MCPI problem is defined and studied as a TV LP problem, while the TV-MVPS and the
TV-BLPO problems are defined and studied as TV QP problems. In addition, the TV-MCPITC, TV-MVPSTC-CC,
MPMCPITC and TV-TPNC problems are defined and studied as TV NLP problems, while the BMPS problem is
defined and studied as a TV ILP problem.

Intelligent online optimization algorithms, which include modern neural network (NN) techniques and state-
of-the-art metaheuristics, are employed to solve the aforementioned TV financial optimization problems using
real-world datasets. More particularly, the TV LP/QP financial optimization problems are approached by two
continuous-time (CT) NN solvers. These solvers are the zeroing NN (ZNN) and the linear-variational-inequality
primal-dual NN (LVI-PDNN). Moreover, the TV NLP/ILP financial optimization problems are approached by pop-
ular metaheuristic optimization algorithms. These metaheuristic algorithms are variations of a nature inspired
algorithm called Beetle Antennae Search (BAS), whose primary advantage is its low time consumption. The fol-
lowing diagram, in Fig. 4.1, connects the financial problems presented in this chapter with the mathematical

methods that we intend to use to achieve our goal.

@
9
3
° MCPI
s, Mves Conversion—p> EEPWNNWNIY 7NN and LVI-PDNN g E
] BLPO =3
o TP 3%
: 5 5
£ | q2s
\uy Addition % %
TV-MCPITC &
. TV-MVPSTC-CC < >
Nonlinear -
N ——Conversion»  MPMCPITC  —Approach-»-: 1SR E T e) 1 13 8 Y=
Constraints BMPS [5)

TV-TPNC

Figure 4.1: Flowchart depicting the connection between financial problems and mathematical methods.

The following are some of the chapter’s general notations: the symbols 1,,0, denote a vector in R” consisting
of ones and zeros, respectively; 0,x, € R™*" denotes a zero matrix of n x n dimensions; I, € R"*" denotes
the identity n x n matrix; the operators ()7 and ()T denote transposition and pseudo-inversion, respectively; ©
denotes the Hadamard (or element-wise) product and the superscript ()® denotes the Hadamard exponential; X
denotes a square diagonal matrix with the elements of vector x on the main diagonal; zeros(-), mean(:), var(-) and

cov(-) signify regular MATLAB routines.
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4.1 THaE TV MINIMUM-COST PORTFOLIO INSURANCE PROBLEM

This section has been organised in the following way. Subsection 4.1.1 describes the TV-MCPI problem, sub-
section 4.1.2 presents the ZNN’s approach on the TV-MCPI problem and, in subsection 4.1.3, the LVI-PDNN’s
approach on the TV-MCPI problem is presented.

41.1 MINIMUM-CoST PORTFOLIO INSURANCE

For financial models, reducing portfolio costs is always of major importance. One way to reduce portfolio
costs is to minimize the cost of insurance (see [3, 43, 155, 156, 159, 160]). For instance, a TV optimization problem
is defined in [3] for minimizing the cost of insurance in portfolios which constructs the portfolio that replicates
a target payoff in a subset of states, in the case where the asset span is a lattice-subspace, and tackled with
Riesz spaces theory. In [160], the author solve the problem of optimal expected growth in a random trade time
model, taking into account the insurance of the portfolio in a low liquid market, to ensure the optimal constant
proportion portfolio insurance approach in a simple form. Inhere, we present a TV analog of the corresponding
static problem, which has been described and investigated in a number of papers, including [5, 161-164].

The continuous TV acceptation of the portfolio insurance problem introduced inhere is an innovative approach
that integrates robust processes from NNs to provide online, thus more realistic, solution. With Cla, b], we
indicate the space of real-valued continuous functions specified at [a, b] interval. The initial portfolio is a vector
O =1[p1,¢2,...,0,] €R?, where ¢;, i =1,2,..., n, is the number of shares of the ith security. The Euclidean space

R” is then referred to as portfolio space. If ¢ is a portfolio that is not zero, then its payoff is given by the formula

R(¢p) = i bixi(1),
i=1

where x;(¢) € Cla,b), i =1,2,...,n, and f € [a, b] < [0,+00). The R(-) operator, called the payoff operator, is one-
to-one, as defined in the previous formula. The payoff operator’s range space is the vector subspace generated
by the payoff vectors x;(#) in Cla, b], which is referred to as X (#) = [x1(£), x2(£),..., X, (£)]. We shall refer to X(¢)
as the space of marketed securities.

Let us suppose that p(£) = [p1(8), p2(8),..., pn(8)] is a vector of TV security prices, where p;(t) € Cla, b], i =
1,2,...,n. Inhere, we presume that the costs of insurance of the portfolio include a standard price plus a risk rate
of the assets. If the price rates related to the asset risk is denoted by 6 and the fixed price by S, then the function

of the fixed and linear insurance prices is composed as below:

Y; (1)

pl(t) =,B+5-Var[m
1

| i=12,...n (4.1)
where Y;(#) = [x; (1), x;(t—1),...,x;(t — ¢ + 1)], Var[Y;(#)]| denotes the variance of Y;(#). The number ¢ < -1,
c €N, is a constant number and implies the time delays. Since Y;(#) € R, it is the variance of its ¢ in number
normalized prices that measures the risk of the i asset. In this way, the insurance price of any asset relies on the
level of risk it bears, where there is a possibility that the expected return will be different from the real return.
Hence, the prices of insurance are becoming more realistic.

Considering that k = [k, k, ..., k] € R” denotes a vector with n coordinates equal to k € R, the insured payoff
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on the ¢ portfolio at the k “floor” and in the p(¢) price, is the supremum R(¢p) v k. Consequently, given an initial
portfolio ¢ and a floor k, the TV minimum-cost insured portfolio 7(¢) € R" is the solution to the following cost

minimization constrained problem:

. T X
rgl(gl p (1) -n(t)
s.t. R(n(1) = R(¢p) v k.

This problem can be written in TVLP format as well, by following [165], as bellow:

: T
min pl () -n(1) (4.2)
s.t. -XT()-n() < min{-XT (1) - ¢, -k} (4.3)

1
x1(0) x,(2)

: (44)

0=n(1) SXT(t)-qb-[

where the right part of (4.4) is the maximum merit of each stock that an investor is allowed to keep at time #, by

investing in each of them all the portfolio’s ¢ payoft.

4.1.2 TV MiNiMUM-CoSsT PorTFOLIO INSURANCE PROBLEM via ZNN

Bearing in mind its basic role in mathematical optimization, most aspects of LP have been thoroughly studied
over the last decades. Solutions to LP problems have been commonly used in a wide range of research and
industrial applications, see for example [132, 135, 166]. In the past, typically fewer than two different types of
constraints are subject to LP problems studied by researchers [132]. However, most studies were dedicated to
investigating LP problems on the basis of static coefficients, see [125], which means that methods and algorithms
designed to address such a group of LP problems are inoperative when employed to TV situations.

To approach the TV-MCPI problem with an ZNN, we need to include the equations (4.2)-(4.4) to the coefficients
of the ZNN in subsection 3.6.2. Consequently, we set the coefficients in (3.52)-(3.54) as follows:

W(t)=0nxn, q@®=p), K@O=I[1, p@)=I[1 x(@=n),

-X'(1) min{-X7 (1) - ¢, -k}
A(t) = I, €R(2n+l)xn’ b(t) = XT(t)-g[)- ﬁ,”_,ﬁ € R2n+1
~1I, 0,

Following the implementation of stages 1 and 2 in subsection 3.6.2, stage 3 defines the following error matrix:

E1 (D) =q(0) + AT (D)A)
{ E2(0) = A(©)x(8) + R®%(1) - b(2) (4.5)

Es(t) = A(t) @ R(?)
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and then substituting E;(f),i = 1,2,3, defined in (4.5) in place of E(%) into (3.38), one obtains

G+ AT (DA + AT (A = —YEL (D)

Y A()x(t) + A(D)X(t) + 2R(1)R(t) — b(1) = —yEx (1) (4.6)

ABORE) + A(DR(1) = —yE3(1)

It is worth mentioning that

-XT(n min{—X7(z)-¢,0}
On On
Then setting
0,1xn A1) 0x(2n+41)
S)y=| A Ocn+nxensny  2R(@) |,
[02ni1)xn R(1) A1)
) ‘ (4.7)
—YE1(0) - g(0) - AT()A ()
u(t) = | —yEx(t) - A()x() +b(1) |,
—yE3(1)
where S(1) € RO"+2x6n+2) and y(f) € R**2, (4.6) can be reformulated as follows:
S y() = u(p), (4.8)
x(t)
where y(t) = A() | e R™*2 and S(f) is a nonsingular mass matrix. Note that the model of (4.8) is sufficient for
R(1)

solving the TV LP problem of (4.2)-(4.4), but because the creation of p(#) and X(#) in our approach is reliant on
function handle in terms of MATLAB code, as will be shown in chapter 5, the following model of (4.9) would
be easier to manage under an ode MATLAB solver. As a result, the proposed ZNN model for solving the TV LP
problem of (4.2)-(4.4) is the following:

MOBICHONG) BRG] (4.9)

which is equivalent of (4.8) except for costs of calculating the inverse of the matrix ST(1)S(¢). It is worth men-
tioning that the solution y(f) of (4.9) can be efficiently generated by employing an ode MATLAB solver. The

convergence of the ZNN solver to the unique theoretical solution is proven in the following theorem 4.1.1.

Theorem 4.1.1 Starting from any initial state y(0) € R>"*2, the state variable y(t) of ZNN (4.9) globally converges
to the unique theoretical solution y* (t) of TV LP problem of (4.2)-(4.4). That is, tlim ¥y —y*@)=0.
—00

Proof. In order to obtain the solution x(¢) of TV LP problem of (4.2)-(4.4), the error matrix equation is defined as

76



in (4.5), based on the ZNN design. After that, by adopting the linear design formula for zeroing (4.5), the model
(4.6) is obtained. From [87, Theorem 1], the error matrix equation (4.6) converges to the theoretical solution when
t — o0o. As aresult, the solution of (4.6) converges to the theoretical solution of TV LP problem of (4.2)-(4.4) when
t — oco. In addition, from the derivation process of (4.9), we know that it is actually another form of (4.6). The

proof is thus completed. [

4.1.3 TV MINIMUM-COST PORTFOLIO INSURANCE PROBLEM viaA LVI-PDNN

The NN approach has been proved to be a powerful real-time computation instrument for over ten years due to
the availability of hardware implementation and its parallel distributed computing nature [136-139, 141-143, 148].
For example, [136] presents a simple, piecewise-linear and global convergent approach to optimal solutions with
dual NNs.

In [148], the authors introduced a primal-dual NN with a piecewise-linear dynamic, inline with linear varia-
tional inequality (LVI). In [143] one can find a LVI-PDNN with the ability to handle both linear and QP problems
on the same/unified way. Globally, the LVI-PDNN converges to the optimum solution(s). In [165], LVI-PDNN was
applied simultaneously to find real-time solutions to TV LP problems, liable to equality, inequality and boundary
constraints.

To approach the TV-MCPI problem with an LVI-PDNN, we need to include the equations (4.2)-(4.4) to the
coefficients of the LVI-PDNN in subsection 3.6.3. Consequently, we set the coefficients

0 —X(
xT o

p(1)
min{A(1) - ¢, —k}

)

and the primal-dual decision vector y(#), with the lower and upper boundaries to which it is liable, as follows:

o] Jo,
yoy =" | m:[o}’ ¢t (n) =

T 1 1
X (t)-(,b-[m,...,m]
+@®

where
o the constant @ >> 0 is the numerical representation of +oo, large enough for implementation purposes;
e ¢ (1) < y(t) <¢* (1) is the basic parameter decision vector of the primal TVLP (4.2)-(4.4);
e v(f) 2 0€R is the dual decision variable vector of the inequality constraint (4.3).

The following dynamical system of (3.79) can be used to solve this TV LP problem:

J() =y + H (0)(Pa(y(t) - (HOy(@) + h(1)) - y(1), (4.10)

where y > 0 is known as the design parameter, and Pq(-) is the projection operator as declared in (3.78), defined

as Note that the solution y(#) of (4.10) can be efficiently generated by employing an ode MATLAB solver.
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4.2 THE TV MEAN-VARIANCE PORTFOLIO SELECTION PROBLEM

In finance terms, a collection of all stocks or assets held by a public or private institute is known as a portfolio.
The portfolio selection problem refers to the optimal distribution of budget on the available stocks such that the
expected mean-return is maximized (profit), and the risk is minimized. The factor to measure risk is the variance
of the portfolio return, smaller the variance lower will be the risk. This approach was introduced few decades
ago by Markowitz’s modern portfolio theory [167]. The modern portfolio theory also assumes a perfect market
without taxes or transaction costs where short sales are disallowed, but securities are infinitely divisible and can
therefore be traded in any (non-negative) fraction.

Over the last decades the Markowitz’s modern portfolio theory is studied extensively such as in [2, 168-171].
For example, the authors in [169] investigate a problem of CT mean-variance portfolio selection with stochastic
parameters under a no-bankruptcy limit. In [171], the problem of dynamic portfolio selection is conceived as a
Markowitz problem of optimizing mean-variance. They conclude that the single-period Markowitz QP algorithm
can be used with appropriate modifications in the covariance and linear constraint matrices to solve the problem

of multi-period asset allocation.

4.2.1 DEFINITION OF THE TV-MVPS FINANCIAL PROBLEM

Our approach to the mean-variance portfolio selection (MVPS) problem is a TV analog of the corresponding
static problem defined and studied in a number of papers, such as [2, 167-172]. The MVPS is a financial optimiza-
tion problem for assembling a portfolio of assets such that its risk is minimized under a target expected return.
As far as we are aware of, our TV version of the mean-variance portfolio selection (TV-MVPS) problem is a novel
approach that comprises robust techniques from NNs to provide online, thus more realistic, solution.

The space of marketed securities is X = [x1, X2, ..., Xn] € R"™*" where x; € R™ is the security i, i = 1,2,...,n,
and comprises from the last m observations of its price. In the static MVPS problem the expected return of the

marketed space is r = [r,72,...,7,] € R” where r; =Y.' x;(j)/m € R is the expected return of the security i,

Jj=1
i =1,2,...,n. The expected return of the portfolio is r,, € [min(r), max(r)] R and the variance of the marketed
space is 02 = :7:1 Z?zl x;xjo;j whereo;j=p;jo;oisthe variance and p;; is the correlation of i and j securities

and o; is the variance of i security. That is, 0> = X' CX where C € R"*" is the covariance matrix of the marketed
space X.

In the TV-MVPS we define the number 7 < m—1, 7 € N, where 7 is a constant number and it denotes the
‘number of time periods’. The 7 is used for the calculation of the simple moving average. A moving average
(MA) is a calculation for analyzing data points by creating a series of averages of the complete data set of dif-
ferent subsets. In technical analysis of financial data such as stock prices, returns or volumes of trading the
moving average is used as a technical indicator that combines price points of an instrument over a specified
time frame divided by the number of data points 7 in order to give a single trend line. Hence, a moving average
is primarily a lagging indicator and, for that reason, it is one of the most popular tools for technical analysis.
The unweighted mean of the previous 7 data is called simple moving average (SMA). For the observation prices
xi(t+1),x;(t+2),...,x;(t + 1 + 1) of the security i, i = 1,2,...,n, the formula of the simple moving average is
SMA; 41 = 5T xi( j)/t. In the case where evaluating consecutive values and a new value, x;(f), comes into

j=t+1
the calculation, the oldest value, x;(t + 1 + 1), drops out. That is, SMA; = SMA;41 + (x;(t) — x;(t + 1+ 1))/7. The
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chosen period depends on the type of interest movement, for example short, moderate, or long-term. Short-term
averages respond quickly to changes in the price of the underlying, while long-term averages are slow to react.
Moving average levels can be viewed in financial terms as support in a falling market or resistance in a rising
market. In general, there exist several types of moving averages (see [173]). In this section, we use only one type,
the simple moving average (SMA). All the rest types of moving averages can be applied to TV-MVPS similarly
to SMA.

The TV-MVPS comprises from m — 7 in number consecutive values of an MA with 7 in number observations
for each time period. The time t € [1, m — 7] denotes the new value that it comes into the calculation of the MA.
Hence, the expected return of the marketed space is r(f) = [r1 (1), r2(1),..., 7, (£)] € R” where

t+1
i) =) xi(HITeR
j=t
is the expected return of the security i, i = 1,2,..., n. Obviously, the r;(#) is an SMA and the TV-MVPS problem
is built-up on the r(t) for every ¢. So, the expected return of the portfolio is rp () € [min(r (1)), max(r ()] € R,

the variance of the marketed space is

n n
O'Z(I) = Z Z x;(t: t+T)xj(t: t+7)0,~j(t),
i=li=1
where 0;(f) = p;j(£)o;(£)o (1) is the variance and p;;(f) is the correlation of x;(¢:#+7) and x;(¢: £+ 1) and

0;(t) is the variance of x;(¢: ¢+ 7). That is,
a2 =Xt:t+1,)'COXU:t+71,7),

where C(f) = cov(X(t:t+1,:)) € R"*" is the covariance matrix of the marketed space X(¢: t+71,:) at time ¢. The
optimal mean-variance portfolio is n(f) = [1(£),n2(%),...,7,(#)] where n;(#) is the solution of subsection’s 4.2.1
or 4.2.1 optimization problem for the security i, i =1,2,...,n.

The purpose of the number 7 is to keep steady the number of observations in the TV-MVPS for each ¢ in
X(t:t+7,:) while f is moving across the interval [1, m — 7]. Hence, the outcome of the TV-MVPS for each ¢ can
be comparable with all the rest outcomes of every other f € [1, m — 7] under the same number of observations.
Note that, the expected return of the marketed space r;(f) is a MA and it also has the properties of a MA. That is,
the bigger the 7 of the TV-MVPS is the smoother the r;(#) will be when ¢ is moving across the interval [1, m— 7],
because it filters out the ‘noise’ from random short-term price fluctuations. Moreover, it affects the optimal
mean-variance portfolio 77(#) in the same way.

We convert the discrete TV-MVPS problem to CT by interpolated the r(¢) and the C(¢) into continuous func-
tions with any method of preferences. Consequently, r(¢), C(t) € C[0, m — 1 — 1] where the space C[0,m -1 —1]
is the space of all continuous real functions on the interval [0, m — 7 —1]. The optimal mean-variance portfolio is
() = [n1(1),n2(8),...,n,(H)] where n;(£) is the online solution of subsection’s 4.2.1 or 4.2.1 optimization problem
produced by the LVI-PDNN of section 4.2.3.
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TV-MVPS WITH SPECIFIC EXPECTED RETURN TARGET

The TV mean-variance portfolio selection for a specific target r, is the solution to the following risk minimiza-

tion and expected return maximization constrained problem:

11171(151 ;Zni(t)-nj(t)'tfij(l‘) (4.11)
s.t. Z’;i(”'rim =rp(1) (4.12)
Y nin=1 (4.13)
;;i(t) eRy, Vi, (4.14)

where (4.11) is the variance o(t) of the portfolio n(f).
This problem can also be written in the TV QP (TVQP) problem form, by following [149], as follows:

: T

min nt (1) -C) -n) (4.15)

s.t. L, 1" @) =0 rp1" (4.16)
0,<n(H)<1,, (4.17)

where C(t) is the covariance matrix of X (¢).

TV-MVPS WITH ALL POSSIBLE EXPECTED RETURNS

In addition, the TV mean-variance portfolio selection for all possible targets r}, (see [174]) is the solution to

the following risk minimization and expected return maximization constrained problem:

rrlll(lt? ;;T]i(t)'rlj(t)'o'ij(t) (4.18)
s.t. Y 00 (O = (D) (4.19)
i
Zm(t) =1 (4.20)
1;,-(1‘) eRY, Vi, (4.21)

where (4.18) is the variance o2(1) of the portfolio n(t).
By following [149], this problem can also be written in the TVQP problem form as follows:
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min nt () -C(t)-n(t) (4.22)

n(t)

s.t. () = -rp0) (4.23)
1) -n=1 (4.24)
0,<n(t) <1,. (4.25)

4.2.2 TV MEAN-VARIANCE PORTFOLIO SELECTION PROBLEM viA ZNN

In this subsection, the TV-MVPS problem with specific expected return target, as well as with all possible
expected return targets, is approached by the ZNN solver.

TV-MVPS PROBLEM WITH SPECIFIC EXPECTED RETURN TARGET VIA ZNN

To approach the TV-MVPS problem with specific expected return target into an ZNN, we need to include the
equations (4.15)-(4.17) to the coefficients of the ZNN in subsection 3.6.1. Consequently, we set the coefficients in
(3.52)-(3.54) as follows:

W =Cw, qn=[1, K®O=I[,r®0", p@=[01rynl", x0)=n@),

I, Ly

A(t) = eREM* p(p) = € R?",

n n

Following the implementation of stages 1 and 2 in subsection 3.6.1, stage 3 defines the following error matrix

equation group:

Ey(£) = W(D)x(£) + P (1) + KT (D A1)

(4.26)
E> () = K@) x(t) — p(1)
and then substituting E;(t),i = 1,2, defined in (4.26) in place of E(t) into (3.38), one obtains
W () x(t) + W) X(t) + Pr () + KL (A1) + KT (DA(D) = =y E1 (D)
(4.27)

K(D)x(t) + K(D)x(t) — p(1) = —yEx (1)

where P, (1) = Py (£)%(£) + Po(£)x(£) + P5(¢) with the penalty functions P;(f),i = 1,2,3, as presented in (3.61) and
N;(0) =bi(t) - A;(Dx(1), i =1,2,...,2n. It is worth mentioning that A(t) = 002 xns b() = 0,5,,. As a result, (4.27)

can be reformulated as follows:

(W(0) + Pr(0) k(1) + KT (D A1) = —yE (1) - W(8) x(1) = KT (1) A(1) — P2(8) x(2) — P3(1) (428)
4.28

K(0x(1) = —yEx (1) — K()x(1) + p(1)
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Then setting

W) +P(r) K'(t —YE; (8) - W) x(t) - KY(OA(E) — Po(t)x(£) — P3(t
S() = (8)+P1(D) (1) u = YE1(2) (£)x(2) .() () ‘2()96() 3(1) ’ (4.29)
K1) 022 —YE2(t) = K(6)x(1) + p ()
where S(t) € RU*+2*(1+2) and u(r) € R™*2, (4.28) can be reformulated as follows:
S y(e) = u(e), (4.30)

x(1)

where y(t) = eR"™2 and S(t) is a nonsingular mass matrix. Note that the model of (4.30) is sufficient for

solving the TV QP problem of (4.15)-(4.17), but because the creation of C(¢) and r(#) in our approach is reliant
on function handle in terms of MATLAB code, as will be shown in chapter 5, the following model of (4.31) would
be easier to manage under an ode MATLAB solver. As a result, the proposed ZNN model for solving the TV QP
problem of (4.15)-(4.17) is the following:

y(5) =S L (Du(r), (4.31)

which is equivalent of (4.30) except for costs of calculating the inverse of the matrix S(¢). It is worth mentioning
that the solution x(#) of (4.31) can be efficiently generated by employing an ode MATLAB solver. The convergence

of the ZNN solver to the unique theoretical solution is proven in the following theorem 4.2.1.

Theorem 4.2.1 Starting from any initial state y(0) € R"*2, the state variable y(t) of ZNN (4.31) globally converges

to the unique theoretical solution y* (t) of TV QP problem of (4.15)~(4.17). That is, tlim (y(®)—y* (1)) = 0. Furthermore,
—00

the theoretical solution x* (t) of TV QP problem of (4.15)-(4.17) is the first n elements of y* ().

Proof. In order to obtain the solution x(¢) of TV QP problem of (4.15)-(4.17), the error matrix equation is defined
as in (4.26), based on the ZNN design. After that, by adopting the linear design formula for zeroing (4.26), the
model (4.27) is obtained. From [87, Theorem 1], each error matrix equation in the error matrix equation group
(4.27) converges to the theoretical solution when ¢ — co. As a result, the solution of (4.27) converges to the
theoretical solution of TV QP problem of (4.15)-(4.17) when t — co. In addition, from the derivation process of
(4.31), we know that it is actually another form of (4.27). The proof is thus completed. [J

TV-MVPS PROBLEM WITH ALL POSSIBLE EXPECTED RETURN TARGETS VIA ZNN

To approach the TV-MVPS problem with all possible expected return targets into an ZNN, we need to include
the equations (4.22)-(4.25) to the coefficients of the ZNN in subsection 3.6.1. Consequently, we set the coefficients
in (3.52)-(3.54) as follows:

W =Cw, qn=[1, K®O=1, p»=1, x0)=n),

-ri(n) ~1p(1)
At =| I, |eR®*Dn ppy=| 1, |[erR*
-1, 0,
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Following the implementation of stages 1 and 2 in subsection 3.6.1, stage 3 defines the following error matrix

equation group:

E1(1) = W(Dx(1) + Pr (1) + KT () A1)

(4.32)
E>(8) = K()x(t) — p(8)
and then substituting E;(#),i = 1,2, defined in (4.32) in place of E(f) into (3.38), one obtains
W (O x(t) + W) x(1) + Py () + KT (DA() + KT (DA(L) = —yE1 (D)
(4.33)

K(0)x(1) + K(1)x(t) — p(£) = =y Ea(1)

where P, (1) = Py (£)x(£) + Po(£)x(£) + P5(¢) with the penalty functions P;(t),i =1,2,3, as presented in (3.61) and
N;(t) =b;(t) - A;()x(1), i =1,2,...,2n+ 1. It is worth mentioning that

-1 (0 —Fp(1)
Aw=| o0, |, bn=| o0, |, Km®=0L, pm=o0.
0, 0,

As a result, (4.33) can be reformulated as follows:

(W(5) + Pr(0) k(1) + KT () A1) = —yE1 () - W () x(£) — P2 () x(2) — P3(1)

(4.34)
K(0)x(t) = —yE»(1)
Then setting
W) +P (1) K'(t —vE; () = W(B)x(t) — Po () x(£) — P5(t

S(t):[ (£)+ P1(D) (1) u = YE1(1) (D) x(2) — P2()x(¢) — P3(2) , (4.35)

K(1) 0 —YEx(©)

where S() € R**D*+1) and y(f) e R™*!, (4.28) can be reformulated as follows:
S@)y(t) = u(p), (4.36)

x(2)

where y(t) = € R"*! and S(¢) is a nonsingular mass matrix. Note that the model of (4.36) is sufficient for

solving the TV QP problem of (4.22)-(4.25), but because the creation of C(#) and r(#) in our approach is reliant
on function handle in terms of MATLAB code, as will be shown in chapter 5, the following model of (4.37) would
be easier to manage under an ode MATLAB solver. As a result, the proposed ZNN model for solving the TV QP
problem of (4.22)-(4.25) is the following:

7@ =S 0u), (4.37)

which is equivalent of (4.36) except for costs of calculating the inverse of the matrix S(¢). It is worth mentioning

that the solution y(#) of (4.37) can be efficiently generated by employing an ode MATLAB solver. The convergence
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of the ZNN solver to the unique theoretical solution is proven in the following theorem 4.2.2.

Theorem 4.2.2 Starting from any initial state y(0) € R"*!, the state variable y(t) of ZNN (4.31) globally converges

to the unique theoretical solution y* (t) of TV QP problem of (4.22)-(4.25). That is, tlim (y(t)—y* (1)) = 0. Furthermore,
—00

the theoretical solution x™* (t) of TV QP problem of (4.22)-(4.25) is the first n elements of y* (1).

Proof. In order to obtain the solution x(#) of TV QP problem of (4.22)-(4.25), the error matrix equation is defined
as in (4.32), based on the ZNN design. After that, by adopting the linear design formula for zeroing (4.32), the
model (4.33) is obtained. From [87, Theorem 1], each error matrix equation in the error matrix equation group
(4.33) converges to the theoretical solution when ¢ — co. As a result, the solution of (4.33) converges to the
theoretical solution of TV QP problem of (4.22)-(4.25) when t — co. In addition, from the derivation process of
(4.37), we know that it is actually another form of (4.33). The proof is thus completed. [

4.2.3 TV MEAN-VARIANCE PorTFOLIO SELECTION PROBLEM viA LVI-PDNN

Regarding its fundamental role in mathematical optimization, over the past decades, most aspects of QP have
been thoroughly studied. Several methods/algorithms for solving the fundamental static QP problem have been
proposed [131]. Such a QP problem has two common general type of solutions. One general type of solution is the
numerical algorithms conducted on digital computers and was commonly used to solve static QP problems on a
small scale. Nevertheless, in the case of large-scale real-time applications, these numerical algorithms can lead to
a decline in performance due to their serial-processing nature [175]. Commonly the less the arithmetic operations
are, the less computationally expensive the cube of the Hessian matrix dimension m will be. The other general
type of solution is the application of parallel processing which has driven the algorithmic development [176].
Therefore, the comprehensive and thorough research of the recurrent NN (RNN) has developed and investigated
various dynamic and analog solvers. The approximation by neural-dynamic is now considered one of the strong
alternatives to QP problems in real-time computing, due to its parallel distributed nature and easiness of hardware

implementation [177].

TV-MVPS PROBLEM WITH SPECIFIC EXPECTED RETURN TARGET VIA LVI-PDNN

To convert the TV-MVPS problem with specific expected return target (SERT) into an LVI-PDNN, we need
to include the equations (4.15)-(4.17) to the coefficients of the LVI-PDNN from [149]. According to the TVQP

problem of subsection 4.2.1, if we set

e G(=C® e B(t)=b(1) =] « D(t)=[1, r(]" * (D=0,
e x(0)=n(1) e g()=1[] e dt)=[1 rp(n]" o (T(0)=1,,

then the coefficients of the LVI-PDNN can be written as follows:

—DT
= [G(r) (t)], heo) = [ g(t) ]

D(t) 0Oax2 —d(t)
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Furthermore, the definition of the primal-dual decision vector y(#) can be written as follows, along with the
lower and upper boundaries to which it is subject:
x(1) _ (@) o
[ 0= [

y(t) = ’ C+(t) =
u(e) -01; +01;

] , where

+ the constant @ > 0 is the numerical representation and +oo replacement, large enough for implementation
purposes;

o {7(1) < x(t) <{* (1) clearly denotes the basic parameter decision vector of the primal TVQP (4.15)-(4.17);

o u(t)e R! is the dual decision variable vector of the equality constraint (4.16).

TV-MVPS PROBLEM WITH ALL POSSIBLE EXPECTED RETURN TARGETS VIA LVI-PDNN

To convert the TV-MVPS problem with all possible expected return targets (APERT) into an LVI-PDNN, we
need to include the equations (4.22)-(4.25) to the coefficients of the LVI-PDNN from [149]. According to the TVQP

problem of subsection 4.2.1, if we set

o G(1)=2C(D) o d)=1 o g()=1]
o x(t)=1n(1) e B((O)=-r'(t) o ( (D=0,
o D(1)=1} « b(D)=-r1p,(1) ¢ {t(D)=1,

then the coefficients of the LVI-PDNN can be written as follows:

G() -D'() BY(n)] g0
H() = D(1r) onxn on » h(t) = _d(t)
-B(t) 0! 0 b(1)

Furthermore, the definition of tﬁe primal-dual decision vector y(f) can be written as follows, along with the

lower and upper boundaries to which it is subject:

x(1) ()] &l0)
yO=um|, ¢ ®=|-01;|, ¢ ()= |+d1;|, where
o(1) 0% ] +o 1y

« the constant ® > 0 is the numerical representation and +oo replacement, large enough for implementation

purposes;

(7 (1) < x(1) < {* (1) clearly denotes the basic parameter decision vector of the primal TVQP (4.22)-(4.25);

u(t) € R! is the dual decision variable vector of the equality constraint (4.24).

« o(1) € R¥ is the dual decision variable vector of the inequality constraint (4.23).
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4.2.4 GENERALIZED LVI-PDNN SoLuTION

The following dynamical system can be used to solve these TV QP problems:
J(0) =y + H (0)(Pa(y(1) - (H®)y(1) + k(1)) - y(1)), (4.38)

where Pq(-) is the projection operator (see [149]) and y > 0 is known as the design parameter. Note that the

solution y(t) of (4.38) can be efficiently generated by employing an ode MATLAB solver.

4.3 THE TV BLACK-LITTERMAN PorTFOLIO OPTIMIZATION PROBLEM

It has been argued that the mean-variance (MV) optimal portfolio is nonsensical. Small changes in expected
returns (ERs) input into an optimization solver may often result in large swings in portfolio positions, which
results in asset weightings that are far too high in some cases. Because the Black-Litterman (BL) model uses
a Bayesian analytic framework to process data [178], the portfolio manager merely has to construct views in
this framework, and the model will convert these into asset return estimates [179]. As a result, the BL model is
intriguing in theory and practice as a portfolio development tool and has been intensively examined during the

previous few decades [70, 180, 181].

4.3.1 EXPLOITING THE BLACK-LITTERMAN FRAMEWORK

This subsection goes over the definition of the CT BL portfolio optimization (CTBLPO or TV-BLPO) problem

in extensive detail.

Di1SCRETE-TIME MV PORTFOLIO SELECTION PROBLEM

From both a practical and theoretical standpoint, the MV portfolio selection (MPS) problem [2, 156, 158, 167,
172, 182] is significant. The MPS is a financial optimization problem that involves organizing the portfolio’s assets
in such a way that the portfolio’s risk is minimized while meeting a target ER.

Consider the market space M(t) = [u1(£), (1), ..., ()] € R” where py;(f) € R is the asset i, i = 1,2,...,n,
return attime £ = 1,2,..., m. Considering the number 6 € N, that signifies the delays (or past values), we set p(t) =
[p1(8), p2(8),..., pn(t)] € R the market’s space ER, where p;(f) = Zi;l ui(t—k)/0 e Ristheasset’si,i=1,2,...,n,
ER at time ¢. Thus, p;(f) becomes a simple moving average (SMA) [173], i.e., the unweighted mean of the past 6
data. A moving average is generally a lagging indicator that is one of the most often used technical analysis tools.
Moreover, C(¢) € R™*" signifies the market’s space covariance matrix, and pg(1) € [min(p(1)), max(p(£))] SR is
the portfolio’s target ER. As a result, for all the feasible targets pg [152, 174], the discrete-time MPS (DTMPS)

problem may be formulated as a TVQP problem as below:
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min n'(®-Cw-n(t) (4.39)

n(t)

s.t. —p" (1) -n(0) < —pg(t) (4.40)
1) -nH<1, (4.41)
0,<n() =<1, (4.42)

where 7(f) € R” signifies the optimal portfolio.

ConTINUOUS-TIME BL PorTFOLIO OPTIMIZATION PROBLEM

Markowitz’s MV method gives a solution to the DTMPS problem only after the assets’ ERs and covariances
have been determined. Despite MPS is a huge theoretical breakthrough, it has run into a snag in practice: while
the covariances of a few assets can be estimated accurately, reasonable ERs estimations are tough to come by. By
not requiring the investor to input estimates of ER, BL avoids this problem. It presupposes that the initial ERs are
required so that the distribution of equilibrium assets matches what we observe in the markets. It is solely up to
the investor to state how his or her ERs differ from that of the markets, as well as his or her level of confidence
in the various hypotheses. The BL approach uses this information to determine the best asset allocation.

The inclusion of investor information is at the basis of the BL model. These perspectives may vary from the
assumed equilibrium returns, and they are now permitted to interact in the portfolio selection problem. As a
result, a new diversified vector of ERs emerges. It is worth mentioning that a neutral equilibrium portfolio is
used in the BL model for previous ERs. The concept is based on the General Equilibrium principle, which states
that if the entire portfolio is in equilibrium, then any substitute portfolio must be as well. It may be employed with
any utility function, giving it a wide range of applications. In reality, practitioners frequently use the Quadratic
Utility (QU) function and assume a risk-free asset, reducing the equilibrium model to the Capital Asset Pricing
Model (CAPM). The CAPM market’s portfolio is the neutral portfolio in this case.

In this study, employing the QU function, unconstrained MV, and CAPM as provided in [183], the equilibrium

excess returns r(t) can be calculated as follows:
r(t) =¢(0)C(Hu(r), (4.43)

where u(t) is a vector of investment weights for each asset and {(#) signifies the risk aversion parameter. Con-

sidering u(¢) as the solution of the following TVQP problem:

run(itr)l ul(0)-C(t)-ud (4.44)
s.t. 1 um=1 (4.45)
0,<u(®)<1,, (4.46)
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the following formula is used to calculate the risk aversion parameter:

SR(1)

ViT(OCOun

where SR(?) signifies the Sharpe Ratio at time t. The SR(#) expresses how much additional return someone

(0 = (4.47)

obtains for enduring more volatility in order to retain a riskier asset, and can be expressed as below:

E(p(t) - pr(D)

SR(#) = o)

(4.48)
where o (t) and E ( p(HH—-p f(t)) are the standard deviation and the mean of ( p(H)—-p f(t)), respectively. In addition,
pr(0) signifies the theoretical rate of return on a zero-risk investment. In actuality, there is no such thing as a
risk-free rate of return since every investment entails some level of risk. As a result, we set p ¢(t) =0 in our
situation.

For calculating the investor’s covariance matrix Y (), there are numerous methods [184-186]. Nevertheless,

the market covariance C(f) is frequently included in Y (¢) in reality. Thus, we consider
Y (1) = diag((1 - 1)P() C(HP' (1)), (4.49)

where the matrix P(¢) specifies the view-related assets at time ¢, and 7 € (0,1) R is the parameter that specifies
the overall weighting of passive over active investment views. To calculate the new collection of equilibrium

returns pp;(t), the formula below is applied [187, 188]:
P =[Q @ +PT Y WP@] Q' rm+P Y02 )], (4.50)

where Q(f) = TC(f) and Z(¢) signifies the vector containing the investor’s views. In addition, the new collection

of equilibrium returns’ covariance Cy;(f) is calculated as bellow [187, 188]:
Coi(=[Q W +P Y ' (P(n)] . (4.51)

Substituting the C(z), p(#) and pg() of DTMPS problem with Cp;(f) and pp,(f) the discrete-time BL port-
folio optimization (DTBLPO) problem may be expressed in the next TVQP problem, for all feasible targets
pg € [min(pp; (1)), max(py; ()] € R:

ey n"(0)- (1) (1) (452)
s.t. 1 -n=1 (4.53)

—pp (0 n(1) < —pg(D) (4.54)

0,<n()<1,. (4.55)

The optimal BL portfolio is n(¢) = [1(8),n2(%),...,n, ()], where 1;(¢) is the DTBLPO problem’s solution of the
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asset i, i=1,2,...,n, at time . It is worth mentioning that (4.50) can be reformulated as below:
-1
A-0[C @ (P - )] + [P0 (diag(P)COP )] (PIpu( - 2" (1) | =0, (4.56)

If the parameter T — 0, then py;(f) — p(t) (i.e., passive investment views are given the most weight), and if 7 — 1,
then P(£) pp;(t) — ZT(t) (ie., active investment views are given the most weight). As a result, the parameter
7 € (0,1) c R specifies the overall weighting of passive over active investment views.

Similar to [43, 152, 155, 156], interpolating the pp;(t) and the Cp;(t) into continuous functions with any
preferences’ method, the DTBLPO problem is converted into the CTBLPO (or TV-BLPO) problem. As a result,
ppi(8), Cpi(t) € C[0, m— 60 — 1], where C[0, m — 6 — 1] signifies the space of all real continuous functions on the
interval [0, m — 6 — 1], and the TVQP problem of (4.52)-(4.55) becomes a continuous TVQP problem.

4.3.2 CoNTINUOUS-TIME BL PORTFOLIO OPTIMIZATION PROBLEM viA ZNN

To approach the TV-BLPO problem with all possible expected return targets into an ZNN, we need to include
the equations (4.52)-(4.55) to the coefficients of the ZNN in subsection 3.6.1. Consequently, we set the coefficients
in (3.52)-(3.54) as follows:

W) =Cp(n), qn=[1, K®O=1, pn=1 x(6=n)

~pp, (1) —pg(D)
A= 1, |eRM pp=| 1, |eR'*
_[n On

Following the implementation of stages 1 and 2 in subsection 3.6.1, stage 3 defines the following error matrix

equation group:

Er(1) = W(Dx(8) + Pr(0) + KT (DA(D)

(4.57)
E>(t) = K()x(t) — p(8)
and then substituting E;(f),i = 1,2, defined in (4.57) in place of E(#) into (3.38), one obtains
W(Ox(t) + W) x(1) + Pr(6) + KT (DA) + KT (DA(L) = —yE1 (1)
(4.58)

K(0)x(1) + K(1)x(t) — p(r) = =y Ea(1)

where P, (1) = Py (£)%(£) + Po(£)x(8) + P3(¢t) with the penalty functions P;(t),i =1,2,3, as presented in (3.61) and
N;(t) =b;(1) - A;()x(1), i =1,2,...,2n+ 1. It is worth mentioning that

~ Py, (1) —Pg(1)
An=| o, |, bw=| 0, |, K®=0., pm=0.
On on
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As a result, (4.58) can be reformulated as follows:

(W () +PL() X(1) + KT () A(1) = =y E (1) = W () x(£) — P2 () x (1) — Ps(1)

(4.59)
K(0)x(t) = —yEx(1)
Then setting
W) +P (1) K'(t —vE; () - W(B)x(t) — Po(£)x(t) — P5(t

S() = (8)+P1(D) (1) u = YE1(2) (B)x(8) — P2()x(t) — P3(2) , (4.60)

K(1) 0 —YEx(©)

where S() € R“FD*+1) and y(f) e R™*!, (4.59) can be reformulated as follows:
Syt = u(t), (4.61)

x(1)

where y(t) = € R"*! and S(¢) is a nonsingular mass matrix. Note that the model of (4.61) is sufficient for

solving the TV QP problem of (4.39)-(4.42), but because the creation of C(#) and r(#) in our approach is reliant
on function handle in terms of MATLAB code, as will be shown in chapter 5, the following model of (4.62) would
be easier to manage under an ode MATLAB solver. As a result, the proposed ZNN model for solving the TV QP
problem of (4.39)-(4.42) is the following:

() =S (Du), (4.62)

which is equivalent of (4.61) except for costs of calculating the inverse of the matrix S(¢). It is worth mentioning
that the solution y(¢) of (4.62) can be efficiently generated by employing an ode MATLAB solver. The convergence

of the ZNN solver to the unique theoretical solution is proven in the following theorem 4.3.1.

Theorem 4.3.1 Starting from any initial state y(0) € R"*!, the state variable y(t) of ZNN (4.31) globally converges

to the unique theoretical solution y* (t) of TV QP problem of (4.39)-(4.42). That is, tlim (y(®)—y* (1)) = 0. Furthermore,
—00

the theoretical solution x™* (t) of TV QP problem of (4.39)-(4.42) is the first n elements of y* (1).

Proof. In order to obtain the solution x(¢) of TV QP problem of (4.39)-(4.42), the error matrix equation is defined
as in (4.57), based on the ZNN design. After that, by adopting the linear design formula for zeroing (4.57), the
model (4.58) is obtained. From [87, Theorem 1], each error matrix equation in the error matrix equation group
(4.58) converges to the theoretical solution when ¢ — oco. As a result, the solution of (4.58) converges to the
theoretical solution of TV QP problem of (4.39)-(4.42) when t — co. In addition, from the derivation process of
(4.62), we know that it is actually another form of (4.58). The proof is thus completed. [J

4.3.3 ConNTINUOUS-TIME BL PorTFOLIO OPTIMIZATION PROBLEM VIiA LVI-PDNN

To convert the TV-BLPO problem into an LVI-PDNN, we need to include the equations (4.39)-(4.42) to the
coeflicients of the LVI-PDNN from [149]. According to the TVQP problem of subsection 4.2.1, if we set
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e G(1)=2Cp (1) e d(n=1 e g(=11
o x(1) =1(1) e B(t)=-p,,(0) ¢ {7(1)=0,
« D(t)=1}, o b(1)=—pg(D) « (Y(D=1,

then the coefficients of the LVI-PDNN can be written as follows:

G() -D"() BY(1)] g0
HWO=|DW) Opn On |, h®=|-d@
-B(t) 0! 0 b(1)

Furthermore, the definition of tfle primal-dual decision vector y(#) can be written as follows, along with the

lower and upper boundaries to which it is subject:

n(t) ] a0y
yO=um|, ¢c®=|-01;|, ¢ ()= |+d1;|, where
Q(t) 0 ] +0 1)

« the constant @ > 0 is the numerical representation of +oo, large enough for implementation purposes;

(" (1) < x(t) <{* (1) is the basic parameter decision vector of the primal TVQP (4.39)-(4.42);

u e R! is the dual decision variable vector of the equality constraint (4.41).
« o(1) € R¥ is the dual decision variable vector of the inequality constraint (4.40).

The following dynamical system can be used to solve this TV QP problem:
J(0) =y + H (0)(Pa(y(1) - (HD)y(0) + k(1)) - y(1)), (4.63)

where Pq(-) is the projection operator (see [149]) and y > 0 is known as the design parameter. Note that the

solution y(t) of (4.63) can be efficiently generated by employing an ode MATLAB solver.

4.4 THE MULTI-PERIOD PORTFOLIO INSURANCE UNDER TRANSACTION COSTS PROBLEM

One way to decrease a portfolio’s spending is to reduce its insurance costs (see [189-191]). For example, a
novel strategy that generalizes the CPPI approach is presented in [190]. The main purpose of this strategy is to
guarantee the investment target or floor while engaging in asset performance and, at the same time, minimizing
the portfolio’s downside risk. It is also shown that the strategy accounts for the investor’s behavioral aspects, such
as skewed likelihoods, risk-averse benefit behavior, and risk-seeking loss behavior. In [191], the authors analyze
the efficiency of option-based and constant percentage PI strategies for a defined contribution fund targeting
a minimum rate of retirement annuity income covered from inflation. They conclude that their option-based
approach typically leads to higher cumulative retirement savings, whereas the constant ratio approach offers a
more robust downside risk security to stock market jumps/volatilities.

In this section, we give a concise introduction to the MCPI problem and we define its multi-period version,
named MPMCPL Furthermore, we also define the MPMCPI under transaction costs (MPMCPITC) problem that
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minimizes as well the transaction costs and, simultaneously, seeks to reach full payoff while keeping the payoff
over a price floor with respect to time-period which they belong. Note that our approach to the PI problem is
resembling the problem described and investigated in several publications, such as [3, 5, 155, 161-164].

The linear space X = [x1,X,...,X,] € R™*" is called the space of marketed securities, where x; € R” denotes
i-security, i = 1,2,...,n, with information from m successive price records. A vector 6 = (61,0,,...,8,) of R",
is called a portfolio, if ; implies the i-th security’s number of shares. For the classical two period model, by
considering 6, which is not zero, as the initial portfolio at the 1-st period, its payoff at the 2-nd period is the

outcome of the following formula:

GO) =) 0ix;, (4.64)
i=1

where x; e R™, i =1,2,...,n, and G is the payoff operator. Given a “floor” price ¢ € R, the insured payoff on the
portfolio 6 in the insurance price p and at the “floor” ¢ is the supremum G(6) vV ¢ - 1,,, where “ V" signifies the

operator of supremum. Based on that, the minimum-cost insured portfolio 77 is the solution to the MCPI problem

below:
min pTon (4.65)
s.t. Xn=GO)VP-1p. (4.66)

The problem of (4.65)-(4.66) can be formulated in a linear programming (LP) form as below:

s.t. ~X-n<min{-G6), —¢- 1} (4.68)
1 1 1t

0,<n<X(1,)-0- , (4.69)

() x, (1)

In addition, the right part of (4.69) is the greatest quantity of each stock that an investor is able to hold by putting

all the payout of the portfolio into each stock. Therein, x;(1) implies the first element of the vector x;, i = 1,...,n.

44.1 MPMCPI uNDER TRANSACTION COSTS

We consider the MPMCPI problem to be a multi-period version of the MCPI problem. Considering that m is

the observations’ number of one period then 8 denotes the observations’ number of one sub-period. According

(m/ ]
=0

integer part of x. Consequently, we transform the space X € R"*" to X (1) = [x1 (), X2(8), ..., xn(£)] € RA*" where

to this, the following must hold, m = Bt, where t is the number of the sub-periods and [x] denotes the
xi(t) € RA, comprises of the prices of the i-security, over time ¢.

Our model consists of [m/f] + 1 time-periods, and we consider n(0) = 6, and n(t), t = 1,2,...,[m/f], as the
requested ones, we have that () e R” for t =0, 1,..., [m/f] time-periods. Moreover, there exists two variants of
operator G, the G, that works as the G operator, and the G», that excludes the previous period’s insurance costs.

Consequently, we have

n
Gi(nt-1) =) ni(t—1)x; ()
i=1
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and

Go(n(r=1) =) ni(t=Dx;(1) = ) ni(t=D)p;i(r—-1),
i=1 i=1

where p(t) = [p1(1), p2(1),..., pn(D)] € R" is a vector of multi-period insurance prices and Z?zl ni(t—1)p;(t-1)
is the insurance cost for the preceding period. Notice that, for consistency reasons with equation (4.64), it must
hold X7, 17;(0) p;(0)=0, hence, for =1 we have G| =G> = G.

Given a “floor” price ¢(¢) € R, the insured payoff on n(¢ — 1) in the insurance price p(#) and at the floor ¢(¢) is
the supremum G, (q(¢—1)) v ¢(¥). According to this, the multi-period minimum-cost insured portfolio 7(#) solves

the following MPMCPI problem:

i T
min pr(t)-n(1) (4.70)
s.t. G1(n(1) = Ga(n(t— 1)V $(D) - 1. (4.71)

The problem of (4.70)-(4.71) can be formulated in a LP form as below:

: T
o p (8)-n(1) (4.72)
s.t. =X (1) -n(t) < min{—payoff, —¢(1) - 1,,,} (4.73)

0,<n(<X)nt-1)- (4.74)

1
fcl(t)""’fcn(t)]’

where payoff = (X (1) — pT(t - 1)) -n(t—1) and X(£) = X((t— 1)+ 1,:). Note that X (1) = [%, (1), ..., Xn(£)] € R".
Furthermore, we assume that the portfolio’s costs are separable as proposed in [192] and we use their multi-
period version as introduced in [155]. Thus, we define k() to be the sum of the transaction costs related to the

atomic exchanges, that is,

k() =) xi(D), (4.75)
i=1

where «;(t) denotes the i transaction cost in time period f. Our strategy is enhanced to manage composite
transaction costs. Considering that {~,(* are the cost prices associated with the sale and buy of assets i, and 6,
0", are the fixed costs associated with the sale and buy of assets i, the fixed along with the linear multi-period

transaction cost is the following:

0, ni(0)=n;(t-1)
Ki(t)=4 67 +{mi(O-ni(t-1)xi (1), ni(t-1)<n;(1) (4.76)
0, +¢; mit—1)—n;i(0)x; (), n;()<n;(-1)

Notice that this function is explicitly non-convex, with the exception of zero fixed cost condition.
By adding the transaction cost function (4.76) into the problem of (4.72)-(4.74), the MPMCPITC problem can

be formulated in a NLP form as follows:
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min pL(®)-n(®) +x() (4.77)

n(e)
s.t. -XT(8) - n(t) < min{x () —payoff, —p (1) - 1,,} (4.78)
. 1 1
Onsn(t)SX(t)-n(t—l)-[fc TR (t)]' (4.79)
1 n

Notice that we exclude from the portfolio’s payoff the prior insurance and transaction costs. In this way, the
MPMCPITC problem becomes more genuine. Also, note that (4.77) is the objective function of the MPMCPITC

problem.

4.4.2 INTELLIGENT ALGORITHMS

Intelligent algorithms are practical alternative techniques for tackling and solving a variety of challenging
problems. Nature has been an inspiration for several meta-heuristic algorithms being introduced. Without being
told, but by experience, it has managed to solve problems. The principal inspiration behind the early meta-
heuristic algorithms was natural selection and survival of the fittest. Via various communication styles, different
species interact with each other. In this section, we present the BAS algorithm in detail and we give some
brief introduction to the firefly and bat algorithms. Furthermore, our approach on the MPMCPITC problem is

presented.

BEETLE ANTENNAE SEARCH ALGORITHM

The searching behavior of a beetle is described by a metaheuristic algorithm, namely BAS, see [39]. Such a
technique permits novel optimisation algorithms to be developed (see [40-44]).

At i-th time, consider the location of beetle as a vector, x;, i = 1,2,..., and signify the odour concentration at
position x to be f(x) defined as a fitness function. The maximum of f(x) refers to the source odour point. The

searching behavior model is described by the random path of the beetle searching as described in the following:

B rnd(g,1)
[rnd(g, D’

B= b
27524 b’

where rnd(-) implies a random function, and g denotes the dimensions of position. For imitating the movements

(4.80)

of the beetle’s antennae, the searching behaviors of right-hand (xg) and left-hand (x;) side are formulated as
follows:

Xg = X; + Bd;, (4.81)
X1 = x; — Bd;, (4.82)

where d is the sensing diameter of antennae equivalent to the exploit ability. Furthermore, the behavior of

detecting can be formulated as follows:
Xi = xi-1 + BO;sign(f (xg) — f (x1)), (4.83)
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where 0 is the search step size that accounts for convergence speed after a decreasing i function, and sign(-)

represents a sign function. Lastly, the update rules of d and § are the followings:
d; =0.988d;_, +0.001, (4.84)

6;=0.9880;_1. (4.85)
Algorithm 2 Algorithm of beetle antennae search (BAS).
Input: Write an objective function f(x;), where x; = [x], X2,..., X,], and initialize the parameters xj,
do, 69, i.
1: while i < K54 OR (stop criterion) do
2: Set the vector unit B in line with (4.80)

3: Investigate in variable space with two antennae in line with (4.81) and (4.82)
4 Update the state variable x; in line with (4.83)

5: if f(x;) < fpes: then
6

Set frest = f(x;) and Xpesr = X;

7: end if
8: Update d and § in line with (4.84) and (4.85), respectively
9: Seti=i+1

10: end while

Output: Xpess, foest-

PoPULAR META-HEURISTIC ALGORITHMS

In MPMCPITC problem, the effectiveness of BAS is compared with two well known meta-heuristic algorithms
as well as the GA MATLAB function. These algorithms are the firefly algorithm (FA) [28] and the bat algorithm
(BA) [193] (see chapter 2). Of course there are several other algorithm options in the literature we might have

used but in this problem we put the BA and FA against BAS because of their efficiency and originality.

MUuLTI-OBJECTIVE OPTIMIZATION

The MPMCPITC is an optimization problem which not has only a single objective, since we want to minimize
a portfolio’s insurance and transaction costs when seeking to reach the highest payoff while at the same time
maintaining the payoff above a floor price. In this case, we are dealing with a multi-objective optimization
problem. Note that all of the meta-heuristic algorithms discussed in this section are specifically applicable to
unconstrained optimization as we use their regular form. For this purpose, it is important to use some external
approaches that can maintain alternatives in a feasible area. It is worth mentioning that there are many methods
to achieve that but, in the MPMCPITC problem, we use the penalty function method presented in [9] (see Section
2.1.2).
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The penalty function method alter the objective function of the problem by adding a penalty function s. Con-
sidering that f(x) = pT(t) -1(t) +x(2), as in (4.77), we optimize Z(x, R) instead of f(x), where

Z(x,R) = f(x) +s(R, r(x)). (4.86)

In (4.86), R denotes a set of penalties and r(x) represents the inequality constraint functions, (4.78) and (4.79).

Since there is more than one penalty function presented in [9], we choose to use
s=R(rj(x))?, (4.87)

where (-) implies the bracket-operator with (z) = z, if z is negative, else (z) = 0. Furthermore, r;(x) is a penalty
condition handling the j-th inequality constraint. As the infeasible signs are imported with a negative price, the
bracket operator is an external penalty condition. This operator is specifically employed to resolve inequality
constraints.

In Algorithm 3, the algorithmic process that manages MPMCPITC’s equality/inequality constraint is shown.
Note that this algorithm include MATLAB code.
Algorithm 3 Penalty function approach on the MPMCPITC problem.
Input: The penalty parameter R; f the objective function (4.77); A and b the left and right part of

(4.78), respectively; the lower limit 7~ and upper limit n* of (4.79).
1: Set s=R(sum((A>b).(b—A)?+ 1~ >n).0"—n)>+m>n").m-n"?)
22 SetZ=f+s
Output: The outcome of Z.

THE MAIN ALGORITHM FOR THE MPMCPITC PROBLEM

First, we introduce the supplementary Algorithm 4 that creates the variables of the MPMCPITC problem of
(4.77)-(4.79). Note that all the algorithms in this section include MATLAB code.

Algorithm 4 Algorithm for the construction of (4.77)-(4.79) problem’s variables.

Input: The marketed space X; the insurance prices p; the time ¢; the delay parameter §; the floor ¢; the
previous portfolio n_; =n(¢ —1); and the previous insurance and transaction costs y_; = y(t —1).
1: function [n~,n*,A,b,P] = problem(X,p,$,n-1,y-1,t,8)
2. Setn=size(X,2) and A= X((t-1)B+1: 8,3
3: Set payoff=-An_; + y_;
4 Set b = min(payoff, —¢(f)ones(f, 1))
5 Set P = p(t) and n~ = zeros(n, 1)
6: Setn™ = AQ1,:)n-1./ A(1,>)
7: end function
Output: The n~,n*,A,b,P at time t.

96



In the MPMCPITC, we presume that the costs of insurance of the portfolio include a standard price plus a risk
rate of the assets. If the price rates related to the asset risk is denoted by ¢ and the fixed price by A, then the

function of the fixed and linear insurance prices is composed as below:

pi=/1+f-Var[ ], i=12,...,n, (4.88)

max(x;)
where Var| Y] implies the variance of Y. Since x; € Rf, it is the variance of its § normalized prices that measures
the risk of the i asset.

The insurance price of any asset relies on the level of risk it bears, where there is a possibility that the expected
return will be different from the real return. Hence, the prices of insurance are becoming more realistic.

The following Algorithm 5 is the main algorithm which includes the complete procedure for solving the MPM-
CPITC problem of (4.77)-(4.79) along with the construction of the insurance prices vector.

Algorithm 5 Main algorithm for the solution of MPMCPITC problem.

Input: The marketed space X =[x}, X2,...,X,] which is a matrix of n time series as column vectors of

m prices; the delay parameter f < m, B € N; the price rates ¢ and the fixed price A of (4.88); the
portfolio @ € R” and the floor vector ¢ € RP.

1: Set [m, n] =size(X), s =[m/f] and p = zeros(s, n)

2: fori=1:6:mdo

3: SetY=X(:i+8-1,2)

4: Set p((i —1)/B+1,:) = A+ ¢var(Y./max(Y))
5. end for

6: Set n=zeros(n,s) and fn =zeros(1, s)

7: [n~.,n*,A,b,P] = problem (X,p,$,0,0,1,0)

8: Set n(;,1) the optimal solution of the penalty function of Algorithm 3 by using the variables
n~,n",Ab,P of the previous step via any intelligent algorithm
9: Set f;(1) the outcome of (4.77) for n(:;, 1)
10: fort=2:sdo
11: [n~.n*,A,b,P] = problem (X,p,,x(;, t — 1),y t—1),t,5)
12: Set n(:, t) the optimal solution of the penalty function of Algorithm 3 by using the variables
n~,n",A,b,P of the previous step via any intelligent algorithm
13: Set f; (1) the outcome of (4.77) for n(;, 1)
14: end for
Output: The optimal solution of the MPMCPITC problem, 7(#) and f;(2).

4.5 THE TV MINIMUM-COST PORTFOLIO INSURANCE UNDER TRANSACTION COSTS PROBLEM

In this section, we define the TV-MCPI problem as well as the TV portfolio selection under transaction costs

(TV-PSTC) problem. The TV-MCPI problem minimizes the insurance costs of a portfolio while keeping its payoff
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above a floor price. The TV-PSTC problem minimizes the transaction costs of a portfolio while trying to achieve
maximum payoff. By combining the TV-MCPI and TV-PSTC, we also define the TV-MCPITC problem. The TV-
MCPITC problem minimizes the insurance costs and the transaction costs of a portfolio while trying to achieve
maximum payoff and keeping that payoff above a floor price at the same time. Then, a modified beetle antennae

algorithm (BAS) algorithm for solving the TV-MCPITC problem is presented.

4.5.1 DEeFINITION OF THE TV-MCPI FINANCIAL PROBLEM

Our approach to the portfolio insurance problem is a TV analog of the corresponding static problem defined
and studied in a number of papers, such as [3, 5, 161, 163, 164]. As far as we are aware of, our TV version of the
portfolio insurance problem is a novel approach that comprises modern meta-heuristic optimization techniques
to provide an online, thus more realistic, solution to the TV-MCPITC problem.

The space of marketed securities is X = [x1, X2,...,X;] € R™*" where x; € R is the security i, where i =
1,2,...,n, and comprises data from the last m observations of its price. In the discrete TV-MCPI problem, we
convert the space of marketed securities to a TV vector X(£) = [x1(2), x2(£),..., x,(#)] € R" where x;(f) € R is the
security i, 7 =1,2,...,n, and the time ¢ € [1, m] denotes the new value that it comes during the calculation of the
solution to the TV-MCPI problem.

A portfolio is a vector n, = (p,,Np,,-.-,Mp,) of R" where 1,; is the number of shares of the ith security. In a
two period model, if n,, = (np,,Mp,,...,Mp,) is a portfolio that is not zero at the time ¢ = 0, then its payoff at the

time £ =1 is given by the formula

n
Gmp) =Y npxi(1), (4.89)
i=1

where x;(1) €R, i =1,2,...,n. The G operator is one-to-one and is called the payoff operator. In our m period
model, we consider the portfolio 77, = n(0) as the initial portfolio and 7() € R”, t € [1,m], as the requested one.
Here we have two versions of the G operator. One version is the operator G; which is identical to the operator

G and the other version is G, which removes the insurance costs of the previous period. Hence, we have

Gi((t—=1) =) n(t—1Dx;(t)

i=1

and ; ;
Go(n(t-1) =) nt-Dx;() - nt-Dp-1),
i=1 i=1

n
i=1

cost of the previous period. Note that it must hold >?" , 7(0)p(0) =0 in order to be true the Equation (4.89).

where p(t) = (p1(8), p2(1),..., pn(1)) € R™ is a vector of TV security prices and }." . n(¢—1)p(¢—1) is the insurance
Consequently, for ¢ =1 we have that G; = G, = G.

If we also have a “floor” price ¢(#) € R then the insured payoff on the (¢ — 1) portfolio at the ¢(#) “floor” and
in the p(f) price is the supremum G,(n(t —1)) v ¢(¢). The TV minimum-cost insured portfolio n(¢) at the floor

¢(t) and in the price p(t) is the solution to the following cost minimization constraint problem:
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s.t. G1(1(1) = Go((t—1)) V $(0).

This problem is the TV-MCPI and it can also be written in the following TV LP (TVLP) form:

i T
min p () -n(1) (4.90)
s.t. —X*(8)-n(t) < min{—payoff, - (1)} (4.91)

0<n(O<X'(nt-1)- (4.92)

@)
(@ xp() ]

where payoff= (X7 () - pT(t- 1)) -n(t-1).

Similar to [43, 152, 155, 156], we convert the discrete TV-MCPI problem to CT form by interpolating the X(¢),
p(t) and the ¢(¥) into continuous functions with any method of preferences. Consequently, X (1), p(#), ¢(f) €
C[0, m — 1], where C[0, m — 1] is the space of all continuous real functions on the interval [0, m —1]. The optimal

minimum-cost insured portfolio is equal to n(t) = [71(£),...,n, ()], where n(¢) is the online solution.

INSURANCE PRICING

The amount of money an individual or business must pay for an insurance policy is termed as insurance
premium. The insurance premium for any asset also depends on the degree of risk that it carries. Risk represents
the probability that the actual return may differ from the expected return. In order to be more realistic, we
assume that the insurance costs of our portfolio comprise of a fixed charge plus a rate of the variance (risk) of
the assets. Let 8 be the price rates associated with the risk of assets and { be the fixed price. The fixed-plus-linear

TV insurance prices function is given by

p(1) =(+6Var[ ] (4.93)

max(Y)

where Y = X(¢—71:t,:). The number T < m—1, T €N, is a constant number and it denotes the ‘number of time

periods’. The risk of the asset is calculated by the variance of its last T normalized prices.

4.5.2 DEerFINITION OF THE TV-PSTC FINANCIAL PROBLEM

Transaction costs, such as brokerage commissions, bid-ask spreads, taxes or even fund loads, can be used to
model a variety of costs. In this section, we consider the transaction costs to be separable as presented in [192].

That is, the sum of the transaction costs associated with individual trades is equal to

k() =) xi(D), (4.94)
i=1

where «; is the transaction cost function for asset i. In reality, transaction costs are nonconvex functions of

the traded amount. Actually, the costs of either buying or selling would probably be concave. For example, a
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Figure 4.2: Fixed plus linear transaction costs x;(¢) as a function of transaction amount (1;(¢) —n; (¢ — 1)) x; (¢). There is
no cost if there is not a transaction, i.e., x;(#) = 0.

fixed price for any non-zero exchange is ordinary, and there could exist one or more breakpoints at which the
transaction cost per share may depreciate. We assume a simplistic model that involves fixed plus linear costs.
But our approach is expanded to handle more complex transaction cost functions. Let a*, @™ be the cost rates
related to buying and selling asset i and B, f~ the fixed costs associated with buying and selling asset i. The

fixed-plus-linear TV transaction cost function is given by

0, ni(1)=n;(t-1)
Ki(=4 B +afmi(®-n:t-D)x; (1), 1:i(6)>n;(t-1) (4.95)
B;+a; mi(t—1)-n;()x;(1), ni(O)<n;(t-1)

where x;(t) is the price of the i stock at time #. Fig. 4.2 shows the transaction cost function. This function is

clearly nonconvex, except in the case of zero fixed costs.

TuE TV-PSTC PROBLEM

A related problem of Subsection 4.5.1 is the minimization of the total transaction costs s.t. portfolio constraints.
Among all possible transactions that produce portfolios achieving a given expected return and satisfying portfolio
constraints, we would like to select those which generate the smallest total cost. Hence, the TV-PSTC problem

is written as follows:

g K () (4.96)
st. Y ni0) i) = rp(0) (4.97)
i
ni(0) €RS, Vi, (4.98)

where x () is defined in (4.94) and IR(J)r denotes non-negative real numbers.

4.5.3 THE TV-MCPITC FINANCIAL PROBLEM

Combining the TV-PSTC problem and insurance pricing, the TV-MCPITC problem is formulated as follows:
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: T
rTrll(gl p (1) -n() +x(1) (4.99)
s.t. G1(n(D) = (G2 (n(t=1))—x(t=1)) Vp(2) (4.100)

ni(H) Ry, Vi. (4.101)

This problem can also be written in the TV-NLP form as follows:

min pt () -n(6) +x (1) (4.102)
s.t. —XT(#)-n(1) < min{x(¢) —payoff, (1)} (4.103)
Osn(t)SXT(t)-n(t—l)-[ ! ! ] (4.104)

x1(1) Xn(1)

where

payoff = (XT () - pT(t-1)) -n(t-1).

Note that we remove the previous insurance costs from the portfolio’s payoff and also remove the previous
transaction cost. Hence, the TV-MCPITC problem becomes more realistic. The following algorithmic procedure
defines the MATLAB function for generating the right hand side in (4.102).

Algorithm 6 Algorithmic procedure for Eq. (4.102).

Input: The insurance prices p = p(f), the stock prices A = A(t), the portfolio n = n(t) and the previous
n-1 =n(t—1), the fixed costs f~, f* and the costs rates a~, a™.
1: function f = minfunc(n, n-1, p, A, =, B*, a”, a*)
2: Set f=p'n+sum((n>n-1).B+a*n-n-1).A)V+m<n_1).(B-+a (n-1—-n).A")
3: return f
4: end function
Output: The function in (4.102).

4.5.4 PeNALTY FUNCTION

The following penalty function is used (see Sections 2.1.2 and 4.4.2):
P(x,R) = f(x) +Q(R, g(x), h(x)), (4.105)

where R is a set of penalty parameters, Q is the penalty term chosen to favor the selection of feasible points over
infeasible points, f(x) is the function that we want to minimize, g(x) and h(x) are the inequality and equality
constraint functions, respectively.

In this section, we approach the TV-MCPITC problem via a modified version of a BAS algorithm (see chapter
2). In our modified version of BAS, we make use of the aforementioned penalty functions. So, in our case, we

only use the penalty function (4.105) as it is and the user sets the initial value of the penalty parameter R, which
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stays constant through all the sequences that BAS generates. By adding the penalty function inside the BAS
algorithm as presented in subsection 4.5.5, we are able to make a modified BAS algorithm even more efficient
than the original. The reason is that the penalty function allows the BAS method to handle more efficiently any
constraints (convex or nonconvex). Apart from that, the philosophy behind the BAS algorithm stays the same as
presented in [39].

We combine the penalty function with the Bracket operator penalty,

Q= R(g;(x))?, (4.106)

where (k) = k, if k is negative, otherwise (k) = 0. This term handles inequality constraints. The bracket operator
is an exterior penalty term because it applies a positive value to the infeasible points. This operator is primarily
used to handle the inequality constraints. Corresponding algorithmic procedure is presented as a MATLAB

function defined in Algorithm 7.

Algorithm 7 Penalty function algorithm for TV-MCPITC.

Input: The requirements of Algorithm 6 plus the penalty parameter R, b the right part of Eq. (4.103)
and the lower limit 7~ and upper limit ™ of Eq. (4.104), respectively.
1: function P = penfunc(n, n-1, p, A, b, R,n~,n*, 7, B*, a", a”)
2: Set Q = R(sum((An > b).(~An+b)?+ ™ >n).0" -+ n >n").(m-n"?)
3: Set P =minfunc(n,n_1,p,—A,B~, 5 a",a™) +Q
4: return P
5. end function

Output: The outcome of Penalty Function.

455 MOoODIFIED BAS ALGORITHM FOR SOLVING THE TV-MCPITC PROBLEM

In the following, we modified the BAS algorithm by using the two MATLAB functions presented in Algorithms
6 and 7. Namely, function minfunc implements Algorithm 6 and function penfunc implements Algorithm 7. Note
that the dots in the input arguments of functions minfunc and penfunc in Algorithm 8 mean that the rest of the

input arguments stay the same as they are declared in algorithms 6 and 7.

Algorithm 8 BAS algorithm for the TV-MCPITC problem.
Input: The requirements of Algorithms 6 and 7 plus the parameters d, §, tol and kmax.

1: function [n,f;] = basfunc(n_1, p, A, b, R,n",n", =, B*,a", a", d, §, tol, kmax)
2: Set y; =n_1 and y, = (nan)ones(size(n_1))

3: Set k=0 and len =length(n_,)

4 while k < kmax OR |penfunc(y,,...) — penfunc(ys,...) ||, > tol do

_ _ b
5: Set b =rands(len,1) and b = pesaA
6: Set y,=y1—dband y;=y,+db
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7: Set y = |y1 + 6 b(sign(penfunc(y;,...)—penfunc(y;,...)))l

8: if penfunc(y,...) <penfunc(yy,...) then

9: Set ypo=y;and y1 =y

10: end if

11: Set d =0.991d +0.001, 5 =0.9916 and k= k+1
12: end while

13: return 7 = y;, f =minfunc(y,n-1,p,—4,...)
14: end function
Output: n=n(1), f;.

4.6 THE TV MEAN-VARIANCE PORTFOLIO SELECTION UNDER TRANSACTION COSTS AND CARDINALITY

CONSTRAINT PROBLEM

In this section, we define the TV-MVPS problem and describe the TV-PSTC problem. The TV-MVPS problem
reduces the variance of a portfolio and, at the same time, it keeps the expected return over a target value. The TV-
PSTC problem reduces the cost of transactions of a portfolio and, at the same time, it tries to achieve a maximum
expected return over a target value. Furthermore, by merging the TV-MVPS and TV-PSTC problems and adding a
cardinality constraint, we propose the TV-MVPSTC-CC problem too. The TV-MVPSTC-CC problem reduces the
variance and the cost of transactions of a portfolio and, at the same time, it tries to achieve a maximum expected
return and keeps the expected return over a target value in a specific number of the portfolio’s securities. Then,
a modified BAS algorithm for solving the TV-MVPSTC-CC problem is presented.

4.6.1 THE TV-MVPS PROBLEM DEFINITION

We are dealing with the MVPS problem as a TV analog of the static case, which is studied in many articles
(see [2, 169-172]). The MVPS is a financial optimization problem for assembling a portfolio of assets such that
its risk is minimized under a target expected return. To the best of our knowledge, the TV version of the MVPS
(TV-MVPS) problem presented inhere is a fresh approach that consists of robust techniques from neural networks
to provide an online, thus more realistic, solution.

The marketed securities space is X = [x1, X2,..., X,] € R™*" where x; € R is the security i, i =1,2,...,n, and
consists of the last m observations of its price. In the static MVPS problem the expected return of the marketed

XX . . ..
% € R is the expected return of the security i, i = 1,2,...,n.

2:

space is r = [ry,12,...,T;] € R" where r; =

The expected return of the portfolio is rp, € [min(r), max(r)] <R and the variance of the marketed space is o

n
i=1

the variance of i security. That is, 0> = XTCX where C € R"*" is the covariance matrix of the marketed space X.

X!, Xixjo;j where 0;j = p;jo;0; is the variance and p;; is the correlation of i and j securities and o; is

In the TV-MVPS we define the number 7 < m—1, 7 € N, where 7 implies the ‘number of time periods’. 7 is
used for the calculation of the moving average and it is also known as window size. A moving average (MA) is a
calculation for analyzing data points by creating a series of averages of the complete data set of different subsets.
In technical analysis of financial data such as stock prices, returns or volumes of trading the moving average is
used as a technical indicator that combines price points of an instrument over a specified time frame divided by
the number of data points 7 in order to give a single trend line. Hence, a moving average is primarily a lagging

indicator and, for that reason, it is one of the most popular tools for technical analysis.
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The exponentially weighted moving average of the previous 7 data is called Exponential Moving Average
(EMA). Analysts compute EMA as
Y Alx(t—i)
Tyt
Yiso M
The formula for EMA can be written in a recursive form that can greatly facilitate and accelerate the computation

of EMA in practice

EMA;(A) = (4.107)

EMA,(1) = (1 - A)x() + \EMA,_; (T). (4.108)

In the formula above, (1 — A1) determines the weight of the last closing price in the computation of the current
EMA, whereas A determines the weight of the previous EMA in the computation of the current EMA. Commonly,
the value of the parameter A is given by
A=1-—2. (4.109)
T+1

The chosen period depends on the type of interest movement, for example short, moderate, or long-term.
Short-term averages respond quickly to changes in the price, while long-term averages are slow to react. Moving
average levels can be viewed in financial terms as support in a falling market or resistance in a rising market.
In general, there exist several types of moving averages (see [173]). In this section, we use only one type, the
exponential moving average (EMA). All the rest types of moving averages can be applied to TV-MVPS similarly
to EMA.

The TV-MVPS comprises from m — 7 in number consecutive values of an MA with 7 in number observations
for each time period. The time ¢ € [1, m — 7] implies the new price that it comes into the reckoning of the MA.
Hence, the expected return of the marketed space is r(f) = [r1 (1), r2(1),..., 7, (£)] € R” where

T G (-

=t
ri(f) = =2 — €R (4.110)
LA

is the expected return of the security i, i = 1,2,..., n. Obviously, the r;(f) is an EMA and the TV-MVPS problem
is built-up on the r(¢) for every . So, the expected return of the portfolio is r,(#) € [min(r(#)), max(r(1))] R,

the variance of the marketed space is
n n
02(1')=szi(l':t+‘[)x]'(t:l’+T)0'l'j(t) (4.111)
i=1i=1

where 7;(f) = p;j(£)o;(£)o (1) is the variance and p;;(f) is the correlation of x;(¢: ¢+ 7) and x;(¢: £+ 1) and

0;(t) is the variance of x;(¢: ¢t + 7). That is,
=Xt t+1,) COX(t:t+71,2) (4.112)

where C(f) = cov(X(¢t: t+71,:)) € R"*" is the covariance matrix of the marketed space X(f: ¢+ 1,:) at time ¢.
The optimal mean-variance portfolio is 7(£) = [11(£),n2(%),...,17,(£)] where 1;(¢) is the solution of (4.116)-(4.118)
optimization problem for the security i, i =1,2,...,n.

The purpose of the number 7 is to keep steady the number of observations in the TV-MVPS for each ¢ in

X(t:t+7,:) while f is moving across the interval [1, m — 7]. Hence, the outcome of the TV-MVPS for each ¢ can

104



be comparable with all the rest outcomes of every other ¢ € [1,m — 7] under the same number of observations.
Note that, the expected return of the marketed space r;(#) is an MA and it also has the properties of an MA.
That is, the bigger the 7 of the TV-MVPS is, the smoother the r;(#) will be when t is moving across the interval
[1, m — 7], because it filters out the ‘noise’ from random short-term price fluctuations. Moreover, it affects the
optimal mean-variance portfolio 77(f) in the same way.

Similar to [43, 152, 155, 156], by interpolating r(¢) and C() into continuous functions, we have that r(t), C(¢) €
C[0, m—1 —1]. In this way, we modify the discrete TV-MVPS of (4.116)-(4.118) to continuous-time. Note that the
space C[k, A] denotes the space of all continuous (real) functions defined on the closed interval [k, A].

The TV-MVPSTC for all possible targets r,, (see [174]) is the solution to the next risk minimization and expected

return maximization constrained problem:

min Y Y ni0)n (804 (4.113)
i

s:t. PR HOCRAGEIMG! (4.114)
ni(H) eRy, Vi, (4.115)

where (4.113) is the variance o2 (¢) of the portfolio n(¢) and R implies nonnegative real numbers.

This problem can also be written in the TVQP problem form as follows:

min 0t (1) - C(1)-n(t) (4.116)
s.t. —rT () -n(t) < —rp(0) (4.117)
0,<n(t)<+o1,, (4.118)

where C() is the covariance matrix of X(¢) and the constant @ > 0 is the numerical representation and +oco

replacement, large enough for implementation purposes.

4.6.2 THE TV-MVPSTC wiTH CARDINALITY COSTRAINT PROBLEM

Transaction costs can be used to illustrate a variety of costs, such as bid-ask spreads, fund loads, taxes or even
brokerage commissions. As set out in [192], we assume that the transaction costs are separable in this section.
More precisely, let ™, a™ be the cost prices associated with selling and buying asset i and -, 87 the fixed costs
prices related to selling and buying the asset i. The function of fixed-plus-linear TV transaction cost is defined
as

0 i) =n;(t-1)
di)=4 B +afmi@®)—n;(t-=1))x;(0) ,n: (&) >n;(t-1) (4.119)
B; +a;mi(t—1)-n;(0)x;(®) ,ni(0)<n;(t-1)

where x;(#) is the price of the i stock at time 7. Note that, except for zero fixed costs, this function is nonconvex.
As presented in [155], a related problem to (4.116)-(4.118) is reducing the overall transaction costs that are

liable to portfolio restrictions. Of all potential transactions which produce portfolios that achieve a granted
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expected return and meet portfolio constraints, we do want to pick those that will produce the least overall cost.

Consequently, the TV-PSTC problem is formulated in the following form:

g 0ley (4.120)
st Y0 =rp(0)  (4121)
ni(t) Ry, Vi, (4.122)

where (4.120) is the sum of the transaction costs related to each of the individual trades.

In order to avoid over-diversification and, hence, reduce the return of portfolio to zero, we set a cardinality
constraint to our problem. That is, for a given space of marketed securities X of n securities, we only diver-
sify in K < n, K € N, securities. A constant number K implies the number of securities the investor can hold.
To formulate the cardinality constraint mathematically, we consider the binary variables z;, z, ..., 2z, to denote
which security is present in the portfolio. These binary variables can either hold a value of zero or one. That is,
z; = 0 means that the investor does not hold the security i and z; = 1 means that the investor holds the security

i,i=1,...,n. Consequently, the cardinality constraint can be formulated as follows:
n
) zi<K. (4.123)
i=1

Combining the two aforementioned problems of (4.116)-(4.118) and (4.120)-(4.122) along with equation (4.123),
the TV-MVPSTC-CC problem is formulated in the TVNLP form as follows:

grey 170 C0 10 + () (4124)
s.t. —r'() -n(t) < —rp(0) (4.125)
Y zi( <K (4.126)

i=1

T 1
0, <0 <X"(1)nt-1)-

x1(0) " x,(2)

, (4.127)

where C(#) is the covariance matrix of X(¢#). The algorithmic procedure which defines the MATLAB function in
(4.124) is given in Algorithm 9 in Appendix.

Algorithm 9 Algorithmic procedure for (4.124).

Input: The covariance matrix C = C(t), the stock prices X = X(), the portfolio n =7(#) and the previ-
ous -1 =n(t— 1), the fixed costs f~, B* and the costs rates a~, a*.

—_

: function f = minfunc(n, n-1, C, X, 8, %, a~, a™)

2 Set f=n'Cn+sum((n>n-1)(B"+a"-n_DX)+M<n-)(B +a -1 -nX))
3: return f

4: end function

Output: The outcome of the function in (4.124).
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4.6.3 PENALTY PARAMETER

The following penalty function is used and minimized (see Sections 2.1.2 and 4.4.2):
QR =f(y)+QR,d(y), r(y), (4.128)

where Q is the penalty term and f(y) is the objective function. Moreover, R is a set of penalty parameters, g(y)
is the inequality constraint function and r(y) is the equality constraint function.

As mentioned before, we tackle the TV-MVPSTC-CC problem through an evolved version of BAS algorithm.
Since BAS is directly applicable only to unconstrained optimization, it is necessary to use some additional meth-
ods that will keep solutions in the feasible region. Our modified version of BAS incorporates the aforementioned
penalty function. Therefore, we just use penalty function (4.128) and the initial value of the penalty parameter
is settled by the user. Note that R remains constant over all the sequences generated by BAS. We can therefore
build an even more effective modified BAS algorithm than the primary one by simply considering a penalty func-
tion as shown in (4.6.4). This approach helps BAS to manage convex or nonconvex constraints more effectively.
Nevertheless, the concept of the BAS algorithm remains similar to the one set out in [39].

We merge the bracket operator penalty with the penalty function
Q=R(d;())? (4.129)

where (s) = s, if s is negative, otherwise (s) = 0. The bracket operator is an external penalty condition, since the
infeasible points are inserted with a negative value. This operator is mainly used to deal with the constraints on
inequality. The algorithmic procedure, that handles the equality/inequality constraints, is shown in Algorithm
10 as a MATLAB function.

Algorithm 10 Algorithmic procedure that handles the equality/inequality constraints.

Input: The requirements of Algorithm 9 plus the cardinality constraint number K, the penalty param-
eter R, the lower limit 7~ and upper limit n* of (4.127).
1: function Q = penfunc(n, n_1,C, r,rp, X, K, R, 7", 0", =, ", 2", a™)
22 SetQ=R(sum((rn > rp)(-rn+rp)*+m~ >mm~ -n*+ 0 >n*)M-n")»)+R?(sum(x > 0) > K)
3: Set Q =minfunc(n,n-1,C, X, 5, ,a",a*)+Q
4: return Q
5: end function

Output: The outcome of Penalty Function.

4.6.4 BAS AprproAcH ON THE TV-MVPSTC-CC PROBLEM

Algorithm 11 describes the BAS approach on the TV-MVPSTC-CC problem. Furthermore, Algorithm 11 in-
cludes function minfunc, which implements Algorithm 9 as well as function penfunc, which implements Algo-
rithm 10. Also, the dots in these functions’ input arguments imply that the remainder of the input arguments

remain as stated in their algorithms.
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Algorithm 11 BAS approach on TV-MVPSTC-CC.

Input: The covariance matrix C = C(¢), the expected return r = r(¢) and the target ry, the stock prices

X = X(1), the previous portfolio n_; = (¢ — 1), the fixed costs f~, B+ and the costs rates a~, a™,
the cardinality constraint number K, the penalty parameter R and the lower limit ™ and upper
limit n* of (4.127). In addition, the parameters d, 8, tol and kmax.

1: function [n,f,] = basfunc(n_1, C, 7, rp, X, K, R,n~,n", B, B, a", a™, d, §, tol, kmax)

2: Set y1 =n-1 and y, =nan.ones(size(n_1))

3: Set k=0 and len =length(n_,)

4: while k < kmax OR | penfunc(y,,...) — penfunc(yi,...) ||, > tol do

5: Set b =rands(k,1) and b = 2_+M
6: Set y,=y1—dband y;=y,+db
7: Set y =|y1 + 0 b(sign(penfunc(y;,...)—penfunc(y;,...)))l
8: if penfunc(y,...) <penfunc(y,...) then
9: Sety,=yirand y, =y
10: end if
11: Set d =0.991d +0.001 and 6 =0.9916
12: end while
13: return 1 = y;, f; =minfunc(ys,...).

14: end function

Output: n=n(1), f;.

4.6.5 PENALTY ALGORITHM FOR THE MODIFIED BAS ALGORITHM

We initially implement a supplementary algorithm 12 that creates the TVNLP problem of (4.124)-(4.127) vari-
ables. Furthermore, the vector noep and the function omega, which are include in algorithm 12, are used in order
to unclasp the problem of nonexistent observations between periods of the same division. A detailed analysis

about the vector noep and the function omega can be found in [155].

Algorithm 12 Algorithm for the TVNLP problem of subsection 4.6.2.

Input: The data, which is a time-series as a vector of n prices, the time ¢ and the vector noep, which

contains the number of observations in each period.
1: function [n~,n",A,r,,X,,C] = problem(noep,t,fc.f;. X.n-1)
2 Set w =omega(noep,t), C = fc(wt), r = fr(wt), A= —r" and X, = X(w?)
3: Set rp = —min(r), n~ =zeros(length(Xp),1) and n* = X;;n_1./ X,
4: end function
Output: The n7,n*,A,X,,C for the time t.

The innovation of Algorithm 13 in comparison with the BAS version presented in [155] is that the penalty
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parameter R is adjusted automatically. That is the user does not have to intervene and adjust the value of R

instead Algorithm 13 finds the suitable value of R.

Algorithm 13 Penalty-BAS algorithm.
Input: The requirements of Algorithm 12 plus the cardinality constraint number K.
1: function [Xpess, fes:] = PBAS(noep,t,fc, fr. X.n-1,K)
2: Set [n7,n",A,rp,Xp,C] = problem(noep,t,fc,f;. X.n-1)
3: Set toly =toly=1e—4,Ry=0.1,¢=100, T=1,x=[], x(:,T) =n-1 and R(T) = Ry
Set 5o = @(w)sum((—Au+r, <0).(Au+r,)+M —u>0).(" —w)+w-n*>0).(u-n")+u-

>

n-1 =0).(u—-n-1)) + (sum(u > 0) > K)

5: Set s =s9(x(:, T))

6: Set bee= @(w,, wo)basfunc(wn, C, r, rp, Xp, K, wo, 0™, 0", =, %, a™, a”, d, 8, tol, kmax)
7: if s> 0 then

8: Set Q(1, T) = penfunc(x(;, T), n-1, C, 1, rp, Xp, K, R(L,T), 0", 0", =, ", a”, a”)

9: Set G(:, T) = bee(x(;, T),R(1, 7)), x;, T+1)=G(, T)and T=T +1

10 Set Q(1, T) = penfunc(G(;,T-1),n-1, C, 1, rp, Xp, K, R, T-1),n7, 0", =, 7, a™, a™)
11: Set x(;, T-1)=x(,T)

12: else

13: Set Q(1, T) = penfunc(x(;, T), n-1, C, 1, rp, Xp, K, 0,07, 0", B, fF, a”, a”)

14: Set G(;, T) = bee(x(;, T),0)and T=T+1

15: Set Q(1, T) = penfunc(G(;,T—-1),n-1, C, 1, 1p, Xp, K, 0,07, 0", =, B*, a™, a™)

16: Set x(;, T)=G(, T—-1)

17: end if

18: Set err =abs(Q(1,T)), R(1,t) =cR(1,T—1) and Xpes;(1,:) = G, T —1)

19: while err > tol, do

20: Set G(;, T) = bee(x(;, T),R(1, 7)), x(:;, T+1)=G(,T), T=T+1and R(1,T)=cR(1,T-1)
21: Set Q(1, T) = penfunc(G(;,T-1),n-1, C, 1, 1p, Xp, K, R, T-1),n7, 0", =, 7, a™, a™)
22: Set err = abs(Q(1,T) - Q(1, T —1)), s = so(x(;, T)) and Xpes:(1,:) =G, T —1)

23: if abs(s) < tol; then

24: break

25: else if abs(x(;, T) —x(;, T —1)) <1le—4 then

26: break

27: end if

28: end while

29: Set fpesr = minfunc(Xpess, -1, C, Xp, B~, B, a”, a™)

30: end function

Output: The Xpes; and fpesr for the time ¢.
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4.6.6 THE TVPBAS ALGORITHMIC METHOD

Algorithm 14 is the main and most important algorithm, since it describes the complete procedure for solving
the continuous TV-MVPSTC-CC problem in discrete time and produces its online solution. Note that Algorithm

14 can make use any of the interpolation algorithms presented in Appendix A.

Algorithm 14 The TVPBAS algorithmic method for solving the problem of TV-MVPSTC-CC.

Input: The data, which is a time-series as a vector of n prices, and the moving average’s number of

time periods 7 < m—1, T € N. The tspan = [tstart, tendl, Where fsiars, tend € [0,length(data)—1],
the parameter y which divides tspan corresponding to y in a number equal steps, and the vector
noep which contains the number of observations in each period. Furthermore, a given portfolio
1, and the cardinality constraint number K.
Construct C and r from Algorithm 24.
Construct fc, fr and fx from Algorithm 27 or Algorithm 28.
function [x,y] = TVPBAS(n,,y.tspan,noep, fc.fr.fx, K)
Set t=tspan(1): )l, :tspan(2)
Set n =length(n,) and rot =length(r)
Set x =zeros(n, tot) and y =zeros(1, tot)
Set [x(;,1), y(1)]= PBAS(noep,t, fc, fr. X1 p.K)
fori=2:totdo
Set [x(:, i), y(i)]= PBAS(noep.,t,fc,fr, X,x(:, i —1),K)
end for
end function
Output: The online solution of the TV-MVPSTC-CC Problem.

4.7 A BINARY MARKOWITZ-BASED PORTFOLIO SELECTION PROBLEM

In this section, the binary version of BAS (BBAS), which is described in [43], is modified by adding a V-shaped
transfer function as presented in [193, 194], to solve the BBAS problem of trapping in local minima. In this
way, we introduce the modified V-shaped transfer function-based binary BAS (VSBAS) algorithm, which is a
more efficient version of BBAS in the case of large input data. VSBAS is compared against BBAS, the binary bat
algorithm (BBA), the binary genetic algorithm (BGA) and the modified V-shaped transfer function-based binary
particle swarm optimization (VPSO) on a Markowitz-based portfolio selection problem using real-world large
data input.

The portfolio selection problem (or portfolio optimization) alludes to the optimal distribution of budget on
the available stocks according to some objective (see [1-3, 5, 195]). A common objective is the expected mean-
return maximization, and the risk (variance) minimization. This objective was presented not many decades ago
from Markowitz’s Modern Portfolio Theory [167], and has been studied extensively ever since. Contemporary
references on Markowitz-based portfolio selection problems are [168, 196, 197]. For instance, the authors of

[196] explore the optimization of the portfolio under the Hidden Markov model’s investor sentiment states and

110



over a different time period. By using two methods, namely the Markowitz and Bayesian mean-variance, their
findings show that the Bayesian efficient frontier of regular and Islamic stock portfolios is influenced by the
state of sentiment of the investor and the time period. In [197], a Markowitz-based model is considered in a
privacy-conscious manner for outsourcing to a public cloud. The proposed model uses encryption operations for
location-scrambling and value-alteration that can protect the privacy well of its input/output. The results therein
display that when solving the proposed model, the investor will obtain a tremendous amount of computational
benefit and cloud complexity consistent in comparison with that of the original model.

In recent years, many Markowitz-based portfolio selection problems have been proposed and studied, and
they have been addressed using a variety of methods, including a multi-objective evolutionary algorithm (MOEA)
in [198], a standard solver (Cplex) in [199], an augmented e-constraint method (AUGMECON) in [200, 201], a
multi-objective optimization genetic algorithm (MOO-GA) in [202], a non-dominated sorting genetic algorithm
(NSGA-TI) in [203], a BAS algorithm in [156]. The proposed approach has several new features when compared
to previous research on Markowitz-based portfolio selection problems in general. New features and similarities

with the most relevant papers are presented in Tab. 4.1.

Table 4.1: Interconnection with previously published papers that are most closely related

Reference TV Model Cardinality Transaction Financial Solution
Costs Market Approach
[198] No Yes Yes Hang Seng, MOEA
S&P, Nikkei
[199] No Yes Yes Hang Seng, Cplex
S&P 500,
Nikkei 225,
Russell 3000
[200] No Yes Yes Eurostoxx 50 AUGMECON
[201] No Yes Yes S&P 500 AUGMECON
[202] No No Yes Bovespa, MOO-GA
S&P 500
[203] No Yes Yes S&P 100 NSGA-II
[156] Yes Yes Yes US Market BAS
Proposed Yes Yes Yes DJIA, CAC 40, VSBAS
Approach US Market

4.7.1 V-SHAPED BINARY BEETLE ANTENNAE SEARCH ALGORITHM

In this section, the VSBAS is described as the combination of two factors, namely the BBAS and the transfer
function method.

On the one hand, we have the binary BAS of [43], which can be analyzed as follows. Assume that the position
of the beetle, at i-th time moment, is a vector x;, i = 1,2,... and the concentration of odour, at position x, is the
objective function f(x), where the minimum value of f(x) is correlated with the source point of the odour. Then
a random searching path of the beetle defines the model of searching behavior as follows:

B =round(rnd(g, 1)), (4.130)
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where round(-) and rnd(:) implies a round and a random function respectively, and g implies the position’s
dimensions. To mimic the searching behaviors of the beetle’s antennae, the right (xg) and left (x;) antennae are

formulated as follows:

1, x;+B>1

Xg = : (4.131)
0, xi+B<0
].7 x_B>].

Xy = ! . (4.132)
0, xi—-B<0

Furthermore, considering the candidate optimal solution (x¢) as follows:

rom { xr,  fxr) < f(xp) (4.133)
xr,  f(xr)> f(xr)
the behavior of detecting can be formulated as follows:
. { xc,  fe) < f(xion) (0130
Xi-1,  f(xc)> fxi-1)

On the other hand, transfer functions are commonly employed in population-based evolutionary algorithms to
solve the problem of trapping in local minima and thus to improve their optimization ability [204]. In addition, a
v-shaped family of transfer functions has been proposed and investigated in [193, 194], with findings indicating
that the v-shaped family of transfer functions has merit for use in binary algorithms. The transfer function
determines the possibility of changing the elements of a position vector from 0 to 1 and vice versa. In this way,
the particles are forced to move in a binary space. To choose a transfer function according to [204], the following
principles should be taken into account, for mapping velocity values to likelihood values. First, the span of a
transfer function must be limited in the [0, 1] interval, as it reflects the likelihood that a particle will change
its location. Second, for a large absolute value of velocity, a transfer function should have a high likelihood of
changing the location. Particles with high absolute values for their velocity are obviously far from the ideal
solution, so in the next iteration, they could adjust their locations. Third, there should also be a small likelihood
of a transfer function shifting the location for a small absolute value of the velocity. Fourth, a transfer function’s
return value should increase as the velocity increases. For going back to their previous positions, particles that
are heading away from the best solution must have a greater chance of shifting their position vectors. Fifth, a
transfer function’s return value must decline as the velocity decreases. These five principles ensure that a transfer
function can map the search procedure to a binary search space in a continuous search space, while retaining
comparable concepts of the search for a specific evolutionary algorithm.

In the case of population-based evolutionary approaches, these five principles can be applied as presented in
[193, 194]. Considering that Xxp,; is the best solution attained so far and x. is a candidate solution, the velocity
vector v is formulated as follows:

Vi(t+1) =v;(£) + (xc — Xpest) Fi (4.135)
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where F; indicates the frequency of i-th particle at iteration ¢ and is formulated as follows:
Fi = Fpin + (Fpax — Fmin)tnd(1). (4.136)

Furthermore, a v-shaped transfer function V and position updating rule in g-th dimension can be formulated as

follows:
Vi) = )garctan(z v () (4.137)
1 T 2 1
g -1 4
L+ = ();im) ’ md(l)<v(yig(t+1)), (4.138)
(), rnd(1) = V(0¥ (£ +1))

where the superscript ()7! indicates the complement of xl.g(t).

In the case of BBAS, we may not have a population-based evolutionary approach, but we have a single beetle
with two antennae. What we are trying to do is to v-shaped the outcome of its antennae. To accomplish this,
(4.135)-(4.138) must be modified in such a way that they match the BAS concept while still remaining functional.
Thus, we can make the following three changes in the aforementioned approach. First, since the term frequency
is incompatible with the BAS concept, (4.136) is discarded and F; is replaced by rnd(1) in (4.135). Second, since we
do not have particles in the BAS concept, the term i-th particle is removed from (4.135), (4.137) and (4.138). Third,
in the concept of a population-based evolutionary algorithm, the population evolves over time ¢ and (hopefully)
reveals better solutions. In contrast to population-based evolutionary algorithm concepts, the BAS concept has
no evolved population, so ¢ = 0. Its worth noting that the initial velocity v(0) is always equal to 0 in [193, 194].
As a result, the term ¢ is removed from (4.135), (4.137) and (4.138). Based on that, we can rewrite the velocity
formula of (4.135) as follows:

v = (Xc — Xpes)rnd(1), (4.139)

and, hence, the v-shaped transfer function V of (4.137) and the position updating rule of (4.138) in g-th dimension

can be simplified and formulated as follows:

2 b/
V()= |—arctan(— Ug)| (4.140)
7 2

&7, md)<V
xg:{ (xe) ", md <V (4.141)

x&, md(1)=V(v)

Furthermore, as proposed in [193, 194], the balancing between these techniques is controlled by a parameter r.

Consequently, (4.141) can be modified as follows:

(x8)7", r<md)<V@)

x8 =1 x§, r<rnd(l) and rnd(l)=V(v) . (4.142)
xf;' ., r>rnd(1)
est

The process of v-shaping the outcome of a beetle’s antennae element by element is shown in (4.139)-(4.142),
whereas the following Alg. 15, which contains MATLAB routines, describes the process of v-shaping the outcome

of a beetle’s antennae for all of its elements at once.
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Algorithm 15 Binary V-Shaped transfer function for BBAS antennae.

Input: The best solution attained so far xj,s; and a candidate solution x..
1: function x = VSTF(xpess, Xc)
2 Set g =length(x.), r =0.1 and b =rand(g,1)
3 Set v = (X — Xpest)-b and V =abs((2/pi)atan((pi/2)v))
4: Set x;.(b<V)=~x.(b<V)and x.(b>r) = Xpest(b>T1)
5 return x = x;
6: end function

Output: The binary V-Shaped optimal solution x.

By adding the property of v-shaping the outcome of a beetle’s antennae to BBAS, the problem of trapping
in local minima can be handled efficiently, improving BBAS accuracy. The VSBAS approach is described in the
following Alg. 16.

Algorithm 16 Algorithm of VSBAS.

Input: An objective function f(x;), where x; € R”, and initialize the parameters x( and i.

1: while i < I;,5x OR (stop criterion) do
2: Define the vector unit B according to (4.130)

3: Explore the variable space with two kinds of antennae according to xp of (4.131) and x of
(4.132)

4: V-Shaped xg and x;, by setting xg =VSTF(x;, xg) and x; =VSTF(x;, x1), respectively

5: Calculate the candidate optimal solution (x¢) in line with (4.133)

6: Update x; according to (4.134)

7: if f(x;) < fpes: then

8: Set fpest = f(xi) and Xpesr = X;

9: end if
10: Seti=i+1

11: end while

Output: xp.s;: the optimal solution, fpes;: the value of f(Xpess).

4.7.2 TaE BMPS PROBLEM

Assume that the market space is X (1) = [x1 (), X2(), ..., X, (£)] € R"” where xj(t) eRistheasset j, j=1,2,...,n,

attime £ =1,2,..., m. Given the number § € N, which denotes the past values (or delays), we set 7 (¢) = [} (£), r2(2),
Thgxit=h)

PBmax(x;(t—p-1:1)

malized expected return at time ¢t = f+1,8+2,...,m. In the sequel, max(-) denotes the maximum value and

..o, Th(0)] € R” the expected return of the market space, where ri(6) = € R is the asset’s j nor-

the colon operator (:) is being used to create vector subscripts. More precisely, a colon by itself in place of a

subscript denotes all the elements of the corresponding row or column, while (k; : k») denotes all the elements
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from kj to ky of the corresponding row or column. Also, C(f) € R”*" denotes the covariance matrix of the nor-
malized market space X(f) at time t =8+ 1,8+2,...,m. That is, C(?) = COV(X(t—,B— 1:¢t,)0 m),
where cov(:) denotes the covariance matrix and © implies the Hadamard (or element-wise) product. In addition,
n(t) € R" denotes the optimal portfolio of the time-varying BMPS problem and 7;(¢) € R denotes the j-th asset
of the optimal portfolio 7(#).

The purpose of the number f§ is to keep steady the number of observations in the time-varying BMPS problem
foreach t=f+1,6+2,...,min X(t). As a result, n(¢) for each t can be comparable with all the rest outcomes
of every other t under the same number of observations. It is worth noting that the market space’s expected
return r;(f) is a moving average and thus has the properties of a moving average. That is, the bigger the g is,
the smoother the r;(#) will be when ¢ is moving across the values t = f+1,5+2,..., m, because it filters out the
“noise” from random short-term price fluctuations. It also has the same effect on the optimal portfolio 7(1).

Furthermore, we set a cardinality limit on the BMPS problem to prevent over-diversification and, thus, min-
imize the return of the portfolio to zero. As a result, we only diversify between u~ < u* < n, with u=,u* €N,
assets for a given market space X of n assets. That is, the maximum number of assets that an investor can hold is
an integer between y~ and p*. To mathematically formulate the cardinality limitation, the binary variables A,
j=1,...,n, are considered to imply which asset is present in the portfolio. These binary variables are capable of
retaining either a value of zero or one. That is, A; = 1 if the investor holds the asset j (i.e. () # 0), otherwise

Aj = 0. Therefore, the cardinality constraint can be formulated as follows:
n
ps=d Aj=spt. (4.143)
j=1

In addition, a number of costs, such as fund loads, bid-ask spreads, taxes, brokerage commissions etc. can be
defined as transaction costs. As determined in [192], we let 67, 07 the fixed rates prices connected with selling
and purchasing the asset j and {7, {* be the cost rates connected with selling and purchasing asset j. In this way,
the transaction costs connected with selling and purchasing asset are separable. The time-varying transaction

cost function is formulated as follows

0 (0 =n;t-1)
YiW =4 07 +Tm;0) —n;(t-D)x;() n;(0)>n;E-1) . (4.144)
67+ m(t=D=n;Nx; (0 0 <n;(=1

Note that, except for zero fixed costs, (4.144) is nonconvex.
Finally, by setting R(¢) € [u~ min(r(z)), u" max(r(f))] <R as the target expected return of the portfolio, the

time-varying BMPS problem can be formulated in an integer linear programming form as follows:

min n'(@)-C -6 +y(® (4.145)
s.t. —rY(1)-n(H) < -R(1) (4.146)
n
pm =Y A =pt (4.147)
j=1
nj(H=10,1}, (4.148)
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4.8 THE TV TANGENCY PORTFOLIO UNDER NONLINEAR CONSTRAINTS PROBLEM

The mean-variance optimization theory of Markowitz provides a mechanism for selecting assets (or securities)
portfolios that trades off expected returns and risk of prospective portfolios. For a given level of risk, investors
that utilize mean-variance resolution to maximize their expected return always prefer portfolios that are on the
CML. If a feasible portfolio has the highest expected return among all portfolios with the same variance, or if
it has the lowest variance among all portfolios with at least a specific expected return, it is said to be efficient.
The efficient frontier of the portfolio universe is made up of a collection of efficient portfolios. The most efficient
portfolio, dubbed the tangency portfolio, is found at the point where the CML intersects with the efficient frontier.

Any portfolio n with one or more risky assets and one risk-free asset may have a linear connection between
its expected return rj, and its risk 0, according to Sharpe Ratio (SR) [205]. Mathematically, this can be stated in
the following way:

Tp=Tp+Syop, (4.149)

where 1 denotes the risk-free asset’s return and S; denotes the portfolio’s SR, which is the risk premium per
risk unit.

The tangency portfolio optimization given in [206] is the foundation of our approach to the TV-TPNC problem.
A rationalistic risk averse investor’s endowment will be divided, with a proportion y invested in a risk-free asset
and the rest (1—-7) in a time-varying portfolio of risky assets 1(), £ N, whereas S, (f) is determined by the com-
position of 7(#), which is based on the common capital market hypothesis of one risk-free and many risky assets.
Consider the market space X (t) = [x)(£), X2(1),..., X, ()] € R" that contains n assets prices, the investor would
choose the weights 1; (1), for the assets i = 1,2,..., n, included in the portfolio n(#) = [11(£),n2(8),..., N ()] € R"
to optimize S, (7). It is worth emphasizing that y reflects the investor’s risk aversion, and that all investor’s 1; (f)
must be the alike. As a result, the time-varying tangency portfolio n(#) can be computed without considering
the risk aversion or utility function of the investor.

Moreover, investors prefer portfolios with a lower number of different assets since handling portfolios with
a big number of various assets may be time intensive [207]. A key consideration during the portfolio selection
process is that most of a portfolio’s risk diversification may be achieved with a small but well-selected collection
of assets [206]. Mathematically, a cardinality constraint (CC) can be used to any portfolio optimization problem
to achieve this. Thus, the fixed number K denotes the exact amount of assets an investor can own, avoiding over-
diversification, while CC is expressed as the binary vector D(f) = [D;(t), D2(?),..., D, ()] € R", which signify the
assets in the portfolio and can have a value of 1 or 0, where D;(#) =1 signifies that the investor owns the asset i

and D;(t) = 0 signifies the opposite. Thus, the time-varying CC function can be formulated as follows:

1, i
Di(t):{ n:(1)>0 (4.150)
0, ni(t)=0

MPT frequently considers an ideal market in which short sales are prohibited but shares are infinitely separable
and hence may be sold in any non-negative partition, free of taxes and transaction costs (TC). TC can refer to a
variety of expenses like fund loads, taxes, bid-ask spreads, brokerage charges, and so on. Inline with [192], we

will consider 67, 6* the fixed charges prices generated from the sell and buy of an asset i, and {~, {* the cost
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charges generated from the sell and buy of an asset i. Thus, TC generated from the sell and buy of an asset are

separate, and the time-varying TC function can be formulated as follows:

0, ni(=n;-1)
Gi()=q 0"+ () —-nit—-D)x; (1),  ni(®)>ni(t—1) (4.151)
0~ +({ (mi(t—1) —ni(0)x;(1), ni(t)<ni(t—1)

and G(1) = [G1(1), G2 (D), ..., G (8)] € R™. Apart from the case of zero costs, (4.151) is nonconvex.
According to the aforementioned, if a market X(f) of n assets exists, in which only K of them have to be

included in 1(#), the TV-TPNC problem can be formulated as follows:

n
rg(%x Sp(1) —;Gi(t) (4.152)
t)— t
s.t. Sp(t) = M (4.153)
. op(1)
rp(t) =Y ni(Or:(1) (4.154)
i=1
LPOENDIDI HOL GG (4.155)
n i=1j=1
Y D;(t) =K, Vi, (4.156)

i=1
where r;(f) signifies the expected return of asset i at time #, and 0;;(f) signifies the covariance among the
expected returns of assets i and j at time ¢.

The following improvements are made to transform the TV-TPNC to an NLP problem and make it more realistic.
We use past values (or delays) to construct the variance (risk), covariance matrix and expected return of the market
X(t). Representing the delays with the constant number f € N, we consider r(£) = [r1(£), r2(£),..., 7, (£)] € R” the
expected return of X (¢), where r;(t) = Zf;é (x;(t—2)) /B € R signifies the asset’s i, i = 1,2,..., n, expected return
at time ¢, and C(¢) € R"**” the covariance matrix of X(#) based on § in number delays. In this way, we can set
rp(t) = nT(t) r(t) and o, (1) = 4 /T (1) C()n(r). It is worth noting that X (¢) contains both risk-free and risky assets.
However, when it comes to investing, there is no such thing as an asset that is risk-free because nothing can be
guaranteed 100 percent. As a result, in our model, risk-free assets are defined as market assets with a variance
below a small fixed value a. Thus, setting H(¢) = [h (1), ha(1),..., hp(2)], where h; () =1, ifVar[hi(t)] < a with
Var[ J ] signifying the variance of i, and h;(f) = 0, otherwise, we have that re() = nT(t)(H o r(t)) with ©
signifying the Hadamard (or element-wise) product. It is also worth noting that the price of each asset x; is
normalized inline with its f in number delays.

The TV-TPNC problem may be expressed in the next NLP formation based on the aforementioned analysis:
nt((r) - H@® or®)

min Gl(t) 1, - (4.157)
Vi@ @

s.t. () -1,=1 (4.158)

DY'(-1,=K (4.159)

0,<n()=<1, (4.160)
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4.8.1 THE SEMI-INTEGER BEETLE ANTENNAE SEARCH MODEL

The computational procedures utilized to handle the given financial NLP problem in a brief period of time with
great accuracy are the main emphasis of this paper. As a result, a hybrid algorithm called SIBAS is developed,
which is based on a nature inspired algorithm called BAS, whose primary advantage is its low time consumption.
SIBAS combines BAS and BBAS to better handle cardinality constrained NLP problems.

THE SIBAS ALGORITHM

BAS is a nature inspired algorithm that finds the best solution to an optimization problem by mimicking the
behavior of a beetle [39], while a binary type of BAS named BBAS was presented in [43]. Due to the fact that
these algorithms are only applicable to optimization without constrains, a complementary procedure have to
be used to keep solutions inside the acceptable range. The penalty method [9] is chosen as the supplementary
procedure for manipulating nonconvex or convex constraints more effectively in this study.

The following penalty function is used and minimized (see Sections 2.1.2 and 4.4.2):
F(w) = f(w) +U(R, q(w)), (4.161)

where f(w) signifies the objective function. Also, U(R, g(w)) signifies the penalty term, where g(w) denotes the
inequality/equality constraint and R denotes a set of penalty parameters.

The SIBAS may be described as follows. At i-th time moment, consider the position of the beetle as a vector x;,
i =1,2,.... Then, the gathering of odour is the objective functions F; (x) and F»(x) at position x. As a result, the
minimum value of F;(x) and F»(x) is linked to the odour’s source spot. Note the F (x) is (4.161) with only the CC
of the NLP problem, while F»(x) is (4.161) with all the rest inequality/equality constraints of the NLP problem.
The model of seeking behavior is defined as follows by a random searching path of the beetle:

A =round(rnd(n, 1)), (4.162)

where rnd(-) and round(-) signify a random and a round function respectively, while n signifies the position’s
dimensions. The right (xg) and left (x;) antennae are composed as bellow to replicate the seeking behaviors of

the beetle’s antennae:

1, xj1+A>1
Xg = , (4.163)
0, xj1+A<0
1, xi1—-A>1
XL = . (4.164)
0, xi_1—A<0
Moreover, assuming the candidate optimal solution as bellow:
xgr, Fi(xp) < Fi(xp)
xc={ fo PSRRI (4.165)
xr, Fi(xp) > Fi(x1)
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the behavior of detecting may be formulated as bellow:

(4.166)

=] Yo Fi(xc) < Fi(xi-1)
T xR > Fixio)

Note that i signifies the iteration number. Given that y is the optimal solution of F;(:), a new random seeking

path is created for optimizing F»(-). Hence, setting g = rnd(n, 1) at position x;_;, the random path is as bellow:

g
B=—2__, (4.167)
2752+ || gl
Imitating the antennae motions, we have:
XL =Xxj_1—dB, Xxp=x;_-1+dB, (4.168)

where the detecting diameter of the antennae is denoted by d, which is related to the ability to exploit. In addition,

considering the candidate optimal solution:
x¢ = || xi—1 + 6 Bsign(Fz (xg) — F2 (x)) | @ , (4.169)

where the term 0 refers to a size step that corresponds to the pace of convergence following an increase in
i during the search. In this way, the optimal solution of Fj(-) is merged with the solution of F»(:), while only

specific elements of x¢ are allowed to be modified. Hence, the behavior of detecting may be formulated as bellow:

, F < F(x;_
X = xc 2(xc) < F2(xi-1) . (4.170)
xXi-1, Fa(xc) > Fa(xi-1)
Finally, the d and & update rules are as follows:
6 =0.9916, d=0.991d+0.001. (4.171)

The SIBAS algorithm is shown in the diagram of Fig. 4.3.

SIBAS ApPrOACH ON THE TV-TPNC ProBLEM AND THE COMPLETE PROCESS

Given the market dataset M, which comprises of assets prices time-series, the market space X () along with the
span of time-period ¢ are determined based on the delays number . In addition, C(#) and R(?) = r(t)-H(t) ©r(¥)
can be constructed based on the analysis presented in this section. Setting the initial position of the beetle as the
initial portfolio of the TV-TPNC problem as well as the penalty functions according to the analysis presented in
subsection 4.8.1, the TV-TPNC problem of (4.157)-(4.160) can be solved with the SIBAS algorithm. More precisely,
the penalty functions for the TV-TPNC problem of (4.157)-(4.160) can be written in MATLAB routines as follows:

Fi(m) = f() + R"2 * (sum(n > 0) ~= K), (4.172)
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Figure 4.3: The SIBAS algorithm for cardinality constrained NLP problems.

F(1m) =f®) + R * sum((sum(n) — 1 ~= 0).(sum(n) — ./ 2
(4.173)
+M<0).xn. 2+ M-1>0).%1n-1)."2),
where sum(-) signifies the MATLAB routine for summing the elements of an input array and f(n) is (4.157).
The complete process to solve the TV-TPNC problem of (4.157)-(4.160) using the SIBAS approach is presented

in Alg. 17.

Algorithm 17 The complete process to solve the TV-TPNC problem of (4.157)-(4.160) using SIBAS.
Input: The market dataset M; the delays number f§; the initial portfolio n;, and the parameter a.

—_

: Set [m, n] =size(M), teng = m— B, 1 =zeros(fend, 1), X =zeros(tend, 1) and C{teng, 1} =1{}
2: for t=1:t.q do
Set s=M(t:B+1t—-1,:), s=s./max(s) and X(t,:) = s(B,:)

Set C{t,1} =cov(s) and r(t,:) =mean(s) — (var(s) < a).*mean(s)

3

4

5: end for
6: Set Nopt =2€ros(n, fend)

7: Set 1opt(f) the optimal solution of SIBAS algorithm based on the initial portfolio 7,

8: for t =2: t.q do

9: Set nopt(#) the optimal solution of SIBAS algorithm based on the previous portfolio 7opt (£ —1)
10: end for

11: return nop(f) for 1€ [1, fengl EN

Output: The optimal solution 74pt(#) of the TV-TPNC problem of (4.157)-(4.160).
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Applications in Real-World Datasets

This chapter includes applications on the portfolio management problems presented in chapter 4 using real-
world datasets. More precisely, this chapter is divided into three sections, the first of which contains useful
algorithmic procedures for handling data input in continuous-time financial optimization problems, the second
of which contains numerical experiments on portfolio management problems using NN solvers, and the third of

which contains numerical experiments on portfolio management problems using metaheuristics.

5.1 HANDLING DATA INPUT IN CONTINUOUS-TIME PORTFOLIO MANAGEMENT PROBLEMS

In financial optimization models that we are dealing with, the data input is time-series. A time-series is a
series of time-indexed data points that means our data input is discrete. When we deal with a continuous-time
financial optimization problem, we need to convert those data inputs from discrete to continuous-time.

In [152, 155, 156], four popular interpolation methods are employed that are also offered by MathWorks, and
they demonstrated how to use them with MATLAB routines to produce faster results in the case where input data
are given in the form of time-series. These interpolation methods are the step function, the linear, the piecewise
cubic Hermite (P.C.Hermite), and the cubic spline (C.Spline). A graphic illustration of these methods is given
in Figs. 5.1a, 5.1b, 5.1c and 5.1d, respectively. The data that were used in Fig. 5.1 are the daily close prices of
NASDAQ Composite (*IXIC) in the year 2019.

Converting time-series to continuous-time functions is clearly apparent in the following sections. As a result,
several algorithms in this chapter make use of the custom MATLAB functions presented in [155, 156]. These
custom MATLAB functions are the followings:

» sfots and sfotss for step function of time of arrays and matrices, respectively;
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« linots and linotss for linear interpolation of arrays and matrices, respectively;
+ pchinots and pchinotss for P.C.Hermite interpolation of arrays and matrices, respectively;
+ splinots with sp and splinotss with sps for C.Spline interpolation of arrays and matrices, respectively.

The main advantage of these custom MATLAB functions over MathWorks commercial functions is that they can
be handled more efficiently by the ode MATLAB solvers, lowering computational costs. It is worth mentioning
that the algorithmic procedures of all these custom MATLAB functions can also be found in the Appendix A or
downloaded from:

https://github.com/SDMourtas/TV-MVPSTC-CC.

9060 9060

Step Function Linear Interpolation
9040 o Time Series Data| 9040 o Time Series Data |

9020 —J 1 9020
89000+ 1 89000t
a a
8980 | 1 8980 |
8960 | 8960 |
T
8940 1 8940
23/12 24112 26/12 27/12 30/12 31/12 23/12 24/12 26/12 27/12 30/12 31/12
Time Time
(a) Step Function of Time. (b) Linear Interpolation.
9060 9060
P.C.Hermite Interpolation C.Spline Interpolation
9040 o Time Series Data ] 9040 o Time Series Data
9020 9020
B o000+ B o000+
a a
8980 1 8980 1
8960 f 8960 f
8940 | 1 8940 |
23/12 24/12 26/12 27/12 30/12 31/12 23/12 24/12 26/12 27/12 30/12 31/12
Time Time
(c) P.C.Hermite Interpolation. (d) C.Spline Interpolation.

Figure 5.1: Data interpolation methods.

Furthermore, in finance it is possible to split the time periods into daily weekly, monthly, quarterly, annual
and their combinations. Yet their results may not be equal in number for two different time periods of the same
division, which is due to the fact that financial markets may be close (special days of the calendar), the year may
be leap, one month may have fewer days, etc. To solve the problem of missing observations between periods of
the same division, we calculate the parameter w for each ¢, which divides the observations into the time periods.

For this purpose, the following Alg. 18 is proposed in [152, 155, 156]:
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Algorithm 18 Algorithm procedure for splitting the observations.

Input: The time ¢ and the vector noep, which contains the number of observations in each period.

1: procedure omega(noep,t)

2: if length(noep) =1 then

3: return w = noep

4: else if If noep(1) = noep(2) =--- = noep(m) then
5: return w = noep/m

6: else

7: Set T as the floor price of t and w =0
8: if T >0 then

9: fori=1:Tdo

10 Set w =w + noep(i)

11: end for

12: end if

13: if t # T then

14: Setw=(w+noep(T+1)-(t-T))/t
15: else

16: Setw=w/t

17: end if

18: return w

19: end if

20: end procedure

Output: The parameter w which splits the observations to the time periods.

5.2 PorTFOLIO MANAGEMENT THROUGH NN SOLVERS

Numerical experiments on the TV-MCPI, TV-MVPS, and TV-BLPO problems are presented in this section,

along with a thorough discussion of their implementation.

5.2.1 NUMERICAL EXPERIMENTS ON THE TV-MCPI PROBLEM

The TV-MCPI problem is a continuous-time financial optimization problem. Because we are attempting to
compute the online solution of a continuous-time problem, the data input must be transformed from discrete-
time to continuous-time. As a result, the interpolation functions are employed on X (1), X(1), p(#) and p(1). It
is worth mentioning that X(t) = X(t+1) - X() and p() = p(t+1) — p(t). In addition, to solve the omitted
observations problem between periods of the same division, we use the parameter w from Alg. 18, which splits
the observations to the time periods for each t inside the ZNN and LVI-PDNN. That is, we employ X (1), p(w?)
instead of X(1), p(¢), and X(w?), p(wt) instead of X, p(t). Moreover, the ode15s MATLAB solver is employed
on (4.9) and (4.10) to generate the online solution of the TV-MCPI problem. Also, in the following experiments,
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the parameters settings are y = 100, = 2 and 6 = 1000, while the financial time-series used are taken from

https://finance.yahoo. com and the exact data used can be downloaded from:
https://github.com/SDMourtas/DATA/tree/main/TV-MCPI.

Finally, the ZNN’s and LVI-PDNN’s solutions are checked, for comparison purposes, against the assumed theo-
retical solutions produced by the quadprog MATLAB function.

Case 1 _
e BAC MS F

Lawd INTC JPM HPQ NOK PCG
s=8, k=540

Figure 5.2: The portfolio cases stocks that have been utilized in the TV-MCPI problem experiments.

The experiments cover two different portfolio configuration cases. The portfolio cases are presented in Fig.
5.2, with the market space containing some of the most active stocks in the US market. In the j-th case, j =1,2,
we assume the market X = [x1, X2,..., xs], where X includes the daily close prices of the s stocks shown in Fig.
5.2. We employ linear data interpolation in the previously mentioned time series to convert them into functions
of time, we set the time delay parameter ¢ = 21 and we find the minimum-cost insured portfolio 7(¢) for the time
period 01/05/2019 to 01/10/2019. Furthermore, we divide our time-series into five monthly periods by setting
noep = [22,20,22,22,21], and we set tspan = [0,5] in the ode15s MATLAB solver. Note that the vector noep
contains the observations number for each month of the time period 01/05/2019 to 01/10/2019. Given a portfolio
¢ =2omnes(s, 1), a floor k, and starting from y(0) = [¢; 20ones(4s+2,1)] in (4.9) and y(0) = [¢h; 2] in (4.10), the results
are presented in Figs. 5.3 and 5.4.

More precisely, Fig. 5.3a shows the minimum-cost insured portfolios n(#) generated by the ZNN, LVI-PDNN
and quadprog. We can observe, therein, that the portfolios are identical. Figs. 5.3b and 5.4a present the insurance
costs of the initial portfolio ¢ and the portfolios 7(#), produced by the ZNN, LVI-PDNN and quadprog, and Figs.
5.3c and 5.4b present the portfolios 71(#) payoffs along with the floor price. We can observe that the insurance costs
of n(t) are rising only in the case where it needs to keep its payoff at the floor, but, by comparing the Figs. 5.3b
and 5.4a to Figs. 5.3c and 5.4b, it is evident that the clear payoff of portfolio 7(¢) is greater than the clear payoff
of portfolio’s ¢p. Also, using the parameter w, which is especially useful when combining different time periods
with unequal numbers of observations in each one, is a novel concept. So, by considering the w parameter, our
approach is more realistic. Another major finding is that, in all the tested cases, the portfolio insurance costs are
significantly lower when we ask for a time-varying portfolio 7(#) instead of a constant portfolio ¢. Figs. 5.3d and
5.4c depict the error between quadprog and NN solvers, produced during the ZNN and LVI-PDNN convergence,
while nnn(#) and nq(#) in the y-label of these figures correspond to the portfolio produced by the NN solvers
(i.e., ZNN and LVI-DPNN) and the quadprog, respectively. Therein, the noise is expected because we are dealing
with time-series and, considering the design parameter’s y low value, the error value is excellent. Note that, as

the value of parameter y increases, the performance of the ZNN and LVI-PDNN models improves and overall
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Figure 5.3: Portfolios convergence, payoff, insurance costs, and the error between quadprog and NN solvers in case 1.
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Figure 5.4: Portfolios payoff, insurance costs, and the error between quadprog and NN solvers in case 2.

error value reduces even more. However, since the error between quadprog and LVI-DPNN is lower than the
error between quadprog and ZNN, we can assume that the LVI-DPNN solver performs better than the ZNN.
Comprehensively, the ZNN and LVI-PDNN worked splendidly in solving the TV-MCPI problem.

For the purpose of monitoring the performance between the employed custom MATLAB functions (namely
sfots, linots, pchinots, spl, splinots) and the MATLAB functions of MathWorks, ts2func and interpi, we
present Tab. 5.1. This table shows the average execution time of ZNN, LVI-PDNN and quadprog on each portfo-
lio case, by using all the aforementioned MATLAB functions for step function of time, linear, P.C.Hermite and
C.Spline interpolation. It is evident that the custom MATLAB functions, which manipulate only time-series, are
the best alternatives in terms of computation time responses, as ZNN, LVI-PDNN and quadprog consume less

time when used with the custom MATLAB functions than when used with the interp1, while producing the
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same results. Notably, as the dimension of the portfolio increases, the ZNN and LVI-PDNN time consumption,
when used with the function interp1, increases even more than the quadprog function, while the LVI-PDNN’s
time consumption, when used with the custom MATLAB functions, is lower than the quadprog function. Based
on this and the analysis given in numerical experiments of this section, the efficacy and computational efficiency
of the ZNN and LVI-PDNN solvers are proven.

Table 5.1: The ZNN, LVI-PDNN and quadprog time consumption for solving the TV-MCPI problem.

Interpolation Case 1 Case 2
Function 3 Stocks Portfolio 8 Stocks Portfolio
LVI-PDNN quadprog LVI-PDNN quadprog

sfots 4s 15s 6.7 s 9s 2s 7s
ts2func 45s 2.6s 6.7 s 95s 3s 7.2s
linots 3.2s 2.8s 5s 32s 8s 8s
interpi (linear) 14s 5s 1.7 s 75 s 27 s 13 s
pchinots 2.1s 44 s 24s 128 s 24 s 28s
interp1 (P.C.Hermite) | 2.2 s 12's 2.1s 320 s 67 s 32s
sp & splinots 04s 4s 1s 43 s 14 s 10s
interp1 (C.Spline) 0.8s 12's 1.2s 151s 75 s 20s

5.2.2 NUMERICAL EXPERIMENTS ON THE TV-MVPS PROBLEM

In the TV-MVPS problem, we use the expected return array and the covariance matrix of a portfolio, which
comprises of time-series. That is, our data input is in discrete-time. As a result, the data input must be transformed
from discrete-time to continuous-time. We accomplish this by employing interpolation functions. The following
Alg. 19 shows how we construct the expected return array r and its first derivative 7, as well as the covariance
matrix C and its first derivative C. Furthermore, Alg. 19 makes use of the custom MATLAB functions linots
and linotss for linear interpolation of arrays and matrices, respectively.

Note that we normalize the portfolio’s data for each time period in order to have a correct covariance matrix for
comparison purposes, while, without loss of generality, we multiply the covariance matrix C with the number 100,
which causes the variance of the portfolio to be in %. Moreover, the ode15s MATLAB solver is employed on (4.31),
(4.37) and (4.38) to generate the online solution of the TV-MVPS problem. Also, in the following experiments,
the design parameter has been set to y = 100, and the ZNN solver’s penalty function settings have been set to
s =3e4 and le—8. The financial time-series used are taken from https://finance.yahoo. comand the

exact data used can be downloaded from:
https://github.com/SDMourtas/DATA/tree/main/TV-MVPS.

Finally, the ZNN’s and LVI-PDNN’s solutions are checked, for comparison purposes, against the assumed theo-
retical solutions produced by the quadprog MATLAB function.

The experiments cover two different portfolio configuration cases. The portfolio cases are presented in Fig. 5.5,
with the market space containing some of the most active stocks in the US market. In the j-th case, j =1,2, we

assume the market X =[x, X2,..., Xs], where X includes the daily close prices of the s stocks shown in Fig. 5.5
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Algorithm 19 Algorithmic procedure for the TV-MVPS problem’s data preparation.

Input: The marketed space X =[x}, X,...,X,] which is a matrix of n time series as column vectors of
m prices, the moving average’s number of time periods <= m—-1,7eN.

1: procedure Data_Prep(X, 1)

2: Set [m, n] =size(X)

3 Set r =zeros(m —1,n)

4 Set Cim—1,1} ={}

5: fori=1:m—-71do

6 Set h=max(X(i:7+i-1,3)

7 Set C{i,1} =100*cov(X(i:7+i—-1,:)./h)

8 Set r(i,:) =mean(X(i:7+i—-1,:)./h)

9

: end for
10: for j =1:length(r) -1 do
11: Set C{j,1} =C{j+1,1} - C{j, 1}
12: Set7(j,)=r(j+1,:)-r(j,?)
13: end for

14: Set C = @(1)linotss(C, t) and r = @(¢)linots(r, 1)’

15: Set C = @(#)linotss(C, t) and 7 = @(¢)linots(7, 1)’

16: end procedure

Output: The continuous-time function C that comprises of the covariance matrix of the normalized
portfolio of each time ¢, and its first derivative C, the continuous-time function r that comprises
of the expected return of the normalized portfolio of each time ¢, and its first derivative 7.

1
C::e » GSPC XAU AAPL CL
A
Case 2 | QTEC TSLA GM JNJ KO WMT 7A2-F AIG
=20 | ALV-DE BRK-B ING LFC AXP BAC C MS

Figure 5.5: The portfolio cases stocks that have been utilized in the TV-MVPS problem experiments.

from 2/4/2019 to 1/10/2019 into X1, X2, ..., Xs, respectively. We employ linear data interpolation in the previously
mentioned time series to convert them into functions of time, we set the time delay parameter 7 = 20 to calculate
the expected returns r and covariance C of Alg. 19. The rest of our data is the period from 1/5/2019 to 1/10/2019
with 107 observations. In particular, May, July, August have 22 observations each, June has 20 observations,
September and October have 21 observations together. To solve the omitted observations problem between
periods of the same division, we use the parameter w from Alg. 18, which splits the observations to the time
periods for each ¢ inside the ZNN and LVI-PDNN. That is, we employ r(wt),C(wt) instead of r(#), C(¢), and
F(wt), C(wt) instead of 7(1),C(t). So, we divide our time-series into five monthly periods by setting noep =
[22,20,22,22,21], we use the linear data interpolation, and we set tspan = [0,5] in the ode15s MATLAB solver
to find the optimal portfolio 7(¢) for the time period 01/05/2019 to 01/10/2019. For each portfolio case, we examine

two selections of portfolios. In the first selection, we set r, = max(0.94+0.004¢, mean(r (w(%)))), and use the SERT
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setup of subsection 4.2.3. In the second selection, we set r, = min(r (w(%))), and use the APERT setup of subsection

4.2.3. Starting from y(0) =ones(s+2,1)/s in (4.31) and (4.38), and y(0) =ones(s+1,1)/s in (4.37), the results are

presented in Figs. 5.6 and 5.7.

——ZNN
" |----LVI-PDNN|]
/ quadprog

7,0

ooo

n,(D)

o

50

ooo

ooo ¢ ¢ i
OoNvRD _ONRD O U1 ONRD

n,(0)

o

Time

(a) Portfolios convergence under SERT(b) Portfolios variance % under SERT

setup.

10°

——LVI-PDNN
——ZNN

0 1 2 3
Time

(d) Error between quadprog and NN

——ZNN
---=- LVI-PDNN
quadprog

Jul

setup.

Aug Oct

Time

Sep

__|—ZNN

n,(®

% |-—--LVI-PDNN
quadprog

7,(0)

AU

n,(H)

Time

(e) Portfolios convergence under

solvers under SERT setup. APERT setup.
1
0.98
c
5 0.96
° .
- 0.94 " v
2 \
‘g \
20.92 ——SMA20
m - - - -Target price
0.9 ¥ ——7ZNN
- LVI-PDNN
0.88 ' quadprog
May Jun Jul Aug Sep Oct
Time

(g) Portfolios expected return under

APERT setup.

——SMA20

- - --0.94+0.004t

——ZNN

--=-LVI-PDNN
quadprog

Expected return
o
©
~

o
©
al

0.94

May Jun Jul Aug Oct

Time

Sep

(c) Portfolios expected return under
SERT setup.

0.04

——ZNN
--=- LVI-PDNN
quadprog

o
o
)

Variance %
o
o
N

o
o
=

May Jun Jul Aug Oct

Time

(f) Portfolios variance % under APERT
setup.

Sep

[[men(t) = nq(8)1[3

——LVI-PDNN
——ZNN

Time

(h) Error between quadprog and NN
solvers under APERT setup.

Figure 5.6: Portfolios convergence, variance %, expected return, and the error between quadprog and NN solvers in case

1.

More precisely, Figs. 5.6a and 5.6e show the optimal mean-variance portfolios 1(f) generated by the ZNN, LVI-

PDNN and quadprog. We can observe, therein, that the portfolios are identical. The variance % of the portfolios

n(t) for a specific target expected return are shown in Figs. 5.6b and 5.7a and the variance % of the portfolios

n(#) for all expected returns are shown in Figs. 5.6f and 5.7d. The expected return of the portfolios n(#), which

is n(H)r(wt), compared with the outcome of quadprog and the simple moving average SMA20 of X(¢), which is

mean(r(wt)), for a specific target expected return are shown in Figs. 5.6¢c and 5.7b and the expected return of the

portfolios 7(#) for all expected returns are shown in Figs. 5.6g and 5.7e. Also, the Figs. 5.6c and 5.7b show the
function 0.94 + 0.004¢. Comparing the Figs. 5.6b, 5.7a, 5.6f and 5.7d to Figs. 5.6c, 5.7b, 5.6g and 5.7e, respectively,
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Figure 5.7: Portfolios variance %, expected return, and the error between quadprog and NN solvers in case 2.

we can observe that the variance of 7(#) is rising only in the case where it needs to keep its expected return at r.
Furthermore, considering the w parameter, which is very helpful in the case where we want to combine different
time periods with a different number of observations in each one of them, our approach is more realistic. Another
major finding is that, in all the tested cases, the variance of the portfolios for a specific target expected return
are significantly higher than the variance of the portfolios for all expected returns. Figs. 5.6d, 5.7¢, 5.6h and
5.7f depict the error between quadprog and NN solvers, produced during the ZNN and LVI-PDNN convergence.
It is worth mentioning that nnn(#) and 1q(#) in these figures correspond to the portfolio produced by the NN
solvers (i.e., ZNN and LVI-DPNN) and the quadprog, respectively. Therein, the noise is expected because we are
dealing with time-series and, considering the design parameter’s y low value, the error value is excellent. Note
that, as the value of parameter y increases, the performance of the ZNN and LVI-PDNN models improves and
overall error value reduces even more. However, since the error between quadprog and LVI-DPNN is lower than
the error between quadprog and ZNN, we can assume that the LVI-DPNN solver performs better than the ZNN.
Overall, the portfolio cases presented in numerical experiments of this section show that the ZNN and LVI-PDNN
worked excellently in solving TV-MVPS problem.

For the purpose of monitoring the performance between the employed custom MATLAB functions (namely
sfots & sfotss, linots & linotss, pchinots & pchinotss, splinots & splinotss) and the MATLAB functions
of MathWorks, ts2func and interp1, we present Tab. 5.2. This table shows the average execution time of ZNN,
LVI-PDNN and quadprog on each portfolio case, by using all the aforementioned MATLAB functions for step
function of time, linear, P.C.Hermite and C.Spline interpolation. The general conclusion arising from Tab. 5.2

is that the step function of time series is the least efficient method and that the linear interpolation is the most
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efficient. In addition, from Tab. 5.2, we conclude that the custom MATLAB functions, which manipulate matrices
and structures time-series, are the best alternatives in terms of computation time responses, while they produce
the same results. The efficacy and computational efficiency of the ZNN and LVI-PDNN solvers are proven based

on this and the analyses presented in this section’s numerical experiments.

Table 5.2: The ZNN, LVI-PDNN and quadprog time consumption for solving the TV-MVPS problem.

Interpolation Case 1: 4 Stocks Portfolio
Function SERT Setup APERT Setup

ZNN LVI-PDNN quadprog | ZNN LVI-PDNN quadprog
sfots & sfotss 1.7 s 24s 4.6s 1.8 s 15s 41s
ts2func 25s 3s 4.6s 2.1s 24s 44s
linots & linotss 0.5s 0.5s 14s 0.6 s 0.6 s 14s
interp1 (linear) 3.6 1.8s 2s 2.1s 1.6s 15s
pchinots & pchinotss | 1.3 s 0.6 s 1.6 s 1s 0.5s 13s
interpt (P.C.Hermite) | 7s 3.3s 2.5s 49s 3.3s 2.1s
splinots & splinotss | 0.8s 0.5s 15s 0.4s 0.4s 1.1s
interp1 (C.Spline) 52s 24s 2.7 s 2.8s 24s 19s

Case 2: 20 Stocks Portfolio
SERT Setup APERT Setup

ZNN LVI-PDNN quadprog | ZNN LVI-PDNN quadprog
sfots & sfotss 8s 4.7 s 9s 6s 3.2s 7.7 s
linots & linotss 49s 3s 7s 2.8s 2.2s 43 s
pchinots & pchinotss | 10 s 58s 8s 54s 33s 4.8s
splinots & splinotss | 6 3.6s 74s 2.7s 2s 43s

5.2.3 NUMERICAL EXPERIMENTS ON THE TV-BLPO PROBLEM

As a financial optimization model, the data input of the TV-BLPO problem are time-series. That is, our data
input is in discrete-time. As a result, some data preparation and processing should be done before the NN solvers
address the TV-BLPO problem. Since investor’s views in the TV-BLPO problem are regarded as a forecasting
problem, the MAWTSNN model of subsection 3.4.1 is used to create them. Following the MAWTSNN model’s
creation of the investor’s views matrix z, the market space M and the investor’s views z are normalized. Then, the
discrete-time investor’s views vector Z(t), the discrete-time equilibrium excess returns py;(f) and the discrete-
time covariance matrix of the equilibrium returns Cp;(#) should be constructed based on the analysis presented
in subsection 4.3.1. Without sacrificing generality, the covariance matrix Cp;(#) is multiplied by the number
100, resulting in the portfolio’s variance being expressed in percent. The first derivatives of the discrete-time
equilibrium excess returns and the discrete-time covariance matrix of the equilibrium returns, ie. pp;(#) and
Cpi(1), are then constructed. In Alg. 20, the aforementioned procedure is presented through MATLAB routines
in further detail.

It is worth noting that because we are attempting to compute the online solution of a continuous time-varying
problem, the data input must be transformed from discrete-time to continuous-time. Converting time-series to

continuous-time functions is clearly apparent in this paper. As a result, Alg. 20 makes use of the custom MATLAB
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functions linots and 1inotss for linear interpolation of arrays and matrices, respectively. More precisely, linots
is employed to convert the discrete-time arrays pj; (1), ppi(£), pg(f) and pg(f) into interpolated continuous-time
functions, and linotss is employed to convert the discrete-time matrices Cy;(#) and Cpi(t) into interpolated
continuous-time functions. However, several other custom interpolation functions for popular interpolation
methods are proposed in [155, 156], where their main advantage over MathWorks commercial functions is that
they can be handled more efficiently by the ode MATLAB solvers, lowering computational costs. That is, the

ZNN and LVI-PDNN generate faster results in the case where time-series are input data.

Algorithm 20 Algorithm for the TV-BLPO problem’s data preparation.

Input: The market space M € R"*" which comprises of m prices of n time-series, the number of

delays 8 < m—1, 0 €N, the matrix z € R(Mm=0)xk that includes the investor’s views on k < n assets,
and the parameter 7.

1: procedure Data_Prep(M, z, k, T)

2 Seta=M@O+1:end,:),b=a(,1:k)and c=(z—b)./b

3 Set p =zeros(m—0,n) and C{m—-0,1} = {}

4 Set P =zeros(k,n) and P(1:(k+1):end) =1

5: for j=1:m-60do

6 Set p =max(M(j:0+ j—1,:)), p=p./max(p) and C =cov(p)
7 Set u =quadprog(2C,[],[1,[],ones(1, n),1,zeros(1, n),ones(1, n))
8 Set { =mean(p,’all’)/(std(mean(p,2))sqrt(u’'Cu))

9: Setr=(Cu,Q=1Cand Z=c(j,?)

10: Set Y =diag(diag((1 — 7)PCP")

11: Set Cp;{j, 1} = 100(pinv(P' (Y \P)+pinv(Q)))

12: Set ppi(j,2) =pinv(P'(Y\P)+pinv(Q)) (pinv(Q)r + P'(Y\Z")
13: end for

14: for j =1:length(pp;) — 1 do

15: Set Cpiij, 1} = Cp{j + 1,1} = Cpij, 1}

16: Set ppi(j,) = pri(G+1,) = pui(j,?)

17: end for

18: Set Cp; = @(t)linotss(Cyy, 1) and pyp; = @(1)linots(py, 1)’

19: Set Cp,; = @(1)linotss(Cyy, t) and pp; = @(H)linots(py;, 1)’

20: end procedure

Output: The continuous-time function Cp;, that contain the covariance matrix of the equilibrium re-
turns of each time ¢, and its first derivative Cj;, the continuous-time function Py, that contains
the equilibrium excess returns of each ¢, and its first derivative py;.

In the experiments of this subsection, the financial time-series used have been retrieved from https://
finance.yahoo.com. The odel5s MATLAB solver has been used on (4.62) and (4.63) to produce the online
solution of the TV-BLPO problem under the parameter y = 1e + 6. The parameters in the ZNN solver of (4.62)
have been set to p = 1e—8 and s = 3e + 4. Finally, the solutions produced by the ZNN and LVI-PDNN solvers
are compared to the supposed theoretical solutions generated by the quadprog MATLAB function. It is worth
mentioning that the quadprog MATLAB function can only solve static QP problems and not continuous TVQP
problems. As a result, multiple QP problems have been adjusted and then solved by the quadprog to reproduce
a part of the the solutions produced by the ZNN and LVI-PDNN solvers on the continuous TVQP problem.
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Figure 5.8: The portfolio cases stocks that have been utilized in the TV-BLPO problem experiments.

The experiments cover two different portfolio configuration cases. The portfolio cases are presented in Fig. 5.8,
with the market space containing some of the most active stocks in the US market. In the j-th case, j =1,2, we
assume the market space M = [uy, 2, ..., is], where M includes the daily close prices of the s stocks shown in Fig.
5.8, from 5/5/2020 to 10/9/2020. That is, M € R%*S, Furthermore, the matrix z in Alg. 20 contains the forecasting
prices produced by the MAWTSNN for the time-period 1/7/2020 to 10/9/2020 under the specifications used in [69].
Thus, setting the delays number 6 = 40, the matrix z = [z], 22, ..., Zs/2] € R50*(7/2) contains the investor’s views in
the TV-BLPO problem. Employing Alg. 20 and setting the parameter 7 = 0.9, we construct the continuous-time
functions Cp; (1), Cp;(8), ppi(t) and pp; (). Then, given an initial portfolio 77(0) =ones(s,1)/s, we find the TV-
BLPO solution for the time-period 1/7/2020 to 10/9/2020, with fspan = [0,49] and target price pg(#) =min(py,;(1)).
The results are presented in Figs. 5.9-5.10.

06 ——ZNN

_ 0 " |-~—1vi-PDNN]| 003
o4 T dprog |
=0 — quadprog 0.025
24 10 20 30 40
o 04f - ’ 8 002
0.3 \ S
03f € 0.015
2, 0 20 30 g
= 02 =
’:fv) Ol | ) - I > O.Ol X
) P —— NN
. . N lO - 20 20 20 0.005 - LVI-PDNN
o oaf p e R quadpro
=~ o02r 0 g
02| S
0 10 20 30 40 Voo A6 S0 1308 278 101
Time Time
(a) Portfolios weights. (b) Portfolios risk.
03 10°
SMA40 ——LVI-PDNN
N =
o2 ~-=-=-- LVI-PDNN e
quadprog

Equilibrium return
o
=

o

0.1
U7 167 307 138 278 1009 0 10 20 30 40
Time Time
(c) Portfolios equilibrium returns. (d) Error between quadprog and NN
solvers.

Figure 5.9: Portfolios weights, risk and equilibrium returns, and the error between quadprog and NN solvers in portfo-
lio case 1.
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Figure 5.10: Portfolios risk and equilibrium returns, and the error between quadprog and NN solvers in portfolio case 2.

Portfolio case 1 involves a 4-stock portfolio with 2 stocks containing investor views, whereas portfolio case
2 involves a 40-stock portfolio with 20 stocks including investor views. The portfolio’s variance % is depicted
in Figs. 5.9b and 5.10a for cases 1 and 2, respectively, and the equilibrium return is depicted in Figs. 5.9c and
5.10b. Therein, we observe that the outcomes produced by the ZNN, LVI-DPNN and quadprog are identical. This
can be verified from the error between the quadprog and the and NN solvers in Figs. 5.9d and 5.10c. It is worth
mentioning that nnn () and 1 (#) in the y-label of Figs. 5.9d and 5.10c correspond to the portfolio produced by the
NN solvers (i.e., ZNN and LVI-DPNN) and the quadprog, respectively. On the one hand, since the error between
quadprog and ZNN is lower than the error between quadprog and LVI-DPNN, we can assume that the ZNN solver
performs better than the LVI-DPNN in the portfolio case 1. On the other hand, since the error between quadprog
and LVI-DPNN is lower than the error between quadprog and ZNN, we can assume that the LVI-DPNN solver
performs better than the ZNN in the portfolio cases 2.

Overall, in line with the Figs. 5.9-5.10 depicted results, the NN solvers performed excellent in solving the
TV-BLPO problem under two different portfolio configuration cases. Furthermore, in line with the Figs. 5.9d
and 5.10c depicted results, the ZNN solver performs better than the LVI-DPNN when the portfolio has small
dimensions, while the LVI-DPNN solver performs better than the ZNN when the portfolio has large dimensions.
It is worth mentioning that, as the value of the parameter y rises, the performance of the ZNN and LVI-PDNN
solvers improves and with greater precision approaches the expected theoretical solution. In addition, the whole
development and implementation of the TV-BLPO problem on this subsection may be found on GitHub at the
next link:

https://github.com/SDMourtas/CTBLPO.

5.3 PORTFOLIO MANAGEMENT THROUGH METAHEURISTICS

Numerical experiments on the MPMCPITC, TV-MCPITC, TV-MVPSTC-CC, BMPS, and TV-TPNC problems

are presented in this section, along with a thorough discussion of their implementation.

5.3.1 NuUMERICAL EXPERIMENTS ON THE MPMCPITC PROBLEM

In the experiments of this subsection, the financial time-series used have been retrieved from https://

finance.yahoo.com. Note that for all the experiments, the results have been produced from BAS, BA, FA
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and GA, where we have set
. §7=067=0.1,( =0.06 and {; = 0.04 in (4.76);
« R=1e5in Alg. 3;
e dy=2,69=2 and K;;;4x = 1200 in BAS;

« population size 100, max iterations 1000, parameter alpha 0.97, parameter gamma 0.1, initial loudness 1

and initial pulse rate 1 in BA;

+ population size 100, randomness reduction factor 0.97, absorption coefficient 0.01; attractiveness constant

1, randomness strength 1 and maximum number of iterations 1000 in FA,
+ GA MATLAB function in its default settings.

The experiments cover two different portfolio configuration cases. The portfolio cases are presented in Fig.
5.11, with the market space containing some of the most active stocks in the US market. In the j-th case, j =1,2,
we assume the market space X = [x1, X2, ..., X5], where X includes the daily close prices of the s stocks shown in
Fig. 5.8. On the one hand, the portfolio case 1 refers to the period 7/5/2020 - 31/7/2020, which has 60 observations,
ie. X € R%9*8 while by setting B = 10, we have a 7 period model and, hence, X(t) € R19*8 with ¢ € [1,6]. Moreover,
given a portfolio 8 = [7,2,1,1,2,4,0, 11T, we set the floor ¢ = [530,570,550,570, 580, 600]T and the parameters
¢ =10, A =5in (4.88). On the other hand, the portfolio case 2 refers to the period 10/3/2020 - 30/7/2020, which has
100 observations, i.e. X € R100%16 while by setting § = 10, we have a 11 period model and, hence, X(¢#) € R10x16
with ¢ € [1,10]. In addition, given a portfolio 8 = ones(1,16), we set the floor ¢ = [840 : 40 : 1200]T and the
parameters £ =10, A =5 in (4.88). The results are presented in Fig. 5.12.

Case 1 AMD AAL F GE NIO
5= PINS VALE SRNE
Case 2 | DKNG INO UAL WFC
s=16 "| CCL HRB INTC UBER

Figure 5.11: The portfolio cases stocks that have been utilized in the MPMCPITC problem experiments.

The MPMCPI problem minimizes (4.77) and, at the same time, keeps the portfolio’s payoff above a floor price.
Based on that, in Figs. 5.12a and 5.12c, we observe that the outcomes of BAS, BA, FA and GA keep the portfolio’s
payoff, which is the outcome of G; (17(¢)), above the floor price in both portfolio cases. Furthermore, Figs. 5.12b
and 5.12d show the value of (4.77) in portfolio cases 1 and 2, respectively. More precisely, for the portfolio case
1, we note in Figs. 5.12a and 5.12b that the outcomes of BAS and GA are reasonably similar and are also better
than the outcome of BA. Moreover, the outcome of FA is the worst. For the portfolio case 2, we observe in Figs.
5.12c and 5.12d that the outcome of BAS is much better than the outcomes of BA, FA and GA. Note that when
the portfolios costs are high in Figs. 5.12b and 5.12d, the portfolios payoff in Figs. 5.12a and 5.12c, are high too.
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Figure 5.12: Portfolios payoff and costs in cases 1 and 2.

However, given that minimizing the portfolios costs is the main task of the MPMCPI problem, the higher the
costs in Figs. 5.12b and 5.12d, the worse the method ’s solution is.

The time usage of BAS, BA, FA and GA, in portfolio cases 1 and 2, is presented in Tab. 5.3, which includes their
average execution time. Therein, we note that BAS is always close to 20 times faster than BA, when BA is always
close to 45 times faster than FA. Furthermore, the time consumptions of FA and GA are always close. Overall,
BAS produces the same or better results than BA, FA and GA in both portfolio cases and, at the same time, BAS
is far less time-consuming. Based on that, we can conclude that in the MPMCPI problem, BAS is more efficient
than BA, FA and GA.

Table 5.3: The BAS, BA, FA and GA time consumption for solving the MPMCPITC problem.

o BAS BA FA GA
02s 35s 160s 150s
0.2s 6s 276 s 232 s

5.3.2 NUMERICAL EXPERIMENTS ON THE TV-MCPITC PROBLEM

The data inputs in the TV-MCPITC optimization model are time-series. A time-series is a sequence of time-
indexed data points, which means that the data input in the TV-MCPITC is initially discrete. Because we are
trying to find the online solution to a time-varying optimization problem, we must convert those data inputs
from discrete to corresponding continuous-time form. We achieve that successfully by transforming arrays and
matrices of time-series to continuous-time functions. That is, the interpolation functions are employed on X(t)

and p(t). The procedure for construction of the insurance prices vector is presented in the following Alg. 21.
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Algorithm 21 Algorithm for the data preparation of the portfolio’s insurance prices.

Input: The marketed space X =[x}, X,...,X,] which is a matrix of n time series as column vectors of
m prices; the number of time periods 7 < m —1 7 € N; the cost rates 0 associated with the risk of
assets, and the fixed costs ¢ of Eq. (4.93).

1: Set [m, n] =size(X) and p =zeros(m —1, n)
2 fori=1:m-1do
3: Set Y =X(i:t+i-1,:) and p(i,:) = { +0Ovar(Y/max(Y))
4: end for
Output: The matrix p composed of the insurance prices for a number of time periods of each portfolio’s

time-series.

The following are the methods used to compare TVBAS performance. The MATLAB function fmincon is an
NLP solver which finds the minimum of a nonlinear function under nonlinear equality and inequality constraints.
This function is a gradient-based method designed to operate on problems where both objective and constraint
functions are continuous as well as their first derivatives. The MATLAB function GA finds the local minimum
of a function under linear equality and inequality constraints by using genetic algorithm (GA). GA is a meta-
heuristic algorithm inspired by the process of natural selection. The MATLAB function PSO (i.e. particleswarm)
is a derivative-free global optimum solver which finds the local minimum of a function. PSO is inspired by the
surprisingly organized behaviour of large groups of simple animals, such as flocks of birds, schools of fish, or
swarms of locusts. The MATLAB functions GA, PSO and TVBAS are perfect candidates for comparison because
all of them include nature-inspired meta-heuristic optimization algorithms. We also compare obtained results
with the MATLAB function fmincon because it is assumed to find the optimum solution to an NLP problem that
the functions GA, PSO and TVBAS must match.

To solve the TV-MCPITC problem, we first present a complementary algorithm which constructs the variables
of the TV-NLP problem described in subsection 4.5.3 combined with Alg. 18.

Algorithm 22 Algorithm for the TV-NLP problem of subsection 4.5.3.

Input: The interpolated marketed space and insurance prices fx and f,, respectively; the time  and the

vector noep, which contains the number of observations in each period; the floor ¢, the previous
portfolio n_; =n(t — 1), and the previous insurance and transaction costs y_;.
1: function [n~,n*,A,b,p] = problem(noep,t,fp, fx.$.n-1.y-1)
2: Set w =omega(noep, 1), floor = p(wi), p = fp(wt) and A= - fx(wi)
3: Set payoff = An_; + y_1, b = min(payoff, —floor), n~ =zeros(length(p), 1) and n* = payoff./ A’
4: end function
Output: The ~,n*,A,b,p for the time t.

The main algorithm for solving the TV-MCPITC problem is the following algorithm 23 which also includes
the TVBAS MATLAB function.

136



Algorithm 23 The TVBAS Algorithmic Procedure for Solving the TV-MCPITC Problem.

Input: The data, which is a time-series as a vector of n prices; the moving average’s number

of time periods 7 < m—1, 7 € N; the time interval tspan = [tsart) tenal, Where tsiars, tena €
[0,length(data) — 1]; the parameter y which divides the tspan in y equal steps, and the vector
noep, which contains the number of observations in each period. Furthermore, a given portfo-
lio 17p, the penalty parameter R, the fixed costs f~, B™ and the costs rates @~, a™. Lastly, the
requirements of Alg. 21.
1: Construct p from Alg. 21, as well as f), and fx from Alg. 27, 28 or 29.
2: function [x,y] = TVBAS(n,,y.tspan,noep,fp.fx,p.R, d,6,6~, 7 .a”, a™)
3 Set t =tspan(l): )l/ : tspan(2), n =length(n,) and rot =length(r)
4 Set x =zeros(n, tot), y =zeros(1, tot), and [n~,n", A, b, p] =problem(noep, t(1), fp, fx, . 1p,0)
5: Set [x(;,1), y(1)] =basfunc(n,, p, A, b,R,n",n",~, ", a”,a,0.9,0.8,1e - 6,1200)
6 fori=2:tot do
7 Set [n~,n", A, b, p] =problem(noep, £@), fp, fx, b, x(, i = 1), y(i = 1))
8 Set [x(:, i), y(i)] =basfunc(x(:,i — 1), p, A, b,R,n~,n*, =, B+, a",a*,0.9,0.8, 1e — 6,1200)
9: end for
10: end function
Output: The online solution of the TV-MCPITC Problem.

In the following experiments, we have set ,B:r =p; =0.1, a;r =0.06 and a; =0.04 in the function «;(¢), while
the financial time-series used have been retrieved fromhttps://finance. yahoo. com. The experiments
cover two different portfolio configuration cases. The portfolio cases are presented in Fig. 5.13, with the market
space containing some of the most active stocks in the US market. In the j-th case, j = 1,2, we assume the market

space X =[x}, X2,...,X;s], where X includes the daily close prices of the s stocks shown in Fig. 5.13.
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GE KMI NTNX SMFG WPX BBD GILD KO NVDA SNAP
XOM C GOLD M OXY SQ DAL CCL HBAN BMY PBR T DIS

Figure 5.13: The portfolio cases stocks that have been utilized in the TV-MCPITC problem experiments.

On the one hand, the portfolio case 1 refers to a quarterly portfolio. For a period of one year from 18/10/2018
to 2/1/2020, we use the first 50 prices of the observations to calculate the insurance prices p of Alg. 21, where
we also set T =50, { =5 and 6 = 3e3. As a result, we find the TV-MCPITC problem’s optimal solution for the
period 2/1/2019 to 2/1/2020, which comprises of 253 observations. Note that this time-period can be divided
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into quarters, i.e. Q1,Q2,Q3 and Q4, while each quarter comprises of three months. In particular, Q1 of 2019
has 61 observations, Q2 has 63, Q3 has 64 and Q4 along with the one observation from the year 2020 has 65
observations. So, we have noep = [61,63,64,65] at tspan = [0 4]. Also, we use the linear data interpolation
in order to convert p and X into functions of time f},(f) and fx(#), respectively, through the custom MATLAB
function linots. Given a portfolio n, = [2,5,7, 31T, we set ¥ = 1000, R = 1e5 and the constant floor ¢ = 3000. The
results are presented in Fig. 5.14.

On the other hand, the portfolio case 2 refers to the period 5/6/2019 to 3/2/2020. We use the first 40 prices
from the aforementioned time series to calculate the insurance prices p of Alg. 21, where we also set 7 = 40,
{=2and 0 =1e3. As a consequence, we find the TV-MCPITC problem’s optimal solution for the period 1/8/2019
to 3/2/2020 with 128 observations. In particular, August comprises 22 observations, September and November
comprise 20 observations each, October 21 and December with January have 22 observations together. So, noep =
[22,20,23,20,21,22] at tspan = [0 6]. Also, we use cubic spline data interpolation in order to convert p and X into
time-varying functions f},(f) and fx(z), respectively, through the custom MATLAB function pchinots. Given a
portfolio 17, =ones(s, 1), we set y = 1000, R = 1e8 and a floor ¢ = @(r)¢p = @(1)2800 + 200¢. The results are as
shown in Fig. 5.15
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Figure 5.14: The convergence, the payoff, the costs of portfolios in case 1.

The results that are depicted in Fig. 5.14a show that the TVBAS solves the TV-MCPITC problem and produces
its online solution 7(#). The solution of the TVBAS is similar to the solution of the MATLAB functions fmincon,
GA and PSO. The payoff of the portfolio n(#) is shown in Figs. 5.14c and 5.15b, while its insurance costs are
shown in Figs. 5.14b and 5.15a. The transaction costs are shown in Figs. 5.14d and 5.15c. In portfolio case 1, it
is observable that the TVBAS solution requires on average the least transaction costs compared to the solutions
generated by fmincon, GA and PSO, while their payoff and insurance costs are close. In portfolio case 1, it is

observable that the TVBAS solution is not the optimal but it is very close to the solution generated by fmincon.
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Figure 5.15: The payoff and the costs of portfolios in case 2.

It is worth noting that we do not compare the GA and PSO in portfolio case 2 because of their slow execution
time and the constraints violation in the TV-MCPITC problem which is caused by the portfolio’s large size. It
is also observable that the transaction costs of the portfolio increase when the insurance costs of the portfolio
reduce. The time consumption of these experiments is presented in Tab. 5.4, and shows that the TVBAS is on
average much faster compared with the second faster fmincon MATLAB function, while the GA is the slowest.
Overall, the TVBAS worked excellently in solving the TV-MCPITC problem.

Table 5.4: The TVBAS, GA, PSO and fmincon time consumption for solving the TV-MCPITC problem.

Interpolation Case 1
Function 4 Stocks Portfolio
TVBAS fmincon GA PSO
linots 55.6s 81s 2522s 94s
pchinots 57.3s 81.7s 2569s 95.2s
splinots 57.2s 843s 2480s 928s
Case 2
60 Stocks Portfolio
linots 113.6 s 132.7 s - -
pchinots 114.1s 137.1s - -
splinots 114.7s 137.2s - -

5.3.3 NUMERICAL EXPERIMENTS ON THE TV-MVPSTC-CC PROBLEM

The numerical experiments of this section comprise of two portfolio cases. The portfolio cases are presented
in Fig. 5.16, with the market space containing some of the most active stocks in the US market. More precisely,
in the j-th case, j = 1,2, we assume the market space X = [x1, X2,..., X;], where X includes the daily close prices
of the s stocks shown in Fig. 5.13, and then we solve online a TV-MVPSTC-CC problem by using the TVPBAS of
Alg. 14. Furthermore, some additional information must be given for the following experiments as preliminaries.
First, the function ¢; (#) has the same coefficients for all portfolio cases. Thus, in ¢; (t), we have set ﬁ:r = ﬁl_ =0.02,
a;’ =0.06 and a; =0.04. Second, we have sety =10, d =0.2,6 = 0.5, tol = 1e—6 and kmax = 1200 in Algorithm

11. Third, the price of rp is a user’s choice as long as r,(#) € [min(r(#)), max(r(#))] € R. Thus, we have set
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rp, = —min(r) based on our preferences and in order to find the minimum variance possible. Lastly, the procedure

for construction of the portfolio expected return and covariance is presented in the following Alg. 24.

Algorithm 24 Algorithm for the portfolio expected return and covariance.

Input: The marketed space X =[x}, X,...,X,] which is a matrix of n time series as column vectors of
m prices, the moving average’s number of time periods 1 <m—1, 7eN.
1: Set [m, n] =size(X)
2: Set r =movavg(X,'method’, 1)
3: Set r=r(r+1:end,:)
4: Set C{m—s,1} = {}
5 fori=1:m-1do
6 Set C{i, 1} =cov(X(i:T+1-1,:))
7: end for
Output: The structure array C comprises of the covariance matrices for each time period of all time-
series of the normalized portfolio and the matrix r consists of the expected return for a number of

time periods of each time-series of the portfolio.

It is worth mentioning that a complete implementation of the methods proposed in this section can be obtained

from GitHub in the following link:
https://github.com/SDMourtas/TV-MVPSTC-CC.

Therein, we developed a MATLAB package inline with Algs. 9-14 for solving the TV-MVPSTC-CC problem. The
MATLAB package contains comprehensive installation specifications as well as a detailed implementation of
numerical experiments of this section, which uses real-world data. In addition, by feeding with their own data
and changing the parameters values in the Main_TVMVPSTCCC MATLAB file of the package, everyone can draw
conclusions from their own results. Note that the data used in the MATLAB package are taken from the Yahoo
finance (https://finance.yahoo.com/) and includes the daily close prices of some of the most active
stocks on the market. Finally, the purpose of this package is to solve online the TV-MVPSTC-CC problem by
using a TV auto penalty-based Beetle Antennae Search (TVPBAS) algorithm. Several algorithms are currently
implemented, based on the available literature and our understanding.

On the one hand, the portfolio case 1 refers to a quarterly portfolio for a period of one year from 18/10/2018
to 2/1/2020. For the portfolio case 1 time-series, the initial 50 observation prices have been used to compute the
expected return matrix r, where every r; is an EMA50, and the covariance structure C of Alg. 24. Consequently,
we set T =50 and method = exponential in Alg. 24. The remaining data is from 2/1/2019 to 2/1/2020 which
comprise of 253 observations. More precisely, Q1 of 2019 has 61 observations, Q2 has 63, Q3 has 64 and Q4
together with the first observation of the year 2020 include 65 observations. Note that, every quarter consists of
three months and Q1, Q2, Q3 and Q4 imply the 1st, 2nd, 3rd and 4th quarter of a year, respectively. Thus, we
have noep = [61,63,64,65] at tspan = [0 4]. Furthermore, linear data interpolation has been used in order to

transform r, C and X into time-dependent functions f;(f), fc(f) and fx(f), respectively, via custom MATLAB
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Figure 5.16: The portfolio cases stocks that have been utilized in the TV-MVPSTC-CC problem experiments.

functions linots and linotss. Considering a portfolio x), = (2,3, 1,4]T, we set cardinality K = 3. The results are

as shown in Fig. 5.17

On the other hand, the portfolio case 2 refers to a monthly portfolio from 19/6/2019 to 3/2/2020. For the port-

folio case 2 time-series

every r; is an EMA30, and the covariance structure C of Alg. 24. Consequently, we set 7 = 30 and method =

exponential in Alg.

observations and Dec.

noep = [22,20,23,20,2

to transform r, C and X into time-dependent functions f;(f), fc(f) and fx(¢), respectively, via custom MATLAB

functions linots and linotss. For the portfolio Xp =ones(s,1)/4, we use K = 16. The results are as shown in Fig.

5.18

(a) Convergence of portfolios.

Variance
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, the initial 30 prices have been used to compute the expected return matrix r, where

24. The remaining data is from 2/1/2019 to 2/1/2020 which comprise of 253 observa-
tions. More precisely, Aug. has 22 observations, Sept. and Nov. include 20 observations each, Oct. has 21
together with the first observation of Jan. include 22 observations. Thus, we have

1,22] at tspan = [0 6]. Furthermore, linear data interpolation has been used in order
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Figure 5.18: The expected return, the variance and the transaction costs of portfolios in case 2.

The findings that are depicted in Fig. 5.17a show that TVPBAS solves the TV-MVPSTC-CC problem and
generates its online solution, 7(#), while it is observable that TVPBAS solution is close to the solution of FA,
GA and DE. In Figs. 5.17b, 5.17¢c, 5.17d and 5.18a, 5.18b, 5.18c, we can see the expected return, the variance and
the transaction costs of portfolio cases 1 and 2, respectively. Therein, we observe that the TVPBAS solution is
always close to the solutions of the other methods. Also, we remark that when the variance of the portfolio is
reduced, the expected return of the portfolio reduces too. Note that in portfolio case 2, we do not contrast the GA
because of its sluggish time performance that is caused by the portfolio’s big size, as well as we do not compare
the FA because of its low efficacy that is caused by the portfolio’s big size. The time consumptions of numerical
experiments are displayed in Tab. 5.5. Therein, we observe that TVPBAS is more than 10 times faster than the
second fastest FA in portfolio case 1, while DE is the slowest of them all. Moreover, TVPBAS is on average more
than 30 times faster than DE in portfolio case 2. In general, TVPBAS has worked extremely well to solve the
TV-MVPSTC-CC problem.

Table 5.5: The TVPBAS, FA, GA and DE time consumption for solving the TV-MVPSTC-CC problem.

IV GG IOt TVPBAS FA GA DE
@RS Linear/C.Spline 1.7 s 233s 657s 67.7s
@E27l ] Linear/C.Spline 3.7s - - 120.2 s

5.3.4 NUMERICAL EXPERIMENTS ON THE BMPS PROBLEM

For the experiments in this subsection, some additional information must be given. First, we have set the
maximum iterations to 1000 in VSBAS, BBAS, BBA, BGA and VPSO. In this way, we can monitor and compare
the efficiency of the algorithms, which is based on the time consumption and the optimal solution. Furthermore,
the population size has been set to 30, 50 and 30 for BBA, BGA and VPSO, respectively, and the Random Selection
method has been used in BGA. The rest of the algorithms parameters have been set to their default state. Second,
since all the algorithms are directly applicable only to unconstrained optimization, we use the penalty function
method of [9] that will keep their solutions in the feasible district. Penalty functions operate in a series of steps,
modifying a set of penalty parameters each time and beginning a new one with the previous one. During the

construction of any step, the following penalty function is minimized:

Q(x,P) = f(x) - O(RP p(x)), (5.1)
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where f(x) is the objective function and O(P, p(x)) is the penalty term, with P being a set of penalty parameters
and p(x) being the inequality constraint function. This method has the advantage of being able to satisfy both
convex and nonconvex constraints. The penalty method employed in this approach embodies the bracket operator
(-y with (z) =0, if z is positive, otherwise (z) = z. This operator is primarily used to manipulate inequality
constraints. Inhere, we use the penalty function method as proposed in [155]. That is, the task in all algorithms
is to minimize (5.1) instead of (4.145), where the penalty parameter P value has been set to 1e5. Third, the
parameters in (4.144) have been set to 6~ = 6* = 0.03, {~ = 0.05 and {* = 0.07. Last, all the data used in this
section are the daily close prices of the stocks included in Fig. 5.19. Note that Fig. 5.19 contains the stocks’ ticker

symbols.

_Czlse 1 » DJIA component companies
s=30
AAL AAPL ABBY ABEV AMD AMGN AUY AXP BA BABA BAC BBD
BIDU BIIB BMY BP BSX BYND C CCL CMCSA CRM CRWD CSCO
CVX CX DAL DDOG DIS DKNG DOCUET F FB FE FSLY GE GS INTC
Case?2 .| ITUB JD JKS JNJ JPM KMI KO LVGO MA MDB MGM MRO MS MSFT
s=100 MU NCLH NET NFLX NIO NKLA NLY NOK NVDA OKTA OPK OXY

PBR PFE PINS PLUG PTON PYPL QCOM RCL ROKU SHOP SIRI
SNAP SQ SRNE T TDOC TSLA TTD TWLO TWTR UAA UAL UBER V
VALE VRTX VZ WFC WKHS WMB WORK XOM ZM ZNGA ZS

Figure 5.19: The portfolio cases stocks that have been utilized in the BMPS problem experiments.

The full procedure for solving a BMPS problem employing VSBAS can be summarized in the following Alg.

25, according to subsection 4.7.2.

Algorithm 25 Algorithm for solving a BMPS problem employing VSBAS.

Input: The data X(¢) € R”, the maximum time number m, the number of delays ff € N, the cardinality
limits p~, u* € N, an initial portfolio n(f) € R", the fixed rates prices 6~ and 6%, the cost rates {~
and {7, the penalty parameter P.

1: Set i = B and construct C(¢) and r(t) for t=ftom—1
2: while i < m do
Set O(P, p(n(i))) = P(sum((r' (i) -n(i) + R(i) < 0) © (r' (i) - n(i) + R(1))®?)) + P?>(sum(n(i) > 0) <

w) + P?(sum(n(i) > 0) > u™)

4 Set f(n(i)) —(4.145) and as objective function Q(n(i), P) —(2.4)

5: Employ Alg. 16 on Q(n(i), P) to find the optimal n(i + 1).

6

7

@

Seti=i+1
: end while

Output: The optimal solution 7n(#) for t = f+1 to m.

The complete development and implementation of the computational methods proposed in this paper can be
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obtained from GitHub. More precisely, in the following link:
https://github.com/SDMourtas/BMPS,

we developed a MATLAB package inline with the process described in this section for solving the BMPS problem.
The MATLAB package contains comprehensive installation specifications as well as a detailed implementation
of the applications described in this section, which use real-world data. In addition, by feeding with their own
data and changing the parameters values in the main MATLAB functions of the package, everyone can draw
conclusions from their own results. Note that the data used in the MATLAB package are taken from the Yahoo
finance (https://finance.yahoo.com/) and includes the daily close prices of some of the most active
stocks on the market.

The experiments in this subsection cover two different portfolio configuration cases. In the first case, the
market space contains the stocks of the DJIA component companies, while in the second case, the market space
contains some of the most active stocks in the US market, see also Fig. 5.19.

In the i-th case, i = 1,2, we consider the market space to be X; =[x}, xp,..., X;], where X; contains the daily
close prices of the s stocks of DJIA component companies (i = 1, s = 30) from 3/12/2019 to 4/1/2021, totaling
274 observations, and s stocks located in Fig. 5.19 (i =2, s = 100), from 4/12/2019 to 1/6/2020, totaling 123
observations. Therefore, X; € R%74*30 where X; () € R3 at time £ =1,2,...,274 and X, € R1?3*100 where X, (1) €
R0 at time £ =1,2,...,123. We create the vector r(¢) = [r1(£), 12(1),..., rs(£)] € RS by taking the number of delays,
B =201n case 1 and 8 =40 in case 2. Then, r(f) contains the normalized expected returns on the s in number
assets at time t =21,32,...,274 (case 1) or at time ¢t =41,42,...,123 (case 2). In addition, we create the covariance
matrix of the normalized market C(f) € RS at time ¢ = 21,32,...,274 (case 1) or at time ¢ =41,42,...,123 (case
2). Given an initial portfolio n(f) = [(7,¢T] € RY, where (™ =1¢€ R%'2 and &t=0¢ R%'2 we find the optimal BMPS
portfolio, with cardinality

12,case 1 40, case 1
U= and u* =
16, case 2 45, case 2
and target price R = u*-mean(r(t)) at time t = 21,32,...,274 (case 1, period 2/1/2020 to 4/1/2021) or at time
t=41,42,...,123 (case 2, period 3/2/2020 to 1/6/2020).

The results are as depicted in Fig. 5.20 for portfolio cases 1 and 2. More precisely, the first case deals with a
30 stocks portfolio, where these stocks correspond to the DJIA component companies. The results of this case
are depicted in Figs. 5.20a-5.20d, where we observe that the solutions of VSBAS, BBAS, BBA and VPSO are close.
Moreover, the solution of VSBAS is very close to BBAS, while the solution of BGA is far away from them. Fig.
5.20a shows the average price of (4.145), which is the average value of variance plus the transaction costs of the
optimal portfolio 7(¢) for the period 2/1/2020 to 4/1/2021. VSBAS generates the lowest average price, while BBAS
generates the second lowest average price, which is very close to the lowest average price. In addition, BBA and
VPSO generate the third and fourth lowest average prices, respectively, while BGA generates the highest average
price. Fig. 5.20b shows the portfolio variance, where we observe that the variances produced by VSBAS, BBAS,
BBA, BGA and VPSO are almost identical. Fig. 5.20c shows the portfolio transaction costs, where we observe
that the lowest portfolio transaction costs are found in VSBAS, the highest in BBAS, and the most transactions
are found in VPSO. Fig. 5.20d shows the portfolio expected returns along with the target price R. Therein, all
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Figure 5.20: The average of (4.145), the expected return, the variance and the transaction costs of portfolios in cases 1
and 2.

the expected returns are above the target price R, the expected returns of VSBAS, BBAS, BBA, BGA and VPSO
portfolios are almost identical. The time consumption of this experiment is depicted on Tab. 5.6 and indicates
that BBAS is less than two time faster than VSBAS, while it is on average more than 10 times faster compared to
VPSO and BBA, and almost 69 times faster compared to the slowest BGA.

The results of the second case, which deals with a 100 stocks portfolio, are depicted in Figs. 5.20e-5.20h. Therein,
we observe that the solutions of VSBAS, BBA and BGA are very close, while the solutions of BBAS and VPSO are
far away from them. Fig. 5.20e shows the average price of (4.145), which is the average value of variance plus
the transaction costs of the optimal portfolio n(#) for the period 3/2/2020 to 1/6/2020. In there, BGA produces the
minimum average price, while the average prices produced by VSBAS and BBA are very close to the minimum
average price. In addition, VPSO produces the maximum average price. Fig. 5.20f shows the portfolio variance,

where we observe that the variances produced by VSBAS, BBA, BGA and VPSO are close, while the variance
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produced by BBAS is the highest. Fig. 5.20g shows the portfolio transaction costs, where we observe that VSBAS
portfolio transaction costs are the lowest, while the transaction costs of BBAS portfolio are the highest. Fig.
5.20h shows the portfolio expected returns along with the target price R. Therein, all the expected returns are
above the target price R and the expected returns of VSBAS, BBAS, BBA, BGA and VPSO are close. The time
consumption of this experiment is depicted on Tab. 5.6 and indicates that BBAS is on average almost 1.5 time
faster than VSBAS, while it is on average more than 17 times faster compared to VPSO and BBA, and almost 44

times faster compared to the slowest BGA.

Table 5.6: The VSBAS, BBAS, BBA, BGA and VPSO time consumption for solving the BMPS problem.

s VSBAS BBAS BBA BGA VPSO
54s 3s 383s 206s 36.8 s
3.6s 23s 397s 1021s 394s

Based on the aforementioned analysis, we can conclude that BBAS is the most efficient algorithm for an input
of max size 40. This occurs because the BBAS problem of trapping local minima is more prevalent in problems
with large dimensions. In addition, for an input of size 40 and above, VSBAS is the most efficient algorithm.
This is because the VSBAS incorporates a V-shaped transfer function into the BBAS process, which solves the
BBAS problem of trapping in local minima. Note that all algorithms can produced better outcome by rising
their iterations but at the same time their time consumption is increasing proportional too. Thus, the general
conclusion is that VSBAS worked excellently and efficiently in solving the BMPS problem, especially in large

portfolio dimension.

5.3.5 NUMERICAL EXPERIMENTS ON THE TV-TPNC PROBLEM

This subsection compares and contrasts SIBAS’ performance with those of state-of-the-art meta-heuristics
algorithms such as PSO of MATLAB, DE of [13] and SMA of [208] in solving the TV-TPNC problem of (4.157)-
(4.160). The daily close prices of the stocks shown in Fig. 5.21 are the real-world data employed. This figure
contains stocks’ ticker symbols divided into two portfolio’s cases. This section also contains information regard-
ing the data and code availability. Moreover, in all experiments along with all the nature inspired algorithms
used inhere, the penalty parameter has been set to R = 1e5, and the maximum iterations to 1e3. The SIBAS
parameters have been set to d = 0.2 and 6 = 0.5, the PSO used with its default settings and the population size
of SMA and DE have been set to 30 and 50, respectively. The variance (risk) number has been set to @ = 1e -3,
and the delays number has been set to § = 40, while the parameters in (4.151) have been set to {~ =2, {* =4 and
0~ =6 =1. It is worth mentioning that the abbreviations SR, TC and CC refer to Sharpe Ratio, transaction costs
and cardinality constraint, respectively.

In the i-th portfolio case, i = 1,2, we assume the market dataset to be M € R123%S Note that i = 1 has s = 40
and K = 20, while i = 2 has s = 80 and K = 40. Based on this and the number of delays, we construct the
market X(t) = [x,Xp,...,Xs] € R® for £ =1 to 83. That is, X(#) contains 83 daily prices of s in number stocks
that correspond to the time-period 3/2/2020-1/6/2020. Because of the cardinality number, the optimal portfolio
Nopt(#) holds exactly K in number stocks, at least one of which is risk-free. The findings for solving the TV-TPNC
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Figure 5.21: The portfolio cases stocks that have been utilized in the TV-TPNC problem experiments.

problem with initial portfolio i, = 1/s € R® are presented in Figs. 5.22a-5.22f for the portfolio case 1, and in Figs.
5.22g-5.22] for the portfolio case 2.

On the one hand, Figs. 5.22a, 5.22g depict the SR of the portfolios under a market containing 40 and 80 stocks,
respectively. Therein, it can be observed that the SR produced by the optimal portfolio of SIBAS is always higher
than the optimal portfolios produced by PSO, SMA, and DE. Figs. 5.22b, 5.22h show the TC, where it is observable
that SIBAS optimal portfolios have always lower TC compared to PSO, SMA, and DE. The TC of the PSO, SMA,
and DE optimal portfolios are similar in portfolio case 1, however they are not in portfolio case 2. Figs. 5.22c,
5.22i show the average SR during the time period for the portfolio cases 1 and 2, respectively. According to these
figures, SIBAS optimal portfolios produce the highest SR during the specific time period in both portfolio cases,
while DE optimal portfolios produce the second highest SR and SMA optimal portfolios produce the lowest SR.
Figs. 5.22d, 5.22j show the average TC during the time period for the portfolio cases 1 and 2, respectively. Based
on these figures, SIBAS optimal portfolios produce the lowest TC during the specific time period in both portfolio
cases, while DE optimal portfolios produce the second lowest TC and SMA optimal portfolios produce the highest
TC. Figs. 5.22e, 5.22k show the total assets owned from the optimal portfolios produced by SIBAS, PSO, SMA,
and DE during the time period along with the cardinality number K for the portfolio cases 1 and 2, respectively.
Therein, it is observable that all portfolios always owns K in number assets and, hence, the CC is satisfied in both
portfolio cases. Figs. 5.22f, 5.22] show the sum of the optimal portfolios assets weights, which is the left part of
(4.158), produced by SIBAS, PSO, SMA, and DE during the time period for the portfolio cases 1 and 2, respectively,
along with the equality constraint (EC) number of (4.158), which is equal to 1. Therein, it is observable that the
outcome of the SIBAS optimal portfolios always have the least noise and are closest to 1 in both portfolio cases.
That is, SIBAS produces the best outcome in both portfolio cases, while SMA produces the second best outcome
and DE the worst in portfolio case 1, and DE produces the second best outcome and SMA the worst in portfolio
case 2.

Figs. 5.23a, 5.23b present the SIBAS, PSO, SMA, and DE convergence in the portfolio cases 1 and 2, respectively,
for t = 1, while the corresponding time consumption of SIBAS, PSO, SMA, and D at each iteration is presented in
Figs. 5.23c, 5.23d, respectively. That is, the value of (4.157) at each iteration of the SIBAS, PSO, SMA, and DE when
the time-period for solving the TV-TPNC problem is 3/2/2020 is depicted in Figs. 5.23a, 5.23b. In Figs. 5.23a, 5.23b,
we observe that SIBAS has the best convergence in both portfolio cases, whereas SMA has the worst, with PSO
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Figure 5.22: The SR and TC, the average SR and TC of time-period, the total assets owned and the equality constraint

of the two portfolio cases.

having the second best convergence in portfolio case 1 and DE having the second best convergence in portfolio

case 2. In Figs. 5.23c, 5.23d, we observe that SIBAS has the lowest time consumption in both portfolio cases,

whereas DE has the highest time consumption in portfolio case 1 and SMA has the highest time consumption in
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Figure 5.23: The SIBAS, PSO, SMA, and DE convergence and time consumption in the two portfolio cases for ¢ = 1.

portfolio case 2. Furthermore, the time consumption of PSO is non-linear and quite noisy in both portfolio cases.
However, PSO has the second lowest time consumption in both portfolio cases at iteration 1000. SIBAS has the
lowest computational complexity, as shown in Figs. 5.23a and 5.23b, since it converges faster to the optimum
solution in less iterations than PSO, SMA, and DE. Also, SIBAS has the lowest time complexity, as shown in
Figs. 5.23c and 5.23d, since it takes less time to complete an iteration than PSO, SMA, and DE. As a result, SIBAS
outperforms PSO, SMA, and DE when it comes to solving the TV-TPNC problem.

The average time consumption demanded from SIBAS, PSO, SMA, and DE to generate the optimal solutions
for the TV-TPNC problem in both portfolio cases, on the other hand, is contained in Tab. 5.7. It is evident from
this that SIBAS is always the quickest algorithm. More particularly, SIBAS is about 5 times faster in portfolio
case 1 than the second fastest PSO, and more than 10 times faster in portfolio case 2. Moreover, SIBAS is about
28 times faster than the third faster DE in both portfolio cases, while it is more than 40 times faster in portfolio
case 1 than the slowest SMA, and about 60 times faster in portfolio case 2.

The above analysis leads to the conclusion that SIBAS performed admirably and effectively in resolving the
TV-TPNC problem. According to Figs. 5.22, 5.23 and Tab. 5.7 results, the SIBA produces more effective optimal
portfolios than the PSO, SMA, and DE, whereas SMA produces the least effective ones. When contrasted to PSO,
SMA, and DE, the average time consumption of SIBAS is the shortest, whereas as the market dimension grows,
its accuracy falls less than that of PSO, SMA, and DE. This implies that market size has a significant impact on
SIBAS, PSO, SMA, and DE performance.

The whole design and implementation of the computational approaches suggested in this paper may be seen
on GitHub:

https://github.com/SDMourtas/TV-TPNC
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Table 5.7: The SIBAS, PSO, SMA and DE average time consumption for solving the TV-TPNC problem.

IZOG)IN SIBAS PSO  SMA DE
42s 198s 173.8s 1189s
53s 56.4s 3205s 1449s

There, we created a MATLAB repository for solving the TV-TPNC problem inline with Alg. 17. The MATLAB
repository includes thorough installation instructions along with a meticulous implementation of the real-world
data applications mentioned in this subsection. Furthermore, anyone may draw conclusions from their own
findings by providing the repository’s main MATLAB function with their own data and adjusting the parameter
values. Notice that the MATLAB repository’s data comes from Yahoo Finance (https://finance.yahoo.

com/) and contains some of the market’s most active stocks daily close prices.
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Conclusion

6.1 SUMMARY OF MAIN CONTRIBUTIONS

With the technical contributions of the current doctoral dissertation presented, we may now reflect on the
milestones of the entire effort in the direction of time-varying financial modeling and the application of intelligent
algorithms. Portfolio management is one of the most important subjects in finance, as seen by the engagement
with prior art. Because of the rapid advancement of computer science, as well as modern information technology
and financial development, it is clear that more advanced computational methods for portfolio management can
be developed. In the current dissertation we have verified the above observation, both in terms of portfolio
modeling and computational methods, especially for the case of time-dependent variability.

Starting from popular portfolio selection problems, we developed and presented several time-varying (TV)
financial optimization problems. Particularly, based on the following financial optimization problems:

e the minimum-cost portfolio insurance (MCPI) problem;

o the Markowitz’s mean-variance portfolio selection (MVPS) problem;

o the Black-Litterman portfolio optimization (BLPO) problem;

« the tangency portfolio (TP) problem,

we created their TV versions and by adding nonlinear constraints (NC), which refer to transaction costs (TC) and
cardinality constraints (CC), the following TV financial optimization problems are presented in this dissertation:
e the TV MCPI (TV-MCPI) problem [150, 151];

e the TV MVPS (TV-MVPS) problem [152, 153];

e the TV BLPO (TV-BLPO) problem [69];

o the multi-period (MP) MCPI under TC (MPMCPITC) problem [154];
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e the TV MCPI under TC (TV-MCPITC) problem [155];

e the TV MVPS under TC and CC (TV-MVPSTC-CC) problem [156];

« the binary Markowitz-based portfolio selection (BMPS) problem [157];
e the TV TP under NC (TV-TPNC) problem [158].

These financial problems can be classified into two categories. The one category includes TV linear program-
ming (LP) problems and TV quadratic programming (QP) problems, while the other category includes TV nonlin-
ear programming (NLP) problems and TV integer linear programming (ILP) problems. As a result, the TV-MCPI
problem is defined and studied as a TV LP problem, while the TV-MVPS and the TV-BLPO problems are defined
and studied as TV QP problems. In addition, the TV-MCPITC, TV-MVPSTC-CC, MPMCPITC and TV-TPNC
problems are defined and studied as TV NLP problems, while the BMPS problem is defined and studied as a
TV ILP problem. Based on this classification, intelligent online optimization algorithms, which include modern
neural network (NN) techniques and state-of-the-art metaheuristics, are employed to solve the aforementioned
TV financial optimization problems using real-world datasets. More specifically, two continuous-time (CT) NN
solvers, the zeroing NN (ZNN) and the linear-variational-inequality primal-dual NN (LVI-PDNN), are used to
approach the TV LP/QP financial optimization problems, whereas metaheuristics, such as the beetle antennae
search algorithm (BAS) and its variations, the TVBAS, TVPBAS, VSBAS, and SIBAS, are used to approach the
TV NLP/ILP financial optimization problems. It is worth noting that the BAS variants handle issues like large
dimensionality, local minima trapping, and equality constraint accuracy.

Several numerical experiments in various portfolio setups with real-world datasets have shown the efficiency
and accuracy of the intelligent algorithms presented in this dissertation. Apart from the fact that continuous NN
solvers like ZNN and LVI-PDNN have never been used in finance, all of the proposed metaheuristic algorithms,
which are based on BAS, were compared to a number of state-of-the-art metaheuristic algorithms. All of the
findings indicate that the proposed intelligent algorithms are a suitable alternative to conventional and state-of-

the-art approaches.

6.2 STUDY LIMITATIONS AND FUTURE WORK

The online solution of a time-varying financial problem is a great technical analysis tool as well as an important
financial analysis tool. Similar technique could also be applied to other financial problems, such as asset allocation,
risk management, option pricing, model calibration, etc., which at first requires a proper modification of them as
realistic time-varying models, and then the definition of a suitable time-varying method for their solution.

However, the maximum portfolio dimension in the case of NN solvers, in contrast to BAS-based metaheuristic
algorithms, was a study limitation, as these NN solvers cannot handle problems with very large dimensions well.
On the one hand, the LP/QP ZNN solver based on the KKT conditions (ZNNKKTC) has better accuracy than
the LP/QP ZNN solver based on the penalty function method (ZNNPFM), which use the Lagrange multiplier
method. It is worth mentioning that the KKT technique to nonlinear programming generalizes the Lagrange
multiplier method, which only supports equality constraints, by including inequality constraints. On the other
hand, the state variable of ZNNPFM has a lower dimension than the state variable of ZNNKKTC, implying less
time consumption and computational costs. According to numerical experiments in this dissertation’s portfo-

lio management problems, the LVI-PDNN solver outperforms the ZNNKKTC and ZNNPFM solvers in terms of
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accuracy and time consumption. As a result, the LVI-PDNN solver is the most efficient of the three LP/QP NN
solvers.

As a further research direction, we believe that all the computational approaches presented in this dissertation
could be used as a basis for defining and solving a wide range of other financial optimization problems under
appropriate modifications and considerations. Furthermore, we believe that the ZNN approach could be used
as a basis for defining a new model that can also deal with noise perturbation which is inevitable in practical
application scenarios, in the same line as in [142]. Note that the proposed ZNN models are under the linear acti-
vation function. As a result, it is possible to investigate the influence of nonlinear activation on the convergence
speed and behavior of the proposed ZNN designs. In addition, the integration of fuzzy parameters in relevant
upgrades of the ZNN design and BAS algorithm is an interesting topic of research. Last, a combination of BAS
and ZNN, such as that described in [209, 210], could overcome the limitations of the presented LP/QP NN solvers
and approach TV financial optimization problems in a gradient-free manner, contributing to the computational

efficiency of the neural network.
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Interpolation Algorithms

Algorithm 26 Algorithm for the step function of time.

Input: The marketed space X = [x1, X2,..., X,], which is a matrix of n time series as column vectors of
m prices, and the moving average’s number of time periods 7<= m—1, T eN.
1: Based on the normalized portfolio, create the structure array C comprises of the covariance matri-
ces of and the matrix r consists of the expected return.
function g = sfots(data,t)
Set T as the floor price of ¢

return g =data(T +1,:)
end function
Set f, = @(1)sfots(r, 1)

function h = sfotss(data,t)

o

A

8: Set T as the floor price of ¢
9: return h=data{T + 1}

10: end function

: Set fc = @(t)sfotss(C, t)

Output: The conversion of the covariance matrix and the expected return of n time series into time-

1

—_

varying step functions, fc(t) and f; (), respectively.
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Algorithm 27 Algorithm for the linear interpolation.

Input: The marketed space X = [x1, X2, ..., X,], which is a matrix of n time series as column vectors of

[ e
bl e

14:
15:
16:
17:
18:

19

m prices, and the moving average’s number of time periods 7<= m—1, T eN.
Based on the normalized portfolio, create the structure array C comprises of the covariance matri-
ces of and the matrix r consists of the expected return.
function g = linots(data,t)
Set T as the floor price of ¢
if =T then
return g =data(r+1,:)
else
return g =data(7T +1,:) + (data(T + 2,:)—data(T + 1,:))(t = T)
end if
end function
Set f, = @(0)linots(r, 1)’ and fx = @(f)linots(X (7 +1:end,:), 1)’

: function h = linotss(data,t)

Set T as the floor price of ¢
if t=T then
return s =data{t + 1}
else
return h =data{T + 1} + (data{T + 2} —data{T + 1})(t — T)
end if
end function
Set fc = @(t)linotss(C, 1)

Output: The linear interpolation of the covariance matrix, the expected return and the close prices of

n time series into time-variant functions, fc(?), f;(¢) and fx(?), respectively.

Algorithm 28 Algorithm for the cubic Spline interpolation

Input: The marketed space X = [x1, X2,..., X,], which is a matrix of n time series as column vectors of

=
M 2

13:

—_
>

m prices, and the moving average’s number of time periods 7 <m—1,7€N.
Based on the normalized portfolio, create the structure array C comprises of the covariance matri-
ces of and the matrix r consists of the expected return.
function g = sp(data)
Set data=data’, [m, n] =size(data) and del =data(;,2 :end)—data(;, 1 :end—1)
Set a =zeros(m,n) and a(;,2: n—1)=3(del(;,1: n—-2)+del(;,2: n—1))
Set a(:,1) = (bdel(;,1)+del(;,2))/2 and a(;,n) = (del(:;,n—2)+5del(:;,n—1))/2
Set b =ones(n—2,1) and ¢ =spdiags([2,1,0; b,4b, b;0,1,2],[-1,0,1], n, n)
return d = (a/c)
end function
function g = splinots(data,d,t)
Set T as the floor price of ¢
if ¢ >size(data,1) — 1 then
g =data(end,:)
else if ¢ =T then
g=data(t+1,:)
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15: else

16: Set del =data(T +2,:)—data(T +1,:), dzz=del—d(T+1,:)) and dzx=d(T +2,:) —del
17: Set g=(dzx—dzz)(t—T)*+ (2dzz—dzx)(t—T)*> +d(T +1,:)(t — T)+data(T +1,2)

18: end if

19: return g

20: end function

21: Set d =sp(r) and f; = @(t)splinots(r,d, 1)’

22: Set dd =sp(X (1 +1:end,:)) and fx = @(f)splinots(X(r + 1:end,:),dd, t)’
23: function g = sps(data)

24: Set n =size(data, 1) and m =length(data{1})

25: fori=1:mdo

26: Set w =cell2mat(cellfun(@(x)(x(i,:)),data,' UniformOutput’,false))

27: Set data= w(1:n,1: m)" and del =data(;,2 :end)—data(:, 1 :end—1)

28: Set a =zeros(m,n) and a(;,2: n—1)=3(del(;,1: n—-2)+del(;,2: n—1))

29: Set a(;,1) = (5del(;,1)+del(:,2))/2 and a(:,n) = (del(;,n—2)+5del(;,n—1))/2
30: Set b =ones(n —2,1), ¢ =spdiags([2,1,0; b,4b, b;0,1,2],[-1,0,1],n,n) and d = (a/c)’
31: for j=1:ndo

32: Set data{j,1}(i,1: m) =d(j,:)

33: end for

34: end for

35: return data

36: end function

37: function h = splinotss(data,ds,t)
38: Set T as the floor price of ¢
39: if ¢ >length(data)—1 then

40: h =data{end}

41: else if t=T then

42: h =dataf{tr +1}

43: else

44: Set del =data{T +2}—data{T + 1}, dzz=del —ds{T+1} and dzx =ds{T +2} —del
45: h=(dzx—dzz)(t—T)3+ (2dzz—dzx)(t— T)> + ds{T +1}(t — T)+data{T + 1}

46: end if

47: return h

48: end function

49: Set ds =sps(C) and f¢ = @(¢)splinotss(C, ds, t)

Output: The cubic spline interpolation of the covariance matrix and the expected return and the close
prices of n time series into time-variant functions, fc(f), fr () and fx(1), respectively.
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Algorithm 29 Algorithm for the piecewise cubic Hermite interpolation

Input: The marketed space X = [x1, Xp,...,X,], which is a matrix of n time series as column vectors of

m prices, and the moving average’s number of time periods 7 <m—1,7€N.

1: Based on the normalized portfolio, create the structure array C comprises of the covariance matri-

10:
11:
12:
13:
14:
15:
16:
17:

18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:

2
3
4
5:
6
7
8
9

ces of and the matrix r consists of the expected return.
function g = pchinots(data,t)
Set T as the floor price of t.

if t=T then
return g =data(t+1,:)
else

Set u=size(data,?2)
if t>length(data)—2 then
Setdel=data(T+1:T+2,))—data(T:T+1,:) and d =zeros(3, m)
else if t <1 then
Setdel=data(T+2:T+3,)—data(T+1:T+2,:) and d =zeros(2, m)
else
Setdel=data(T+1:T+3,:))—data(T:T+2,:) and d =zeros(3, m)
end if
[k1, k2] = find(sign(del(1:end —1,:)).sign(del(end —1:end,:)) > 0)
fori=1:k1do

dk1(i) + 1,k2(i) = 2(min(|ldel(k1(i), k2(D)I, ldel(k1(i) + 1, k2(i) )
.max(|del(k1(i), k20N, ldel (k1) + 1, k20D I)./(del(k1(i), k2(i)) + del(k1(i) + 1, k2(i)))
end for
if t<1 then

Set d(1,:) = (3del(1,:)—del(2,:))/2
fori=1:udo
if sign(d(1,1)) #sign(del(1,i)) then
Setd(1,i)=0
else if sign(del(1,1i)) #sign(del(2,i)) and |d(1,i)ll > [I3del(1,i)| then
Set d(1,i) =3del(1,1i)
end if
end for
end if
if t>length(data)—2 then
Set d(3,:) = (3del(2,:)—del(1,:)/2
fori=1:udo
if sign(d(3,1)) #sign(del(2,i)) then
Set d(3,i)=0
else if sign(del(2,1i)) #sign(del(1,i)) and |d(3,i)ll > [I3del(2,i)| then
Set d(3,i) =3del(2,1)
end if
end for
end if
Setdzx=del?2,:)—d(end—1,:) and dxz=d(end,:) —del(2,:)
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40:
41:
42:

43
44

45:
46:
47:
48:
49:
50:
51:
52:
53:
54:
55:
56:
57:
58:
59:
60:

61:
62:
63:
64:
65:
66:
67:
68:
69:
70:
71:
72:
73:
74:
75:
76:
77:
78:
79:
80:
81:
82:

return g = (dxz—dzx)(t—T)°+ 2dzx—dxz)(t—T)>+d(end —1,))(t—T) +data(T +1,:)
end if
end function
Set f; = @(f)pchinots(X;, 1)
function h = pchinotss(data,t)
Set T as the floor price of ¢
if t=T then
return h=data{t+1}
else
Set u =length(data{T})
if t>length(data{t}) -2 then
Setdell =data{T+1}-data{T}, del2=data{T+2}—data{T+1} and d =zeros(3u, u)
else if t <1 then
Setdel2=data{T+2}—data{T+1},del3=data{T+3}-data{T +2}, d =zeros(2u, u)
else
Setdell =data{T+1}—data{T} and del2 =dataiT +2}—data{T + 1}
Set del3 =data{T +3}—data{T + 2} and d =zeros(3u, u)
end if
[k1, k2] = find(sign(del(1: end — u,:)).sign(del(u+1:end,:)) > 0)
fori=1:k1do
dkli) + u,k2() = 2(min(|ldel(k1(D), k20|, ldel(k1(i) + u, k2()I)
.max(|ldel(k1(i), k2())I, ldel(k1(i) + u, k2(D)) )./ (del(k1(i), k2(i)) + del(k1(i) + u, k2(i)))
end for
Set v=del2
if t<1 then
Set v=dell
Setd(1:u,:)=(3dell—del2)/2
fori=1:udo
for j=1:udo
if sign(d(i, j)) #sign(dell(i, j)) then
Set d(i,j)=0
else if sign(dell(i, j)) #sign(del2(i, j)) and |d(i, j)|| > |3dell(i, j)| then
Set d(i, j) =3dell(i, j)
end if
end for
end for
end if
if t>length(data) -2 then
Set d2u+1:3u,:)=Bdel2—-dell)/2
fori=1:udo
for j=1:udo
if sign(d(u+ i, j)) #sign(del2(i, j)) then
SetdQu+i,j)=0
else if sign(del2(i, j)) #sign(dell(i, j))and |dQu+1i, j)|| > |3del2(i, j)|| then
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83: Set dQu+ 1, j) =3del2(i, j)

84: end if

85: end for

86: end for

87: end if

88: Set w=d(end—-2u+1l:end—u,:),dzx=v—wand dxz=d(end—-u+1:end,)—v
89: return h = (dxz—dzx)(t - T)® + 2dzx—dxz)(t— T)* + w(t— T) + data{T + 1}

90: end if

91: end function
92: Set fc = @(t)pchinotss(C, 1)
Output: The piecewise cubic Hermite interpolation of the covariance matrix and the expected return

of n time series into time-varying functions, fc(¢) and f,(f), respectively.
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