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## Introduction in English

The deformation theory of curves with automorphisms is an important generalization of the classical deformation theory of curves. This theory is related to the lifting problem of curves with automorphisms, since one can consider liftings from characteristic $p>0$ to characteristic zero in terms of a sequence of local Artin-rings.
J. Bertin and A. Mézard in [10], following Schlessinger's [68] approach, introduced a deformation functor $\mathrm{D}_{\mathrm{gl}}$ and studied it in terms of Grothendieck's equivariant cohomology theory [31]. In Schlessinger's approach to deformation theory, we want to know the tangent space to the deformation functor $\mathrm{D}_{\mathrm{gl}}(\mathrm{k}[\epsilon])$ and the possible obstructions to lift a deformation over an Artin local ring $\Gamma$ to a small extension $\Gamma^{\prime} \rightarrow \Gamma$. The reader who is not familiar with deformation theory is referred to section 2.2 a for terminology and references to the literature. Let $X$ be a non-singular complete algebraic curve defined over an algebraically closed field $k$ of characteristic $p>0$. The tangent space of the global deformation functor $\mathrm{D}_{\mathrm{gl}}(\mathrm{k}[\epsilon])$ can be identified as Grothendieck's equivariant cohomology group $\mathrm{H}^{1}\left(\mathrm{G}, \mathrm{X}, \mathscr{T}_{X}\right)$, which is known to be equal to the invariant space $\mathrm{H}^{1}\left(\mathrm{X}, \mathscr{T}_{\mathrm{X}}\right)^{\mathrm{G}}$. Moreover, a local-global theorem is known, which can be expressed in terms of the short exact sequence:


The lifting obstruction can be seen as an element in

$$
H^{2}\left(G, X, \mathscr{T}_{X}\right) \cong \bigoplus_{i=1}^{r} H^{2}\left(G_{x_{i}}, \widehat{T_{X}},{x_{i}}\right)
$$

In the above equation $x_{1}, \ldots, x_{r} \in X$ are the ramified points, $G_{x_{i}}$ are the corresponding isotropy groups and $\widehat{\mathscr{T}}_{x}, x_{i}$ are the completed local tangent spaces, that is $\widehat{\mathscr{T}}_{x}, x_{i}=k\left[\left[t_{i}\right]\right] \frac{d}{d t_{i}}$, where $t_{i}$ is a local uniformizer at $x_{i}$. The space $k\left[\left[t_{i}\right]\right] \frac{d}{d t_{i}}$ is seen as $G_{x_{i}}$-module by the adjoint action, see [22, 2.1], [49, 1.5]. Bertin and Mézard reduced the computation of obstruction to the infinitesimal lifting problem of representations of the isotropy group $G_{x_{i}}$ to the difficult group Autk $[[t]]$, where Autk $[[t]]$ denotes the group of continuous automorphisms of $k[[t]]$.

Let now G be a finite group, and consider the homomorphism

$$
\rho: G \hookrightarrow \operatorname{Aut}(k[[t]]),
$$

which will be called a local G-action. Let $W(k)$ denote the ring of Witt vectors of $k$. The local lifting problem considers the following question: Does there exist an extension $\Lambda / W(k)$, and a representation

$$
\tilde{\rho}: G \hookrightarrow \operatorname{Aut}(\wedge[[T]]),
$$

such that if $t$ is the reduction of $T$, then the action of $G$ on $\Lambda[[T]]$ reduces to the action of $G$ on $k[[t]]$ ? If the answer to the above question is positive, then we say that the G-action lifts to characteristic zero. A group G for which every local G-action on $k[[t]]$ lifts to characteristic zero is called a local Oort group for $k$.

After studying certain obstructions (the Bertin-obstruction, the KGB-obstruction, the Hurwitz tree obstruction etc.) it is known that the only possible local Oort groups are known to be
(i) Cyclic groups
(ii) Dihedral groups $D_{p^{h}}$ of order $2 p^{h}$
(iii) The alternating group $A_{4}$

The Oort conjecture states that every cyclic group $C_{q}$ of order $q=p^{h}$ lifts locally. This conjecture was proved recently by F. Pop [66] using the work of A. Obus and S. Wewers [63]. A. Obus proved that $A_{4}$ is local Oort group in [60] and this was also known to F. Pop, I. Bouw and S. Wewers [14]. The case of dihedral groups $\mathrm{D}_{\mathrm{p}}$ are known to be local Oort by I. Bouw and S. Wewers for $p$ odd [14]
and by G. Pagot [65]. Several cases of dihedral groups $D_{p^{h}}$ for small $p^{h}$ have been studied by A. Obus [61] and H. Dang, S. Das, K. Karagiannis, A. Obus, V. Thatte [23], while the D ${ }_{4}$ was studied by B. Weaver [80]. For more details on the lifting problem we refer to [19], [20], [21], [59].

Probably, the most important of the known so far obstructions is the KGB obstruction [20]. It was conjectured that if the p-Sylow subgroup of $G$ is cyclic, then this is the only obstruction for the local lifting problem, see [59], [61]. In particular, the KGB-obstruction for the dihedral group $D_{q}$ is known to vanish, so the conjecture asserts that the local action of $D_{q}$ always lifts. We will provide in section 3.5 a a counterexample to this conjecture, by proving that the HKG-cover corresponding to $\mathrm{D}_{125}$, with a selection of lower jumps $9,189,4689$, which does not lift.

This thesis is splitted into two parts. In the first part, we aim to give a new approach to the deformation theory of curves with automorphisms, which is not based on the deformation theory of representations on the subtle object Autk[[t]], but on the deformation theory of the better understood general linear group. In order to do so, we will restrict ourselves to curves that satisfy the mild assumptions of Petri's theorem.

Theorem 1 (Petri's theorem). For a non-singular non-hyperelliptic curve $X$ of genus $g \geqslant 3$ defined over an algebraically closed field with sheaf of differentials $\Omega_{x}$ there is the following short exact sequence:

$$
0 \rightarrow I_{X} \rightarrow \operatorname{SymH}^{0}\left(X, \Omega_{X}\right) \rightarrow \bigoplus_{n=0}^{\infty} H^{0}\left(X, \Omega_{X}^{\otimes n}\right) \rightarrow 0
$$

where $I_{X}$ is generated by elements of degree 2 and 3 . Also if $X$ is not a non-singular quintic of genus 6 or $X$ is not a trigonal curve, then $I_{X}$ is generated by elements of degree 2 .

For a proof of this theorem we refer to [30], [67]. The ideal $I_{X}$ is called the canonical ideal and it is the homogeneous ideal of the embedded curve $X \rightarrow \mathbb{P}^{\text {g-1 }}$.

For curves that satisfy the assumptions of Petri's theorem and their canonical ideal is generated by quadrics, we prove in section 2.3 the following relative version of Petri's theorem

Proposition 2. Let $f_{1}, \ldots, f_{r} \in S:=\operatorname{SymH}^{0}\left(X, \Omega_{X}\right)=k\left[\omega_{1}, \ldots, \omega_{g}\right]$ be quadratic polynomials which generate the canonical ideal $I_{X}$ of a curve $X$ defined over an algebraic closed field $k$. Any deformation $\mathscr{X}_{\mathrm{A}}$ is given by quadratic polynomials $\tilde{f}_{1}, \ldots, \tilde{f}_{r} \in \operatorname{SymH}^{0}\left(\mathscr{X}_{\mathrm{A}}, \Omega_{\mathscr{X}_{\mathrm{A}} / \mathrm{A}}\right)=A\left[W_{1}, \ldots, W_{g}\right]$, which reduce to $f_{1}, \ldots, f_{r}$ modulo the maximal ideal $\mathfrak{m}_{A}$ of $A$.

This approach allows us to replace several of Grothendieck's equivariant cohomology constructions in terms of linear algebra. Let us mention that in general, it is not so easy to perform explicit computations with equivariant Grothendieck cohomology groups and usually, spectral sequences or a complicated equivariant Chech cohomology is used, see [9], [50, sec.3].

Let $i: X \rightarrow \mathbb{P}^{g-1}$ be the canonical embedding. In proposition 2.3.5.1 we prove that elements $[f] \in H^{1}\left(X, \mathscr{T}_{X}\right)^{G}=D_{g 1} k[\epsilon]$ correspond to cohomology classes in $H^{1}\left(G, M_{g}(k) /\left\langle\mathbb{I}_{g}\right\rangle\right)$, where $M_{g}(k) /\left\langle\mathbb{I}_{g}\right\rangle$ is the space of $g \times g$ matrices with coefficients in $k$, modulo the vector subspace of scalar multiples of the identity matrix.

Furthermore, in our setting the obstruction to liftings is reduced to an obstruction to the lifting of the linear canonical representation

$$
\begin{equation*}
\rho: \mathrm{G} \rightarrow \mathrm{GL}\left(\mathrm{H}^{0}\left(\mathrm{X}, \Omega_{X}\right)\right) \tag{2}
\end{equation*}
$$

and a compatibility criterion involving the defining quadratic equations of our canonically embedded curve, namely in section 2.4 we will prove the following:

Theorem 3. Consider an epimorphism $\Gamma^{\prime} \rightarrow \Gamma \rightarrow 0$ of local Artin rings. A deformation $x \in D_{\mathrm{gl}}(\Gamma)$ can be lifted to a deformation $x^{\prime} \in \mathrm{D}_{\mathrm{gl}}\left(\Gamma^{\prime}\right)$ if and only if the representation $\rho_{\Gamma}: \mathrm{G} \rightarrow \mathrm{GL}_{\mathrm{g}}(\Gamma)$ lifts to a representation $\rho_{\Gamma^{\prime}}: \mathrm{G} \rightarrow \mathrm{GL}_{\mathrm{g}}\left(\Gamma^{\prime}\right)$ and moreover there is a lifting $X_{\Gamma^{\prime}}$ of the embedded deformation of $X_{\Gamma}$ which is invariant under the lifted action of $\rho_{\Gamma^{\prime}}$.
Remark 4. The liftability of the representation $\rho$ is a strong condition. In proposition 2.4.0.1 we give an example of a representation $\rho: \mathrm{G} \rightarrow \mathrm{GL}_{2}(\mathrm{k})$, for a field $k$ of positive characteristic $p$, which can not
be lifted to a representation $\tilde{\rho}: G \rightarrow \mathrm{GL}_{2}(\mathrm{R})$ for $\mathrm{R}=\mathrm{W}(\mathrm{k})\left[\zeta_{p^{h}}\right]$, meaning that a lifting in some small extension $R / \mathfrak{m}_{R}^{i+1} \rightarrow R / \mathfrak{m}_{R}^{i}$ is obstructed. Here $R$ denotes the Witt ring of $k$ with a primitive $p^{h}$ root of unity added, which has characteristic zero. In our counterexample $G=C_{q} \rtimes C_{m}, q=p^{h},(m, p)=1$.

Remark 5. The invariance of the canonical ideal $I_{X_{\Gamma}}$ under the action of $G$ can be checked using Gauss elimination and echelon normal forms, see section 1.2b (or [51, sec 2.2]).

Remark 6. The canonical ideal $\mathrm{I}_{X_{\Gamma}}$ is determined by r quadratic polynomials which form a $\Gamma$ [G]invariant $\Gamma$-submodule $V_{\Gamma}$ in the free $\Gamma$-module of symmetric $\mathrm{g} \times \mathrm{g}$ matrices with entries in $\Gamma$. When we pass from a deformation $x \in \mathrm{D}_{\mathrm{gl}}(\Gamma)$ to a deformation $x^{\prime} \in \mathrm{D}_{\mathrm{gl}}\left(\Gamma^{\prime}\right)$ we require that the canonical ideal $\mathrm{I}_{\mathrm{X}^{\prime}}$ is invariant under the lifted action, given by the representation $\rho_{\Gamma^{\prime}}: \mathrm{G} \rightarrow \mathrm{GL}_{\mathrm{g}}\left(\Gamma^{\prime}\right)$. In definition 2.2.1.1. 1 we introduce an action $\mathrm{T}(\mathrm{g})$ on the vector space of symmetric $\mathrm{g} \times \mathrm{g}$ matrices, and the invariance of the canonical ideal is equivalent to the invariance under the T-action of the $\Gamma^{\prime}$-submodule $V_{\Gamma^{\prime}}$ generated by the quadratic polynomials generating $\mathrm{I}_{X^{\prime}}$. Therefore, we can write one more representation

$$
\begin{equation*}
\rho^{(1)}: \mathrm{G} \rightarrow \mathrm{GL}\left(\operatorname{Tor}_{1}^{\mathrm{S}}\left(\mathrm{k}, \mathrm{I}_{\mathrm{X}}\right)\right) . \tag{3}
\end{equation*}
$$

Set $r=\binom{g-2}{2}$. Liftings of the representations $\rho, \rho^{(1)}$ defined in eq. (2), (3) in $\mathrm{GL}_{\mathrm{g}}(\Gamma)$ resp. $\mathrm{GL}_{\mathrm{r}}(\Gamma)$ will be denoted by $\rho_{\Gamma}$ resp. $\rho_{\Gamma}^{(1)}$.

Notice that if the representation $\rho_{\Gamma}$ lifts to a representation $\rho_{\Gamma^{\prime}}$ and moreover there is a lifting $X_{\Gamma^{\prime}}$ of the relative curve $X_{\Gamma}$ so that $X_{\Gamma^{\prime}}$ has an ideal $\mathrm{I}_{\Gamma^{\prime}}$, which is $\rho_{\Gamma^{\prime}}$ invariant, then the representation $\rho_{\Gamma}^{(1)}$ also lifts to a representation $\rho_{\Gamma^{\prime}}^{(1)}$, see also chapter 1 .

The deformation theory of linear representations $\rho, \rho^{(1)}$ gives rise to cocycles $D_{\sigma}, D_{\sigma^{-1}}^{(1)}$ in $H^{1}\left(G, M_{g}(k)\right)$, $H^{1}\left(G, M_{(g-2)}(k)\right)$, while the deformation theory of curves with automorphisms introduces a cocycle $B_{\sigma}[f]$ corresponding to $[f] \in H^{1}(X, \mathscr{T} X)^{G}$. We will introduce a compatibility condition in section $2.4 b$ among these cocycles, using the isomorphism

$$
\begin{aligned}
\psi: M_{\mathfrak{g}}(\mathrm{k}) /\left\langle\mathbb{I}_{g}\right\rangle & \stackrel{\cong}{\longmapsto} \mathrm{H}^{0}\left(\mathrm{X}, \mathrm{i}^{*} \mathscr{T}_{\mathbb{P}^{g-1}}\right) \hookrightarrow \operatorname{Hom}_{\mathrm{S}}\left(\mathrm{I}_{\mathrm{X}}, \mathrm{~S} / \mathrm{I}_{\mathrm{X}}\right)=\mathrm{H}^{0}\left(\mathrm{X}, \mathcal{N}_{X / \mathbb{P}^{g}-1}\right) \\
\mathrm{B} & \longmapsto \psi_{\mathrm{B}}
\end{aligned}
$$

defined in In proposition 2.3.4.1.

Proposition 7. The following compatibility condition is satisfied

$$
\begin{equation*}
\psi_{D_{\sigma}}-\psi_{B_{\sigma}[f]}=D_{\sigma^{-1}}^{(1)} . \tag{4}
\end{equation*}
$$

Our main result, is to give a necessary and sufficient condition for a $C_{q} \rtimes C_{m}$-action and in particular for the group $\mathrm{D}_{\mathrm{q}}$ to lift. In order to do so, we will employ the Harbater-Katz-Gabbercompactification (HKG for short), which can be used in order to construct complete curves out of local actions. In this way, we have a variety of tools at our disposal and we can transform the local action and its deformations into representations of lineal groups acting on spaces of differentials of the HKG-curve. We will lay the necessary tools in the chapter 2 , where we have collected several facts about the relation of liftings of local actions, liftings of curves and liftings of linear representations.

More precisely, the first part consists of three chapters. In the first chapter we study the automorphism group of a curve from the viewpoint of the canonical embedding and Petri's theorem. We give a criterion for identifying the automorphism group as an algebraic subgroup of the general linear group. Furthermore, we extend the action of the automorphism group to a linear action on the generators of the minimal free resolution of the canonical ring of the curve $X$.

In the second chapter we study the deformation theory of curves by using the canonical ideal. We reduce the problem of lifting curves with automorphisms to a lifting problem of linear representations.

In the last chapter we study the local lifting problem of actions of semidirect products of a cyclic $p$ group by a cyclic prime to $p$ group, where $p$ is the characteristic of the special fibre. We give a criterion based on Harbater-Katz-Gabber compactification of local actions, which allows us to decide whether a local action lifts or not. In particular for the case of dihedral group we give an example of dihedral local action that cannot lift and in this way we give a stronger obstruction than the KGB-obstruction.

In the second part we give a necessary and sufficient condition for a modular representation of a group $G=C_{p^{h}} \rtimes C_{m}$ in a field of characteristic zero to be lifted to a representation over local principal ideal domain of characteristic zero containing the $p^{h}$ roots of unity. This construction is an essential tool in our study for liftings of the first part.
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## Part I

## Deformations of curves with Automorhisms

## Chapter 1

## Automorphisms and the canonical ideal

### 1.1 Introduction

Let $X$ be a non-singular complete algebraic curve defined over an algebraically closed field of characteristic $p \geqslant 0$. If the genus $g$ of the curve $X$ is $g \geqslant 2$ then the automorphism group $G=\operatorname{Aut}(X)$ of the curve $X$ is finite. The theory of automorphisms of curves is an interesting object of study, see the surveys [2], [16] and the references therein.

On the other hand the theory of syzygies which originates in the work of Hilbert and Sylvester has attracted a lot of researchers and it seems that a lot of geometric information can be found in the minimal free resolution of the ring of functions of an algebraic curve. For an introduction to this fascinating area we refer to [26].

In the first chapter we aim to put together the theory of syzygies of the canonical embedding and the theory of automorphisms of curves. Throughout this chapter $X$ is a non-hyperelliptic, nontrigonal and a non-singular quintic of genus 6 and we also assume $p \neq 2$. These conditions are needed for Petri's theorem to hold, while the $p \neq 2$ condition is needed to ensure the faithful action of the automorphism group on the space of holomorphic differentials $H^{0}\left(X, \Omega_{X}\right)$.

More precisely, in section 1.2a we use Petri's theorem in order to give a necessary and sufficient condition for an element in $\operatorname{GL}\left(\mathrm{H}^{\circ}\left(\mathrm{X}, \Omega_{X}\right)\right)$ to act as an automorphism of our curve. In this way we can arrive to

Proposition 1.1.0.1. The automorphism group of a curve $X$ as a finite set can be seen as a subset of the $g^{2}(g+1)^{2}-1$-dimensional projective space and can be described by explicit quadratic equations.

In section 1.3 we show that the automorphism group $G$ of the curve acts linearly on a minimal free resolution $\mathbf{F}$ of the ring of regular functions $S_{X}$ of the curve $X$ canonically embedded in $\mathbb{P}^{g-1}$. Notice that an action of a group $G$ on a graded module $M$ gives rise to a series of linear representations $\rho_{d}: G \rightarrow M_{d}$ to all linear spaces $M_{d}$ of degree $d$ for $d \in \mathbb{Z}$. For the case of the free modules $F_{i}$ of the minimal free resolution $\mathbf{F}$ we relate the actions of the group $G$ in both $F_{i}$ and in the dual $F_{g-2-i}$ in terms of an inner automorphism of G.

This information is used in order to show that the action of the group $G$ on generators of the modules $F_{i}$ sends generators of degree $d$ to linear combinations of generators of degree $d$. Let $S=$ $\operatorname{Sym}\left(\mathrm{H}^{0}\left(\mathrm{X}, \Omega_{\mathrm{X}}\right)\right)$ be the symmetric algebra of $\mathrm{H}^{0}\left(\mathrm{X}, \Omega_{\mathrm{X}}\right)$.

Proposition 1.1.0.2. There is a well defined linear action of the automorphism group $G$ on minimal generators of the free resolution, which sends a minimal generator of degree $d$ of the free module $F_{i}$ to a linear combination of other generators of degree $d$.

The degree d-part of $\operatorname{Tor}_{i}^{S}\left(k, S_{X}\right)$ will be denoted by $\operatorname{Tor}_{i}^{S}\left(k, S_{X}\right)$, which is a vector space of dimension $\beta_{i, d}$. We can use our computation in order to show that all $\operatorname{Tor}_{i}^{S}\left(k, S_{X}\right)_{d}$ are acted on by the group

G, but this also follows by Koszul cohomology, see [3]. Indeed, one starts with the vector space $\mathrm{V}=\mathrm{H}^{0}\left(\mathrm{X}, \Omega_{\mathrm{X}}\right), \operatorname{dim} \mathrm{V}=\mathrm{g}, \mathrm{S}=\operatorname{Sym}(\mathrm{V})$ and considers the exact Koszul complex

$$
\begin{aligned}
& 0 \rightarrow \wedge^{g} \mathrm{~V} \otimes \mathrm{~S}(-\mathrm{g}) \rightarrow \wedge^{\mathrm{g}-1} \mathrm{~V} \otimes \mathrm{~S}(-\mathrm{g}+1) \rightarrow \cdots \\
& \cdots \rightarrow \wedge^{2} \mathrm{~V} \otimes \mathrm{~S}(-2) \rightarrow \mathrm{V} \otimes \mathrm{~S}(-1) \rightarrow \mathrm{S} \rightarrow \mathrm{k} \rightarrow 0
\end{aligned}
$$

The symmetry property of the Tor functor implies that one can calculate $\operatorname{Tor}_{i}^{S}\left(k, S_{X}\right)$ by using the Koszul resolution of $k$ instead of the Koszul resolution of $S_{X}$. Since the Koszul resolution of $k$ is a complex of G-modules and all differentials are G-module morphisms the $\operatorname{Tor}_{i}^{S}\left(k, S_{X}\right)_{d}$ are naturally G-modules. On the other hand the passage to the action on generators is not explicit since the isomorphism between the graded components of the terms in the minimal resolution and Koszul cohomology spaces is not explicit, as it comes from the spectral sequence that ensures the symmetry of Tor functor.

Finally, the representations to the d graded space of each $F_{i}, \rho_{i, d}: G \rightarrow G L\left(F_{i, d}\right)$ can be expressed as a direct sum of the G-modules $\operatorname{Tor}_{i}^{S}\left(k, S_{X}\right)_{d}$. We conclude by showing that the G-module structure of all $F_{i}$ is determined by knowledge of the G-module structure of $H^{0}\left(X, \Omega_{X}\right)$ and the G-module structure of each $\operatorname{Tor}_{\mathfrak{i}}^{S}\left(k, S_{X}\right)$ for all $0 \leqslant i \leqslant g-2$.

### 1.2 Automorphisms of curves and Petri's theorem

Consider a complete non-singular non-hyperelliptic curve of genus $\mathrm{g} \geqslant 3$ over an algebraically closed field $K$. Let $\Omega_{X}$ denote the sheaf of holomorphic differentials on $X$.

Theorem 1.2.1 (Noether-Enriques-Petri). There is a short exact sequence

$$
0 \rightarrow \mathrm{I}_{\mathrm{X}} \rightarrow \operatorname{SymH}^{0}\left(\mathrm{X}, \Omega_{X}\right) \rightarrow \bigoplus_{n=0}^{\infty} \mathrm{H}^{0}\left(\mathrm{X}, \Omega_{X}^{\otimes \mathfrak{n}}\right) \rightarrow 0
$$

where $I_{X}$ is generated by elements of degree 2 and 3 . Also if $X$ is not a non-singular quintic of genus 6 or $X$ is not a trigonal curve, then $I_{X}$ is generated by elements of degree 2 .

For a proof of this theorem we refer to [67], [30]. The ideal $\mathrm{I}_{X}$ is called the canonical ideal and it is the homogeneous ideal of the embedded curve $X \rightarrow \mathbb{P}_{k}^{g-1}$. The automorphism group of the ambient space $\mathbb{P}^{g-1}$ is known to be $\mathrm{PGL}_{g}(\mathrm{k})$, [36, example 7.1 .1 p .151$]$. On the other hand every automorphism of $X$ is known to act on $H^{0}\left(X, \Omega_{X}\right)$ giving rise to a representation

$$
\rho: \mathrm{G} \rightarrow \mathrm{GL}\left(\mathrm{H}^{0}\left(\mathrm{X}, \Omega_{\mathrm{X}}\right)\right),
$$

which is known to be faithful, when $X$ is not hyperelliptic and $p \neq 2$, see [46]. The representation $\rho$ in turn gives rise to a series of representations

$$
\rho_{\mathrm{d}}: \mathrm{G} \rightarrow \mathrm{GL}\left(\mathrm{~S}_{\mathrm{d}}\right),
$$

where $S_{d}$ is the vector space of degree $d$ polynomials in the ring $S:=k\left[\omega_{1}, \ldots, \omega_{g}\right]$.
Let $X \subset \mathbb{P}^{r}$ be a projective algebraic set. Is it true that every automorphism $\sigma: X \rightarrow X$ comes as the restriction of an automorphism of the ambient projective space, that is by an element of $\mathrm{PGL}_{\mathrm{k}}(\mathrm{r})$ ? For instance such a criterion for complete intersections is explained in [48, sec. 2]. In the case of canonically embedded curves $X \subset \mathbb{P}^{g-1}$ it is clear that any automorphism $\sigma \in \operatorname{Aut}(X)$ acts also on $\mathbb{P}^{g-1}=\operatorname{Proj}^{0}\left(X, \Omega_{X}\right)$. In this way we arrive at the following:

Lemma 1.2.1.1. Every automorphism $\sigma \in \operatorname{Aut}(X)$ corresponds to an element in $\mathrm{PGL}_{\mathrm{g}}(\mathrm{k})$ such that $\sigma\left(\mathrm{I}_{X}\right) \subset \mathrm{I}_{\mathrm{X}}$ and every element in $\mathrm{PGL}_{\mathrm{g}}(\mathrm{k})$ such that $\sigma\left(\mathrm{I}_{X}\right) \subset \mathrm{I}_{X}$ gives rise to an automorphism of $X$.

In the next section we will describe the elements $\sigma \in \mathrm{PGL}_{\mathrm{g}}(\mathrm{k})$ such that $\sigma\left(\mathrm{I}_{\mathrm{X}}\right) \subset \mathrm{I}_{\mathrm{X}}$.

## 1.2a Algebraic equations of automorphisms

For now on we will assume that the canonical ideal $\mathrm{I}_{\mathrm{X}}$ is generated by polynomials in $\mathrm{k}\left[\omega_{1}, \ldots, \omega_{g}\right]=$ $\operatorname{SymH}^{0}\left(\mathrm{X}, \Omega_{X}\right)$ of degree 2, that is the requirements for Petri's theorem hold. Consider such a set of quadratic polynomials $\tilde{\AA}_{1}, \ldots, \tilde{\mathcal{A}}_{\text {r }}$ generating $\mathrm{I}_{\mathrm{X}}$.

A polynomial $\tilde{A}_{i}$ of degree two can be encoded in terms of a symmetric $g \times g$ matrix $A_{i}=\left(a_{v, \mu}\right)$ as follows. Set $\bar{\omega}=\left(\omega_{1}, \ldots, \omega_{g}\right)^{t}$. We have

$$
\tilde{A}_{i}(\bar{\omega})=\bar{\omega}^{\mathrm{t}} \mathcal{A}_{i} \bar{\omega}
$$

The polynomial $\sigma\left(\tilde{A}_{i}\right)$ is still a polynomial of degree two so we write $\sigma\left(A_{i}\right)$ for the symmetric $g \times \mathrm{g}$ matrix such that $\sigma\left(\tilde{\mathcal{A}}_{i}\right)=\bar{\omega}^{\mathrm{t}} \sigma(A)_{i} \bar{\omega}$. It is clear that for an element $\sigma \in \mathrm{GL}_{g}(\mathrm{k}), \sigma\left(\mathrm{I}_{X}\right) \subset \mathrm{I}_{X}$ holds if and only if for all $1 \leqslant i \leqslant r, \sigma\left(A_{i}\right) \in \operatorname{span}_{k}\left\{A_{1}, \ldots, A_{r}\right\}$. This means that

$$
\begin{equation*}
\left(\sigma_{\mu, v}\right)^{t} \mathcal{A}_{i}\left(\sigma_{\mu, v}\right)=\sum_{j=1}^{r} \lambda(\sigma)_{j i} A_{j} \quad \text { for every } 1 \leqslant i \leqslant \mathfrak{j} \tag{1.1}
\end{equation*}
$$

## 1.2b The automorphism group as an algebraic set.

Let $A_{1}, \ldots, A_{r}$ be a set of linear independent $g \times g$ matrices such that the $w^{t} A_{i} w 1 \leqslant i \leqslant r$ generate the canonical ideal, and $w^{t}=\left(w_{1}, \ldots, w_{g}\right)$ is a basis of the space of holomorphic differentials. By choosing an ordered basis of the vector space of symmetric $g \times g$ matrices we can represent any symmetric $g \times g$ matrix $A$ as an element $\bar{A} \in k \frac{g(g+1)}{2}$, that is

$$
\begin{aligned}
\mp & \text { Symmetric } g \times g \text { matrices } \\
& \longrightarrow k^{\frac{g(g+1)}{2}} \\
A & \longmapsto \bar{A}
\end{aligned}
$$

We can now put together the relements $\bar{A}_{i}$ as a $g(g+1) / 2 \times r$ matrix $\left(\overline{\mathcal{A}}_{1}|\cdots| \bar{A}_{r}\right)$, which has full rank $r$, since $\left\{A_{1}, \ldots, A_{r}\right\}$ are assumed to be linear independent.

Proposition 1.2.1.1. An element $\sigma=\left(\sigma_{i j}\right) \in \mathrm{GL}_{\mathrm{g}}(\mathrm{k})$ induces an action on the curve $X$, if and only if the $g(g+1) / 2 \times 2 r$ matrix

$$
\mathrm{B}(\sigma)=\left[\overline{\mathrm{A}}_{1}, \ldots, \bar{A}_{r}, \overline{\sigma^{\mathrm{t}} A_{1} \sigma}, \ldots, \overline{\sigma^{\mathrm{t}} A_{r} \sigma}\right]
$$

has rank r .
We have that $\sigma$ is an automorphism if the $g(g+1) / 2 \times 2 r$-matrix $B(\sigma)$ has rank $r$, which means that $(r+1) \times(r+1)$-minors of $B(\sigma)$ are zero. This provides us with a description of the automorphism group as a determinantal variety given by explicit equations of degree $(r+1)^{2}$.

But we can do better. Using Gauss elimination we can find a $\frac{\underline{g}(\underline{g}+1)}{2} \times \frac{\mathbf{g}(\mathbf{g}+1)}{2}$ invertible matrix Q which puts the matrix $\left(\overline{\mathcal{A}}_{1}|\cdots| \overline{\mathcal{A}}_{r}\right)$ in echelon form, that is

$$
\mathrm{Q}\left(\overline{\mathcal{A}}_{1}|\cdots| \bar{\AA}_{r}\right)=\left(\frac{\mathbb{I}_{r}}{\mathbb{O}_{\left(\frac{g(g+1)}{2}-r\right) \times r}}\right) .
$$

But then for each $1 \leqslant i \leqslant r$ eq. 1.1 is satisfied if and only if the lower $\left(\frac{\mathrm{g}(\mathrm{g}+1)}{2}-r\right) \times r$ bottom block matrix of the matrix

$$
\begin{equation*}
\mathrm{Q}\left(\overline{\sigma^{\mathrm{t}} \mathcal{A}_{1} \sigma}|\cdots| \overline{\sigma^{\mathrm{t}} \mathcal{A}_{\mathrm{r}} \sigma}\right) \tag{1.2}
\end{equation*}
$$

is zero, while the top $r \times r$ block matrix gives rise to the representation

$$
\rho_{1}: G \rightarrow \mathrm{GL}_{\mathrm{r}}(\mathrm{k}),
$$

defined by equation (1.1). Assuming that the lower $\left(\frac{g(g+1)}{2}-r\right) \times r$ bottom block matrix gives us $r\left(\frac{g(g+1)}{2}-r\right)$ equations where the entries $\sigma=\left(\sigma_{i j}\right)$ are seen as indeterminates. In this way we can write down elements of the automorphism group as a zero dimensional algebraic set, satisfying certain quadratic equations.

### 1.3 Syzygies

## 1.3a Extending group actions

Recall that $S=k\left[\omega_{1}, \ldots, \omega_{g}\right]$ is the polynomial ring in $g$ variables. Let $M$ be a graded $S$-module acted on by the group $G$, generated by the elements $m_{1}, \ldots, m_{r}$ of corresponding degrees $a_{1}, \ldots, a_{r}$. We consider the free $S$-module $F_{0}=\bigoplus_{j=1}^{r} S\left(-a_{j}\right)$ together with the onto map

$$
\begin{equation*}
F_{0}=\bigoplus_{j} S\left(-a_{j}\right) \xrightarrow{\pi} M \tag{1.3}
\end{equation*}
$$

Let us denote by $M_{1}, \ldots, M_{r}$ elements of $F_{0}$, such that $\pi\left(M_{i}\right)=m_{i}$, assuming also that $\operatorname{deg}\left(M_{i}\right)=$ $\operatorname{deg}\left(m_{i}\right)$, for $1 \leqslant i \leqslant r$. The action on the generators $m_{i}$ is given by

$$
\begin{equation*}
\sigma\left(\mathfrak{m}_{\mathfrak{i}}\right)=\sum_{v=1}^{r} \mathfrak{a}_{v, i} \mathfrak{m}_{\mathfrak{i}}, \text { for some } \mathrm{a}_{v, i} \in S \tag{1.4}
\end{equation*}
$$

Remark 1.3.1. We would like to point out here that unlike the theory of vector spaces, an element $x \in F_{0}$ might admit two different decompositions

$$
x=\sum_{i=1}^{r} a_{i} m_{i}=\sum_{i=1}^{r} b_{i} m_{i}, \text { that is } \sum_{i=1}^{r}\left(a_{i}-b_{i}\right) m_{i}=0
$$

and if $a_{i_{0}}-b_{i_{0}} \neq 0$ we cannot assume that $a_{i_{0}}-b_{i_{0}}$ is invertible, so we can't express $m_{i_{0}}$ as an S-linear combination of the other elements $m_{i}$, for $\mathfrak{i}_{0} \neq \mathfrak{i}, 1 \leqslant i \leqslant r$ in order to contradict minimality. We can only deduce that $\left\{a_{i}-b_{i}\right\}_{i=1, \ldots, r}$ form a syzygy.

Therefore one might ask if the matrix $\left(a_{v, i}\right)$ given in eq. (1.4) is unique. In proposition 1.3.1.2 we will prove that the elements $a_{v, i}$ which appear as coefficients in eq. (1.4) are in the field $k$ and therefore the expression is indeed unique.

The natural action of $\operatorname{Aut}(X)$ on $H^{0}\left(X, \Omega_{X}\right)$ can be extended to an action on the ring $S=\operatorname{Sym}^{0}\left(X, \Omega_{X}\right)$, so that $\sigma(x y)=\sigma(x) \sigma(y)$ for all $x, y \in S$. Therefore if $M=I_{X}$ then for all $s \in S, m \in I_{X}=M$ we have $\sigma(\mathrm{sm})=\sigma(\mathrm{s}) \sigma(\mathrm{m})$. All the actions in the modules we will consider will have this property.

For a free module $F=\bigoplus_{j=1}^{s} S\left(-a_{j}\right)$, generated by the elements $M_{i}, 1 \leqslant i \leqslant r, \operatorname{deg}\left(M_{i}\right)=a_{i}$ and a map $\pi: F \rightarrow M$ we define the action of $G$ by

$$
\sigma\left(\sum_{j=1}^{r} s_{j} M_{j}\right)=\sum_{j=1}^{r} \sigma\left(s_{j}\right) \sum_{v=1}^{r} a_{v, j}(\sigma) M_{v}=\sum_{v=1}^{r}\left(\sum_{j=1}^{r} a_{v, j}(\sigma) \sigma\left(s_{j}\right)\right) M_{v}
$$

where $\operatorname{deg}_{S} a_{v, j}+a_{v}=\operatorname{deg}_{S} m_{j}$. This means that under the action of $\sigma \in G$ the $r$-tuple $\left(s_{1}, \ldots, s_{r}\right)^{t}$ is sent to

$$
\left(\begin{array}{c}
s_{1} \\
\vdots \\
s_{r}
\end{array}\right) \stackrel{\sigma}{\longmapsto}\left(\begin{array}{cccc}
a_{1,1}(\sigma) & a_{1,2}(\sigma) & \cdots & a_{1, r}(\sigma) \\
\vdots & \vdots & & \vdots \\
a_{r, 1}(\sigma) & a_{r, 2}(\sigma) & \cdots & a_{r, r}(\sigma)
\end{array}\right)\left(\begin{array}{c}
\sigma\left(s_{1}\right) \\
\vdots \\
\sigma\left(s_{r}\right)
\end{array}\right) .
$$

If $A(\sigma)=\left(a_{i, j}(\sigma)\right)$ is the matrix corresponding to $\sigma$ then for $\sigma, \tau \in G$ the following cocycle condition holds:

$$
A(\sigma \tau)=A(\sigma) A(\tau)^{\sigma}
$$

If we can assume that $G$ acts trivially on the matrix $A(\tau)$ for every $\tau \in G$ (for instance when $A(\tau)$ is a matrix with entries in $k$ for every $\tau \in G$ ), then the above cocycle condition becomes a homomorphism condition.

Also if $A(\sigma)$ is a principal derivation, that is there is an $r \times r$ matrix $Q$, such that

$$
A(\sigma)=\sigma(Q) \cdot Q^{-1}
$$

then after a basis change of the generators we can show that the action on the coordinates is just given by

$$
\left(s_{1}, \cdots, s_{r}\right)^{\mathrm{t}} \stackrel{\sigma}{\longmapsto}\left(\sigma\left(s_{1}\right), \cdots, \sigma\left(s_{r}\right)\right)^{\mathrm{t}},
$$

that is the matrix $A(\sigma)$ is the identity. We will call the action on the free resolution $F$ obtained by extending the action on $M$ the standard action.

## 1.3b Group actions on free resolutions

Recall that $S=\mathrm{k}\left[\omega_{1}, \ldots, \omega_{g}\right]$ is the polynomial ring in $g$ variables. Let $M$ be a graded $S$-module generated by the elements $m_{1}, \ldots, m_{r}$ of corresponding degrees $a_{1}, \ldots, a_{r}$. Consider the minimal free resolution

$$
\begin{equation*}
0 \longrightarrow F_{g} \xrightarrow{\phi_{g}} \cdots \longrightarrow F_{1} \xrightarrow{\phi_{1}} F_{0} \tag{1.5}
\end{equation*}
$$

where $\operatorname{coker}\left(\phi_{1}\right)=F_{0} / \operatorname{Im} \phi_{1}=F_{0} / \operatorname{ker} \pi \cong M$. Let $\mathfrak{m}$ be the maximal ideal of $S$ generated by $\left\langle\omega_{1}, \ldots, \omega_{g}\right\rangle$. Each free module in the resolution can be written as

$$
F_{i}=\bigoplus_{j} S(-j)^{\beta_{i, j}}
$$

where the integers $\beta_{i, j}$ are the Betti numbers of the resolution. The Betti numbers satisfy

$$
\begin{equation*}
\beta_{i, j}=\beta_{\mathfrak{g}-2-\mathfrak{i}, \mathfrak{g}+1-\mathfrak{j}} . \tag{1.6}
\end{equation*}
$$

as one can see by using the self duality of the above resolution by twisting by $S(-g)$ see [58, prop. 4.1.1], [26, prop. 9.5] or by using Koszul cohomology, see [27, prop. 4.1].

Assume that $M$ and each $F_{i}$ is acted on by a group $G$ and that the maps $\delta_{i}$ are G-equivariant. We will now study the action of the group $G$ on the generators of $F_{i}$. First of all we have that

$$
F_{i}=\bigoplus_{v=1}^{r_{i}} \bigoplus_{\mu=1}^{\beta_{i, v}} e_{i, v, \mu} S \cong \bigoplus_{v=1}^{r_{i}} S\left(-d_{i, v}\right)^{\beta_{i, v}}
$$

In the above formula we assumed that $F_{i}$ is generated by elements $e_{i, v, \mu}$ such that the degree of $e_{i, v, \mu}=d_{i, v}$ for all $1 \leqslant \mu \leqslant \beta_{i, v}$. We also assume that

$$
\mathrm{d}_{\mathrm{i}, 1}<\mathrm{d}_{\mathrm{i}, 2}<\cdots<\mathrm{d}_{\mathrm{i}, \mathrm{r}_{\mathrm{i}}}
$$

The action of $\sigma$ is respecting the degrees, so an element of minimal degree $d_{i, 1}$ is sent to a linear combination of elements of minimal degree $d_{i, 1}$. In this way we obtain a representation

$$
\rho_{i, 1}: G \rightarrow \operatorname{GL}\left(\beta_{i, 1}, k\right)
$$

In a similar way an element $e_{i, 2, \mu}$ of degree $d_{i, 2}$ is sent to an element of degree $d_{i, 2}$ and we have that

$$
\sigma\left(e_{i, 2, \mu}\right)=\sum_{j_{1}=1}^{\beta_{i, 2}} \lambda_{i, 2, \mu, j_{1}} e_{i, 2, j_{1}}+\sum_{j_{2}=1}^{\beta_{i, 1}} \lambda_{i, 2, \mu, j_{1}}^{\prime} e_{i, 1, j_{2}}
$$

where all $\lambda_{i, 2, \mu, j_{1}} \in k$ and all $\lambda_{i, 1, \mu, j_{2}}^{\prime} \in \mathfrak{m}^{d_{i, 2}-d_{i, 1}}$. In this case we have a representation with entries in an ring instead of a field, which has the form:

$$
\begin{aligned}
\rho_{i, 2}: G & \rightarrow G L\left(\beta_{i, 1}+\beta_{i, 2}, \mathfrak{m}^{d_{i, 2}-d_{i, 1}}\right), \\
\sigma & \mapsto\left(\begin{array}{cc}
A_{1}(\sigma) & A_{1,2}(\sigma) \\
0 & A_{2}(\sigma)
\end{array}\right),
\end{aligned}
$$

where $A_{1}(\sigma) \in \operatorname{GL}\left(\beta_{i, 1}, k\right)$ and $A_{2}(\sigma) \in \mathfrak{m}^{\mathrm{d}_{\mathrm{i}, 2}-\mathrm{di}, 1} \mathrm{GL}\left(\beta_{i, 2}, k\right)$.
By induction the situation in the general setting gives rise to a series of representations:

$$
\begin{align*}
& \rho_{i, j}: G \rightarrow \operatorname{GL}\left(\beta_{i, 1}+\beta_{i, 2}, \mathfrak{m}^{d_{i, j}-d_{i, 1}}\right) \\
& \sigma \mapsto A(\sigma)=  \tag{1.7}\\
&\left.\begin{array}{ccccc}
A_{1}(\sigma) & A_{1,2}(\sigma) & \cdots & A_{1, j}(\sigma) \\
0 & A_{2}(\sigma) & & A_{2, j}(\sigma) \\
\vdots & \ddots & & \vdots \\
0 & \cdots & 0 & A_{j}(\sigma)
\end{array}\right)
\end{align*}
$$

where $A_{v}(\sigma) \in G L\left(\beta_{i, v}, k\right)$ and $A_{k, \lambda}(\sigma)$ is an $\beta_{i, k} \times \beta_{i, \lambda}$ matrix with coefficients in $\mathfrak{m}^{\beta_{i, \lambda}-\beta_{i, k}}$. The representation $\rho_{i, r_{i}}$ taken modulo $\mathfrak{m}$ reduces to $\operatorname{Tor}_{i}^{S}(k, M)$, seen as a $k[G]$-module.

## 1.3c Unique actions

Let us consider two actions of the automorphisms group $G$ on $H^{0}\left(X, \Omega_{X}\right)$, which can naturally be extended on the symmetric algebra $\operatorname{SymH}^{0}\left(X, \Omega_{X}\right)$. We will denote the first action by $g \star v$ and the second action by $g \circ v$, where $g \in G, v \in \operatorname{Sym}^{0}\left(X, \Omega_{X}\right)$.

Proposition 1.3.1.1. If the curve $X$ satisfies the conditions of faithful action of $G=\operatorname{Aut}(X)$ on $H^{0}\left(X, \Omega_{X}\right)$, that is $X$ is not hyperelliptic and $p>2$, [46, th. 3.2] and moreover both actions $\star, \circ$ restrict to actions on the canonical ideal $I_{X}$, then there is an automorphism $i: G \rightarrow G$, such that $\mathrm{g} \star v=\mathfrak{i}(\mathrm{g}) \circ v$.

Proof. Both actions of $G$ on $H^{0}\left(X, \Omega_{X}\right)$ introduce automorphisms of the curve $X$. That is since $G \star I_{X}=I_{X}$ and $G \circ I_{X}=I_{X}$, the group $G$ is mapped into $\operatorname{Aut}(X)=G$. This means that for every element $g \in G$ there is an element $g^{*} \in \operatorname{Aut}(X)=G$ such that $g \star v=g^{*} v$, where the action on the right is the standard action of the automorphism group on holomorphic differentials. By the definition of the group action for every $g_{1}, g_{2} \in G$ we have $\left(g_{1} g_{2}\right)^{*} v=g_{1}^{*} g_{2}^{*} v$ for all $v \in H^{0}\left(X, \omega_{X}\right)$ and the faithful action of the automorphism group provides us with $\left(g_{1} g_{2}\right)^{*}=g_{1}^{*} g_{2}^{*}$, i.e. the map $i_{*}: g \mapsto g^{*}$ is a homomorphism. Similarly the map corresponding to the o-action, $i_{\circ}: g \mapsto g^{\circ}$ is a homomorphism and the desired homomorphism $i$ is the composition of $i_{*} i_{\circ}^{-1}$.

The map $\operatorname{Hom}_{S}\left(F_{i}, S(-g)\right)$ induces a symmetry of the free resolution $F$ by sending $F_{i}$ to $F_{g-2-i}$. Each free module $F_{i}$ of the resolution $F$ is equipped by the extension of the action on holomorphic differentials, according to the construction of section 1.3 b . On the other hand since $S(-\mathrm{g})$ is a G-module we have that $F_{g-2-i} \cong \operatorname{Hom}_{S}\left(F_{i}, S(-g)\right)$ is equipped by a second action namely every $\phi: F_{i} \rightarrow S(-g)$ is acted naturally by G in terms of $\phi \mapsto \phi^{\sigma}=\sigma^{-1} \phi \sigma$. How are the two actions related?

Lemma 1.3.1.1. Denote by $\star$ the action of $G$ on $F_{i}$ induced by taking the $S(-g)$-dual. The standard and the $\star$-actions are connected in terms of an automorphism $\psi_{i}$ of $G$, that is for all $v \in \mathrm{~F}_{i}$ $g \star v=\psi_{i}(g) v$.

Proof. Assume that $i \leqslant g-2-i$. Consider the standard action of $G$ on the free resolution $F$. The module $\mathrm{F}_{g-2-i}$ obtains a new action $g \star v$ for $g \in G, v \in F_{i}$. By 1.3 b this $\star$ action is transferred to an action on all $F_{j}$ for $\mathfrak{j} \geqslant g-2-i$, including the final term $F_{g-2}$ which is isomorphic to $S(-1)$. This gives us two actions on $H^{0}\left(X, \Omega_{X}\right)$ which satisfy the requirements of proposition 1.3.1.1. The desired result follows, since the action can be pulled back to all syzygies using either $\mathbf{F}$ or $\mathbf{F}^{*}$.

Proposition 1.3.1.2. Under the faithful action requirement we have that all automorphisms $\sigma \in G$ send the direct summand $S(-j)^{\beta_{i, j}}$ of $F_{i}$ to itself, that is the representation matrix in eq. (1.7) is block diagonal.

Proof. Consider $F_{i}=\bigoplus_{v=1}^{r_{i}} M_{i, v} S$, where $M_{i, 1}, \ldots, M_{i, r_{i}}$ are assumed to be minimal generators of $F_{i}$ with descending degrees $a_{i, v}=\operatorname{deg}\left(m_{i}, v\right), 1 \leqslant v \leqslant r_{i}$. The action of an element $\sigma$ is given in terms of the matrix $A(\sigma)$ given in equation (1.7). The element $\phi \in \operatorname{Hom}_{S}\left(F_{i}, S(-g)\right)$ is sent to

$$
\begin{align*}
h: \operatorname{Hom}_{S}\left(F_{i}, S(-g)\right) & \stackrel{\cong}{\longmapsto} F_{g-2-\mathfrak{i}}  \tag{1.8}\\
\phi & \longmapsto\left(\phi\left(M_{\mathfrak{i}, 1}\right), \ldots, \phi\left(M_{\mathfrak{i}, r_{i}}\right)\right)
\end{align*}
$$

Each $\phi\left(M_{i, v}\right)$ can be considered as an element in $S\left(-g-1+\operatorname{deg}\left(m_{i, v}\right)\right)$ inside $F_{g-2-i}$. Observe that the element $\phi \in \operatorname{Hom}_{S}\left(F_{i}, S(-g)\right)$ is known if we know all $\phi\left(M_{i, v}\right)$ for $1 \leqslant v \leqslant r_{i}$. From now on we will identify such an element $\phi$ as a $r_{i}$-tuple $\left(\phi\left(M_{i, v}\right)\right)_{1 \leqslant v \leqslant r_{i}}$.

Recall that if $A, B$ are $G$-modules, then there is an natural action on $\operatorname{Hom}(A, B)$, sending $\phi \in$ $\operatorname{Hom}(A, B)$ to ${ }^{\sigma} \phi$, which is the map

$$
{ }^{\sigma} \phi: A \ni a \mapsto \sigma \phi\left(\sigma^{-1} a\right)
$$

We have also a second action on the module $F_{g-2-i}$. We compute ${ }^{\sigma} \phi\left(M_{i, v}\right)$ for all base elements $M_{i, v}$ in order to describe ${ }^{\sigma} \phi:$

$$
\begin{aligned}
\sigma\left(\phi\left(\sigma^{-1} M_{i, v}\right)\right)_{1 \leqslant v \leqslant \kappa} & =\left(\sum_{\mu=1}^{r_{i}} \sigma\left(\alpha_{\mu, v}\left(\sigma^{-1}\right)\right) \sigma \phi\left(M_{i, \mu}\right)\right)_{1 \leqslant v \leqslant r_{i}} \\
& =\left(\sum_{\mu=1}^{r_{i}} \sigma\left(\alpha_{\mu, v}\left(\sigma^{-1}\right)\right) \chi(\sigma) \phi\left(M_{i, \mu}\right)\right)_{1 \leqslant v \leqslant r_{i}}
\end{aligned}
$$

where in the last equation we have used the fact that $\phi\left(M_{i}\right)$ are in the rank one G-module $S(-g) \cong$ $\wedge^{g-1} \Omega_{X}^{1}$ hence the action of $\sigma \in G$ is given by multiplication by $\chi(\sigma)$, where $\chi(\sigma)$ is an invertible element is S .

In order to simplify the notation consider $i$ fixed, and denote $M_{v}=M_{i, v}, r=r_{i}, a_{i, j}=a_{j}$. We can consider as a basis of $\operatorname{Hom}\left(F_{i}, S(-g)\right)$ the morphisms $\phi_{\mu}$ given by

$$
\begin{equation*}
\phi_{\mu}\left(M_{\mathfrak{j}}\right)=\delta_{\mu, \mathfrak{j}} \cdot E, \tag{1.9}
\end{equation*}
$$

where $E$ is a basis element of degree $g$ of the rank 1 module $S(-g) \cong S \cdot E$. This is a different basis than the basis $M_{g-2-i, v}, 1 \leqslant n \leqslant r_{g-2-i}$ of $F_{g-2-i}$ we have already introduced.

According to eq. (1.6) if $M_{j}$ has degree $a_{j}$ then the element $\phi_{j}$ has degree $g+1-a_{j}$. Assume that $M_{r}$ has maximal degree $a_{r}$. Then, $\phi_{r}$ has minimal degree. Moreover, in order to describe ${ }^{\sigma} \phi_{r}$ we have to consider the tuple ( $\left.{ }^{\sigma} \phi_{\mathrm{r}}\left(M_{1}\right), \ldots,{ }^{\sigma} \phi_{\mathrm{r}}\left(\mathrm{M}_{\mathrm{r}}\right)\right)$. We have

$$
\begin{aligned}
\left({ }^{\sigma} \phi_{r}\left(M_{v}\right)\right)_{1 \leqslant v \leqslant r} & =\left(\sum_{\mu=1}^{r} \sigma\left(\alpha_{\mu, v}^{(i)}\left(\sigma^{-1}\right)\right) \chi(\sigma) \phi_{r}\left(M_{\mu}\right)\right)_{1 \leqslant v \leqslant r} \\
& \underline{\underline{1.9}}\left(\sigma\left(\alpha_{r, v}^{(i)}\left(\sigma^{-1}\right)\right) \chi(\sigma) E\right)_{1 \leqslant v \leqslant r}
\end{aligned}
$$

and we finally conclude that

$$
{ }^{\sigma} \phi_{r}=\sum_{v=1}^{r} \sigma^{-1}\left(\alpha_{r, v}^{(i)}\left(\sigma^{-1}\right)\right) \chi(\sigma) \phi_{v} .
$$

In this way every element $x \in F_{g-2-i}$ is acted on by $\sigma$ in terms of the action

$$
\sigma \star x=h\left({ }^{\sigma} h^{-1}(x)\right),
$$

where $h$ is the map given in eq. (1.8). On the other hand the elements $h\left(\phi_{r}\right)$ are in $F_{g-2-i}$ and by lemma 1.3.1.1 there is an element $\sigma^{\prime} \in G$ such that

$$
\sigma^{\prime} h\left(\phi_{\mathrm{r}}\right)=\sum_{v=1}^{r} \alpha_{v, r}^{(\mathfrak{g}-2-\mathfrak{i})}\left(\sigma^{\prime}\right) h\left(\phi_{v}\right)
$$

Since the element $\phi_{v}$ has maximal degree among generators of $F_{i}$ the element $h\left(\phi_{r}\right)$ has minimal degree. This means that all coefficients

$$
\alpha_{v, r}^{(g-2-i)}\left(\sigma^{\prime}\right)=\sigma\left(\alpha_{r, v}^{(i)}\left(\sigma^{-1}\right)\right) \chi(\sigma)
$$

are zero for all $v$ such that $\operatorname{deg} m_{v}<\operatorname{deg} \mu_{r}$. Therefore all coefficients $a_{v, r}^{(i)}(\sigma)$ for $v$ such that $\operatorname{deg} m_{v}<$ $\operatorname{deg} m_{r}$ are zero. This holds for all $\sigma \in G$. By considering in this way all elements $\phi_{r-1}, \phi_{r-2}, \ldots, \phi_{1}$, which might have greater degree than the degree of $\phi_{r}$ the result follows.

### 1.4 Representations on the free resolution

Each $S$-module $F_{i}$ in the minimal free resolution can be seen as a series of representations of the group G. Indeed, the modules $F_{i}$ are graded and there is an action of $G$ on each graded part $F_{i, d}$, given by representations

$$
\rho_{\mathrm{i}, \mathrm{~d}}: \mathrm{G} \rightarrow \mathrm{GL}\left(\mathrm{~F}_{\mathrm{i}, \mathrm{~d}}\right),
$$

where $F_{i, d}$ is the degree $d$ part of the $S$-module $F_{i}$. The space $\left.\operatorname{Tor}_{i}^{S}\left(k, S_{X}\right)\right)$ is clearly a G-module, and by proposition 1.3.1.2 there is a decomposition of G-modules

$$
\operatorname{Tor}_{i}^{S}\left(k, S_{X}\right)=\bigoplus_{j \in \mathbb{Z}} \operatorname{Tor}_{i}^{S}\left(k, S_{X}\right)_{\mathfrak{j}}
$$

where $\operatorname{Tor}_{i}^{S}\left(k, S_{X}\right)_{j}$ is the $k$-vector space generated by generators of $F_{i}$ that have degree $j$. This is a vector space of dimension $\beta_{i, j}$.

Denote by $\operatorname{Ind}(G)$ the set of isomorphism classes of indecomposable $k[G]$-modules. If $k$ is of characteristic $p>0$ and $G$ has no-cyclic $p$-Sylow subgroup then the set $\operatorname{Ind}(G)$ is infinite, see [7, p.26]. Suppose that each $\operatorname{Tor}_{i}^{S}\left(k, S_{X}\right)_{j}$ admits the following decomposition in terms of $U \in \operatorname{Ind}(G)$ :

$$
\operatorname{Tor}_{i}^{S}\left(k, S_{X}\right)_{j}=\bigoplus_{u \in \operatorname{Ind}(G)} a_{i, j, u} U \text { where } a_{i, j, u} \in \mathbb{Z}
$$

We obviously have that

$$
\beta_{i, j}=\sum_{u \in \operatorname{Ind}(G)} a_{i, j, u} \operatorname{dim}_{k} u .
$$

The G-structure of $F_{i}$ is given by

$$
\operatorname{Tor}_{i}^{S}\left(k, S_{X}\right) \otimes S
$$

that is the G-module structure of $F_{i, d}$ is given by

$$
F_{i, d}=\bigoplus_{d \in \mathbb{Z}} \bigoplus_{j \in \mathbb{Z}} \operatorname{Tor}_{i}^{S}\left(k, S_{X}\right)_{d-j} \otimes S_{j}
$$

### 1.5 An example: the Fermat curve

Consider the projective non singular curve given by equation

$$
F_{n}: x_{1}^{n}+x_{2}^{n}+x_{0}^{n}=0
$$

This curve has genus $g=\frac{(n-2)(n-1)}{2}$. Set $x=x_{1} / x_{0}, y=x_{2} / x_{0}$. For $\omega=\frac{d x}{y^{n-1}}=-\frac{d y}{x^{n-1}}$ we have that the set

$$
\begin{equation*}
x^{i} y^{j} \omega \text { for } 0 \leqslant i+j \leqslant n-3 \tag{1.10}
\end{equation*}
$$

forms a basis for holomorphic differentials, [47], [75], [76]. These g differentials are ordered lexicographically according to $(i, j)$, that is

$$
\omega_{0,0}<\omega_{0,1}<\cdots<\omega_{0, n-3}<\omega_{1,0}<\omega_{1,1}<\cdots<\omega_{1, n-4}<\cdots<\omega_{n-3,0}
$$

The case $n=2$ is a rational curve, the case $n=3$ is an elliptic curve, the case $n=4$ has genus 3 and gonality 3 , the case $n=5$ has genus 6 and is quintic so the first Fermat curve which has canonical ideal generated by quadratic polynomial is the case $n=6$ which has genus 10 .

Proposition 1.5.0.1. The canonical ideal of the Fermat curve $F_{n}$ for $n \geqslant 6$ consists of two sets of relations

$$
\begin{equation*}
\mathrm{G}_{1}=\left\{\omega_{\mathfrak{i}_{1}, \mathfrak{j}_{1}} \omega_{\mathfrak{i}_{2}, \mathfrak{j}_{2}}-\omega_{\mathfrak{i}_{3}, \mathfrak{j}_{3}} \omega_{\mathfrak{i}_{4}, \mathfrak{j}_{4}}: \mathfrak{i}_{1}+\mathfrak{i}_{2}=\mathfrak{i}_{3}+\mathfrak{i}_{4}, \mathfrak{j}_{1}+\mathfrak{j}_{2}=\mathfrak{j}_{3}+\mathfrak{j}_{4}\right\} \tag{1.11}
\end{equation*}
$$

and

$$
G_{2}=\left\{\omega_{\mathfrak{i}_{1}, \mathfrak{j}_{1}} \omega_{\mathfrak{i}_{2}, \mathfrak{j}_{2}}+\omega_{i_{3}, j_{3}} \omega_{i_{4}, \mathfrak{j}_{4}}+\omega_{i_{5}, j_{5}} \omega_{i_{6}, \mathfrak{j}_{6}}=0: \begin{array}{ccc}
\mathfrak{i}_{1}+\mathfrak{i}_{2}=n+a, & j_{1}+\mathfrak{j}_{2}=b  \tag{1.12}\\
i_{3}+\mathfrak{i}_{4}=a, \\
i_{5}+\mathfrak{i}_{6}=a, & j_{3}+j_{4}=n+b \\
j_{5}+\mathfrak{j}_{6}=b
\end{array}\right\}
$$

where $0 \leqslant a, b$ are selected such that $0 \leqslant a+b \leqslant n-3$.
We will now prove proposition 1.5 .0 .1 for $n \geqslant 6$, following the method developed in [18]. Observe that the holomorphic differentials given in eq. 1.10 are in $1-1$ correspondence with the elements of the set $\mathbf{A}=\{(i, j): 0 \leqslant i+j \leqslant n-3\} \subset \mathbb{N}^{2}$. First we introduce the following term order on the polynomial algebra $S:=\operatorname{SymH}^{0}\left(\mathrm{X}, \Omega_{\mathrm{X}}\right)$.

Definition 1.5.0.1. Choose any term order $\prec_{t}$ for the variables $\left\{\omega_{N, \mu}:(N, \mu) \in A\right\}$ and define the term order $\prec$ on the monomials of $S$ as follows:

$$
\begin{equation*}
\omega_{\mathrm{N}_{1}, \mu_{1}} \omega_{\mathrm{N}_{2}, \mu_{2}} \cdots \omega_{\mathrm{N}_{\mathrm{d}}, \mu_{\mathrm{d}}} \prec \omega_{\mathrm{N}_{1}^{\prime}, \mu_{1}^{\prime}} \omega_{\mathrm{N}_{2}^{\prime}, \mu_{2}^{\prime}} \cdots \omega_{\mathrm{N}_{s}^{\prime}, \mu_{s}^{\prime}} \text { if and only if } \tag{1.13}
\end{equation*}
$$

- $\mathrm{d}<\mathrm{s}$ or
- $\mathrm{d}=\mathrm{s}$ and $\sum \mu_{\mathrm{i}}>\sum \mu_{\mathrm{i}}^{\prime}$ or
- $\mathrm{d}=\mathrm{s}$ and $\sum \mu_{\mathrm{i}}=\sum \mu_{\mathrm{i}}^{\prime}$ and $\sum \mathrm{N}_{\mathrm{i}}<\sum \mathrm{N}_{\mathrm{i}}^{\prime}$
- $\mathrm{d}=\mathrm{s}$ and $\sum \mu_{\mathrm{i}}=\sum \mu_{\mathrm{i}}^{\prime}$ and $\sum \mathrm{N}_{\mathrm{i}}=\sum \mathrm{N}_{\mathrm{i}}^{\prime}$ and

$$
\omega_{\mathrm{N}_{1}, \mu_{1}} \omega_{\mathrm{N}_{2}, \mu_{2}} \cdots \omega_{\mathrm{N}_{\mathrm{d}}, \mu_{\mathrm{d}}} \prec_{\mathrm{t}} \omega_{\mathrm{N}_{1}^{\prime}, \mu_{1}^{\prime}} \omega_{\mathrm{N}_{2}^{\prime}, \mu_{2}^{\prime}} \cdots \omega_{\mathrm{N}_{s}^{\prime}, \mu_{s}^{\prime}}^{\prime}
$$

By evaluating $\sum_{i=0}^{E} \sum_{j=0}^{E-i} 1$ we can see that

$$
\begin{equation*}
\#\left\{(\mathfrak{i}, \mathfrak{j}) \in \mathbb{N}^{2}: 0 \leqslant \mathfrak{i}+\mathfrak{j} \leqslant E\right\}=(E+1)(E+2) / 2 \tag{1.14}
\end{equation*}
$$

We will use the following lemma, for a proof see [18].

Lemma 1.5.0.1. Let $J$ be the ideal generated by the elements $G_{1}, G_{2}$ and let $I$ be the canonical ideal. Assume that the cannonical ideal is generated by elements of degree 2. If $\operatorname{dim}_{\mathrm{L}}\left(\mathrm{S} / \mathrm{in}_{\prec}(\mathrm{J})\right)_{2} \leqslant 3(\mathrm{~g}-1)$, then $\mathrm{I}=\mathrm{J}$.

We extend the correspondence between the variables $\omega_{i, j}$ and the points of $\mathbf{A}$ to a correspondence between monomials in S of standard degree 2 and points of the Minkowski sum of A with itself, defined as

$$
\begin{equation*}
\mathbf{A}+\mathbf{A}=\left\{\left(\mathfrak{i}+\mathfrak{i}^{\prime}, \mathfrak{j}+\mathfrak{j}^{\prime}\right) \mid(\mathfrak{i}, \mathfrak{j}),\left(\mathfrak{i}^{\prime}, \mathfrak{j}^{\prime}\right) \in \mathbf{A}\right\} \subseteq \mathbb{N}^{2} \tag{1.15}
\end{equation*}
$$

Proposition 1.5.0.2. Let $A$ be the set of exponents of the basis of holomorphic differentials, and let $\mathbf{A}+\mathbf{A}$ denote the Minkowski sum of $\mathbf{A}$ with itself, as defined in (1.15). Then

$$
(\rho, T) \in \mathbf{A}+\mathbf{A} \Leftrightarrow \exists \omega_{i, j} \omega_{i^{\prime}, j^{\prime}} \in S \text { such that mdeg }\left(\omega_{i, j} \omega_{i^{\prime}, j^{\prime}}\right)=(2, \rho, T)
$$

For each $n \in \mathbb{N}$ we write $\mathbb{T}^{n}$ for the set of monomials of degree $n$ in $S$ and proceed with the characterization of monomials that do not appear as leading terms of binomials in $\mathrm{G}_{1} \subseteq \mathrm{~J}$.

Proposition 1.5.0.3. Let $\sigma$ be the map of sets

$$
\begin{aligned}
\sigma: \mathbf{A}+\mathbf{A} & \rightarrow \mathbb{T}^{2} \\
(\rho, \mathrm{~T}) & \mapsto \min _{\prec}\left\{\omega_{i, j} \omega_{i^{\prime}, \mathfrak{j}^{\prime}} \in \mathbb{T}^{2} \mid(\rho, \mathrm{T})=\left(\mathfrak{i}+\mathfrak{i}^{\prime}, \mathfrak{j}+\mathfrak{j}^{\prime}\right)\right\}
\end{aligned}
$$

Then

$$
\sigma(\mathbf{A}+\mathbf{A})=\left\{\omega_{i, j} \omega_{i^{\prime}, j^{\prime}} \in \mathbb{T}^{2} \mid \omega_{i, j} \cdot \omega_{i^{\prime}, j^{\prime}} \neq \operatorname{in}_{\prec}(f), \forall \mathrm{f} \in \mathrm{G}_{1}\right\}
$$

The above proposition gives a characterization of the monomials that do not appear as initial terms of elements of $G_{1}$, therefore they survive in the quotient $\left(S / i n_{\prec}(J)\right)_{2}$. Indeed, the minimal of the set $\left\{\omega_{i, j} \omega_{i^{\prime}, \mathfrak{j}^{\prime}} \in \mathbb{T}^{2} \mid(\rho, T)=\left(i+\mathfrak{i}^{\prime}, \mathfrak{j}+\mathfrak{j}^{\prime}\right)\right\}$ will never appear as the initial term of an element in $\mathrm{G}_{1}$. Therefore $\mathbf{A}+\mathbf{A}$ is bijective with a basis of the vector space $\left(S / \mathrm{in}_{\prec} \mathrm{G}_{1}\right)_{2}$. However, some of these monomials appear as initial terms of polynomials in $G_{2}$ and these have to be subtracted in order to compute $\operatorname{dim}_{\mathrm{L}}\left(\mathrm{S} / \mathrm{in}_{\prec}(\mathrm{J})\right)_{2}$

## Proposition 1.5.0.4. Let

$$
\mathbf{C}=\{(\rho, b) \in \mathbf{A}+\mathbf{A} \mid \rho=\mathrm{n}+\mathrm{a}, 0 \leqslant \mathrm{a}+\mathrm{b} \leqslant \mathrm{n}-6, \mathrm{a}, \mathrm{~b} \in \mathbb{N}\}
$$

Then

$$
\sigma(\mathrm{C}) \subseteq\left\{\omega_{i, j} \omega_{i^{\prime}, j^{\prime}} \in \mathbb{T}^{2} \mid \exists \mathrm{g} \in \mathrm{G}_{2} \text { such that } \omega_{i, j} \omega_{i^{\prime}, j^{\prime}}=\operatorname{in}_{\prec}(\mathrm{g})\right\}
$$

Moreover $\# C=\# \sigma(C)=(n-5)(n-4) / 2$.
Proof. Observe that elements in $G_{2}$ are mapped into elements of the form $x^{a} y^{b}\left(x^{n}+y^{n}+1\right) \omega^{2} \in$ $H^{0}\left(X, \Omega_{X}^{\otimes 2}\right)$. By the form of the initial term of such an element of $G_{2}$ we have for $\mathfrak{i}_{1}+\mathfrak{i}_{2}=n+a=$ $\rho, \mathfrak{j}_{1}+\mathfrak{j}_{2}=\mathrm{b}$. Therefore

$$
\mathfrak{i}_{3}+\mathfrak{i}_{4}=a=\rho-\mathfrak{n}, \mathfrak{j}_{3}+\mathfrak{j}_{4}=n+b, \mathfrak{i}_{5}+\mathfrak{i}_{6}=a=\rho-\mathfrak{n}, \mathfrak{j}_{5}+\mathfrak{j}_{6}=b=T
$$

We should have $0 \leqslant a+b \leqslant n-6$ and by eq. (1.14) we have that the cardinality of $C$ equals $(n-5)(n-$ 4)/2.

We now observe that

$$
\mathbf{A}+\mathbf{A} \subset\{\mathfrak{i}, \mathfrak{j} \in \mathbb{N}: \mathfrak{i}+\mathfrak{j} \leqslant 2 \boldsymbol{n}-6\}
$$

so $\#(\mathbf{A}+\mathbf{A}) \leqslant(2 n-5)(2 n-4) / 2$ and

$$
\begin{aligned}
\operatorname{dim}_{\mathrm{L}}\left(\mathrm{~S} / \mathrm{in}_{\prec}(\mathrm{J})\right)_{2} & =\#((\mathbf{A}+\mathbf{A}) \backslash \mathrm{C})=\#(\mathbf{A}+\mathbf{A})-\# \mathrm{C} \\
& \leqslant \frac{(2 \mathrm{n}-5)(2 \mathrm{n}-4)}{2}-\frac{(\mathrm{n}-5)(\mathrm{n}-4)}{2}=3(\mathrm{~g}-1)
\end{aligned}
$$

so by lemma 1.5.0.1 we have that $\mathrm{I}=\mathrm{J}$.

## 1.5a Automorphisms of the Fermat curve

The group of automorphisms of the Fermat curve is given by [77], [54]

$$
G= \begin{cases}\operatorname{PGU}\left(3, p^{h}\right), & \text { if } n=1+p^{h} \\ (\mathbb{Z} / n \mathbb{Z} \times \mathbb{Z} / n \mathbb{Z}) \rtimes S_{3}, & \text { otherwise }\end{cases}
$$

The action of the automorphism group is given in terms of a $3 \times 3$ matrix $A$ sending

$$
x=\left(x_{1} / x_{0}\right) \mapsto \frac{\sum_{i=0}^{2} a_{1, i} x_{i}}{\sum_{i=0}^{2} a_{0, i} x_{i}} \quad y=\left(x_{2} / x_{0}\right) \mapsto \frac{\sum_{i=0}^{2} a_{2, i} x_{i}}{\sum_{i=0}^{2} a_{0, i} x_{i}},
$$

In characteristic 0 , the matrix $A$ is a monomial matrix, that is, it has only one non-zero element in each row and column and this element is an $n$-th root of unity. Two matrices $A_{1}, A_{2}$ give rise to the same automorphism if and only if they differ by an element in the group $\left\{\lambda \mathbb{I}_{3}: \lambda \in k\right\}$. In any case the group $G$ is naturally a subgroup of $\mathrm{PGL}_{3}(k)$. Finding the representation matrix of $G$ as an element in $\mathrm{PGL}_{\mathrm{g}-1}(\mathrm{k})$ is easy when $n \neq 1+\mathrm{p}^{h}$ and more complicated in $n=1+p^{h}$ case. We have two different embeddings of the Fermat curve $F_{n}$ in projective space

$$
\mathbb{P}_{\mathrm{k}}^{\mathrm{g}-1} \leftharpoonup \mathrm{~F}_{\mathrm{n}} \longrightarrow \mathbb{P}_{\mathrm{k}}^{2} .
$$

In both cases the automorphism group is given as restriction of the automorphism group of the ambient space.

The computation of the automorphism group in terms of the vanishing of the polynomials given in equation (1.2) is quite complicated.

We have performed this computation in magma [12], and it turns out the automorphism group for the $n=6$ case is described as an algebraic set described by $g^{2}=100$ variables and 756 equations.

## Chapter 2

## The canonical ideal and the deformation theory of curves with automorphisms

### 2.1 Introduction

The structure of the section is as follows. In section 2.2 b we will present together the deformation theory of linear representations $\rho: \mathrm{G} \rightarrow \mathrm{GL}(\mathrm{V})$ and the deformation theory of representations of the form $\rho: G \rightarrow$ Autk $[t t]$. The deformation theory of linear representations is a better-understood object of study, see [56], which played an important role in topology [41] and also in the proof of Fermat's last theorem, see [57]. The deformation theory of representations in Autk[[t]] comes out from the study of local fields and it is related to the deformation problem of curves with automorphisms after the local global theory of Bertin Mézard. There is also an increased interest related to the study of Nottingham groups and Autk[[t]], see [17], [25],[52].

It seems that the similarities between these two deformation problems are known to the expert, see for example [64, prop. 3.13]. For the convenience of the reader and in order to fix the notation, we also give a detailed explanation and comparison of these two deformation problems.

In section 2.3 we revise the theory of relative canonical ideals and the work of H. Charalambous, K. Karagiannis and A. Kontogeorgis [18] aiming at the deformation problem of curves with automorphisms. More precisely a relative version of Petri's theorem is proved, which implies that the relative canonical ideal is generated by quadratic polynomials.

In section 2.4 we study both the obstruction and the tangent space problem of the deformation theory of curves with automorphisms using the relative canonical ideal point of view. In this section theorem 3 is proved.

### 2.2 Deformation theory of curves with automorphisms

## 2.2a Global deformation functor

Let $\wedge$ be a complete local Noetherian ring with residue field $k$, where $k$ is an algebraically closed field of characteristic $p \geqslant 0$. Let $\mathscr{C}$ be the category of local Artin $\wedge$-algebras with residue field $k$ and homomorphisms the local $\Lambda$-algebra homomorphisms $\phi: \Gamma^{\prime} \rightarrow \Gamma$ between them, that is $\phi^{-1}\left(\mathfrak{m}_{\Gamma}\right)=\mathfrak{m}_{\Gamma^{\prime}}$. The deformation functor of curves with automorphisms is a functor $\mathrm{D}_{\mathrm{gl}}$ from the category $\mathscr{C}$ to the category of sets

$$
\mathrm{D}_{\mathrm{gl}}: \mathscr{C} \rightarrow \text { Sets, } \Gamma \mapsto\left\{\begin{array}{l}
\text { Equivalence classes } \\
\text { of deformations of } \\
\text { couples }(\mathrm{X}, \mathrm{G}) \text { over } \Gamma
\end{array}\right\}
$$

defined as follows. For a subgroup $G$ of the group $\operatorname{Aut}(X)$, a deformation of the couple ( $X, G$ ) over the local Artin ring $\Gamma$ is a proper, smooth family of curves

$$
X_{\Gamma} \rightarrow \operatorname{Spec}(\Gamma)
$$

parametrized by the base scheme $\operatorname{Spec}(\Gamma)$, together with a group homomorphism $G \rightarrow A u t_{\Gamma}\left(X_{\Gamma}\right)$, such that there is a G-equivariant isomorphism $\phi$ from the fibre over the closed point of $\Gamma$ to the original curve $X$ :

$$
\phi: X_{\Gamma} \otimes_{\operatorname{Spec}(\Gamma)} \operatorname{Spec}(k) \rightarrow X
$$

Two deformations $X_{\Gamma}^{1}, X_{\Gamma}^{2}$ are considered to be equivalent if there is a G-equivariant isomorphism $\psi$ that reduces to the identity in the special fibre and making the following diagram commutative:


Given a small extension of Artin local rings

$$
\begin{equation*}
0 \rightarrow \mathrm{E} \cdot \mathrm{k} \rightarrow \Gamma^{\prime} \rightarrow \Gamma \rightarrow 0 \tag{2.1}
\end{equation*}
$$

and an element $x \in \mathrm{D}_{\mathrm{gl}}(\Gamma)$ we have that the set of lifts $x^{\prime} \in \mathrm{D}_{\mathrm{gl}}\left(\Gamma^{\prime}\right)$ extending $x$ is a principal homogeneous space under the action of $\mathrm{D}_{\mathrm{gl}}(\mathrm{k}[\epsilon])$ and such an extension $x^{\prime}$ exists if certain obstruction vanishes. It is well known, see section 2.2 b , that similar behavior have the deformation functors of representations.

## 2.2b Lifting of representations

Let $\mathscr{G}: \mathscr{C} \rightarrow$ Groups be a group functor, see [24, ch. 2]. We will be mainly interested in two group functors. The first one, $\mathrm{GL}_{\mathrm{g}}$, will be represented by the by the group scheme $\mathrm{G}_{\mathrm{g}}=\Lambda\left[\mathrm{x}_{11}, \ldots, \mathrm{x}_{\mathrm{gg}}, \operatorname{det}\left(\mathrm{x}_{\mathrm{ij}}\right)^{-1}\right]$, that is $\mathrm{GL}_{\mathrm{g}}(\Gamma)=\operatorname{Hom}_{\wedge}\left(\mathrm{G}_{\mathrm{g}}, \Gamma\right)$. The second one is the group functor from the category of rings to the category of groups $\mathscr{N}: \Gamma \mapsto \operatorname{Aut} \Gamma[[t]]$.

We also assume that each group $\mathscr{G}(\Gamma)$ is embedded in the group of units of some ring $\mathscr{R}(\Gamma)$ depending functorially on $\Gamma$. This condition is asked since our argument requires us to be able to add certain group elements. We also assume that the additive group of the ring $\mathscr{R}(\Gamma)$ has the structure of direct product $\Gamma^{\mathrm{I}}$, while $\mathscr{R}(\Gamma)=\mathscr{R}(\Lambda) \otimes \wedge \Gamma$. Notice, that I might be an infinite set, but since all rings involved are Noetherian $\Gamma^{\mathrm{I}}$ is flat, see [53, 4F].

A representation of the finite group G in $\mathscr{G}(\Gamma)$ is a group homomorphism

$$
\rho: G \rightarrow \mathscr{G}(\Gamma),
$$

where $\Gamma$ is a commutative ring.
Remark 2.2.1. Consider two sets $X, Y$ acted on by the group $G$. Then every function $f: X \rightarrow Y$ is acted on by G, by defining ${ }^{\sigma_{f}}: X \rightarrow Y$, sending $x \mapsto \sigma f \sigma^{-1}(x)$.

More precisely we will use the following actions

Definition 2.2.1.1. (i) Let $M_{g}(\Gamma)$ denote the set of $g \times g$ matrices with entries in ring $\Gamma$. An element $A \in M_{g}(\Gamma)$ will be acted on by $g \in G$ in terms of the action

$$
\mathrm{T}(\mathrm{~g}) A=\rho\left(\mathrm{g}^{-1}\right)^{\mathrm{t}} A \rho\left(\mathrm{~g}^{-1}\right)
$$

This is the natural action coming from the action of $G$ on $H^{0}\left(X, \Omega_{X / k}\right)$ and on the quadratic forms $\omega^{t} A \omega$. We raise the group element in -1 in order to have a left action, that is $T(g h) A=$ $\mathrm{T}(\mathrm{g}) \mathrm{T}(\mathrm{h}) A$. Notice also that $\mathrm{T}(\mathrm{g})$ restricts to an action on the space $\mathscr{S}_{\mathrm{g}}(\Gamma)$ of symmetric $\mathrm{g} \times \mathrm{g}$ matrices with entries in $\Gamma$.
(ii) The adjoint action on elements $A \in M_{g}(\Gamma)$, comes from the action to the tangent space of the general linear group.

$$
\operatorname{Ad}(g) A=\rho(g) A \rho\left(g^{-1}\right)
$$

(iii) Actions on elements which can be seen as functions between G-spaces as in remark 2.2.1. This action will be denoted as $f \mapsto^{\sigma} f$.

## Examples

1. Consider the groups $\mathrm{GL}_{\mathrm{g}}(\Gamma)$ consisted of all invertible $\mathrm{g} \times \mathrm{g}$ matrices with coefficients in $\Gamma$. The group functor

$$
\Gamma \mapsto \mathrm{GL}_{\mathrm{g}}(\Gamma)=\operatorname{Hom}(\mathrm{R}, \Gamma),
$$

is representable by the affine $\Lambda$-algebra $R=k\left[x_{11}, \ldots, x_{g g}\right.$, $\left.\operatorname{det}\left(\left(x_{i j}\right)\right)^{-1}\right]$, see [73, 2.5]. In this case the ring $\mathscr{R}(\Gamma)$ is equal to $\operatorname{End}\left(\Gamma^{\mathrm{g}}\right)$, while $I=\{\mathfrak{i}, \mathfrak{j} \in \mathbb{N}: 1 \leqslant \mathfrak{i}, \mathfrak{j}, \leqslant \mathrm{~g}\}$.

We can consider the subfunctor $\mathrm{GL}_{g, \mathbb{I}_{g}}$ consisted of all elements $f \in \mathrm{GL}_{g}(\Gamma)$, which reduce to the identity modulo the maximal ideal $\mathfrak{m}_{\Gamma}$. The tangent space $T_{\mathbb{I}_{g}} \mathrm{GL}_{\mathrm{g}}$ of $\mathrm{GL}_{\mathrm{g}}$ at the identity element $\mathbb{I}_{g}$, that is the space $\operatorname{Hom}(\operatorname{Speck}[\epsilon], \operatorname{Spec} R)$ or equivalently the set $\mathrm{GL}_{g}, \mathbb{I}_{g}(k[\epsilon])$ consisted of $f \in \operatorname{Hom}(R, k[\epsilon])$, so that $f \equiv \mathbb{I}_{g} \bmod \langle\epsilon\rangle$. This set is a vector space according to the functorial construction given in [57, p. b 272] and can be identified to the space of $\operatorname{End}\left(k^{g}\right)=M_{g}(k)$, by identifying

$$
\operatorname{Hom}(R, k[\epsilon]) \ni f \mapsto \mathbb{I}_{g}+\epsilon M, M \in M_{g}(k)
$$

The later space is usually considered as the tangent space of the algebraic group $\mathrm{GL}_{\mathrm{g}}(\mathrm{k})$ at the identity element or equivalently as the Lie algebra corresponding to $\mathrm{GL}_{\mathrm{g}}(\mathrm{k})$.

The representation $\rho: G \rightarrow \mathrm{GL}_{\mathrm{g}}(\Gamma)$ equips the space $\mathrm{T}_{\mathbb{I}_{g}} \mathrm{GL}_{\mathrm{g}}=M_{\mathrm{g}}(\mathrm{k})$ with the adjoint action, which is the action described in remark 2.2.1, when the endomorphism $M$ is seen as an operator $V \rightarrow V$, where $V$ is a G-module in terms of the representation $\rho$ :

$$
\begin{aligned}
G \times M_{g}(k) & \longrightarrow M_{g}(k) \\
(g, M) & \longmapsto \operatorname{Ad}(g)(M)=\mathrm{gMg}^{-1} .
\end{aligned}
$$

In order to make clear the relation with the local case below, where the main object of study is the automorphism group of a completely local ring we might consider the completion $\hat{R}_{\mathbb{I}}$ of the localization of $R=k\left[x_{11}, \ldots, x_{g g}\right.$, $\left.\operatorname{det}\left(\left(x_{i j}\right)\right)^{-1}\right]$ at the identity element. We can now form the group Aut $\hat{R}_{\mathbb{I}}$ of automorphisms of the ring $\hat{\mathbb{R}}_{\mathbb{I}}$ which reduce to the identity modulo $\mathfrak{m}_{\hat{R}_{\mathbb{I}}}$. The later automorphism group is huge but it certainly contains the group $G$ acting on $\hat{R}_{\mathbb{I}}$ in terms of the adjoint representation. We have that elements $\sigma \in A u t \hat{R}_{\mathbb{I}} \otimes k[\epsilon]$ are of the form

$$
\sigma\left(x_{i j}\right)=x_{i j}+\epsilon \beta\left(x_{i j}\right), \text { where } \beta\left(x_{i j}\right) \in \hat{R}_{\mathbb{I}} .
$$

Moreover, the relation

$$
\sigma(f \cdot g)=f g+\epsilon \beta(f g)=(f+\epsilon \beta(f))(g+\epsilon \beta(f))
$$

implies that the map $\beta$ is a derivation and

$$
\beta(f g)=f \beta(g)+\beta(f) g .
$$

Therefore, $\beta$ is a linear combination of $\frac{\partial}{\partial x_{i j}}$, with coefficients in $\hat{R}_{\mathbb{I}}$, that is

$$
\beta=\sum_{0 \leqq i, j \leqslant g} a_{i, j} \frac{\partial}{\partial x_{i j}}
$$

Remark 2.2.2. In the literature of Lie groups and algebras, the matrix notation $M_{g}(k)$ for the tangent space is frequently used for the Lie algebra-tangent space at identity, instead of the later vector fielddifferential operator approach, while in the next example the differential operator notation for the tangent space is usually used.
2. Consider now the group functor $\Gamma \mapsto \mathscr{N}(\Gamma)=A u t \Gamma[[t]]$. An element $\sigma \in A u t \Gamma[[t]]$ is fully described by its action on $t$, which can be expressed as an element in $\Gamma[[t]]$. When $\Gamma$ is an Artin local algebra then an automorphism is given by

$$
\sigma(t)=\sum_{v=0}^{\infty} a_{v} t^{v}, \text { where } a_{i} \in \Gamma, a_{0} \in \mathfrak{m}_{\Gamma} \text { and } a_{1} \text { is a unit in } \Gamma \text {. }
$$

If $a_{1}$ is not a unit in $\Gamma$ or $a_{0} \notin \mathfrak{m}_{\Gamma}$ then $\sigma$ is an endomorphism of $\Gamma[[t]]$. In this way $A u t \Gamma[[t]]$ can be seen as the group of invertible elements in $\Gamma[[t]]=\operatorname{End} \Gamma[[t]]=\mathscr{R}(\Gamma)$. In this case, the set I is equal to the set of natural numbers, where $\Gamma^{\mathrm{I}}$ can be identified as the set of coefficients of each powerseries.

$$
\operatorname{Aut}(k[\epsilon][[t]])=\left\{t \mapsto \sigma(t)=\sum_{v=1}^{\infty} a_{i} t^{v}: a_{i}=\alpha_{i}+\epsilon \beta_{i}, \quad \alpha_{i}, \beta_{i} \in k, \alpha_{1} \neq 0\right\}
$$

Exactly as we did in the general linear group case let as consider the subfunctor $\Gamma \mapsto \mathscr{A}_{\mathbb{I}}(\Gamma)$, where $\mathscr{N}_{\mathbb{I}}(\Gamma)$ consists of all elements in $A u t \Gamma[[t]]$ which reduce to the identity mod $\mathfrak{m}_{\Gamma}$.

Such an element $\sigma \in \mathscr{A}_{\mathbb{I}}(k[\epsilon])$ transforms $f \in k[[t]]$ to a formal powerseries of the form

$$
\sigma(f)=f+\epsilon F_{\sigma}(f),
$$

where $F_{\sigma}(f)$ is fully determined by the value of $\sigma(t)$. The multiplication condition $\sigma\left(f_{1} f_{2}\right)=\sigma\left(f_{1}\right) \sigma\left(f_{2}\right)$ implies that

$$
F_{\sigma}\left(f_{1} f_{2}\right)=f_{1} F_{\sigma}\left(f_{2}\right)+F_{\sigma}\left(f_{1}\right) f_{2}
$$

that is $F_{\sigma}$ is a $k[[t]]$-derivation, hence an element in $k\left[[t] \frac{d}{d t}\right.$.
The local tangent space of $\Gamma[[t]]$ is defined to be the space of differential operators $f(t) \frac{d}{d t}$, see [10], [22], [49]. The G action on the element $\frac{\mathrm{d}}{\mathrm{dt}}$ is given by the adjoint action, which is given as a composition of operators, and is again compatible with the action given in remark 2.2.1:


So the G-action on the local tangent space $k\left[[t] \frac{d}{d t}\right.$ is given by

$$
f(t) \frac{d}{d t} \longmapsto \operatorname{Ad}(\sigma)\left(f(t) \frac{d}{d t}\right)=\rho(\sigma)(f(t)) \cdot \rho(\sigma)\left(\frac{d \rho\left(\sigma^{-1}\right)(t)}{d t}\right) \frac{d}{d t}
$$

see also [49, lemma 1.10], for a special case.

| $\mathscr{G}(\Gamma)$ | $\mathscr{R}(\Gamma)$ | tangent space | action |
| :---: | :---: | :---: | :---: |
| $\mathrm{GL}_{\mathrm{g}}(\Gamma)$ | $\operatorname{End}_{\boldsymbol{g}}(\Gamma)$ | $\operatorname{End}_{\mathrm{g}}(\mathrm{k})=\mathrm{M}_{\mathrm{g}}(\mathrm{k})$ | $\mathrm{M} \mapsto \operatorname{Ad}(\sigma)(\mathrm{M})$ |
| $\operatorname{Aut} \Gamma[[\mathrm{t}]]$ | $\operatorname{End}(\Gamma[[\mathrm{t}]])$ | $\mathrm{k}[[\mathrm{t}]] \frac{\mathrm{d}}{\mathrm{dt}}$ | $\mathrm{f}(\mathrm{t}) \frac{\mathrm{d}}{\mathrm{dt}} \longmapsto \operatorname{Ad}(\sigma)\left(\mathrm{f}(\mathrm{t}) \frac{\mathrm{d}}{\mathrm{dt}}\right)$ |

Table 2.1: Comparing the two group functors
Motivated by the above two examples we can define

Definition 2.2.2.1. Let $\mathscr{G}_{\mathbb{I}}$ be the subfunctor of $\mathscr{G}$, defined by

$$
\mathscr{G}_{\mathbb{I}}(\Gamma)=\left\{\mathrm{f} \in \mathscr{G}(\Gamma): \mathrm{f}=\mathbb{I} \bmod \mathfrak{m}_{\Gamma}\right\}
$$

The tangent space to the functor $\mathscr{G}$ at the identity element is defined as $\mathscr{G}_{\mathbb{I}}(\mathrm{k}[\epsilon])$, see [57]. Notice, that $\mathscr{G}_{\mathbb{I}}(\mathrm{k}[\epsilon]) \cong \mathscr{R}(\mathrm{k})$, is k -vector space, acted on in terms of the adjoint representation, given by

$$
\begin{aligned}
\mathrm{G} \times \mathscr{\mathscr { G }}_{\text {I }}(\Gamma) & \longrightarrow \mathscr{G}_{\mathbb{I}}(\Gamma) \\
(\sigma, \mathrm{f}) & \longmapsto \rho(\sigma) \cdot \mathrm{f} \cdot \rho(\sigma)^{-1} .
\end{aligned}
$$

If $\mathscr{R}(\Gamma)$ can be interpreted as an endomorphism ring, then the above action can be interpreted in terms of the action on functions as described in remark 2.2.1.

We will define the tangent space in our setting as $\mathscr{T}=\mathscr{R}(\mathrm{k})$, which is equipped with the adjoint action.

## 2.2c Deforming representations

We can now define the deformation functor $F_{\rho}$ for any local Artin algebra $\Gamma$ with maximal ideal $\mathfrak{m}_{\Gamma}$ in $\mathscr{C}$ to the category of sets:

$$
\mathrm{F}_{\rho}: \Gamma \in \mathrm{Ob}(\mathscr{C}) \mapsto\left\{\begin{array}{l}
\text { liftings of } \rho: \mathrm{G} \rightarrow \mathscr{G}(\mathrm{k})  \tag{2.2}\\
\text { to } \rho_{\Gamma}: \mathrm{G} \rightarrow \mathscr{G}(\Gamma) \text { modulo } \\
\text { conjugation by an element } \\
\text { of } \operatorname{ker}(\mathscr{G}(\Gamma) \rightarrow \mathscr{G}(\mathrm{k}))
\end{array}\right\}
$$

Let

$$
\begin{equation*}
0 \longrightarrow\langle\mathrm{E}\rangle=\mathrm{E} \cdot \Gamma^{\prime}=\mathrm{E} \cdot \mathrm{k} \xrightarrow[\phi^{\prime}]{ } \Gamma^{\prime} \xrightarrow[\mathrm{i}^{\mathrm{i}}]{\longrightarrow} \Gamma \longrightarrow 0 \tag{2.3}
\end{equation*}
$$

be a small extension in $\mathscr{C}$, that is the kernel of the natural onto map $\phi$ is a principal ideal, generated by E and $\mathrm{E} \cdot \mathfrak{m}_{\Gamma^{\prime}}=0$. In the above diagram $i: \Gamma \rightarrow \Gamma^{\prime}$ is a section, which is not necessarily a homomorphism. Since the kernel of $\phi$ is a principal ideal $E \cdot \Gamma^{\prime}$ annihilated by $\mathfrak{m}_{\Gamma^{\prime}}$ it is naturally a $k=\Gamma^{\prime} / \mathfrak{m}_{\Gamma^{\prime}}$-vector space, which is one dimensional.

Lemma 2.2.2.1. For a small extension as given in eq. (2.3) consider two liftings $\rho_{\Gamma^{\prime}}^{1}, \rho_{\Gamma^{\prime}}^{2}$ of the representation $\rho_{\Gamma}$. The map

$$
\begin{aligned}
& \mathrm{d}: \mathrm{G} \longrightarrow \mathscr{T}:=\mathscr{R}(\mathrm{k}) \\
& \sigma \mathrm{d}(\sigma)=\frac{\rho_{\Gamma^{\prime}}^{1}(\sigma) \rho_{\Gamma^{\prime}}^{2}(\sigma)^{-1}-\mathbb{I}_{\Gamma^{\prime}}}{\mathrm{E}}
\end{aligned}
$$

is a cocycle.
Proof. We begin by observing that $\phi\left(\rho_{\Gamma^{\prime}}^{1}(\sigma) \rho_{\Gamma^{\prime}}^{2}(\sigma)^{-1}-\mathbb{I}_{\Gamma^{\prime}}\right)=0$, hence

$$
\rho_{\Gamma^{\prime}}^{1}(\sigma) \rho_{\Gamma^{\prime}}^{2}(\sigma)^{-1}=\mathbb{I}_{\Gamma^{\prime}}+\mathrm{E} \cdot \mathrm{~d}(\sigma), \text { where } \mathrm{d}(\sigma) \in \mathscr{T} .
$$

Also, we compute that

$$
\begin{aligned}
\mathbb{I}_{\Gamma^{\prime}}+E \cdot d(\sigma \tau) & =\rho_{\Gamma^{\prime}}^{1}(\sigma \tau) \rho_{\Gamma^{\prime}}^{2}(\sigma \tau)^{-1} \\
& =\rho_{\Gamma^{\prime}}^{1}(\sigma) \rho_{\Gamma^{\prime}}^{1}(\tau) \rho_{\Gamma^{\prime}}^{2}(\tau)^{-1} \rho_{\Gamma^{\prime}}^{2}(\sigma)^{-1} \\
& \left.\left.=\rho_{\Gamma^{\prime}}^{1}(\tau)\left(\mathbb{I}_{\Gamma^{\prime}}+E d(\sigma)\right) \rho_{\Gamma^{\prime}}^{2} \tau\right)\right)^{-1} \\
& =\rho_{\Gamma^{\prime}}^{1}(\tau) \rho_{\Gamma^{\prime}}^{2}(\tau)^{-1}+E \cdot \rho_{\Gamma^{\prime}}^{1}(\tau) d(\sigma) \rho_{\Gamma^{\prime}}^{2}(\tau)^{-1} \\
& =\mathbb{I}_{\Gamma^{\prime}}+E \cdot d(\tau)+E \cdot \rho_{\mathrm{k}}(\tau) d(\sigma) \rho_{\mathrm{k}}(\tau)^{-1},
\end{aligned}
$$

since E annihilates $\mathfrak{m}_{\Gamma^{\prime}}$, so the values of both $\left.\rho_{\Gamma^{\prime}}^{1}(\tau)\right)$ and $\rho_{\Gamma^{\prime}}^{2}(\tau)$ when multiplied by $E$ are reduced modulo the maximal ideal $\mathfrak{m}_{\Gamma^{\prime}}$. We, therefore, conclude that

$$
d(\sigma \tau)=d(\tau)+\rho_{k}(\tau) d(\sigma) \rho_{\mathrm{k}}(\tau)^{-1}=\mathrm{d}(\tau)+\operatorname{Ad}(\tau) d(\sigma)
$$

Similarly if $\rho_{\Gamma^{\prime}}^{1}, \rho_{\Gamma^{\prime}}^{2}$ are equivalent extensions of $\rho_{\Gamma}$, that is

$$
\rho_{\Gamma^{\prime}}^{1}(\sigma)=\left(\mathbb{I}_{\Gamma^{\prime}}+\mathrm{EQ}\right) \rho_{\Gamma^{\prime}}^{2}(\sigma)\left(\mathbb{I}_{\Gamma^{\prime}}+\mathrm{EQ}\right)^{-1}
$$

then

$$
\mathrm{d}(\sigma)=\mathrm{Q}-\operatorname{Ad}(\sigma) \mathrm{Q}
$$

that is $d(\sigma)$ is a coboundary. This proves that the set of liftings $\rho_{\Gamma^{\prime}}$ of a representation $\rho_{\Gamma^{\prime}}$ is a principal homogeneous space, provided it is non-empty.

The obstruction to the lifting can be computed by considering a naive lift $\rho_{\Gamma^{\prime}}$ of $\rho_{\Gamma}$ (that is we don't assume that $\rho_{\Gamma^{\prime}}$ is a representation) and by considering the element

$$
\phi(\sigma, \tau)=\rho_{\Gamma^{\prime}}(\sigma) \circ \rho_{\Gamma^{\prime}}(\tau) \circ \rho_{\Gamma^{\prime}}(\sigma \tau)^{-1}, \quad \text { for } \sigma, \tau \in \mathrm{G}
$$

which defines a cohomology class as an element in $\mathrm{H}^{2}(\mathrm{G}, \mathscr{T})$. Two naive liftings $\rho_{\Gamma^{\prime}}^{1}, \rho_{\Gamma^{\prime}}^{2}$ give rise to cohomologous elements $\phi^{1}, \phi^{2}$ if their difference $\rho_{\Gamma^{\prime}}^{1}-\rho_{\Gamma^{\prime}}^{2}$ reduce to zero in $\Gamma^{\prime}$. If this class is zero, then the representation $\rho_{\Gamma}$ can be lifted to $\Gamma^{\prime}$.
Examples Notice that in the theory of deformations of representations of the general linear group, this is a classical result, see [57, prop. 1], [56, p.30] while for deformations of representations in $A u t \Gamma[[t]]$, this is in [22], [10].

The functors in these cases are given by

$$
\begin{gather*}
\mathrm{F}: \mathrm{Ob}(\mathscr{C}) \ni \Gamma \mapsto\left\{\begin{array}{l}
\text { liftings of } \rho: \mathrm{G} \rightarrow \mathrm{GL}_{n}(\mathrm{k}) \\
\text { to } \rho_{\Gamma}: \mathrm{G} \rightarrow \mathrm{GL}_{n}(\Gamma) \text { modulo } \\
\text { conjugation by an element } \\
\text { of } \operatorname{ker}\left(\mathrm{GL}_{n}(\Gamma) \rightarrow \mathrm{GL}_{n}(\mathrm{k})\right)
\end{array}\right\}  \tag{2.4}\\
\mathrm{D}_{\mathrm{P}}: \mathrm{Ob}(\mathscr{C}) \ni \Gamma \mapsto\left\{\begin{array}{l}
\text { lifts } \mathrm{G} \rightarrow \operatorname{Aut}(\Gamma[[\mathrm{t}]]) \text { of } \rho \text { mod- } \\
\text { ulo conjugation with an element } \\
\text { of ker }(\operatorname{Aut} \Gamma[[\mathrm{t}]] \rightarrow \text { Autk }[[\mathrm{t}]])
\end{array}\right\} \tag{2.5}
\end{gather*}
$$

Let $V$ be the $n$-dimensional vector space $k$, and let $\operatorname{End}_{A}(V)$ be the Lie algebra corresponding to the algebraic group $G L(V)$. The space $\operatorname{End}_{A}(V)$ is equipped with the adjoint action of Given by:

$$
\begin{aligned}
\operatorname{End}_{A}(\mathrm{~V}) & \rightarrow \operatorname{End}_{\mathcal{A}}(\mathrm{V}) \\
e & \mapsto(\mathrm{~g} \cdot \mathrm{e})(v)=\rho(\mathrm{g})\left(\mathrm{e}\left(\rho(\mathrm{~g})^{-1}\right)(v)\right)
\end{aligned}
$$

The tangent space of this deformation functor equals to

$$
\mathrm{F}(\mathrm{k}[\epsilon])=\mathrm{H}^{1}\left(\mathrm{G}, \operatorname{End}_{\mathcal{A}}(\mathrm{V})\right),
$$

where the later cohomology group is the group cohomology group and $\operatorname{End}_{A}(\mathrm{~V})$ is considered as a G-module with the adjoint action.

More precisely, if

$$
0 \rightarrow\langle\mathrm{E}\rangle \rightarrow \Gamma^{\prime} \xrightarrow{\phi} \Gamma \rightarrow 0
$$

is a small extension of local Artin algebras then we consider the diagram of small extensions

where $\rho_{\Gamma^{\prime}}^{1}, \rho_{\Gamma^{\prime}}^{2}$ are two liftings of $\rho_{\Gamma}$ in $\Gamma^{\prime}$.
We have the element

$$
\mathrm{d}(\sigma):=\frac{1}{\mathrm{E}}\left(\rho_{\Gamma^{\prime}}^{1}(\sigma) \rho_{\Gamma^{\prime}}^{2}(\sigma)^{-1}-\mathbb{I}_{\mathfrak{n}}\right) \in \mathrm{H}^{1}\left(\mathrm{G}, \operatorname{End}_{\mathfrak{n}}(\mathrm{k})\right)
$$

To a naive lift $\rho_{\Gamma^{\prime}}$ of $\rho_{\Gamma}$ we can attach the 2 -cocycle $\alpha(\sigma, \tau)=\rho_{\Gamma^{\prime}}(\sigma) \rho_{\Gamma^{\prime}}(\tau) \rho_{\Gamma^{\prime}}(\sigma \tau)^{-1}$ defining a cohomology class in $H^{2}\left(G, \operatorname{End}_{n}(k)\right)$.

The following proposition shows us that a lifting is not always possible.

Proposition 2.2.2.1. Let $k$ be an algebraically closed field of positive characteristic $p>0$, and let $R=W(k)\left[\zeta_{q}\right]$ be the Witt ring of $k$ with a primitive $q=p^{h}$ root adjoined. Consider the group $G=C_{q} \rtimes C_{m}$, where $C_{m}$ and $C_{q}$ are cyclic groups of orders $m$ and $q$ respectively and ( $m, p$ ) $=1$. Assume that $\sigma$ and $\tau$ are generators for $C_{m}$ and $C_{q}$ respectively and moreover

$$
\sigma \tau \sigma^{-1}=\tau^{\mathrm{a}}
$$

for some integer $a$ (which should satisfy $a^{m} \equiv 1 \operatorname{modq}$.) There is a linear representation $\rho: G \rightarrow$ $\mathrm{GL}_{2}(\mathrm{k})$, which can not be lifted to a representation $\rho_{\mathrm{R}}: \mathrm{G} \rightarrow \mathrm{GL}_{2}(\mathrm{R})$.

Proof. Consider the field $\mathbb{F}_{p} \subset k$ and let $\lambda$ be a generator of the cyclic group $\mathbb{F}_{\mathfrak{p}}^{*}$. The matrices

$$
\sigma=\left(\begin{array}{ll}
a & 0 \\
0 & 1
\end{array}\right) \text { and } \tau=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)
$$

satisfy

$$
\sigma^{p-1}=1, \tau^{\mathfrak{q}}=1, \sigma \tau \sigma^{-1}=\left(\begin{array}{ll}
1 & \mathfrak{a} \\
0 & 1
\end{array}\right)=\sigma^{a}
$$

and generate a subgroup of $\mathrm{GL}_{2}(k)$, isomorphic to $C_{q} \rtimes C_{m}$ for $m=p-1$, giving a natural representation $\rho: G \rightarrow \mathrm{GL}_{2}\left(\overline{\mathbb{F}}_{\mathrm{p}}\right) \subset \mathrm{GL}_{2}(\mathrm{k})$.

Suppose that there is a faithful representation $\tilde{\rho}: G \rightarrow L_{n}(R)$ which gives a faithful representation of $\tilde{\rho}: G \rightarrow \operatorname{GL}_{n}(\operatorname{Quot}(R))$. Since $\tilde{\rho}(\tau)$ is of finite order after a Quot $(R)$ linear change of basis we might assume that $\tilde{\rho}(\tau)$ is diagonal with $q$-roots of unity in the diagonal (we have considered $R=W(k)[\zeta]$ so that the necessary diagonal elements exist in Quot $(R)$ ). We have

$$
\tilde{\rho}(\tau)=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)
$$

At least one of the diagonal elements say $\lambda=\lambda_{i_{0}}$ in the above expression is a primitive $q$-th root of unity. Let E be an eigenvector, that is

$$
\tilde{\rho}(\tau) \mathrm{E}=\lambda \mathrm{E}
$$

The equality $\tau \sigma=\sigma \tau^{a}$ implies that $\sigma E$ is an eigenvector of the eigenvalue $\lambda^{a}$. This means that $n$ should be greater than the order of a modq since we have at least as many different (and linearly independent) eigenvectors as the different values $\lambda, \lambda^{a}, \lambda^{a^{2}}, \ldots$.

Since, for large prime $(p>3)$ we have $2=n<p-1$ the representation $\rho$ can not be lifted to $R$.
Local Actions By the local-global theorems of J.Bertin and A. Mézard [10] and the formal patching theorems of D. Harbater, K. Stevenson [33], [34], the study of the functor $\mathrm{D}_{\mathrm{gl}}$ can be reduced to the study of the deformation functors $D_{P}$ attached to each wild ramification point $P$ of the cover $X \rightarrow X / G$, as defined in eq. (2.5). The theory of automorphisms of formal powerseries rings is not as well understood as is the theory of automorphisms of finite dimensional vector spaces, i.e. the theory of general linear groups.

As in the theory of liftings for the general linear group, we consider small extensions

$$
1 \rightarrow\langle\mathrm{E}\rangle \rightarrow \Gamma^{\prime} \xrightarrow{\phi} \Gamma \rightarrow 1
$$

An automorphism $\rho^{\Gamma}(\sigma) \in \operatorname{Aut} \Gamma[[t]]$ is completely described by a powerseries

$$
\rho^{\Gamma}(\sigma)(t)=f_{\sigma}=\sum_{v=1}^{\infty} a_{v}^{\Gamma}(\sigma) t^{v}
$$

where $a_{v}^{\Gamma}(\sigma) \in \Gamma$. Given a naive lift

$$
\rho^{\Gamma^{\prime}}(\sigma)(\mathrm{t})=\sum_{v=1}^{\infty} a_{v}^{\Gamma^{\prime}}(\sigma) \mathrm{t}^{v}
$$

where $a_{v}^{\Gamma^{\prime}}(\sigma) \in \Gamma^{\prime}$ we can again form a two cocycle

$$
\alpha(\sigma, \tau)=\rho^{\Gamma^{\prime}}(\sigma) \circ \rho^{\Gamma^{\prime}}(\tau) \circ \rho^{\Gamma^{\prime}}(\sigma \tau)^{-1}(t)
$$

defining a cohomology class in $\mathrm{H}^{2}\left(\mathrm{G}, \mathscr{T}_{\mathrm{k}[[t]]}\right)$. The naive lift $\rho^{\Gamma^{\prime}}(\sigma)$ is an element of Aut $\Gamma^{\prime}[[t]]$ if and only if $\alpha$ is cohomologous to zero.

Suppose now that $\rho_{1}^{\Gamma^{\prime}}, \rho_{2}^{\Gamma^{\prime}}$ are two lifts in $\left.A u t \Gamma^{\prime}[t]\right]$. We can now define

$$
\mathrm{d}(\sigma):=\frac{1}{\mathrm{t}}\left(\rho_{1}^{\Gamma^{\prime}}(\sigma) \rho_{2}^{\Gamma^{\prime}}(\sigma)^{-1}-\mathrm{Id}\right) \in \mathrm{H}^{1}\left(\mathrm{G}, \mathscr{T}_{\mathrm{k}[[\mathrm{t}]]}\right)
$$

### 2.3 Relative Petri's theorem.

Recall that a functor $F: \mathscr{C} \rightarrow$ Sets can be extended to a functor $\hat{F}: \hat{\mathscr{C}} \rightarrow$ Sets by letting for every $R \in \operatorname{Ob}(\hat{\mathscr{C}}), \hat{F}(R)=\lim _{\leftarrow} F\left(R / m_{R}^{n+1}\right)$. An element $\hat{u} \in \hat{F}(R)$ is called a formal element, and by definition it can be represented as a system of elements $\left\{u_{n} \in F\left(R / \mathfrak{m}_{R}^{n+1}\right)\right\}_{n} \geqslant 0$, such that for each $n \geqslant 1$, the $\operatorname{map} F\left(R / \mathfrak{m}_{R}^{n+1}\right) \rightarrow F\left(R / \mathfrak{m}_{R}^{n}\right)$ induced by $R / \mathfrak{m}_{R}^{n+1} \rightarrow R / \mathfrak{m}_{R}^{n}$ sends $u_{n} \mapsto u_{n-1}$. For $R \in \operatorname{Ob}(\hat{\mathscr{C}})$ and a formal element $\hat{u} \in \hat{F}(R)$, the couple $(R, \hat{u})$ is called a formal couple. It is known that there is a 1-1 correspondence between $\hat{F}(R)$ and the set of morphisms of functors $h_{R}:=\operatorname{Hom}_{\hat{\mathscr{C}}}(R,-) \rightarrow F$, see [70, lemma 2.2.2.]. The formal element $\hat{u} \in \hat{F}(R)$ will be called versal if the corresponding morphism $h_{R} \rightarrow F$ is smooth. For the definition of a smooth map between functors, see [70, def. 2.2.4]. The ring $R$ will be called versal deformation ring.

Schlessinger [68, 3.7] proved that the deformation functor $D$ for curves without automorphisms, admits a ring $R$ as versal deformation ring. Schlessinger calls the versal deformation ring the hull of the deformation functor. Indeed, since there are no obstructions to liftings in small extensions for curves, see [68, rem. 2.10] the hull $R$ of $D_{g l}$ is a powerseries ring over $\Lambda$, which can be taken as an algebraic extension of $W(k)$. Moreover $R=\Lambda\left[\left[x_{1}, \ldots, x_{3 g-3}\right]\right]$, as we can see by applying [9, cor. 3.3.5], when $G$ is the trivial subgroup of the automorphism group. In this case the quotient map $\mathrm{f}: \mathrm{X} \rightarrow \Sigma=\mathrm{X} /\{\mathrm{Id}\}=\mathrm{X}$ is the identity. Indeed, for the equivariant deformation functor, in the case of the trivial group, there are no ramified points and the short exact sequence in eq. (1) reduces to an isomorphism of the first two spaces. We have $\operatorname{dim}_{k} H^{1}\left(X / G, \pi_{*}^{G}\left(\mathscr{T}_{X}\right)\right)=\operatorname{dim}_{k} H^{1}(X, \mathscr{T} X)=3 g-3$. The deformation $\mathscr{X} \rightarrow$ SpecfR can be extended to a deformation $\mathscr{X} \rightarrow$ SpecR by Grothendieck's effectivity theorem, see [70, th. 2.5.13], [32].

The versal element $\hat{u}$ corresponds to a deformation $\mathscr{X} \rightarrow$ SpecR, with generic fibre $\mathscr{X}_{\eta}$ and special fibre $\mathscr{X}_{0}$. The couple ( $\mathrm{R}, \hat{\mathrm{u}) \text { is called the versal [70, def. 2.2.6] element of the deformation functor }}$ $D$ of curves (without automorphisms). Moreover, the element $u$ defines a map $h_{R / \Lambda} \rightarrow D$, which by definition of the hull is smooth, so every deformation $X_{A} \rightarrow$ SpecA defines a homomorphism $R \rightarrow A$, which allows us to see $A$ as an $R$-algebra.

Indeed, for the Artin algebra $A \rightarrow A / \mathfrak{m}_{A}=k$ we consider the diagram

$$
h_{R / \Lambda}=\operatorname{Hom}_{\overparen{\mathscr{C}}}(\mathrm{R}, \mathcal{A}) \rightarrow \mathrm{h}_{\mathrm{R} / \Lambda}(\mathrm{k}) \times_{\mathrm{D}(\mathrm{k})} \mathrm{D}(\mathcal{A})
$$

This section aims to prove the following

Proposition 2.3.0.1. Let $f_{1}, \ldots, f_{r} \in k\left[\omega_{1}, \ldots, \omega_{g}\right]$ be quadratic polynomials which generate the canonical ideal of a curve $X_{\tilde{f}}$ defined over an algebraic closed field $k$. Any deformation $\mathscr{X}_{A}$ is given by quadratic polynomials $\tilde{f}_{1}, \ldots, \tilde{f}_{r} \in A\left[W_{1}, \ldots, W_{g}\right]$, which reduce to $f_{1}, \ldots, f_{r}$ modulo the maximal ideal $\mathfrak{m}_{\mathrm{A}}$ of $A$.

For $n \geqslant 1$, we write $\Omega_{\mathscr{X} / \mathrm{R}}^{\otimes \mathrm{n}}$ for the sheaf of holomorphic polydifferentials on $\mathscr{X}$. By [36, lemma II.8.9] the $R$-modules $H^{0}\left(\mathscr{X}, \Omega_{\mathscr{X} / R}^{\otimes n}\right)$ are free of rank $d_{n, g}$ for all $n \geqslant 1$, with $d_{n, g}$ given by eq. (2.6)

$$
d_{n, g}= \begin{cases}g, & \text { if } n=1  \tag{2.6}\\ (2 n-1)(g-1), & \text { if } n>1\end{cases}
$$

Indeed, by a standard argument using Nakayama's lemma, see [36, lemma II.8.9],[43] we have that the R-module $\mathrm{H}^{0}\left(\mathscr{X}, \Omega_{\mathscr{X} / \mathrm{R}}^{\otimes n}\right)$ is free. Notice that to use Nakayama's lemma we need the deformation over $R$ to have both a special and generic fibre and this was the reason we needed to consider a deformation over the spectrum of $R$ instead of the formal spectrum.

Lemma 2.3.0.1. For every Artin algebra $A$ the $A$-module $H^{0}\left(X_{A}, \Omega_{X_{A} / A}^{\otimes n}\right)$ is free.

Proof. This follows since $H^{0}\left(\mathscr{X}, \Omega_{\mathscr{X} / R}\right)$ is a free R-module and [36, prop. II.8.10], which asserts that
$\Omega_{X_{A} / A} \cong g^{*}\left(\Omega_{\mathscr{X} / R}\right)$, where $g^{\prime}$ is shown in the next commutative diagram:


We have by definition of the pullback

$$
\begin{equation*}
\mathrm{g}^{\prime *}\left(\Omega_{\mathscr{X} / \mathrm{R}}\right)\left(\mathrm{X}_{\mathrm{A}}\right)=\left(\mathrm{g}^{\prime}\right)^{-1} \Omega_{\mathscr{X} / \mathrm{R}}\left(\mathrm{X}_{\mathrm{A}}\right) \otimes_{\left(\mathrm{g}^{\prime}\right)^{-1} \mathscr{O}_{\mathscr{X}}\left(\mathrm{X}_{\mathrm{A}}\right)} \mathscr{O}_{\mathrm{X}_{\mathrm{A}}}\left(\mathrm{X}_{\mathrm{A}}\right) \tag{2.7}
\end{equation*}
$$

and by definition of the fiber product $\mathscr{O}_{X_{A}}=\mathscr{O}_{\mathscr{X}} \otimes_{R} A$. Observe also that since $A$ is a local Artin algebra the schemes $X_{A}$ and $\mathscr{X}$ share the same underlying topological space so

$$
\mathrm{g}^{\prime-1}\left(\Omega_{\mathscr{X} / \mathrm{R}}\left(\mathrm{X}_{\mathrm{A}}\right)\right)=\Omega_{\mathscr{X} / \mathrm{R}}(\mathscr{X})
$$

and $\mathrm{g}^{\prime-1} \mathscr{O} \mathscr{X}\left(\mathrm{X}_{\mathrm{A}}\right)=\mathscr{O}_{\mathscr{X}}(\mathscr{X})$. So eq. (2.7) becomes

$$
\begin{aligned}
\mathrm{H}^{0}\left(\mathrm{X}_{\mathrm{A}}, \Omega_{\mathrm{X}_{\mathrm{A}} / \mathrm{A}}\right) & \left.=\Omega_{\mathrm{X}_{\mathrm{A}} / \mathrm{A}}\left(\mathrm{X}_{\mathrm{A}}\right)=\mathrm{g}^{\prime *}\left(\Omega_{\mathscr{X} / \mathrm{R}}\right)\left(\mathrm{X}_{\mathrm{A}}\right)\right)= \\
& =\Omega_{\mathscr{X} / \mathrm{R}}(\mathscr{X}) \otimes_{\mathscr{O} \mathscr{X}(\mathscr{X})} \otimes_{\mathscr{O}}(\mathscr{X}) \otimes_{\mathrm{R}_{\mathrm{g} \mathfrak{l}}} A \\
& =\mathrm{H}^{0}\left(\mathscr{X}, \Omega_{\mathscr{X} / \mathrm{R}}\right) \otimes_{\mathrm{R}} A .
\end{aligned}
$$

So $H^{0}\left(X_{A}, \Omega_{X_{A} / A}\right)$ is a free A-module of the same rank as $H^{0}\left(\mathscr{X}, \Omega_{\mathscr{X} / R}\right)$.
The proof for $H^{0}\left(X_{A}, \Omega_{X_{A} / A}^{\otimes n}\right)$ follows in the same way.
We select generators $W_{1}, \ldots, W_{g}$ for the symmetric algebra

$$
\operatorname{Sym}\left(\mathrm{H}^{0}\left(\mathscr{X}, \Omega_{\mathscr{X} / \mathrm{R}}\right)\right)=\mathrm{R}\left[\mathrm{~W}_{1}, \ldots, \mathrm{~W}_{\mathrm{g}}\right] .
$$

Similarly, we write

$$
\operatorname{Sym}\left(\mathrm{H}^{0}\left(\mathscr{X}_{\eta}, \Omega_{\mathscr{X}_{\eta} / \mathrm{L}}\right)\right)=\mathrm{L}\left[\omega_{1}, \ldots, \omega_{g}\right] \text { and } \operatorname{Sym}\left(\mathrm{H}^{0}\left(\mathscr{X}_{0}, \Omega_{\mathscr{X}_{0} / \mathrm{k}}\right)\right)=\mathrm{k}\left[w_{1}, \ldots, w_{\mathrm{g}}\right],
$$

where

$$
\omega_{i}=W_{i} \otimes_{R} L \quad w_{i}=W_{i} \otimes_{R} k \text { for all } 1 \leqslant i \leqslant g
$$

We have the following diagram relating special and generic fibres.


Our work is based on the following relative version of Petri's theorem.

Theorem 2.3.1. Diagram (2.8) induces a deformation-theoretic diagram of canonical embeddings
where $I_{\mathscr{X}}=\operatorname{ker} \phi_{\eta}, I_{\mathscr{X}}=\operatorname{ker} \phi, \mathrm{I}_{\mathscr{X}_{0}}=\operatorname{ker} \phi_{0}$, each row is exact and each square is commutative.

Moreover, the ideal $I_{\mathscr{X}}$ can be generated by elements of degree 2 as an ideal of $S_{R}$.
The commutativity of the above diagram was proved in [18] by H. Charalambous, K. Karagiannis and A. Kontogeorgis. For proving that $\mathrm{I}_{\mathscr{X}}$ is generated by elements of degree 2 as in the special and generic fibers we argue as follows: Since $L$ is a field it follows by Petri's Theorem, that there are elements $\tilde{f_{1}}, \ldots, \tilde{f}_{r} \in S_{L}$ of degree 2 such that

$$
\mathrm{I}_{\mathscr{X}_{n}}=\left\langle\tilde{\mathrm{f}}_{1}, \ldots, \tilde{\mathrm{f}}_{\mathrm{r}}\right\rangle .
$$

Now we choose an element $c \in R$ such that $f_{i}:=c \tilde{f}_{i} \in S_{R}$ for all $i$ and notice that $\operatorname{deg}\left(f_{i}\right)=\operatorname{deg}\left(\tilde{f}_{i}\right)=2$. - Assume first that the element $c \in R$ is invertible in $R$. Consider the ideal $I=\left\langle f_{1}, \ldots, f_{r}\right\rangle$ of $S_{R}$. We will prove that $\mathrm{I}=\mathrm{I}_{\mathscr{X}}$. Consider the multiplicative system $\mathrm{R}^{*}$. We will prove first $\mathrm{I} \subset \mathrm{I}_{\mathscr{X}}=\operatorname{ker} \phi$. Indeed, using the commuting upper square every element $a=\sum_{v=1}^{r} a_{i} f_{i} \in I$ maps to $\sum_{v=1}^{r} a_{i} f_{i} \otimes_{R} 1$ which in turn maps to 0 by $\phi_{\eta}$. The same element maps to $\phi(a)$ and $\phi(a) \otimes_{R} 1$ should be zero. Since all modules $H^{0}\left(\mathscr{X}, \Omega_{\mathscr{X} / \mathrm{R}}^{\otimes \mathrm{n}}\right)$ are free $\phi(\mathrm{a})=0$ and $\mathrm{a} \in \mathrm{I}_{\mathscr{X}}$.

Since the family $\mathscr{X} \rightarrow \operatorname{Spec} R$ is flat we have that $\mathrm{I}_{\mathscr{X}} \otimes_{\mathrm{R}} \mathrm{L}=\mathrm{I}_{\mathscr{X}_{n}}$, that is we apply the $\otimes_{\mathrm{R}} \mathrm{L}$ functor on the middle short exact sequence of eq. (2.9). The ideal $I=I_{\mathscr{X}_{\eta}} \cap S_{R}=\left(I_{\mathscr{X}} \otimes_{R} L\right) \cap S_{R}$. By [6, prop. 3.11ii] this gives that

$$
\mathrm{I}=\cup_{s \in \mathrm{R}^{*}}\left(\mathrm{I}_{\mathscr{X}}: \mathrm{s}\right) \supset \mathrm{I}_{\mathscr{X}}
$$

so $\mathrm{I}_{\mathscr{X}}=\mathrm{I}$. In the above formula $\left(\mathrm{I}_{\mathscr{X}}: s\right)=\left\{x \in \mathrm{~S}_{\mathrm{R}}: x s \in \mathrm{I}_{\mathscr{X}}\right\}$.

- From now on we don't assume that the element c is an invertible element of R .

Let $\bar{g}$ be an element of degree 2 in $\mathrm{I}_{\mathscr{X}_{0}}$, we will prove that we can select an element $\mathrm{g} \in \mathrm{I}_{\mathscr{X}}$ such that $g \otimes 1_{k}=\bar{g}$, so that $g$ has degree 2 .

Let us choose a lift $\tilde{g} \in S_{R}$ of degree 2 by lifting each coefficient of $g$ from $k$ to R. This element is not necessarily in $I_{\mathscr{X}}$. We have $\phi(\mathrm{g}) \otimes 1_{\mathrm{k}}=\phi_{0}\left(\mathrm{~g} \otimes 1_{\mathrm{k}}\right)=\phi_{0}(\bar{g})=0$. Let $\bar{e}_{1}, \ldots, \bar{e}_{3 g-3}$ be generators of the free R-module $H^{0}\left(\mathscr{X}, \Omega_{\mathscr{X} / \mathrm{R}}^{\otimes 2}\right)$ and choose $e_{1}, \ldots, e_{3 g-3} \in S_{R}$ such that $\phi\left(e_{i}\right)=\bar{e}_{i}$. Let us write $\phi(\tilde{g})=$ $\sum_{i=1}^{3 g-3} \lambda_{i} \bar{e}_{i}$, with $\lambda_{i} \in R$. Since $\phi_{0}(\bar{g})=0$ we have that all $\lambda_{i} \in \mathfrak{m}_{R}$ for all $1 \leqslant i \leqslant 3 g-3$. This means that the element $g=\tilde{g}-\sum_{i=1}^{3 g-3} \lambda_{i} e_{i} \in S_{R}$ reduces to $\bar{g}$ modulo $\mathfrak{m}_{R}$ and also $\phi(g)=\phi(\tilde{g})-\sum_{i=1}^{3 g-3} \lambda_{i} \bar{e}_{i}=0$, so $\mathrm{g} \in \mathrm{I}_{\mathscr{X}}$.

Let $\overline{\mathrm{g}}_{1}, \ldots, \overline{\mathrm{~g}}_{\mathrm{s}} \in \mathrm{I}_{\mathscr{X}_{0}}$ be elements of degree 2 such that

$$
\mathrm{I}_{\mathscr{X}_{0}}=\left\langle\bar{g}_{1}, \ldots, \overline{\mathrm{~g}}_{\mathrm{s}}\right\rangle
$$

and, using the previous construction, we take $g_{i}$ lifts in $I_{\mathscr{X}} \triangleleft S_{R}$, i.e. such that $g_{i} \otimes 1_{k}=\bar{g}_{i}$ and also assume that the elements $g_{i}$ have also degree 2 .

We will now prove that the elements $g_{1} \otimes_{S_{R}} 1_{L}, \ldots, g_{s} \otimes_{S_{R}} 1_{L} \in S_{L}$ generate the ideal $\mathscr{X}_{X_{\eta}}$. By the commutativity of the diagram in eq. (2.9) we have $\left\langle g_{1} \otimes_{S_{R}} 1_{L}, \ldots, g_{s} \otimes s_{R} 1_{L}\right\rangle \subset I_{\mathscr{X}_{\eta}}=\operatorname{ker} \phi_{\eta}$. Observe that any linear relation

$$
\sum_{v=1}^{s}\left(a_{v} g_{v} \otimes s_{R} 1_{L}\right)=0, \text { with } a_{v} \in L
$$

gives rise to a relation for some $c \in R$

$$
\sum_{v=1}^{s} c \cdot a_{v} g_{v}=0, \quad c \cdot a_{v} \in S_{R}
$$

which implies that $c \cdot a_{v} \in \mathfrak{m}_{R}$.
We will prove that the elements $g_{i} \otimes_{S_{R}} 1_{L}$ are linear independent.

Lemma 2.3.1.1. Let $\bar{v}_{1}, \ldots, \bar{v}_{n} \in \mathrm{k}^{\mathrm{m}}$ be linear independent elements and $v_{1}, \ldots, v_{n}$ be lifts in $R^{m}$. Then

$$
\sum_{v=1}^{n} a_{v} v_{v}=0 \quad a_{v} \in R
$$

implies that $a_{1}=\cdots=a_{n}=0$.

Proof. We have $n \leqslant m$. We write the elements $v_{1}, \ldots, v_{n}$ (resp. $\bar{v}_{1}, \ldots, \bar{v}_{n}$ ) as columns and in this way we obtain an $m \times n$ matrix J (resp. $\overline{\mathrm{J}}$ ). Since the elements are linear independent in $\mathrm{k}^{\mathfrak{m}}$ there is an $n \times n$ minor matrix with an invertible determinant. Without loss of generality, we assume that there is an $n \times n$ invertible matrix $\bar{Q}$ with coefficients in $k$ such that $\bar{Q} \cdot \bar{J}^{t}=\left(\mathbb{I}_{n} \mid \bar{A}\right)$, where $\bar{A}$ is an $(m-n) \times n$ matrix. We now get lifts $Q, J$ and $A$ of $\bar{Q}, \bar{J}$ and $\bar{A}$ respectively, with coefficients in R, i.e.

$$
\mathrm{Q} \cdot \mathrm{~J}^{\mathrm{t}} \equiv\left(\mathbb{I}_{\mathrm{n}} \mid A\right) \bmod \mathfrak{m}_{\mathrm{R}}
$$

The columns of $J$ are lifts of the elements $\bar{v}_{1}, \ldots, \bar{v}_{n}$. It follows that $\mathrm{Q} \cdot \mathrm{J}^{\mathrm{t}}=\left(\mathbb{I}_{\mathrm{n}} \mid A\right)+(\mathrm{C} \mid \mathrm{D})$, where $C, D$ are matrices with entries in $\mathfrak{m}_{R}$. The determinant of $\mathbb{I}_{\mathfrak{n}}+C$ is $1+\mathfrak{m}$, for some element $\mathfrak{m} \in \mathfrak{m}_{R}$, and this is an invertible element in the local ring R. Similarly, the matrix $Q$ is invertible. Therefore,

$$
J^{\mathrm{t}}=\left(\mathrm{Q}^{-1}\left(\mathbb{I}_{\mathrm{n}}+\mathrm{C}\right) \mid \mathrm{Q}^{-1}(\mathrm{~A}+\mathrm{D})\right)
$$

has the first $n \times n$ block matrix invertible and the desired result follows.

Remark 2.3.2. It is clear that over a ring where 2 is invertible, there is an $1-1$ correspondence between symmetric $\mathrm{g} \times \mathrm{g}$ matrices and quadratic polynomials. Indeed, a quadratic polynomial can be written as

$$
f\left(w_{1}, \ldots, w_{g}\right)=\sum_{1 \leqslant i, j \leqslant g} a_{i j} w_{i} w_{j}=w^{t} A w,
$$

where $A=\left(a_{i j}\right)$. Even if the matrix $A$ is not symmetric, the matrix $\left(A+A^{t}\right) / 2$ is and generates the same quadratic polynomial

$$
w^{\mathrm{t}} A w=w^{\mathrm{t}}\left(\frac{A+A^{\mathrm{t}}}{2}\right) w .
$$

Notice that the map

$$
A \mapsto \frac{A+A^{\mathrm{t}}}{2}
$$

is onto the space of symmetric matrices and has as kernel the space of antisymmetric matrices.
A minimal set of quadratic generators is given by a set of polynomials $f_{1}, \ldots, f_{r}$, with $f_{i}=w^{t} \mathcal{A}_{i} w$, where the symmetric polynomials are linearly independent.

By the general theory of Betti tables we know that in the cases the canonical ideal is generated by quadratic polynomials, the dimension of this set of matrices equals $\left(\begin{array}{c}9-2\end{array}\right)$, see [26, prop. 9.5]. Therefore we begin on the special fibre with the $s=\binom{g-2}{2}$ generators $\bar{g}_{1}, \ldots, \bar{g}_{s}$ elements. As we have proved in theorem 2.3.1 we can lift them to elements $g_{1}, \ldots, g_{s} \in I_{\mathscr{X}}$ so that for $\mathrm{J}:=\left\langle g_{1}, \ldots, g_{s}\right\rangle$ we have
(i) $\mathrm{J} \otimes_{\mathrm{R}} \mathrm{L}=\mathrm{I}_{\mathscr{X}_{\mathrm{n}}}$.
(ii) $\mathrm{J} \otimes_{\mathrm{R}} \mathrm{k}=\mathrm{I}_{\mathscr{X}_{0}}$.

In this way we obtain the linear independent elements $g_{1} \otimes S_{R} 1_{L}, \ldots, g_{s} \otimes s_{R} 1_{L}$ in $I_{X_{n}}$. We have seen that the $s=\binom{g-2}{2}$ linear independent quadratic elements generate also $\mathrm{I}_{\mathscr{X}_{n}}$.

By following Lemma 5 (ii) of [18] we have the next lemma.

Lemma 2.3.2.1. Let $G$ be a set of polynomials in $S_{R}$ such that $\langle G\rangle \otimes_{R} L=I_{\mathscr{X}_{n}}$ and $\langle G\rangle \otimes_{R} k=I_{\mathscr{X}_{0}}$. Then $\mathrm{I}_{\mathscr{X}}=\langle\mathrm{G}\rangle$.
Essential for the proof of lemma 2.3.2.1 was that the ring $R$ has a generic fibre. The deformation theory is concerned with deformations over local Artin algebras which do not have generic fibres. But by tensoring with $A$ in the middle sequence of eq. (2.9) we have the following commutative diagram:

Indeed, since $\mathrm{H}^{0}\left(\mathscr{X}, \Omega_{\mathscr{X} / A}^{\otimes n}\right)$ is free the left top arrow in the above diagram is injective. Moreover the relative canonical ideal $\mathrm{I}_{X_{A}}$ is still generated by quadratic polynomials in $S_{A}$.

## 2.3a Embedded deformations

Let $Z$ be a scheme over $k$ and let $X$ be a closed subscheme of $Z$. An embedded deformation $X^{\prime} \rightarrow \operatorname{Speck}[\epsilon]$ of $X$ over Speck $[\epsilon]$ is a closed subscheme $X^{\prime} \subset Z^{\prime}=Z \times$ Speck $[\epsilon]$ fitting in the diagram:


Let $\mathscr{I}$ be the ideal sheaf describing $X$ as a closed subscheme of $Z$ and

$$
\begin{equation*}
\mathscr{N}_{\mathrm{X} / \mathrm{Z}}=\mathscr{H}_{\mathrm{Z}}\left(\mathscr{I}, \mathscr{O}_{\mathrm{X}}\right)=\mathscr{H}_{\mathrm{O}}\left(\mathscr{I} / \mathscr{I}^{2}, \mathscr{O}_{\mathrm{X}}\right), \tag{2.10}
\end{equation*}
$$

be the normal sheaf. In particular for an affine open set $U$ of $X$ we set $B^{\prime}=\mathscr{O}_{Z^{\prime}}(U)=B \oplus \in B$, where $\mathrm{B}=\mathscr{O}_{\mathrm{Z}}(\mathrm{U})$ and we observe that describing the sheaf of ideals $\mathscr{I}^{\prime}(\mathrm{U}) \subset \mathscr{B}^{\prime}$ is equivalent to giving an element

$$
\phi_{\mathrm{u}} \in \operatorname{Hom}_{\mathscr{O}_{\mathbf{Z}}(\mathrm{U})}\left(\mathscr{I}(\mathrm{U}), \mathscr{O}_{\mathrm{Z}}(\mathrm{U}) / \mathscr{I}(\mathrm{U})\right),
$$

see [37, prop. 2.3].
We will take $Z=\mathbb{P}^{g-1}$ and consider the canonical embedding $f: X \rightarrow \mathbb{P}^{g-1}$. We will denote by $\mathrm{N}_{\mathrm{f}}$ the sheaf $\mathscr{N}_{X / \mathbb{P}^{g-1}}$. Let $\mathscr{I}_{\mathrm{X}}$ be the sheaf of ideals of the curve $X$ seen as a subscheme of $\mathbb{P}^{g-1}$. Since the curve $X$ satisfies the conditions of Petri's theorem it is fully described by certain quadratic polynomials $f_{1}=\tilde{A}_{1}, \ldots, f_{r}=\tilde{A}_{r}$ which correspond to a set $g \times g$ matrices $A_{1}, \ldots, A_{r}$, as we described in chapter 1 . The elements $f_{1}, \ldots, f_{r}$ generate the ideal $I_{X}$ corresponding to the projective cone $C(X)$ of $X, C(X) \subset \mathbb{A}^{g}$.

We have

$$
\mathrm{H}^{0}\left(\mathrm{X}, \mathrm{~N}_{\mathrm{f}}\right)=\operatorname{Hom}_{\mathrm{S}}\left(\mathrm{I}_{\mathrm{X}}, \mathscr{O}_{\mathrm{X}}\right)
$$

Assume that $X$ is deformed to a curve $X_{\Gamma} \rightarrow \operatorname{Spec} \Gamma$, where $\Gamma$ is a local Artin algebra, $X_{\Gamma} \subset \mathbb{P}_{\Gamma}^{g-1}=$ $\mathbb{P}^{g-1} \times \operatorname{Spec} \Gamma$. Our initial curve $X$ is described in terms of the homogeneous canonical ideal $I_{X}$, generated by the elements $\left\{w^{t} \mathcal{A}_{1} w, \ldots, w^{\mathrm{t}} \mathcal{A}_{r} w\right\}$. For a local Artin algebra $\Gamma$ let $\mathscr{S}_{g}(\Gamma)$ denote the space of symmetric $g \times g$ matrices with coefficients in $\Gamma$. The deformations $X_{\Gamma}$ are expressed in terms of the ideals $\mathrm{I}_{X_{\Gamma}}$, which by the relative Petri's theorem are also generated by elements $w^{t} \mathcal{A}_{1}^{\Gamma} w, \ldots, w^{t} \mathcal{A}_{r}^{\Gamma} w$, where $A_{i}^{\Gamma}$ is in $\mathscr{S}_{g}(\Gamma)$. This essentially fits with Schlessinger's observation in [69], where the deformations of the projective variety are related to the deformations of the affine cone, notice that in our case all relative projective curves are smooth and the assumptions of [69, th. 2] are satisfied. We can thus replace the sheaf theoretic description of eq. (2.10) and work with the affine cone instead.
Remark 2.3.3. A set of quadratic generators $\left\{w^{t} A_{1} w, \ldots, w^{t} A_{r} w\right\}$ is a minimal set of generators if and only if the elements $A_{1}, \ldots, A_{r}$ are linear independent in the free $\Gamma$-module $\mathscr{S}_{g}(\Gamma)$ of $\operatorname{rank}(g+1) g / 2$.

## Embedded deformations and small extensions

Let

$$
0 \rightarrow\langle\mathrm{E}\rangle \rightarrow \Gamma^{\prime} \xrightarrow{\pi} \Gamma \rightarrow 0
$$

be a small extension and a curve $\mathbb{P}_{\Gamma^{\prime}}^{g-1} \supset X_{\Gamma^{\prime}} \rightarrow \operatorname{Spec} \Gamma^{\prime}$ be a deformation of $X_{\Gamma}$ and $X$. The curve $X_{\Gamma^{\prime}}$ is described in terms of quadratic polynomials $w^{\mathrm{t}} \mathcal{A}_{i}^{\Gamma^{\prime}} w$, where $A_{i}^{\Gamma^{\prime}} \in \mathscr{S}_{\mathrm{g}}\left(\Gamma^{\prime}\right)$, which reduce to $A_{i}^{\Gamma}$ modulo $\langle E\rangle$. This means that

$$
\begin{equation*}
A_{i}^{\Gamma^{\prime}} \equiv A_{i}^{\Gamma} \bmod \operatorname{ker}(\pi) \text { for all } 1 \leqslant i \leqslant r \tag{2.11}
\end{equation*}
$$

and if we select a naive lift $i\left(A_{i}^{\Gamma}\right)$ of $A_{i}^{\Gamma}$, then we can write

$$
A_{i}^{\Gamma^{\prime}}=\mathfrak{i}\left(A_{i}^{\Gamma}\right)+E \cdot B_{i}, \text { where } B_{i} \in \mathscr{S}_{g}(k) .
$$

The set of liftings of elements $A_{i}^{\Gamma^{\prime}}$ of elements $A_{i}^{\Gamma}$, for $1 \leqslant i \leqslant r$ is a principal homogeneous space, under the action of $H^{0}\left(X, N_{f}\right)$, since two such liftings $\left\{\mathcal{A}_{i}^{(1)}\left(\Gamma^{\prime}\right), 1 \leqslant i \leqslant r\right\}$, $\left\{A_{i}^{(2)}\left(\Gamma^{\prime}\right), 1 \leqslant \mathfrak{i} \leqslant r\right\}$ differ by a set of matrices in $\left\{B_{i}\left(\Gamma^{\prime}\right)=A_{i}^{(1)}\left(\Gamma^{\prime}\right)-A_{i}^{(2)}\left(\Gamma^{\prime}\right), 1 \leqslant i \leqslant r\right\}$ with entries in $\langle E\rangle \cong k$, see also [37, thm. 6.2].

Define a map $\phi:\left\langle A_{1}, \ldots, A_{r}\right\rangle \rightarrow \mathscr{S}_{g}(k)$ by $\phi\left(A_{i}\right)=B_{i}\left(\Gamma^{\prime}\right)$ and we also define the a corresponding, map on polynomials $\tilde{\phi}\left(\tilde{A}_{i}\right)=w^{t} \phi\left(A_{i}\right) w$. we obtain a map $\tilde{\phi} \in \operatorname{Hom}_{S}\left(\mathrm{I}_{\mathrm{X}}, \mathscr{O}_{X}\right)=\mathrm{H}^{0}\left(\mathrm{X}, \mathrm{N}_{f}\right)$, see also [37, th. 6.2], where $S=S_{k}$. Obstructions to such liftings are known to reside in $H^{1}\left(X, \mathscr{N}_{X / \mathbb{P}^{g-1}} \otimes_{k} \operatorname{ker} \pi\right)$, which we will prove it is zero, see remark 2.3.4.

## Embedded deformations and tangent spaces

Let us consider the $k[\epsilon] / k$ case. Since $i: X \hookrightarrow \mathbb{P}^{g-1}$ is non-singular we have the following exact sequence

$$
0 \rightarrow \mathscr{T}_{\mathrm{X}} \rightarrow \mathrm{i}^{*} \mathscr{T}_{\mathbb{P}^{g-1}} \rightarrow \mathscr{N}_{\mathrm{X} / \mathbb{P}^{g-1}} \rightarrow 0
$$

which gives rise to


Remark 2.3.4. In the above diagram, the last entry in the bottom row is zero since it corresponds to a second cohomology group on a curve. By Riemann-Roch theorem we have that $\mathrm{H}^{0}\left(\mathrm{X}, \mathscr{T}_{\mathrm{X}}\right)=0$ for $g \geqslant 2$. Also, the relative Petri theorem implies that the map $\delta$ is onto. We will give an alternative proof that $\delta$ is onto by proving that $\mathrm{H}^{1}\left(\mathrm{X}, \mathrm{i}^{*} \mathscr{T}_{\mathbb{P}^{g-1}}\right)=0$. This proves that $\mathrm{H}^{1}\left(\mathrm{X}, \mathscr{N}_{\mathrm{X} / \mathbb{P}^{g-1}}\right)=0$ as well, so there is no obstruction in lifting the embedded deformations.

Each of the above spaces has a deformation theoretic interpretation, see [35, p.96]:

- The space $H^{0}\left(X, i^{*} \mathscr{T}_{\mathbb{P}^{g-1}}\right)$ is the space of deformations of the map $i: X \hookrightarrow \mathbb{P}^{g-1}$, that is both $X, \mathbb{P}^{g-1}$ are trivially deformed, see [70, p. 158, prop. 3.4.2.(ii)]
- The space $\mathrm{H}^{0}\left(\mathrm{X}, \mathscr{N}_{X / \mathbb{P}^{g-1}}\right)$ is the space of embedded deformations, where $\mathbb{P}^{g-1}$ is trivially deformed see [37, p. 13, Th. 2.4)].
- The space $\mathrm{H}^{1}(\mathrm{X}, \mathscr{T}$ ) is the space of all deformations of X .

The dimension of the space $\mathrm{H}^{1}\left(\mathrm{X}, \mathscr{T}_{X}\right)$ can be computed using Riemann-Roch theorem on the dual space $H^{0}\left(X, \Omega_{X}^{\otimes 2}\right)$ and equals $3 g-3$. In next section we will give a linear algebra interpretation for the spaces $\mathrm{H}^{0}\left(\mathrm{X}, \mathscr{N}_{\mathrm{X} / \mathbb{P}^{g}-1}\right), \mathrm{H}^{0}\left(\mathrm{X}, i^{*} \mathscr{T}_{\mathbb{P}^{g}-1}\right)$ allowing us to compute its dimensions.

## 2.3b Some matrix computations

We begin with the Euler exact sequence (see. [36, II.8.13], [78, p. 581] and [40] MO)

$$
0 \rightarrow \mathscr{O}_{\mathbb{P}^{g}-1} \rightarrow \mathscr{O}_{\mathbb{P}^{g}-1}(1)^{\oplus \mathrm{g}} \rightarrow \mathscr{T}_{\mathbb{P}^{g}-1} \rightarrow 0
$$

We restrict this sequence to the curve $X$ :

$$
0 \rightarrow \mathscr{O}_{\mathrm{X}} \rightarrow \mathrm{i}^{*} \mathscr{O}_{\mathbb{P}^{g}-1}(1)^{\oplus \mathrm{g}}=\omega_{\mathrm{X}}^{\oplus \mathrm{g}} \rightarrow \mathrm{i}^{*} \mathscr{T}_{\mathbb{P}^{g}-1} \rightarrow 0
$$

We now take the long exact sequence in cohomology


The spaces involved above have the following dimensions:

- $\mathfrak{i}^{*} \mathscr{O}_{\mathbb{P}^{g}-1}(1)=\Omega_{X}$ (canonical bundle)
- $\operatorname{dim} H^{0}\left(X, i^{*} \mathscr{O}_{\mathbb{P}^{g}-1}(1)^{\oplus g}\right)=g \cdot \operatorname{dim} H^{0}\left(X, \Omega_{X}\right)=g^{2}$
- $\operatorname{dim} H^{1}\left(X, \mathscr{O}_{X}\right)=\operatorname{dim} H^{1}\left(X, \Omega_{X}\right)=g$
- $\operatorname{dim} H^{1}\left(X, i^{*} \mathscr{O}_{\mathbb{P}^{g-1}}(1)^{\oplus g}\right)=g \cdot \operatorname{dim} H^{0}\left(X, \mathscr{O}_{X}\right)=g$

We will return to the exact sequence given in eq. (2.12) and the above dimension computations in the next section.

## Study of $H^{0}\left(X, N_{f}\right)$

By relative Petri theorem the elements $\phi\left(A_{i}\right)$ are quadratic polynomials not in $I_{X}$, that is elements in a vector space of dimension $(g+1) g / 2-\binom{g-2}{2}=3 g-3$, where $(g+1) g / 2$ is the dimension of the symmetric $\mathrm{g} \times \mathrm{g}$ matrices and $\left(\frac{g-2}{2}\right)$ is the dimension of the space generated by the generators of the canonical ideal, see [26, prop. 9.5].

The set of matrices $\left\{\mathcal{A}_{1}, \ldots, A_{r}\right\}$ can be assumed to be linear independent but this does not mean that an arbitrary selection of quadratic elements $\omega^{t} B_{i} \omega \in \mathscr{O}_{X}$ will lead to a homomorphism of rings. Indeed, the linear independent elements $A_{i}$ might satisfy some syzygies, see the following example where the linear independent elements

$$
x^{2}=\left(\begin{array}{ll}
x & y
\end{array}\right)^{t}\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\binom{x}{y} \quad x y=\left(\begin{array}{ll}
x & y
\end{array}\right)^{t}\left(\begin{array}{cc}
0 & 1 / 2 \\
1 / 2 & 0
\end{array}\right)\binom{x}{y}
$$

satisfy the syzygy

$$
y \cdot x^{2}-x \cdot x y=0
$$

Therefore, a map of modules $\phi$, should be compatible with the syzygy and satisfy the same syzygy. This is known as the fundamental Grothendieck flatness criterion, see [69, 1.1] and also [5, lem. 5.1, p. 28].

## Proposition 2.3.4.1. The map

$$
\begin{aligned}
\psi: M_{g}(k) & \longrightarrow \operatorname{Hom}_{S}\left(\mathrm{I}_{X}, \mathrm{~S} / \mathrm{I}_{X}\right)=\mathrm{H}^{0}\left(\mathrm{X}, \mathscr{N}_{X / \mathbb{P}^{g}-1}\right) \\
\mathrm{B} & \longmapsto \psi_{\mathrm{B}}: \omega^{\mathrm{t}} A_{i} \omega \mapsto \omega^{\mathrm{t}}\left(A_{i} B+\mathrm{B}^{\mathrm{t}} A_{i}\right) \omega \bmod I_{X}
\end{aligned}
$$

identifies the vector space $M_{g}(k) /\left\langle\mathbb{I}_{g}\right\rangle$ to $H^{0}\left(X, i^{*} \mathscr{T}_{\mathbb{P}^{g-1}}\right) \subset H^{0}\left(X, \mathscr{N}_{X / \mathbb{P}^{g-1}}\right)$. The map $\psi$ is equivariant, where $M_{g}(k)$ is equipped with the adjoint action

$$
\mathrm{B} \mapsto \rho(\mathrm{~g}) \mathrm{B} \rho\left(\mathrm{~g}^{-1}\right)=\mathrm{Ad}(\mathrm{~g}) \mathrm{B},
$$

that is

$$
{ }^{\mathrm{g}} \psi_{\mathrm{B}}=\psi_{\mathrm{Ad}(\mathrm{~g}) \mathrm{B}} .
$$

Proof. Recall that the space $\mathrm{H}^{0}\left(\mathrm{X}, i^{*} \mathscr{T}_{\mathbb{P}^{g-1}}\right)$ can be identified to the space of deformations of the map f, where $X, \mathbb{P}^{g-1}$ are both trivially deformed. By [69] a map $\phi \in \operatorname{Hom}_{S}\left(\mathrm{I}_{\mathrm{X}}, \mathrm{S} / \mathrm{I}_{\mathrm{X}}\right)=\operatorname{Hom}_{\mathrm{S}}\left(\mathrm{I}_{\mathrm{X}}, \mathscr{O}_{\mathrm{X}}\right)$ gives rise to a trivial deformation if there is a map

$$
w_{j} \mapsto w_{j}+\epsilon \delta_{j}(w)
$$

where $\delta_{j}(w)=\sum_{v=1}^{g} b_{j, v} w_{v}$. The map can be defined in terms of the matrix $B=\left(b_{j, v}\right)$,

$$
w \mapsto w+\epsilon B w
$$

so that for all $\tilde{\mathcal{A}}_{i}, 1 \leqslant i \leqslant r$

$$
\begin{equation*}
\nabla \tilde{A}_{i} \cdot \mathrm{~B} w=\phi\left(\tilde{A}_{i}\right)=\phi\left(w^{\mathrm{t}} \mathcal{A}_{i} w\right) \bmod \mathrm{I}_{X} \tag{2.13}
\end{equation*}
$$

But for $\tilde{\mathcal{A}}_{i}=w^{\mathrm{t}} \mathcal{A}_{i} w$ we compute $\nabla \tilde{\mathcal{A}}_{i}=w^{\mathrm{t}} \mathcal{A}_{i}$, therefore eq. (2.13) is transformed to

$$
\begin{equation*}
w^{\mathrm{t}} \mathrm{~A}_{i} \mathrm{~B} w=w^{\mathrm{t}} \mathrm{~B}_{i} w \operatorname{modI}_{X} \tag{2.14}
\end{equation*}
$$

for a symmetric $\mathrm{g} \times \mathrm{g}$ matrix $\mathrm{B}_{\mathrm{i}}$ in $\mathscr{S}_{\mathrm{g}}(\mathrm{k}[\epsilon])$. Therefore if 2 is invertible according to remark 2.3.2 we replace the matrix $A_{i} B$ appearing in eq. (2.14) by the symmetric matrix $A_{i} B+B^{t} A_{i}$. Since we
are interested in the projective algebraic set defined by homogeneous polynomials the $1 / 2$ factor of remark 2.3.2 can be omitted.

For every $B \in M_{g}(k)$ we define the map $\psi_{B} \in \operatorname{Hom}_{S}\left(I_{X}, S / I_{X}\right)=\operatorname{Hom}_{S}\left(I_{X}, \mathscr{O}_{X}\right)$ given by

$$
\tilde{A}_{i}=\omega^{\mathrm{t}} A_{i} \omega \mapsto \omega^{\mathrm{t}}\left(\mathrm{~A}_{\mathrm{i}} \mathrm{~B}+\mathrm{B}^{\mathrm{t}} \mathcal{A}_{\mathrm{i}}\right) \omega \bmod \mathrm{I}_{\mathrm{X}}
$$

and we have just proved that the functions $\psi_{B}$ are all elements in $H^{0}\left(X, i^{*} \mathscr{T}_{\mathbb{P}^{g-1}}\right)$. The kernel of the map $\psi: B \mapsto \psi_{\text {B }}$ consists of all matrices $B$ satisfying:

$$
\begin{equation*}
A_{i} B=-B^{t} A_{i} \bmod I_{X} \text { for all } 1 \leqslant i \leqslant\binom{ g-2}{2} \tag{2.15}
\end{equation*}
$$

This kernel seems to depend on the selection of the elements $A_{i}$. This is not the case. We will prove that the kernel consists of all multiples of the identity matrix. Indeed,

$$
\operatorname{dim} H^{0}\left(X, i^{*} \mathscr{T}_{X}\right)=g^{2}-\operatorname{ker} \psi
$$

We now rewrite the spaces in eq. (2.12) by their dimensions we get


So

- $\operatorname{dim} \operatorname{ker} \mathrm{f}_{2}=\operatorname{dim} \operatorname{Im} \mathrm{f}_{1}=1$
- $\operatorname{dim} \operatorname{ker} \mathrm{f}_{3}=\operatorname{dim} \operatorname{Im} \mathrm{f}_{2}=\mathrm{g}^{2}-1$
- $\operatorname{dim} \operatorname{Im} f_{3}=\left(g^{2}-\operatorname{dim} \operatorname{ker} \psi\right)-\left(g^{2}-1\right)=1-\operatorname{dim} \operatorname{ker} \psi$

It is immediate that $\operatorname{dim} \operatorname{ker} \psi=0$ or 1 . But obviously $\mathbb{I}_{\mathfrak{g}} \in \operatorname{ker} \psi$, and hence
$\operatorname{dim} \operatorname{ker} \psi=1$.
Finally $\operatorname{dim} \operatorname{Im}_{3}=0$, i.e. $f_{3}$ is the zero map and we get the small exact sequence,

$$
0 \longrightarrow \mathrm{k}=\mathrm{H}^{0}\left(\mathrm{X}, \mathscr{O}_{\mathrm{X}}\right) \longrightarrow \mathrm{H}^{0}\left(\mathrm{X}, \mathrm{i}^{*} \mathscr{O}_{\mathbb{P}^{g}-1}(1)^{\oplus g}\right) \longrightarrow \mathrm{H}^{0}\left(\mathrm{X}, \mathrm{i}^{*} \mathscr{T}_{\mathbb{P}^{g}-1}\right) \longrightarrow 0
$$

It follows that

$$
\operatorname{dim} \mathrm{H}^{0}\left(\mathrm{X}, \mathrm{i}^{*} \mathscr{T}_{\mathbb{P} g-1}\right)=\mathrm{g}^{2}-1
$$

We have proved that $\psi: M_{g}(k) /\left\langle\mathbb{I}_{g}\right\rangle \rightarrow H^{0}\left(X, i^{*} \mathscr{T}_{\mathbb{P}^{g}-1}\right)$ is an isomorphism of vector spaces. We will now prove it is equivariant.

Using remark 2.2.1 we have that the action of the group $G$ on the function

$$
\psi_{\mathrm{B}}: A_{\mathrm{i}} \mapsto A_{\mathrm{i}} B+\mathrm{B}^{\mathrm{t}} \mathrm{~A}_{\mathrm{i}},
$$

seen as an element in $H^{0}\left(X, i^{*} \mathscr{T}_{\mathbb{P}^{g-1}}\right)$ is given:

$$
\begin{aligned}
A_{i} & \mapsto T\left(\sigma^{-1}\right) A_{i} \xrightarrow{\psi_{B}} \mathrm{~T}(\sigma)\left(\rho(\sigma)^{t} A_{i} \rho(\sigma) B+B^{t} \rho(\sigma)^{t} A_{i} \rho(\sigma)\right) \\
& =\left(A_{i} \rho(\sigma) B \rho\left(\sigma^{-1}\right)+\left(\rho(\sigma) B \rho\left(\sigma^{-1}\right)\right)^{t} A_{i}\right)
\end{aligned}
$$

Corolarry 2.3.4.1. The space $H^{0}\left(X, i^{*} \mathscr{T}_{\mathbb{P}^{g-1}}\right)^{G}$ is generated by the elements $B \neq\left\{\lambda \mathbb{I}_{g}: \lambda \in k\right\}$ such that

$$
\rho(\sigma) B \rho\left(\sigma^{-1}\right) B^{-1}=[\rho(\sigma), B] \in\left\langle A_{1}, \ldots, A_{r}\right\rangle \text { for all } \sigma \in \operatorname{Aut}(X) .
$$

Remark 2.3.5. This construction allows us to compute the space $H^{1}\left(X, i^{*} \mathscr{T}_{\mathbb{P}^{g-1}}\right)$. Indeed, we know that $f_{4}$ is isomorphism and hence $f_{5}$ is the zero map, on the other hand $f_{5}$ is surjective, it follows that $H^{1}\left(X, i^{*} \mathscr{T}_{\mathbb{P}^{g-1}}\right)=0$. This provides us with another proof of the exactness of the sequence

$$
\begin{equation*}
0 \longrightarrow \mathrm{H}^{0}\left(\mathrm{X}, \mathrm{i}^{*} \mathscr{T}_{\mathbb{P}^{g}-1}\right) \longrightarrow \mathrm{H}^{0}\left(\mathrm{X}, \mathscr{N}_{\mathrm{X} / \mathbb{P}^{\underline{g}-1}}\right) \xrightarrow{\delta} \mathrm{H}^{1}\left(\mathrm{X}, \mathscr{T}_{\mathrm{X}}\right) \longrightarrow 0 \tag{2.16}
\end{equation*}
$$

## 2.3c Invariant spaces

Let

$$
0 \rightarrow \mathrm{~A} \rightarrow \mathrm{~B} \rightarrow \mathrm{C} \rightarrow 0
$$

be a short exact sequence of G-modules. We have the following sequence of G-invariant spaces

$$
0 \rightarrow A^{\mathrm{G}} \rightarrow \mathrm{~B}^{\mathrm{G}} \rightarrow \mathrm{C}^{\mathrm{G}} \xrightarrow{\delta_{G}} \mathrm{H}^{1}(\mathrm{G}, \mathrm{~A}) \rightarrow \cdots
$$

where the map $\delta_{G}$ is computed as follows: an element $c$ is given as a class $b \bmod A$ and it is invariant if and only if $g b-b=a_{g} \in A$. The map $G \ni g \mapsto a_{g}$ is the cocycle defining $\delta_{G}(c) \in H^{1}(G, A)$.

Using this construction on the short exact sequence of eq. (2.16) we arrive at


We will use eq. (2.16) in order to represent elements in $\mathrm{H}^{1}\left(\mathrm{X}, \mathscr{T}_{\mathrm{X}}\right)$ as elements $[\mathrm{f}] \in \mathrm{H}^{0}\left(\mathrm{X}, \mathscr{N}_{\mathrm{X} / \mathbb{P}^{g-1}}\right) / \mathrm{H}^{0}\left(\mathrm{X}, \mathrm{i}^{*} \mathscr{T}_{\mathbb{P}^{g-1}}\right)=$ $\mathrm{H}^{0}\left(\mathrm{X}, \mathscr{N}_{\mathrm{X} / \mathbb{P}^{g}-1}\right) / \mathrm{lm} \psi$.

Proposition 2.3.5.1. Let $[f] \in H^{1}\left(X, \mathscr{T}_{X}\right)^{G}$ be a class of a map $f: I_{X} \rightarrow S / I_{X}$ modulo $\operatorname{Im} \psi$. For each element $\sigma \in G$ there is a matrix $B_{\sigma}[f]$, depending on $f$, which defines a class in $M_{g}(k) /\left\langle\mathbb{I}_{g}\right\rangle$ satisfying the cocycle condition in eq. (2.18), such that

$$
\delta_{G}(f)(\sigma): A_{i} \mapsto A_{i}\left(B_{\sigma}[f]\right)+\left(B_{\sigma}^{t}[f]\right) A_{i} \bmod \left\langle A_{1}, \ldots, A_{g}\right\rangle
$$

Proof. Let $[f] \in H^{1}\left(X, \mathscr{T}_{X}\right)^{G}$, where $f: I_{X} \rightarrow S / I_{X}$ that is $f \in H^{0}\left(X, \mathscr{N}_{X / \mathbb{P}^{g-1}}\right)$. The $\delta_{G}(f)$ is represented by an 1-cocycle given by $\delta_{G}(f)(\sigma)=^{\sigma} f-f$. Using the equivariant isomorphism of $\psi: M_{g}(k) /\left\langle\mathbb{I}_{g}\right\rangle \rightarrow$ $\mathrm{H}^{0}\left(\mathrm{X}, \mathrm{i}^{*} \mathscr{T}_{\mathbb{P}^{g-1}}\right)$ of proposition 2.3.4.1 we arrive at the diagram:

$$
\begin{aligned}
& G \longrightarrow H^{0}\left(X, i^{*} \mathscr{T}_{\mathbb{P}^{g-1}}\right) \xrightarrow{\psi^{-1}} M_{g}(k) /\left\langle\mathbb{I}_{g}\right\rangle \\
& \sigma \longmapsto \delta_{G}(f)(\sigma) \longrightarrow B[f]_{\sigma}:=\psi^{-1}\left(\delta_{G}(f)(\sigma)\right)
\end{aligned}
$$

We will now compute

$$
\sigma_{f}: A_{i} \xrightarrow{T\left(\sigma^{-1}\right)} \mathrm{T}\left(\sigma^{-1}\right) A_{i} \xrightarrow{f} f\left(T\left(\sigma^{-1}\right) A_{i}\right) \xrightarrow{\mathrm{T}(\sigma)} \mathrm{T}(\sigma) \mathrm{f}\left(\mathrm{~T}\left(\sigma^{-1}\right) A_{i}\right) .
$$

We set

$$
\mathrm{T}\left(\sigma^{-1}\right)\left(A_{i}\right)=\rho(\sigma)^{\mathrm{t}} A_{i} \rho(\sigma)=\sum_{v=1}^{r} \lambda_{i, v}(\sigma) A_{i}
$$

so

$$
\begin{align*}
\delta_{G}(f)(\sigma)\left(A_{i}\right) & =\sum_{v=1}^{r} \lambda_{i, v}(\sigma) \cdot \rho\left(\sigma^{-1}\right)^{t} f\left(A_{v}\right) \rho\left(\sigma^{-1}\right)-f\left(A_{i}\right)  \tag{2.17}\\
& =A_{i} B_{\sigma}[f]+B_{\sigma}[f]^{t} A_{i} \bmod I_{X}
\end{align*}
$$

for some matrix $B_{\sigma}[f] \in M_{g}(k)$ such that for all $\sigma, \tau \in G$ we have

$$
\begin{align*}
\mathrm{B}_{\sigma \tau}[\mathrm{f}] & =\mathrm{B}_{\sigma}[\mathrm{f}]+\sigma \mathrm{B}_{\tau}[\mathrm{f}] \sigma^{-1}+\lambda(\sigma, \tau) \mathbb{I}_{\mathrm{g}}  \tag{2.18}\\
& =\mathrm{B}_{\sigma}[\mathrm{f}]+\operatorname{Ad}(\sigma) \mathrm{B}_{\tau}[\mathrm{f}]+\lambda(\sigma, \tau) \mathbb{I}_{g} .
\end{align*}
$$

In the above equation we have used the fact that $\sigma \mapsto B_{\sigma}[f]$ is a 1-cocycle in the quotient space $M_{g}(k) / \mathbb{I}_{g}$, therefore the cocycle condition holds up to an element of the form $\lambda(\sigma, \tau) \mathbb{I}_{g}$.

Remark 2.3.6. Let

$$
\lambda(\sigma, \tau) \mathbb{I}_{g}=\mathrm{B}_{\sigma \tau}[\mathrm{f}]-\mathrm{B}_{\sigma}[\mathrm{f}]-\operatorname{Ad}(œ) \mathrm{B}_{\varnothing}[\mathrm{f}] .
$$

The map $\mathrm{G} \times \mathrm{G} \rightarrow \mathrm{k},(\sigma, \tau) \mapsto \lambda(\sigma, \tau)$ is a normalized 2-cocycle (see [81, p. 184]), that is

$$
\begin{aligned}
0 & =\lambda(\sigma, 1)=\lambda(1, \sigma) \\
0 & =\operatorname{Ad}\left(œ_{1}\right) \lambda\left(\sigma_{2}, \sigma_{3}\right)-\lambda\left(\sigma_{1} \sigma_{2}, \sigma_{3}\right)+\lambda\left(\sigma_{1}, \sigma_{2} \sigma_{3}\right)-\lambda\left(\sigma_{1}, \sigma_{2}\right) \\
& =\lambda\left(\sigma_{2}, \sigma_{3}\right)-\lambda\left(\sigma_{1} \sigma_{2}, \sigma_{3}\right)+\lambda\left(\sigma_{1}, \sigma_{2} \sigma_{3}\right)-\lambda\left(\sigma_{1}, \sigma_{2}\right)
\end{aligned}
$$

for all $\sigma \in G$
for all $\sigma_{1}, \sigma_{2}, \sigma_{3} \in \mathrm{G}$
for all $\sigma_{1}, \sigma_{2}, \sigma_{3} \in \mathrm{G}$

For the last equality notice that the Ad-action is trivial on scalar multiples of the identity.
Proof. The first equation is clear. For the second one,

$$
\lambda\left(\sigma_{1} \sigma_{2}, \sigma_{3}\right) \mathbb{I}_{g}=\mathrm{B}_{\sigma_{1} \sigma_{2} \sigma_{3}}[\mathrm{f}]-\mathrm{B}_{\sigma_{1} \sigma_{2}}[\mathrm{f}]-\operatorname{Ad}\left(œ_{1} œ_{2}\right) \mathrm{B}_{\propto_{3}}[\mathrm{f}]
$$

and

$$
\lambda\left(\sigma_{1}, \sigma_{2}\right) \mathbb{I}_{g}=\mathrm{B}_{\sigma_{1} \sigma_{2}}[f]-\mathrm{B}_{\sigma_{1}}[f]-\operatorname{Ad}\left(œ_{1}\right) \mathrm{B}_{\propto_{2}}[\mathrm{f}] .
$$

Hence

$$
\begin{aligned}
& \lambda\left(\sigma_{1} \sigma_{2}, \sigma_{3}\right) \mathbb{I}_{\mathrm{g}}+\lambda\left(\sigma_{1}, \sigma_{2}\right) \mathbb{I}_{g}=\mathrm{B}_{\sigma_{1} \sigma_{2} \sigma_{3}}[\mathrm{f}]-\operatorname{Ad}\left(œ_{1} œ_{2}\right) \mathrm{B}_{\propto_{3}}[\mathrm{f}]-\mathrm{B}_{\propto_{1}}[\mathrm{f}]-\operatorname{Ad}\left(œ_{1}\right) \mathrm{B}_{\propto_{2}}[\mathrm{f}] \\
& =\mathrm{B}_{\sigma_{1} \sigma_{2} \sigma_{3}}[\mathrm{f}]-\mathrm{B}_{\sigma_{1}}[\mathrm{f}]-\mathrm{Ad}\left(œ_{1}\right) \mathrm{B}_{\propto_{2} œ_{3}}[\mathrm{f}]+ \\
& +\operatorname{Ad}\left(œ_{1}\right) \mathrm{B}_{œ_{2}, œ_{3}}[\mathrm{f}]-\operatorname{Ad}\left(œ_{1}\right) \mathrm{B}_{\propto_{2}}[\mathrm{f}]-\operatorname{Ad}\left(œ_{1} œ_{2}\right) \mathrm{B}_{\varrho_{3}}[\mathrm{f}] \\
& =\lambda\left(\sigma_{1}, \sigma_{2} \sigma_{3}\right) \mathbb{I}_{\mathrm{g}}+\operatorname{Ad}\left(œ_{1}\right)\left(\mathrm{B}_{œ_{2}, œ_{3}}[\mathrm{f}]-\mathrm{B}_{œ_{2}}[\mathrm{f}]-\operatorname{Ad}\left(œ_{1}\right) \mathrm{B}_{œ_{3}}[\mathrm{f}]\right) \\
& =\operatorname{Ad}\left(œ_{1}\right)^{\llcorner }\left(œ_{2}, œ_{3}\right) \mathbb{I}_{g}+{ }^{\smile}\left(œ_{1}, œ_{2} œ_{3}\right) \mathbb{I}_{\mathrm{g}} .
\end{aligned}
$$

Corolarry 2.3.6.1. If $f\left(\omega^{t} A_{i} \omega\right)=\omega^{t} B_{i} \omega$, where $B_{i} \in M_{g}(k)$ are the images of the elements defining the canonical ideal in the small extension $\Gamma^{\prime} \rightarrow \Gamma$, then the symmetric matrices defining the canonical ideal $I_{X}\left(\Gamma^{\prime}\right)$ are given by $A_{i}+E \cdot B_{i}$. Using proposition 2.3.5.1 we have

$$
\begin{align*}
\left({ }^{\sigma} f-f\right)\left(A_{i}\right) & =\sum_{v=1}^{r} \lambda_{i, v}(\sigma) T(\sigma)\left(B_{v}\right)-B_{i}  \tag{2.19}\\
& =\left(A_{i} B_{\sigma}[f]+B_{\sigma}^{t}[f] A_{i}\right) \bmod \left\langle A_{1}, \ldots, A_{r}\right\rangle \\
& =\psi_{B_{\sigma}[f]} A_{i} .
\end{align*}
$$

Therefore, using also eq. 2.17

$$
\begin{equation*}
\sum_{v=1}^{r} \lambda_{i, v}(\sigma)\left(B_{v}\right)-T\left(\sigma^{-1}\right) B_{i}=T\left(\sigma^{-1}\right) \psi_{B_{\sigma}[f]}\left(A_{i}\right) \tag{2.20}
\end{equation*}
$$

### 2.4 On the deformation theory of curves with automorphisms

Let $1 \rightarrow\langle\mathrm{E}\rangle \rightarrow \Gamma^{\prime} \rightarrow \Gamma \rightarrow 0$ be a small extension of Artin local algebras and consider the diagram


Suppose that G acts on $X_{\Gamma}$, that is every automorphism $\sigma \in G$ satisfies $\sigma\left(\mathrm{I}_{X_{\Gamma}}\right)=\mathrm{I}_{\mathrm{X}_{\Gamma}}$. If the action of the group $G$ is lifted to $X_{\Gamma^{\prime}}$ then we should have a lift of the representations $\rho, \rho^{(1)}$ defined in eq. (2), (3) to $\Gamma^{\prime}$ as well. The set of all such liftings is a principal homogeneous space parametrized by the spaces $H^{1}\left(G, M_{g}(k)\right), H^{1}\left(G, M_{r}(k)\right)$, provided that the corresponding lifting obstructions in $H^{2}\left(G, M_{g}(k)\right), H^{2}\left(G, M_{r}(k)\right)$ both vanish.

Assume that there is a lifting of the representation


This lift gives rise to a lifting of the corresponding automorphism group to the curve $X_{\Gamma^{\prime}}$ if

$$
\rho_{\Gamma^{\prime}}(\sigma) \mathrm{I}_{\mathrm{X}^{\prime}}=\mathrm{I}_{\mathrm{X}_{\Gamma^{\prime}}} \quad \text { for all } \sigma \in \mathrm{G},
$$

that is if the relative canonical ideal is invariant under the action of the lifted representation $\rho_{\Gamma^{\prime}}$. In this case the free $\Gamma^{\prime}$-modules $V_{\Gamma^{\prime}}$, defined in remark 6, are G-invariant and the T-action, as defined in definition 2.2.1.1. 1 restricts to a lift of the representation


In section 1.2 b (or [51, sec. 2.2]) we gave an efficient way to check this compatibility in terms of linear algebra:

Consider an ordered basis $\Sigma$ of the free $\Gamma$-module $\mathscr{S}_{\mathfrak{g}}(\Gamma)$ generated by the matrices $\Sigma(\mathfrak{i j})=(\sigma(\mathfrak{i j}))_{v, \mu}$, $1 \leqslant i \leqslant j \leqslant g$ ordered lexicographically, with elements

$$
\sigma(\mathfrak{i j})_{v, \mu}= \begin{cases}\delta_{i, v} \delta_{j, \mu}+\delta_{i, \mu} \delta_{\mathfrak{j}, v}, & \text { if } \mathfrak{i} \neq \mathfrak{j} \\ \delta_{i, v} \delta_{i, \mu} & \text { if } \mathfrak{i}=\mathfrak{j}\end{cases}
$$

For example, for $g=2$ we have the elements

$$
\sigma(11)=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \quad \sigma(12)=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \quad \sigma(22)=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) .
$$

For every symmetric matrix $A$, let $F(A)$ be the column vector consisted of the coordinates of $A$ in the basis $\Sigma$. Consider the symmetric matrices $A_{1}^{\Gamma^{\prime}}, \ldots, A_{r}^{\Gamma^{\prime}}$, which exist since at the level of curves there is no obstruction of the embedded deformation. For each $\sigma \in G$ the $(g+1) g / 2 \times 2 r$ matrix

$$
\begin{equation*}
F_{\Gamma^{\prime}}(\sigma)=\left[F\left(A_{1}^{\Gamma^{\prime}}\right), \ldots, F\left(A_{r}^{\Gamma^{\prime}}\right), F\left(\rho_{\Gamma^{\prime}}(\sigma)^{t} A_{1}^{\Gamma^{\prime}} \rho_{\Gamma^{\prime}}(\sigma)\right), \ldots, F\left(\rho_{\Gamma^{\prime}}(\sigma)^{t} A_{r}^{\Gamma^{\prime}} \rho_{\Gamma^{\prime}}(\sigma)\right)\right] . \tag{2.23}
\end{equation*}
$$

The automorphism $\sigma$ acting on the relative curve $X_{\Gamma}$ is lifted to an automorphism $\sigma$ of $X_{\Gamma}$ if and only if the matrix given in eq. (2.23) has rank $r$.

Proposition 2.4.0.1. The obstruction to lifting an automorphism of $X_{\Gamma}$ to $X_{\Gamma^{\prime}}$ has a global obstruction given by vanishing the class of

$$
A(\sigma, \tau)=\rho_{\Gamma^{\prime}}(\sigma) \rho_{\Gamma^{\prime}}(\tau) \rho_{\Gamma^{\prime}}(\sigma \tau)^{-1}
$$

in $H^{2}\left(G, M_{g}(k)\right)$ and a compatibility rank condition given by requiring that the matrix $F_{\Gamma^{\prime}}(\sigma)$ equals $r$ for all elements $\sigma \in G$.

## 2.4a An example

Let $k$ be an algebraically closed field of positive characteristic $p>0$. Consider the Hermitian curve, defined over $k$, given by the equation

$$
\begin{equation*}
\mathrm{H}: \mathrm{y}^{\mathrm{p}}-\mathrm{y}=\frac{1}{\mathrm{x}^{\mathrm{p}+1}} \tag{2.24}
\end{equation*}
$$

which has the group $\operatorname{PGU}\left(3, \mathrm{p}^{2}\right)$ as an automorphism group, [79, th. 7]. As an Artin-Schreier extension of the projective line, this curve fits within the Bertin-Mézard model of curves, and the deformation functor with respect to the subgroup $\mathbb{Z} / \mathrm{p} \mathbb{Z} \cong \mathrm{Gal}\left(\mathrm{H} / \mathbb{P}^{1}\right)=\{\mathrm{y} \mapsto \mathrm{y}+1\}$ has versal deformation ring $W(k)[\zeta]\left[\left[x_{1}\right]\right]$, where $\zeta$ is a primitive $p$ root of unity which resides in an algebraic extension of $\operatorname{Quot}(W(k))$ [10], [43]. Indeed, $m=p+1=2 p-(p-1)=q p-l$, so in the notation of [10] $q=2$ and $l=p-1$.

The reduction of the universal curve in the Bertin-Mezard model modulo $\mathfrak{m}_{W(k)[\zeta]}$ is given by the Artin-Schrein equation:

$$
\begin{equation*}
X^{p}-X=\frac{x^{p-1}}{\left(x^{2}+x_{1} x\right)^{p}} \tag{2.25}
\end{equation*}
$$

which has special fibre at the specialization $x_{1}=0$ the original Hermitian curve given in eq. (2.24).
The initial Hermitian curve admits the automorphism $\sigma: y \mapsto y, x \mapsto \zeta_{p+1} x$, where $\zeta_{p+1}$ is a primitive $p+1$ root of unity. We will use the tools developed in this chapter in order to show that the automorphism $\sigma$ does not lift even in positive characteristic.

We set $a(x)=x^{2}+x_{1} x$ and $\lambda=\zeta-1 \in W(k)[\zeta]$. In [43] S. Karanikolopoulos and A. Kontogeorgis proved that the free R-module $\mathrm{H}^{0}\left(\mathscr{X}, \Omega_{\mathscr{X} / \mathrm{R}}\right)$ has basis

$$
\mathbf{c}=\left\{W_{N, \mu}=\frac{x^{N} a(x)^{p-1-\mu} \chi^{p-1-\mu}}{a(x)^{p-1}(\lambda X+1)^{p-1}} d x:\left\lfloor\frac{\mu \ell}{p}\right\rfloor \leqslant N \leqslant \mu q-2,1 \leqslant \mu \leqslant p-1\right\} .
$$

From the form of the holomorphic differentials it is clear that the representation of $\langle\sigma\rangle$ on $H^{0}\left(H, \Omega_{H / k}\right)$ is diagonal, since $a(x)=x^{2}+x_{1} x$ reduces to $x^{2}$ for $x_{1}=0$. In our example, we have $q=\operatorname{deg} a(x)=2$ so in the special fibre we have

$$
\begin{aligned}
& \mathcal{w}_{N, \mu}=\chi^{N-2 \mu} \chi^{p-1-\mu} d \chi \\
& \sigma\left(\mathcal{w}_{N, \mu}\right)=\zeta_{p+1}^{N-2 \mu+1} \mathcal{W}_{N, \mu}
\end{aligned}
$$

and

$$
\begin{equation*}
\sigma\left(w_{N, \mu} w_{N^{\prime}, \mu^{\prime}}\right)=\zeta_{p+1}^{N+N^{\prime}-2\left(\mu+\mu^{\prime}\right)+2} w_{N, \mu} w_{N^{\prime}, \mu^{\prime}} \tag{2.26}
\end{equation*}
$$

Thus, the action of $\sigma$ on holomorphic differentials on the special fibre is given by a diagonal matrix.
To decide, whether the action lifts to the Artin local ring $k[\epsilon]$, we have to see first whether the diagonal representation can be lifted, that is whether we have the following commutative diagram:


Since $\rho(\sigma)=\operatorname{diag}\left(\delta_{1}, \ldots, \delta_{g}\right)=: \Delta$ a possible lift will be given by $\tilde{\rho}(\sigma)=\Delta+\epsilon B$, for some $g \times g$ matrix $B$ with entries in $k$. The later element should have order $p+1$, that is

$$
\mathbb{I}_{\mathfrak{g}}=(\Delta+\epsilon \mathrm{B})^{\mathrm{p}+1}=\Delta^{\mathrm{p}+1}+\epsilon \Delta^{\mathrm{p}} \mathrm{~B}
$$

which in turn implies that $\Delta^{\mathrm{p}} \mathrm{B}=0$ and since $\Delta$ is invertible $\mathrm{B}=0$. This means that the representation of the cyclic group generated by $\sigma$ is trivially deformed to a representation into $\mathrm{GL}_{\mathrm{g}}(\mathrm{k}[\epsilon])$.

The next step is to investigate whether the canonical ideal is kept invariant under the action of $\sigma$ for $x_{1} \neq 0$. The canonical ideal for Bertin-Mézard curves was recently studied by H. Haralampous K. Karagiannis and A. Kontogeorgis, [18]. Namely, using the notation of [18] we have

$$
\begin{aligned}
a(x)^{p-i} & =\left(x^{2}+x_{1} x\right)^{p-i}=\sum_{j=j_{\min }}^{2(p-1)} c_{j, p-i} x^{j} \\
& =\sum_{j=0}^{p-i}\binom{p-i}{j} x_{1}^{p-i-j} x^{j+p-i}
\end{aligned}
$$

so by setting $J=j+p-i, p-i \leqslant J \leqslant 2(p-i)$ we have

$$
\mathfrak{c}_{J, p-i}= \begin{cases}(\underset{J}{\mathrm{~J}-\mathrm{i}-\mathfrak{i}-\mathfrak{i})}) x_{1}^{2(p-i)-J} & \text { if } J \geqslant p-\mathfrak{i} \\ 0 & \text { if } J<p-\mathfrak{i}\end{cases}
$$

This means that $c_{2(p-i), p-i}=1, c_{2(p-i)-1, p-i}=(p-i) x_{1}$ and for all other values of $J$, the quantity $c_{J, p-i}$ is either zero or a monomial in $x_{1}$ of degree $\geqslant 2$.

It is proved in [18] that the canonical ideal is generated by two sets of generators $G_{1}$ and $G_{2}$ given by:

$$
\begin{aligned}
& G_{1}^{\mathbf{c}}=\left\{W_{N_{1}, \mu_{1}} W_{N_{1}^{\prime}, \mu_{1}^{\prime}}-W_{N_{2}, \mu_{2}} W_{N_{2}^{\prime}, \mu_{2}^{\prime}} \in S: W_{N_{1}, \mu_{1}} W_{N_{1}^{\prime}, \mu_{1}^{\prime}}, W_{N_{2}, \mu_{2}} W_{N_{2}^{\prime}, \mu_{2}^{\prime}} \in \mathbb{T}^{2}\right. \\
& \text { and } \left.N_{1}+N_{1}^{\prime}=N_{2}+N_{2}^{\prime}, \quad \mu_{1}+\mu_{1}^{\prime}=\mu_{2}+\mu_{2}^{\prime}\right\} \text {. } \\
& G_{2}^{c}=\left\{W_{N, \mu} W_{N^{\prime}, \mu^{\prime}}-W_{N^{\prime \prime}, \mu^{\prime \prime}} W_{N^{\prime \prime \prime}, \mu^{\prime \prime \prime}}\right. \\
& +\sum_{i=1}^{p-1} \sum_{j=j_{\min }(i)}^{(p-i) q} \lambda^{i-p}\binom{p}{i} c_{j, p-i} W_{N_{j}, \mu_{i}} W_{N_{j}^{\prime}, \mu_{i}^{\prime}} \in S: \\
& \mathrm{N}^{\prime \prime}+\mathrm{N}^{\prime \prime \prime}=\mathrm{N}+\mathrm{N}^{\prime}+\mathrm{p}-1, \quad \mu^{\prime \prime}+\mu^{\prime \prime \prime}=\mu+\mu^{\prime}+\mathrm{p}, \\
& \mathrm{~N}_{\mathrm{j}}+\mathrm{N}_{\mathrm{j}}^{\prime}=\mathrm{N}+\mathrm{N}^{\prime}+\mathfrak{j}, \quad \mu_{\mathrm{i}}+\mu_{\mathrm{i}}^{\prime}=\mu+\mu^{\prime}+\mathrm{p}-\mathrm{i} \\
& \text { for } \left.0 \leqslant \mathfrak{i} \leqslant p, j_{\min }(\mathfrak{i}) \leqslant \mathfrak{j} \leqslant(p-i) q\right\} \text {. }
\end{aligned}
$$

The reduction modulo $\mathfrak{m}_{W(k)[\zeta]}$, of the set $G_{1}^{c}$ is given by simply replacing each $W_{n, \mu}$ by $w_{N, \mu}$ and does not depend on $x_{1}$. Therefore it does not give us any condition to deform $\sigma$.

The reduction of the set $G_{2}^{c}$ modulo $\mathfrak{m}_{W(k)[\zeta]}$ is given by

$$
\begin{aligned}
& G_{2}^{\mathbf{c}} \otimes_{\mathrm{R}} k=\left\{w_{\mathrm{N}, \mu} w_{\mathrm{N}^{\prime}, \mu^{\prime}}-w_{\mathrm{N}^{\prime \prime}, \mu^{\prime \prime}} w_{\mathrm{N}^{\prime \prime \prime}, \mu^{\prime \prime \prime}}-\sum_{j=j_{\min }(1)}^{(p-1)} \mathrm{q}_{\mathrm{j}, \mathfrak{p}-1} w_{\mathrm{N}_{j}, \mu_{j}} w_{\mathrm{N}_{j}^{\prime}, \mu_{j}^{\prime}} \in \mathrm{S}:\right. \\
& \mathrm{N}^{\prime \prime}+\mathrm{N}^{\prime \prime \prime}=\mathrm{N}+\mathrm{N}^{\prime}+\mathrm{p}-1, \quad \mu^{\prime \prime}+\mu^{\prime \prime \prime}=\mu+\mu^{\prime}+\mathrm{p}, \\
& \mathrm{~N}_{\mathrm{j}}+\mathrm{N}_{\mathrm{j}}^{\prime}=\mathrm{N}+\mathrm{N}^{\prime}+\mathfrak{j}, \quad \mu_{\mathrm{i}}+\mu_{\mathrm{i}}^{\prime}=\mu+\mu^{\prime}+\mathrm{p}-\mathrm{i} \\
& \text { for } \left.j_{\min }(1) \leqslant \mathfrak{j} \leqslant(p-1) q\right\} \text {. }
\end{aligned}
$$

If we further consider this set modulo $\left\langle\chi_{1}^{2}\right\rangle$, that is if we consider the canonical curve as a family over first-order infinitesimals then, only the terms $c_{2(p-1), p-1}=1, c_{2(p-1)-1, p-1}=(p-1) x_{1}$ survive.

Using eq. 2.26) and the definition of $\mathrm{G}_{2}^{\mathrm{c}}$ we have that for

$$
\begin{gathered}
W=w_{N, \mu} w_{N^{\prime}, \mu^{\prime}}-w_{N^{\prime \prime}, \mu^{\prime \prime}} w_{N^{\prime \prime \prime}, \mu^{\prime \prime \prime}}-w_{N_{2(p-1)}, \mu_{p-1}} w_{N_{2(p-1)}^{\prime}, \mu_{p-1}^{\prime}} \\
\sigma(W)=\zeta_{p+1}^{N+N^{\prime}-2\left(\mu+\mu^{\prime}\right)+2} W
\end{gathered}
$$

Set

$$
W^{\prime \prime}=w_{N_{2(p-1)-1}, \mu_{p-1}} w_{N_{2(p-1)-1}^{\prime}, \mu_{p-1}^{\prime}}^{\prime}
$$

The automorphism lifts if and only if the element

$$
W^{\prime}=W+x_{1} W^{\prime \prime}
$$

we have

$$
\sigma\left(W^{\prime}\right)=\chi(\sigma)\left(W^{\prime}\right)
$$

But this is not possible since for

$$
\sigma\left(W^{\prime \prime}\right)=\zeta_{p+1}^{\mathbf{N}_{2(p-1)-1}+N_{2(p-1)-1}-2\left(\mu_{p-1}+\mu_{p-1}^{\prime}\right)+2} W^{\prime \prime}
$$

and

$$
\mathbf{N}_{2(\mathrm{p}-1)-1}+\mathrm{N}_{2(\mathrm{p}-1)-1}-2\left(\mu_{\mathrm{p}-1}+\mu_{\mathrm{p}-1}^{\prime}\right)+2=\mathrm{N}+\mathrm{N}^{\prime}-2\left(\mu+\mu^{\prime}\right)+2-1
$$

## 2.4b A tangent space condition

All lifts of $X_{\Gamma}$ to $X_{\Gamma^{\prime}}$ form a principal homogeneous space under the action of $H^{0}\left(X, \mathscr{N}_{X / \mathbb{P}^{g-1}}\right)$. This paragraph aims to provide the next compatibility relation given in eq. (4) by selecting the deformations of the curve and the representations.

Let $\left\{A_{1}^{\Gamma}, \ldots, A_{r}^{\Gamma}\right\}$ be a basis of the canonical Ideal $I_{X_{\Gamma}}$, where $X_{\Gamma}$ is a canonical curve. Assume also that the special fibre is acted on by the group $G$, and we assume that the action of the group $G$ is lifted to the relative curve $X_{\Gamma}$. Since $X_{\Gamma}$ is assumed to be acted on by G, we have the action

$$
\begin{equation*}
\mathrm{T}\left(\sigma^{-1}\right)\left(A_{i}^{\Gamma}\right)=\rho_{\Gamma}(\sigma)^{\mathrm{t}} A_{i}^{\Gamma} \rho_{\Gamma}(\sigma)=\sum_{j} \lambda_{i, j}^{\Gamma}(\sigma) A_{j}(\Gamma) \text { for each } \mathfrak{i}=1, \ldots, r, \tag{2.27}
\end{equation*}
$$

where $\rho_{\Gamma}$ is a lift of the representation $\rho$ induced by the action of $G$ on $H^{0}\left(X_{\Gamma}, \Omega_{X / \Gamma}\right)$, and $\lambda_{i, j}(\sigma)$ are the entries of the matrix of the lifted representation $\rho_{\Gamma}^{(1)}$ induced by the action of $G$ on $A_{1}^{\Gamma}, \ldots, A_{r}^{\Gamma}$. Notice that the matrix $\rho_{\Gamma}(\sigma) \in \mathrm{GL}_{g}(\Gamma)$. We will denote by $A_{1}^{\Gamma^{\prime}}, \ldots, A_{r}^{\Gamma^{\prime}} \in \mathscr{S}_{g}\left(\Gamma^{\prime}\right)$ a set of liftings of the matrices $A_{1}^{\Gamma}, \ldots, A_{r}^{\Gamma}$. Since the couple $\left(X_{\Gamma}, G\right)$ is lifted to $\left(X_{\Gamma^{\prime}}, G\right)$, there is an action

$$
\mathrm{T}\left(\sigma^{-1}\right)\left(A_{i}^{\Gamma^{\prime}}\right)=\rho_{\Gamma^{\prime}}(\sigma)^{\mathrm{t}} A_{i}^{\Gamma^{\prime}} \rho_{\Gamma^{\prime}}(\sigma)=\sum_{j} \lambda_{i, j}^{\Gamma_{j}^{\prime}}(\sigma) A_{j}^{\Gamma^{\prime}} \text { for each } i=1, \ldots, r
$$

where $\lambda_{i j}^{\Gamma^{\prime}}(\sigma) \in \Gamma^{\prime}$. All other liftings extending $X_{\Gamma}$ form a principal homogeneous space under the action of $H^{0}\left(X, \mathscr{N}_{X / \mathbb{P}^{g}-1}\right)$ that is we can find matrices $B_{1}, \ldots, B_{r} \in \mathscr{S}_{g}(k)$, such that the set

$$
\left\{\mathcal{A}_{1}^{\Gamma^{\prime}}+E \cdot B_{1}, \ldots, A_{r}^{\Gamma^{\prime}}+E \cdot B_{r}\right\}
$$

forms a basis for another lift $\mathrm{I}_{\mathrm{X}_{\Gamma}^{1}}$, of the canonical ideal of $\mathrm{I}_{\mathrm{X}_{\Gamma}}$. That is all lifts of the canonical curve $I_{X_{\Gamma}}$ differ by an element $f \in \operatorname{Hom}_{S}\left(I_{X}, S / I_{X}\right)=H^{0}\left(X, \mathscr{N}_{X / \mathbb{P}^{g-1}}\right)$ so that $f\left(A_{i}\right)=B_{i}$.

In the same manner, if $\rho_{\Gamma^{\prime}}$ is a lift of the representation $\rho_{\Gamma}$ every other lift is given by

$$
\rho_{\Gamma^{\prime}}(\sigma)+E \cdot \tau(\sigma)
$$

where $\tau(\sigma) \in M_{g}(k)$.
We have to find out when $\rho_{\Gamma^{\prime}}(\sigma)+E \cdot \tau(\sigma)$ is an automorphism of the relative curve $X_{\Gamma^{\prime}}$, i.e. when

$$
\begin{equation*}
\mathrm{T}\left(\rho_{\Gamma^{\prime}}\left(\sigma^{-1}\right)+\mathrm{E} \cdot \tau\left(\sigma^{-1}\right)\right)\left(A_{i}^{\Gamma^{\prime}}+\mathrm{E} \cdot \mathrm{~B}_{i}\right) \in \operatorname{span}_{\Gamma^{\prime}}\left\{\mathrm{A}_{1}^{\Gamma^{\prime}}+\mathrm{E} \cdot \mathrm{~B}_{1}, \ldots, A_{r}^{\Gamma^{\prime}}+\mathrm{E} \cdot \mathrm{~B}_{r}\right\} \tag{2.28}
\end{equation*}
$$

that is

$$
\begin{equation*}
\left(\rho_{\Gamma^{\prime}}(\sigma)+E \cdot \tau(\sigma)\right)^{t}\left(A_{i}^{\Gamma^{\prime}}+E \cdot B_{i}\right)\left(\rho_{\Gamma^{\prime}}(\sigma)+E \cdot \tau(\sigma)\right)=\sum_{j=1}^{r} \tilde{\lambda}_{i j}^{\Gamma_{j}^{\prime}}(\sigma)\left(A_{j}^{\Gamma^{\prime}}+E \cdot B_{j}\right) \tag{2.29}
\end{equation*}
$$

for some $\tilde{\lambda}_{i j}^{\Gamma^{\prime}}(\sigma) \in \Gamma^{\prime}$. Since

$$
\mathrm{T}_{\Gamma^{\prime}}\left(\sigma^{-1}\right) \mathcal{A}_{i}^{\Gamma^{\prime}}=\rho_{\Gamma}(\sigma)^{\mathrm{t}} \mathcal{A}_{i}^{\Gamma} \rho_{\Gamma}(\sigma) \bmod \langle\mathrm{E}\rangle
$$

we have that $\tilde{\lambda}_{i j}^{\Gamma^{\prime}}(\sigma)=\lambda_{i, j}^{\Gamma}(\sigma)$ modE, therefore we can write

$$
\begin{equation*}
\tilde{\lambda}_{i j}^{\Gamma^{\prime}}(\sigma)=\lambda_{i j}^{\Gamma^{\prime}}(\sigma)+E \cdot \mu_{i j}(\sigma) \tag{2.30}
\end{equation*}
$$

for some $\mu_{i j}(\sigma) \in k$. We expand first the right-hand side of eq. 2.29) using eq. (2.30). We have

$$
\begin{align*}
\sum_{j=1}^{r} \tilde{\lambda}_{i j}^{\prime^{\prime}}(\sigma)\left(A_{j}^{\Gamma^{\prime}}+E \cdot B_{j}\right) & =\sum_{j=1}^{r}\left(\lambda_{i j}^{\Gamma^{\prime}}(\sigma)+E \cdot \mu_{i j}(\sigma)\right)\left(A_{j}^{\Gamma^{\prime}}+E \cdot B_{j}\right)  \tag{2.31}\\
& =\sum_{j=1}^{r} \lambda_{i j}^{\Gamma^{\prime}}(\sigma) A_{j}^{\Gamma^{\prime}}+E\left(\mu_{i j}(\sigma) A_{j}+\lambda_{i j}(\sigma) B_{j}\right) \tag{2.32}
\end{align*}
$$

Here we have used the fact that $E m_{\Gamma}=E \mathfrak{m}_{\Gamma^{\prime}}$ so $E \cdot x=E \cdot\left(x \operatorname{modm} \Gamma_{\Gamma^{\prime}}\right)$ for every $x \in \Gamma^{\prime}$.
We now expand the left-hand side of eq. (2.29).

$$
\begin{aligned}
\left(\rho_{\Gamma^{\prime}}(\sigma)\right. & +E \cdot \tau(\sigma))^{t}\left(A_{i}^{\Gamma^{\prime}}+E \cdot B_{i}\right)\left(\rho_{\Gamma^{\prime}}(\sigma)+E \cdot \tau(\sigma)\right)=\rho_{\Gamma^{\prime}}(\sigma)^{t} A_{i}^{\Gamma^{\prime}} \rho_{\Gamma^{\prime}}(\sigma) \\
& +E \cdot\left(\rho(\sigma)^{t} B_{i} \rho(\sigma)+\tau^{t}(\sigma) A_{i} \rho(\sigma)+\rho(\sigma)^{t} A_{i} \tau(\sigma)\right)
\end{aligned}
$$

Set $D_{\sigma}=\tau(\sigma) \rho(\sigma)^{-1}=d(\sigma)$ according to the notation of lemma 2.2.2.1, we can write

$$
\begin{align*}
\tau(\sigma)^{t} A_{i} \rho(\sigma) & +\rho(\sigma)^{t} A_{i} \tau(\sigma) \\
& =\rho(\sigma)^{t} \rho\left(\sigma^{-1}\right)^{t} \tau(\sigma)^{t} A_{i} \rho(\sigma)+\rho(\sigma)^{t} A_{i} \tau(\sigma) \rho(\sigma)^{-1} \rho(\sigma) \\
& =\rho(\sigma)^{t}\left(D_{\sigma}^{t} A_{i}\right) \rho(\sigma)+\rho(\sigma)^{t}\left(A_{i} D_{\sigma}\right) \rho(\sigma)  \tag{2.33}\\
& =T\left(\sigma^{-1}\right) \psi_{D_{\sigma}}\left(A_{i}\right) .
\end{align*}
$$

while eq. (2.20) implies that

$$
\begin{equation*}
\rho(\sigma)^{\mathrm{t}} \mathrm{~B}_{i} \rho(\sigma)-\sum_{j=1}^{r} \lambda_{i j}\left(\sigma^{-1}\right) \mathrm{B}_{j}=-\mathrm{T}\left(\sigma^{-1}\right) \psi_{\mathrm{B}_{\sigma}[\mathrm{ff}]}\left(A_{i}\right) . \tag{2.34}
\end{equation*}
$$

For the above computations recall that for a $g \times g$ matrix $B$, the map $\psi_{B}$ is defined by

$$
\psi_{\mathrm{B}}\left(A_{i}\right)=A_{i} B+B^{\mathrm{t}} \mathcal{A}_{\mathrm{i}} .
$$

Combining now eq. (2.33) and (2.34) we have that eq. (2.29) is equivalent to

$$
\begin{align*}
\mathrm{T}\left(\sigma^{-1}\right)\left(\psi_{\mathrm{D}_{\sigma}}\left(A_{i}\right)\right)-\mathrm{T}\left(\sigma^{-1}\right) \psi_{\mathrm{B}_{\sigma}[f]}\left(A_{i}\right) & =\sum_{j=1}^{r} \mu_{i j}(\sigma) A_{j} \\
\left(\psi_{\mathrm{D}_{\sigma}}\left(A_{i}\right)\right)-\psi_{\mathrm{B}_{\sigma}[f]}\left(A_{i}\right) & =\sum_{j=1}^{r} \mathrm{~T}(\sigma) \mu_{i j}(\sigma) A_{j}  \tag{2.35}\\
& =\sum_{j=1}^{r} \sum_{v=1}^{r} \mu_{i j}(\sigma) \lambda_{j v}\left(\sigma^{-1}\right) A_{v}
\end{align*}
$$

On the other hand the action $T$ on $A_{1}, \ldots, A_{r}$ is given in terms of the matrix $\left(\lambda_{i, j}\right)$ while the right hand side of eq. $(2.35)\left(\mu_{i, j}\left(\sigma^{-1}\right)\right)\left(\lambda_{i j}(\sigma)\right)$ corresponds to the derivation $\mathrm{D}^{(1)}\left(\sigma^{-1}\right)$ of the $\rho_{1}$-representation. Equation (4) is now proved.

## Chapter 3

## A new obstruction to the local lifting problem

### 3.1 Introduction

Consider a local action $\rho: G \rightarrow$ Autk[ t$]$ ] of the group $G=\mathrm{C}_{\mathrm{q}} \rtimes \mathrm{C}_{\mathrm{m}}$. The Harbater-Katz-Gabber compactification theorem asserts that there is a Galois cover $X \rightarrow \mathbb{P}^{1}$ ramified wildly and completely only at one point $P$ of $X$ with Galois group $G=G a l\left(X / \mathbb{P}^{1}\right)$ and tamely on a different point $P^{\prime}$ with ramification group $C_{m}$, so that the action of $G$ on the completed local ring $\mathscr{O}_{X, P}$ coincides with the original action of $G$ on $k[[t]]$. Moreover, it is known that the local action lifts if and only if the corresponding HKG-cover lifts.

In particular, we have proved that in order to lift a subgroup $G \subset \operatorname{Aut}(X)$, the representation $\rho: G \rightarrow \operatorname{GLH}^{0}\left(X, \Omega_{X}\right)$ should be lifted to characteristic zero and also the lifting should be compatible with the deformation of the curve. More precisely, in chapter 2 we have proved the following relative version of Petri's theorem

Proposition 3.1.0.1. Let $f_{1}, \ldots, f_{r} \in S:=\operatorname{SymH}^{0}\left(X, \Omega_{X}\right)=k\left[\omega_{1}, \ldots, \omega_{g}\right]$ be quadratic polynomials which generate the canonical ideal $\mathrm{I}_{\mathrm{X}}$ of a curve $X_{\tilde{\sim}}$ defined over an algebraic closed field k . Any deformation $\mathscr{X}_{\mathrm{A}}$ is given by quadratic polynomials $\tilde{f}_{1}, \ldots, \tilde{f}_{r} \in \operatorname{SymH}^{0}\left(\mathscr{X}_{\mathrm{A}}, \Omega_{\mathscr{X}_{\mathrm{A}} / \mathrm{A}}\right)=A\left[\mathrm{~W}_{1}, \ldots, \mathrm{~W}_{\mathrm{g}}\right]$, which reduce to $f_{1}, \ldots, f_{r}$ modulo the maximal ideal $\mathfrak{m}_{A}$ of $A$.

And we also gave the following liftability criterion:

Theorem 3.1.1. Consider an epimorphism $R \rightarrow k \rightarrow 0$ of local Artin rings. Let $X$ be a curve which is is canonically embedded in $\mathbb{P}_{\mathrm{k}}^{g}$ and the canonical ideal is generated by quadratic polynomials, and acted on by the group $G$. The curve $X \rightarrow \operatorname{Spec}(k)$ can be lifted to a family $\mathscr{X} \rightarrow \operatorname{Spec}(R) \in D_{g 1}(R)$ along with the G-action, if and only if the representation $\rho_{k}: G \rightarrow \mathrm{GL}_{g}(\mathrm{k})=\mathrm{GL}\left(\mathrm{H}^{0}\left(X, \Omega_{X}\right)\right)$ lifts to a representation $\rho_{\mathrm{R}}: \mathrm{G} \rightarrow \mathrm{GL}_{\mathrm{g}}(\mathrm{R})=\mathrm{GL}\left(\mathrm{H}^{0}\left(\mathscr{X}, \Omega_{\mathscr{X} / \mathrm{R}}\right)\right)$ and moreover the lift of the canonical ideal is left invariant by the action of $\rho_{\mathrm{R}}(\mathrm{G})$.

In section 3.2 we collect results concerning deformations of HKG covers, Artin representations and orbit actions and also provide a geometric explanation of the KGB-obstruction in remark 3.2.2. In section 3.3 we prove that the HKG-cover is canonically generated by quadratic polynomials, therefore theorem 3 can be applied.

In order to decide whether a linear representation of $G=C_{q} \rtimes C_{m}$ can be lifted we will we use the following criterion for the lifting of the linear representation, based on the decomposition of a k[G]module into intecomposable summands. We begin by describing the indecomposable $k[G]$-modules for the group $G=C_{q} \rtimes C_{m}$ :

Proposition 3.1.1.1. Suppose that the group $G=C_{q} \rtimes C_{m}$ is represented in terms of generators
$\sigma, \tau$ and relations as follows:

$$
\mathrm{G}=\left\langle\sigma, \tau \mid \tau^{\mathrm{q}}=1, \sigma^{\mathrm{m}}=1, \sigma \tau \sigma^{-1}=\tau^{\alpha}\right\rangle,
$$

for some $\alpha \in \mathbb{N}, 1 \leqslant \alpha \leqslant p^{h}-1,(\alpha, p)=1$. Every indecomposable $k[G]$-module has dimension $1 \leqslant \kappa \leqslant q$ and is of the form $V_{\alpha}(\lambda, \kappa)$, where the underlying space of $V_{\alpha}(\lambda, \kappa)$ has the set of elements $\left\{(\tau-1)^{v} e, v=0, \ldots, \kappa-1\right\}$ as a basis for some $e \in V_{\alpha}(\lambda, \kappa)$, and the action of $\sigma$ on $e$ is given by $\sigma e=\zeta_{m}^{\lambda} e$, for a fixed primitive $m$-th root of unity.
Proof. We will prove this in the secon part, in section 4.3. Notice also that $(\tau-1)^{\mathrm{k}} e=0$.
Remark 3.1.2. In the chapter $2 V_{\alpha}(\lambda, \kappa)$ notation is used. In this chapter we will need the Galois module structure of the space of homolomorphic differentials of a curve and we will employ the results of [11], where the $U_{\ell, \mu}$ notation is used. These modules will be defined in section 3.5, notice that $V_{\alpha}(\lambda, k)=U_{\left(\lambda+a_{0}(k-1) \operatorname{modm}, k\right.}$, see lemma 3.5.0.1.

Notice that in section 3.5 we will give an alternative description of the indecomposable $k[G]-$ modules, which is compatible with the results of [11].

Theorem 3.1.3. Consider a $k[G]$-module $M$ which is decomposed as a direct sum

$$
M=V_{\alpha}\left(\epsilon_{1}, k_{1}\right) \oplus \cdots \oplus V_{\alpha}\left(\epsilon_{s}, k_{s}\right)
$$

The module lifts to an $R[G]$-module if and only if the set $\{1, \ldots, s\}$ can be written as a disjoint union of sets $\mathrm{I}_{\nu}, 1 \leqslant v \leqslant \mathrm{t}$ so that
a. $\sum_{\mu \in I_{v}} \kappa_{\mu} \leqslant q$, for all $1 \leqslant v \leqslant t$.
b. $\sum_{\mu \in I_{v}} \kappa_{\mu} \equiv a \operatorname{modm}$ for all $1 \leqslant v \leqslant t$, where $a \in\{0,1\}$.
c. For each $v, 1 \leqslant v \leqslant t$ there is an enumeration $\sigma:\left\{1, \ldots, \# I_{v}\right\} \rightarrow I_{v} \subset\{1, ., s\}$, such that

$$
\epsilon_{\sigma(2)}=\epsilon_{\sigma(1)} \alpha^{k_{\sigma(1)}}, \epsilon_{\sigma(3)}=\epsilon_{\sigma(3)} \alpha^{k_{\sigma(3)}}, \ldots, \epsilon_{\sigma(s)}=\epsilon_{\sigma(s-1)} \alpha^{k_{\sigma(s-1)}} .
$$

Condition b., with $a=1$ happens only if the lifted $C_{q}$-action in the generic fibre has an eigenvalue equal to 1 for the generator $\tau$ of $C_{q}$.
Proof. The above theorem is actually the proposition 4.1.0.1 and we prove it in part 4 .
The idea of this, is that indecomposable $k[G]$-modules in the decomposition of $\mathrm{H}^{0}\left(\mathrm{X}, \Omega_{\mathrm{X}}\right)$ of the special fibre, should be combined together in order to give indecomposable modules in the decomposition of holomorphic differentials of the relative curve.

We will have the following strategy. We will consider a HKG-cover

of the $G$-action. This has a cyclic subcover $X \rightarrow \mathbb{P}^{1}$ with Galois group $C_{q}$. We lift this cover using Oort's conjecture for $\mathrm{C}_{\mathrm{q}}$-groups to a cover $\mathscr{X} \rightarrow \operatorname{Spec} \wedge$. This gives rise to a representation

$$
\begin{equation*}
\rho: G \longrightarrow \operatorname{GLH}^{0}\left(\mathrm{X}, \Omega_{\mathrm{X}}\right), \tag{3.1}
\end{equation*}
$$

together with a lifting

of the representation of the cyclic part $\mathrm{C}_{\mathrm{q}}$ of G . We then lift, checking the conditions of theorem 3.1.3 the linear action of eq. (3.1) in characteristic zero in a such a way that the restriction to the $C_{q}$
group is our initial lifting of the representation of the $C_{q}$ subgroup coming from the lifting assured by Oort's conjecture given in eq. (3.2). Notice that the lifting of the cyclic group acting on a curve of characteristic zero in the generic fibre has the additional property that every eigenvalue of a generator of $C_{q}$ is different than one, see eq. 3.4.0.1. Then using theorem 3 we will modify the initial lifting $\mathscr{X}$ to a lifting $\mathscr{X}^{\prime}$ so that $\mathscr{X}^{\prime}$ is acted on by $G$.

Notice that $m=2$, that is for the case of dihedral groups $D_{q}$ of order $2 q$, there is no need to pair two indecomposable $k\left[D_{q}\right]$-modules together in order to lift them into an indecomposable $R\left[D_{q}\right]$-module. The sets $I_{v}$ can be singletons and the conditions of theorem 3.1.3 are trivially satisfied. For example, condition 3.1.3.b. does not give any information since every integer is either odd or even. This means that the linear representations always lift.

In our geometric setting on the other hand, we know that in the generic fibre cyclic actions do not have identity eigenvalues, see proposition 3.4 .0 .1 . This means that we have to consider lifts that satisfy 3.1.3.b. with $a=0$. Therefore, indecomposable modules for $G=C_{q} \rtimes C_{2}=D_{q}$ of odd dimmension $d_{1}$ should find an other indecomposable module of odd dimension $d_{2}$ in order lift to an $R[G]$-indecomposable module of even dimension $d_{1}+d_{2}$. Moreover this dimension should satisfy $\mathrm{d}_{1}+\mathrm{d}_{2} \leqslant \mathrm{q}$. If we also take care of the condition 3.1.3. c. we arrive at the following
Criterion 3.1.4. The HKG-curve with action of $D_{q}$ lifts in characteristic zero if and only if all indecomposable summands $V_{\alpha}(\epsilon, d)$, where $\epsilon \in\{0,1\}$ and $1 \leqslant d \leqslant q^{h}$ with $d$ odd have a pair $V_{\alpha}\left(\epsilon^{\prime}, d^{\prime}\right)$, with $\epsilon^{\prime} \in\{0,1\}-\{\epsilon\}$ and $d^{\prime}$ odd and $d+d^{\prime} \leqslant q^{h}$. Notice that since, $d, d^{\prime}$ are both odd we have

$$
\mathrm{V}_{\alpha}(\epsilon, \mathrm{d})=\mathrm{U}_{\epsilon+\mathrm{d}-1 \bmod 2, \mathrm{~d}}=\mathrm{U}_{\epsilon, \mathrm{d}}, \quad \mathrm{~V}_{\alpha}\left(\epsilon^{\prime}, \mathrm{d}^{\prime}\right)=\mathrm{U}_{\epsilon^{\prime}+\mathrm{d}^{\prime}-1 \bmod 2, \mathrm{~d}^{\prime}}=\mathrm{U}_{\epsilon^{\prime}, \mathrm{d}^{\prime}}
$$

The indecomposable modules given above will be called complementary. We will apply this criterion for complementary modules in the $\mathrm{U}_{\epsilon, \mathrm{d}}$-notation.

In section 3.4 we will show that given a lifting $\mathscr{X}$ of the $\mathrm{C}_{\mathrm{q}}$ action using Oort conjecture, and a lifting of the linear representation satisfying criterion 3.1 .4 the lift $\mathscr{X}$ can be modified to a lift $\mathscr{X}^{\prime}$, which lifts the action of $\mathrm{D}_{\mathrm{q}}$. In order to apply this idea we need a detailed study of the direct $\mathrm{k}[\mathrm{G}]$ summands of $H^{0}\left(X, \Omega_{X}\right)$, for $G=C_{q} \rtimes C_{m}$. This is considered in section 3.5 , where we employ the joint work of F. Bleher and T. Chinburg and A. Kontogeorgis [11], in order to compute the decomposition of $H^{0}\left(X, \Omega_{X}\right)$ into indecomposable kG-modules, in terms of the ramification filtration of the local action.

Then the lifting criterion of theorem 3.1 .3 is applied. Our method gives rise to an algorithm which takes as input a group $C_{q} \rtimes C_{m}$, with a given sequence of lower jumps and decides whether the action lifts to characteristic zero.

In section 3.5 a we give an example of an $\mathrm{C}_{125} \rtimes \mathrm{C}_{4}$ HKG-curve which does not lift and then we restrict ourselves to the case of dihedral groups. The possible ramification filtrations for local actions of the group $C_{q} \rtimes C_{m}$ were computed in the work of A. Obus and R. Pries in [62]. We focus on the case of dihedral groups $\mathrm{D}_{\mathrm{q}}$ with lower jumps

$$
\begin{equation*}
\mathrm{b}_{\ell}=w_{0} \frac{\mathrm{p}^{2 \ell}+1}{\mathrm{p}+1}, 0 \leqslant \ell \leqslant \mathrm{~h}-1 \tag{3.3}
\end{equation*}
$$

For the values $w_{0}=9$ we show in this section that the local action does not lift, providing a counterexample to the conjecture that the KGB-obstruction is the only obstruction to the local lifting problem.

Finally, in section 3.5 b we prove that the jumps of eq. (3.3) for the value $w_{0}=1$ lift in characteristic zero. This result is a special case of the result of A. Obus in [ 61, Th. 8.7] proved by completely different methods.

We also have developed a program in sage [74] in order to compute the decomposition of $H^{0}\left(X, \Omega_{X}\right)$ into intecomposable summands, which is freely available ${ }^{1}$.

In the last chapter of the first part we will study metacyclic groups $G=C_{q} \rtimes C_{m}$, where $q=p^{h}$ is a power of the characteristic and $m \in \mathbb{N},(m, p)=1$. Let $\tau$ be a generator of the cyclic group $C_{q}$ and $\sigma$ be a generator of the cyclic group $C_{m}$.

The group G is given in terms of generators and relations as follows:

$$
\begin{equation*}
\mathrm{G}=\left\langle\sigma, \tau \mid \tau^{\mathfrak{q}}=1, \sigma^{\mathrm{m}}=1, \sigma \tau \sigma^{-1}=\tau^{\alpha}\right\rangle \tag{3.4}
\end{equation*}
$$

for some $\alpha \in \mathbb{N}, 1 \leqslant \alpha \leqslant p^{h}-1,(\alpha, p)=1$. The integer $\alpha$ satisfies the following congruence:

$$
\begin{equation*}
\alpha^{m} \equiv 1 \bmod q \tag{3.5}
\end{equation*}
$$

[^0]as one sees by computing $\tau=\sigma^{m} \tau \sigma^{-m}=\tau^{\alpha^{m}}$. Also the $\alpha$ can be seen as an element in the finite field $\mathbb{F}_{p}$, and it is a $(p-1)$-th root of unity, not necessarily primitive. In particular the following holds:

Lemma 3.1.4.1. Let $\zeta_{m}$ be a fixed primitive $m$-th root of unity. There is a natural number $a_{0}$, $0 \leqslant a_{0}<m-1$ such that $\alpha=\zeta_{m}^{a_{0}}$.
Proof. The integer $\alpha$ if we see it as an element in $k$ is an element in the finite field $\mathbb{F}_{p} \subset k$, therefore $\alpha^{p-1}=1$ as an element in $\mathbb{F}_{p}$. Let $\operatorname{ord}_{p}(\alpha)$ be the order of $\alpha$ in $\mathbb{F}_{p}^{*}$. By eq. 3.5 we have that $\operatorname{ord}_{p}(\alpha) \mid p-1$ and $\operatorname{ord}_{p}(\alpha) \mid m$, that is $\operatorname{ord}_{p}(\alpha) \mid(p-1, m)$.

The primitive $m$-th root of unity $\zeta_{m}$ generates a finite field $\mathbb{F}_{p}\left(\zeta_{m}\right)=\mathbb{F}_{p^{v}}$ for some integer $v$, which has cyclic multiplicative group $\mathbb{F}_{p^{v}} \backslash\{0\}$ containing both the cyclic groups $\left\langle\zeta_{m}\right\rangle$ and $\langle\alpha\rangle$. Since for every divisor $\delta$ of the order of a cyclic group $C$ there is a unique subgroup $C^{\prime}<C$ of order $\delta$ we have that $\alpha \in\left\langle\zeta_{m}\right\rangle$, and the result follows.

Remark 3.1.5. For the case $C_{q} \rtimes C_{m}$ the KGB-obstruction vanishes if and only if the first lower jump $h$ satisfies $h \equiv-1$ modm. For this to happen the conjugation action of $C_{m}$ on $C_{q}$ has to be faithful, see [59, prop. 5.9]. Also notice that by [62, th. 1.1], that if $u_{0}, u_{1}, \ldots, u_{h-1}$ is the sequence upper ramification jumps for the $C_{q}$ subgroup, then the condition $h \equiv-1 \operatorname{modm}$, then all upper jumps $u_{i} \equiv-1 \operatorname{modm}$. In remark 3.2 .2 we will explain the necessity of the KGB-obstruction in terms of the action of $C_{m}$, on the fixed horizontal divisor of the $C_{q}$ group.

### 3.2 Deformation of covers

## 3.2a Splitting the branch locus

Consider a deformation $\mathscr{X} \rightarrow$ SpecA of the curve $X$ together with the action of G. Denote by $\tilde{\tau}=\tilde{\rho}(\tau)$ a lift of the action of the element $\tau \in \operatorname{Aut}(X)$. Weierstrass preparation theorem [13, prop. VII.6] implies that:

$$
\tilde{\tau}(\mathrm{T})-\mathrm{T}=\mathrm{g}_{\tilde{\tau}}(\mathrm{T}) \mathfrak{u}_{\tilde{\tau}}(\mathrm{T}),
$$

where $g_{\tilde{\tau}}(T)$ is a distinguished Weierstrass polynomial of degree $m+1$ and $u_{\tilde{\tau}}(T)$ is a unit in $R[[T]]$.
The polynomial $g_{\tilde{\tau}}(T)$ gives rise to a horizontal divisor that corresponds to the fixed points of $\tilde{\tau}$. This horizontal divisor might not be irreducible. The branch divisor corresponds to the union of the fixed points of any element in $G_{1}(P)$. Next lemma gives an alternative definition of a horizontal branch divisor for the relative curves $\mathscr{X} \rightarrow \mathscr{X}^{\mathrm{G}}$, that works even when G is not a cyclic group.

Lemma 3.2.0.1. Let $\mathscr{X} \rightarrow$ Spec $A$ be an $A$-curve, admitting a fibrewise action of the finite group G, where $A$ is a Noetherian local ring. Let $S=\operatorname{Spec} A$, and $\Omega_{\mathscr{X} / S}, \Omega_{\mathscr{Y} / S}$ be the sheaves of relative differentials of $\mathscr{X}$ over $S$ and $\mathscr{Y}$ over $S$, respectively. Let $\pi: \mathscr{X} \rightarrow \mathscr{Y}$ be the quotient map. The sheaf

$$
\mathscr{L}\left(-\mathrm{D} \mathscr{X}_{\mathscr{Y}}\right)=\Omega_{\mathscr{X} / \mathrm{S}}^{-1} \otimes_{\mathrm{S}} \pi^{*} \Omega_{\mathscr{Y} / \mathrm{S}}
$$

is the ideal sheaf of the horizontal Cartier divisor $\mathrm{D}_{\mathscr{X} / \mathscr{\mathscr { Y }}}$. The intersection of $\mathrm{D}_{\mathscr{X} / \mathscr{Y}}$ with the special and generic fibre of $\mathscr{X}$ gives the ordinary branch divisors for curves.

Proof. We will first prove that the above defined divisor $\mathrm{D}_{\mathscr{K} / \mathscr{Y}}$ is indeed an effective Cartier divisor. According to [45, Cor. 1.1.5.2] it is enough to prove that

- $\mathrm{D}_{\mathscr{X} / \mathscr{Y}}$ is a closed subscheme which is flat over $S$.
- for all geometric points Speck $\rightarrow S$ of $S$, the closed subscheme $D_{\mathscr{X} / \mathscr{Y}} \otimes_{S} k$ of $\mathscr{X} \otimes_{\mathrm{s}} \mathrm{k}$ is a Cartier divisor in $\mathscr{X} \otimes_{\mathrm{s}} \mathrm{k} / \mathrm{k}$.

In our case the special fibre is a nonsingular curve. Since the base is a local ring and the special fibre is nonsingular, the deformation $\mathscr{X} \rightarrow$ SpecA is smooth. (See the remark after the definition 3.35 p. 142 in [55]). The smoothness of the curves $\mathscr{X} \rightarrow S$, and $\mathscr{Y} \rightarrow S$, implies that the sheaves $\Omega_{\mathscr{X} / \mathrm{s}}$ and $\Omega_{\mathscr{X} / \mathrm{S}}$ are S-flat, [55, cor. 2.6 p.222].

On the other hand the sheaf $\Omega_{\mathscr{Y}, \text { SpecA }}$ is by [45, Prop. 1.1.5.1] $\mathscr{O} \mathscr{Y}$-flat. Therefore, $\pi^{*}\left(\Omega_{\mathscr{Y}, \text { SpecA }}\right)$ is $\mathscr{O}_{\mathscr{X}}$-flat and SpecA-flat [36, Prop. 9.2]. Finally, observe that the intersection with the special and generic fibre is the ordinary branch divisor for curves according to [36, IV p.301].

For a curve $X$ and a branch point $P$ of $X$ we will denote by $i_{G, P}$ the order function of the filtration of $G$ at $P$. The Artin representation of the group $G$ is defined by $\operatorname{ar}_{P}(\sigma)=-f_{P} i_{G, P}(\sigma)$ for $\sigma \neq 1$ and $\operatorname{ar}_{P}(1)=f_{P} \sum_{\sigma \neq 1} i_{G, P}(\sigma)$ [72, VI.2]. We are going to use the Artin representation at both the special and generic fibre. In the special fibre we always have $f_{P}=1$ since the field $k$ is algebraically closed. The field of quotients of $A$ should not be algebraically closed therefore a fixed point there might have $f_{P} \geqslant 1$. The integer $i_{G, P}(\sigma)$ is equal to the multiplicity of $P \times P$ in the intersection of $\Delta . \Gamma_{\sigma}$ in the relative $A$-surface $\mathscr{X} \times_{\text {SpecA }} \mathscr{X}$, where $\Delta$ is the diagonal and $\Gamma_{\sigma}$ is the graph of $\sigma$ [72, p. 105].

Since the diagonals $\Delta_{0}, \Delta_{\eta}$ and the graphs of $\sigma$ in the special and generic fibres respectively of $\mathscr{X} \times_{\operatorname{Spec} A} \mathscr{X}$ are algebraically equivalent divisors we have:

Proposition 3.2.0.1. Assume that $A$ is an integral domain, and let $\mathscr{X} \rightarrow \operatorname{Spec} A$ be a deformation of $X$. Let $\bar{P}_{i}, i=1, \cdots, s$ be the horizontal branch divisors that intersect at the special fibre, at point $P$, and let $P_{i}$ be the corresponding points on the generic fibre. For the Artin representations attached to the points $P, P_{i}$ we have:

$$
\begin{equation*}
\operatorname{ar}_{P}(\sigma)=\sum_{i=1}^{s} \operatorname{ar}_{P_{i}}(\sigma) \tag{3.6}
\end{equation*}
$$

This generalizes a result of $J$. Bertin [8]. Moreover if we set $\sigma=1$ to the above formula we obtain a relation for the valuations of the differents in the special and the generic fibre, since the value of the Artin's representation at 1 is the valuation of the different [72, prop. 4.IV,prop. 4.VI]. This observetion is equivalent to claim 3.2 in [29] and is one direction of a local criterion for good reduction theorem proved in [29, 3.4], [44, sec. 5].

## 3.2b The Artin representation on the generic fibre

We can assume that after a base change of the family $\mathscr{X} \rightarrow \operatorname{Spec}(A)$ the points $P_{i}$ at the generic fibre have degree 1. Observe also that at the generic fibre the Artin representation can be computed as follows:

$$
\operatorname{ar}_{\mathrm{Q}}(\sigma)=\left\{\begin{array}{l}
1 \text { if } \sigma(\mathrm{Q})=\mathrm{Q} \\
0 \text { if } \sigma(\mathrm{Q}) \neq \mathrm{Q}
\end{array}\right.
$$

The set of points $S:=\left\{P_{1}, \ldots, P_{s}\right\}$ that are the intersections of the ramification divisor and the generic fibre are acted on by the group G.

We will now restrict our attention to the case of a cyclic group $H=C_{q}$ of order q. Let $S_{k}$ be the subset of $S$ fixed by $C_{p^{h-k}}$, i.e.

$$
P \in S_{k} \text { if and only if } H(P)=C_{p^{h-k}}
$$

Let $s_{k}$ be the order of $S_{k}$. Observe that since for a point Q in the generic fibre $\sigma(\mathrm{Q})$ and Q have the same stabilizers (in general they are conjugate, but here $H$ is abelian) the sets $S_{k}$ are acted on by $H$. Therefore $\# S_{k}=: s_{k}=p^{k} \mathfrak{i}_{k}$ where $\mathfrak{i}_{k}$ is the number of orbits of the action of $H$ on $S_{k}$.

Let $b_{0}, b_{1}, \ldots, b_{h-1}$ be the jumps in the lower ramification filtration. Observe that

$$
H_{j_{k}}= \begin{cases}C_{p^{h-k}} & \text { for } 0 \leqslant k \leqslant h-1 \\ \{1\} & \text { for } k \geqslant h .\end{cases}
$$

An element in $\mathrm{H}_{\mathrm{b}_{k}}$ fixes only elements in S with stabilizers that contain $\mathrm{H}_{\mathrm{b}_{\mathrm{k}}}$. So $\mathrm{H}_{\mathrm{b}_{0}}$ fixes only $\mathrm{S}_{0}$, $\mathrm{H}_{\mathrm{b}_{1}}$ fixes both $S_{0}$ and $S_{1}$ and $H_{b_{k}}$ fixes all elements in $S_{0}, S_{1}, \ldots, S_{k}$. By definition of the Artin representation an element $\sigma$ in $H_{b_{k}}-G_{b_{k+1}}$ satisfies $\operatorname{ar}_{p}(\sigma)=b_{k}+1$ and by using equation (3.6) we arive at

$$
\mathrm{b}_{\mathrm{k}}+1=\mathfrak{i}_{0}+\mathrm{p} \mathfrak{i}_{1}+\cdots+\mathrm{p}^{\mathrm{k}} \mathfrak{i}_{\mathrm{k}}
$$

Remark 3.2.1. This gives us a geometric interpretation of the Hasse-Arf theorem, which states that for the cyclic $p$-group of order $q=p^{h}$, the lower ramification filtration is given by

$$
\mathrm{H}_{0}=\mathrm{H}_{1}=\cdots=\mathrm{H}_{\mathrm{b}_{0}} \nexists \mathrm{H}_{\mathrm{b}_{0}+1}=\cdots=\mathrm{H}_{\mathrm{b}_{1}} \nexists \mathrm{H}_{\mathrm{b}_{1}+1}=\cdots=\mathrm{H}_{\mathrm{b}_{\mathrm{h}-1}} \ngtr\{1\},
$$

i.e. the jumps of the ramification filtration appear at the integers $b_{0}, \ldots, b_{h-1}$. Then

$$
\begin{equation*}
b_{k}+1=\mathfrak{i}_{0}+\mathfrak{i}_{1} p+\mathfrak{i}_{2} p^{2}+\cdots+\mathfrak{i}_{k} p^{k} . \tag{3.7}
\end{equation*}
$$

Figure 3.1: The horizontal Ramification divisor


The set of horizontal branch divisors is illustrated in figure 3.1. Notice that the group $C_{m}$ acts on the set of ramification points of $\mathrm{H}=\mathrm{C}_{\mathrm{q}}$ on the special fibre but it can't fix any of them since there are already fixed by a subgroup of $C_{q}$ and if a branch point $P$ of $C_{q}$ was also fixed by an element of $C_{m}$, then the isotropy subgroup of $P$ could not be cyclic. This proves that $m$ divides the numbers of all orbits $i_{0}, \ldots, i_{n-1}$.
Remark 3.2.2. In this way we can recover the necessity of the KGB-obstruction since by eq. (3.7) the upper ramification jumps are $\mathfrak{i}_{0}-1, \mathfrak{i}_{0}+\mathfrak{i}_{1}-1, \ldots, \mathfrak{i}_{0}+\cdots+\mathfrak{i}_{n-1}-1$.

The Galois cover $X \rightarrow X / G$ breaks into two covers $X \rightarrow X^{C_{q}}$ and $X^{C_{q}} \rightarrow C^{G}$. The genus of $C^{G}$ is zero by assumption and in the cover $X^{C_{q}} \rightarrow C^{G}$ there are exactly two ramified points with ramification indices $m$. An application of the Riemann-Hurwitz formula shows that the genus of $X^{C_{q}}$ is zero as well.

The genus of the curve $X$ can be computed either by the Riemann-Hurwitz formula in the special fibre

$$
\begin{aligned}
g & =1-p^{n}+\frac{1}{2} \sum_{i=0}^{\infty}\left(\left|G_{i}\right|-1\right) \\
& =1-p^{n}+\frac{1}{2}\left(\left(b_{0}+1\right)\left(p^{n}-1\right)+\left(b_{1}-b_{0}\right)\left(p^{n-1}-1\right)\right. \\
& \left.+\left(b_{2}-b_{1}\right)\left(p^{n-2}-1\right)+\cdots+\left(b_{n}-b_{n-1}\right)(p-1)\right)
\end{aligned}
$$

or by the Riemann-Hurwitz formula on the generic fibre:

$$
\begin{equation*}
g=1-p^{n}+\frac{1}{2}\left(i_{0}\left(p^{n}-1\right)+i_{1} p\left(p^{n-1}-1\right)+\cdots \mathfrak{i}_{n-1} p^{n-1}(p-1)\right) \tag{3.8}
\end{equation*}
$$

Using eq. (3.7) we see that the two formulas for $g$ give the same result as expected.

### 3.3 HKG-covers and their canonical ideal

Lemma 3.3.0.1. Consider the Harbater-Katz-Gabber curve corresponding to the local group action $C_{q} \rtimes C_{m}$, where $q=p^{h}$ that is a power of the characteristic $p$. If one of the following conditions holds:

- $h \geqslant 3$ or $h=2, p>3$
- $h=1$ and the first jump $\mathfrak{i}_{0}$ in the ramification filtration for the cyclic group satisfies $\mathfrak{i}_{0} \neq 1$ and $\mathrm{q} \geqslant \frac{12}{i_{0}-1}+1$,
then the curve $X$ has canonical ideal generated by quadratic polynomials.
Remark 3.3.1. Notice, that the missing cases in the above lemma which satisfy the KGB obstruction, are all either cyclic, $\mathrm{D}_{3}$ or $\mathrm{D}_{9}$, which are all known local Oort groups.

Proof. Using Petri's Theorem [67] it is enough to prove that the curve $X$ has genus $g \geqslant 6$ provided that $p$ or $h$ is big enough. We will also prove that the curve $X$ is not hyperelliptic nor trigonal.

Remark 3.3.2. Let us first recall that a cyclic group of order $q=p^{h}$ for $h \geqslant 2$ can not act on the rational curve, see [79, thm 1]. Also let us recall that a cyclic group of order $p$ can act on a rational curve and in this case the first and only break in the ramification filtration is $\mathfrak{i}_{0}=1$. This latter case is excluded.

Consider first the case $p^{h}=p$ and $i_{0} \neq 1$. In this case we compute the genus $g$ of the HKG-curve $X$ using Riemann-Hurwitz formula:

$$
2 g=2-2 m q+q(m-1)+q m-1+i_{0}(q-1)
$$

where the contribution $\mathrm{q}(\mathrm{m}-1)$ is from the q -points above the unique tame ramified point, while $\mathrm{qm}-1+\mathfrak{i}_{0}(\mathrm{q}-1)$ is the contribution of the wild ramified point. This implies that,

$$
2 g=\left(i_{0}-1\right)(q-1)
$$

therefore if $\mathfrak{i}_{0} \geqslant 2$, it suffices to have $q=p^{h} \geqslant 13$ and more generally it is enough to have $q \geqslant \frac{12}{i_{0}-1}+1$ in order to ensure that $\mathrm{g} \geqslant 6$.

For the case $h \geqslant 2$, we can write a stronger inequality based on Riemann-Hurwitz theorem as (recall that $\mathfrak{i}_{0} \equiv \mathfrak{i}_{1} \bmod p$ so $\mathfrak{i}_{0}-\mathfrak{i}_{1} \geqslant p$ )

$$
\begin{equation*}
2 g \geqslant\left(\mathfrak{i}_{0}-1\right)\left(\mathfrak{p}^{h}-1\right)+\left(\mathfrak{i}_{0}-\mathfrak{i}_{1}\right)\left(p^{h-1}-1\right) \geqslant p^{h}-p \tag{3.9}
\end{equation*}
$$

which implies that $g \geqslant 6$ for $p>3$ or $h>3$.
In order to prove that the curve is not hyperelliptic we observe that hyperelliptic curves have a normal subgroup generated by the hyperelliptic involution $\mathfrak{j}$, so that $X \rightarrow X /\langle j\rangle=\mathbb{P}^{1}$. It is known that the automorphism group of a hyperelliptic curve fits in the short exact sequence

$$
\begin{equation*}
1 \rightarrow\langle\mathrm{j}\rangle \rightarrow \operatorname{Aut}(\mathrm{X}) \rightarrow \mathrm{H} \rightarrow 1 \tag{3.10}
\end{equation*}
$$

where $H$ is a subgroup of $\operatorname{PGL}(2, k)$, see [15]. If $m$ is odd then the hyperelliptic involution is not an element in $C_{m}$. If $m$ is even, let $\sigma$ be a generator of the cyclic group of order $m$ and $\tau$ a generator of the group $C_{q}$. The involution $\sigma^{m / 2}$ again can't be the hyperelliptic involution. Indeed, the hyperelliptic involution is central, while the conjugation action of $\sigma$ on $\tau$ is faithful that is $\sigma^{m / 2} \tau \sigma^{-m / 2} \neq \tau$. In this case $G=C_{q} \rtimes C_{m}$ is a subgroup of $H$ which should act on the rational function field. By the classification of such groups in [79, Th. 1] this is not possible. Thus $X$ can't be hyperelliptic.

We will prove now that the curve is not trigonal. Using Clifford's theorem we can show [4, B-3 p.137] that a non-hyperelliptic curve of genus $g \geqslant 5$ cannot have two distinct $g_{3}^{1}$. Notice that we have already required the stronger condition $g \geqslant 6$. So if there is a $g_{3}^{1}$, then this is unique. Moreover, the $g_{3}^{1}$ gives rise to a map $\pi: X \rightarrow \mathbb{P}^{1}$ and every automorphism of the curve $X$ fixes this map. Therefore, we obtain a morphism $\phi: \mathrm{C}_{\mathrm{q}} \rtimes \mathrm{C}_{\mathrm{m}} \rightarrow \mathrm{PGL}_{2}(\mathrm{k})$ and we arrive at the short exact sequence

$$
1 \rightarrow \operatorname{ker} \phi \rightarrow \mathrm{C}_{\mathrm{q}} \rtimes \mathrm{C}_{\mathrm{m}} \rightarrow \mathrm{H} \rightarrow 1
$$

for some finite subgroup H of $\mathrm{PGL}(2, \mathrm{k})$. If $\operatorname{ker} \phi=\{1\}$, then we have the tower of curves $X \xrightarrow{\pi} \mathbb{P}^{1} \xrightarrow{\pi^{\prime}} \mathbb{P}^{1}$, where $\pi^{\prime}$ is a Galois cover with group $C_{q} \rtimes C_{m}$. This implies that $X$ is a rational curve contradicting remark 3.3 .2 . If $\operatorname{ker} \phi$ is a cyclic group of order 3 , then we have that $3 \mid \mathrm{m}$ and the tower $X \xrightarrow{\pi} \mathbb{P}^{1} \xrightarrow{\pi^{\prime}} \mathbb{P}^{1}$, where $\pi$ is a cyclic Galois cover of order 3 and $\pi^{\prime}$ is a Galois cover with group $C_{q} \rtimes C_{m / 3}$. As before this contradicts remark 3.3.2 and is not possible.

### 3.4 Invariant subspaces of vector spaces

The $g \times g$ symmetric matrices $A_{1}, \ldots, A_{r}$ defining the quadratic canonical ideal of the curve $X$, define a vector subspace of the vector space $V$ of $g \times g$ symmetric matrices. By Oort conjecture, we know that there are symmetric matrices $\tilde{A}_{1}, \ldots, \tilde{A}_{r}$ with entries in a local principal ideal domain $R$, which reduce to the initial matrices $A_{1}, \ldots, A_{r}$. These matrices $\tilde{\mathcal{A}}_{1}, \ldots, \tilde{\mathcal{A}}_{r}$ correspond to the lifted relative curve $\tilde{X}$. Moreover, the submodule $\tilde{V}=\left\langle\tilde{\mathcal{A}}_{1}, \ldots, \tilde{\mathcal{A}}_{r}\right\rangle$ is left invariant under the action of a lifting $\tilde{\rho}$ of the representation $\rho: \mathrm{C}_{\mathrm{q}} \rightarrow \mathrm{GL}_{\mathrm{g}}(\mathrm{k})$.

Proposition 3.4.0.1. Let $\tilde{g}$ be the genus of the quotient curve $X / H$ for a subgroup $H$ of the automorphism group of a curve $X$ in characteristic zero. We have

$$
\operatorname{dim} H^{0}\left(X, \Omega_{X}^{\otimes d}\right)^{H}= \begin{cases}\tilde{g} & \text { if } d=1 \\ (2 d-1)(\tilde{g}-1)+\sum_{P \in X / G}\left\lfloor d\left(1-\frac{1}{e(\tilde{P})}\right)\right\rfloor & \text { if } d>1\end{cases}
$$

Proof. See [28, eq. 2.2.3,2.2.4 p. 254].
Therefore, a generator of $C_{q}$ acting on $H^{0}\left(X, \Omega_{X}\right)$ has no identity eigenvalues and $m$ should divide g. This means that we have to consider liftings of indecomposable summands of the $C_{q}$-module $H^{0}\left(X, \Omega_{X}\right)$, which satisfy condition 3.1.3. b. with $a=0$. We now assume that condition 3.1.3.b. of theorem 3.1 .3 can be fulfilled, so there is a lifting of the representation

satisfying condition, see also the discussion in the introduction after the statement of this theorem after eq. (3.2).

We have to show that we can modify the space $\tilde{V} \subset \operatorname{Sym}_{g}(R)$ to a space $\tilde{V}^{\prime}$ with the same reduction $V$ modulo $\mathfrak{m}_{R}$ so that $\tilde{V}$ is $C_{q} \rtimes C_{m}$-invariant.

Consider the sum of the free modules

$$
W=\tilde{V}+\tilde{\rho}(\sigma) \tilde{V}+\tilde{\rho}\left(\sigma^{2}\right) \tilde{V}+\cdots+\tilde{\rho}\left(\sigma^{m-1}\right) \tilde{V} \subset R^{N}
$$

Observe that $W$ is an $R\left[C_{q} \rtimes C_{m}\right]$-module and also it is a free submodule of $R^{N}$ and by the theory of modules over local principal ideal domain there is a basis $E_{1}, \ldots, E_{N}$ of $R^{N}$ such that

$$
\mathrm{W}=\mathrm{E}_{1} \oplus \cdots \oplus \mathrm{E}_{\mathrm{r}} \oplus \pi^{\mathrm{a}_{r+1}} \mathrm{E}_{\mathrm{r}+1} \oplus \cdots \oplus \pi^{\mathrm{a}_{\mathrm{N}}} \mathrm{E}_{\mathrm{N}}
$$

where $E_{1}, \ldots, E_{r}$ form a basis of $\tilde{V}$, while $\pi^{a_{r+1}} E_{r+1}, \ldots, \pi^{a_{N}} E_{N}$ form a basis of the kernel $W_{1}$ of the reduction modulo $\mathfrak{m}_{R}$. Since the reduction is compatible with the actions of $\rho, \tilde{\rho}$ we have that $W_{1}$ is an $R\left[C_{q} \rtimes C_{m}\right]$-module, while $\tilde{V}$ is just a $C_{q}$-module.

Let $\pi$ be the $R\left[C_{q}\right]$-equivariant projection map $\left.W=\tilde{V} \oplus_{R[C}{ }_{q}\right]$-modules $W_{1} \rightarrow W_{1}$. Since $m$ is an invertible element of $R$, we can employ the proof of Mascke's theorem in order to construct a module $\tilde{V}^{\prime}$, which is $R\left[C_{q} \rtimes C_{m}\right]$ stable and reduces to $V$ modulo $\mathfrak{m}_{R}$, see also [1, I. 3 p.12]. Indeed, consider the endomorphism $\bar{\pi}: W \rightarrow W$ defined by

$$
\bar{\pi}=\frac{1}{m} \sum_{i=0}^{m-1} \tilde{\rho}\left(\sigma^{i}\right) \pi \tilde{\rho}\left(\sigma^{-i}\right)
$$

We see that $\bar{\pi}$ is the identity on $W_{1}$ since $\pi$ is the identity on $W_{1}$. Moreover $\tilde{V}^{\prime}:=\operatorname{ker} \bar{\pi}$ is both $C_{q}$ and $C_{m}$ invariant and reduces to $V$ modulo $\mathfrak{m}_{R}$.

### 3.5 Galois module structure of holomorphic differentials, special fibre

Consider the group $C_{q} \rtimes C_{m}$. Let $\tau$ be a generator of $C_{q}$ and $\sigma$ a generator of $C_{m}$. It is known that $\operatorname{Aut}\left(\mathrm{C}_{\mathrm{q}}\right) \cong \mathbb{F}_{\mathrm{p}}^{*} \times \mathrm{Q}$, for some abelian group Q . The representation $\psi: \mathrm{C}_{\mathrm{m}} \rightarrow \operatorname{Aut}\left(\mathrm{C}_{\mathrm{q}}\right)$ given by the action
of $C_{m}$ on $C_{q}$ is known to factor through a character $\chi: C_{m} \rightarrow \mathbb{F}_{p}^{*}$. The order of $\chi$ divides $p-1$ and $\chi^{p-1}=\chi^{-(p-1)}$ is the trivial one dimensional character. In our setting, using the definition of $G$ given in eq. (3.4) and lemma 3.1.4.1 we have that the character $\chi$ is defined by

$$
\begin{equation*}
\chi(\sigma)=\alpha=\zeta_{m}^{a_{0}} \in \mathbb{F}_{p} \tag{3.11}
\end{equation*}
$$

For all $i \in \mathbb{Z}$, $\chi^{i}$ defines a simple $k\left[C_{m}\right]$-module of $k$ dimension one, which we will denote by $S_{\chi^{i}}$. For $0 \leqslant \ell \leqslant m-1$ denote by $S_{\ell}$ the simple module on which $\sigma$ acts as $\zeta_{m}^{\ell}$. Both $S_{\chi^{i}}, S_{\ell}$ can be seen as $k\left[C_{q} \rtimes C_{m}\right]$-modules using inflation. Finally for $0 \leqslant \ell \leqslant m-1$ we define $\chi^{i}(\ell) \in\{0,1, \ldots, m-1\}$ such that $S_{\chi^{i}(\ell)} \cong S_{\ell} \otimes_{k} S_{\chi^{i}}$. Using eq. (3.11) we arrive at

$$
\begin{equation*}
S_{\chi^{i}(\ell)}=S_{\ell+i a_{0}} \tag{3.12}
\end{equation*}
$$

There are $q \cdot m$ isomorphism classes of indecomposable $k\left[C_{q} \rtimes C_{m}\right]$-modules and are all uniserial, i.e. the set of submodules are totally ordered by inclusion. An indecomposable $k\left[C_{q} \rtimes C_{m}\right]$-module $U$ is uniquely determined by its socle, which is the kernel of the action of $\tau-1$ on U , and its k -dimension. For $0 \leqslant \ell \leqslant m-1$ and $1 \leqslant \mu \leqslant q$, let $U_{\ell, \mu}$ be the indecomposable $k\left[C_{q} \rtimes C_{m}\right]$ module with socle $S_{\ell}$ and k-dimension $\mu$. Then $\mathrm{U}_{\ell, \mu}$ is uniserial and its $\mu$ ascending composition factors are the first $\mu$ composition factors of the sequence

$$
S_{\ell}, S_{X^{-1}(\ell)}, S_{\chi^{-2}(\ell)}, \ldots, S_{\chi^{-(p-2)}(\ell)}, S_{\ell}, S_{\chi^{-1}(\ell)}, S_{\chi^{-2}(\ell)}, \ldots, S_{\chi^{-(p-2)}(\ell)}
$$

Lemma 3.5.0.1. There is the following relation between the two different notations for indecomposable modules:

$$
\mathrm{V}_{\alpha}(\lambda, \kappa)=\mathrm{U}_{\left.\left(\lambda+\mathrm{a}_{0}(\kappa-1)\right) \bmod m, \kappa\right)}
$$

In particular, for the case of dihedral groups $D_{q}$ we have the relation

$$
\mathrm{V}_{\alpha}(\lambda, \kappa)=\mathrm{U}_{\lambda+\kappa-1 \bmod 2, \kappa}
$$

Proof. Indeed, in the $V_{\alpha}(\lambda, \kappa)$ notation we describe the action of $\sigma$ on the generator $e$, by assuming that $\sigma e=\zeta_{m}^{\lambda} e$. We can then describe the action on every basis element $e_{i}=(\tau-1)^{i-1} e$, using the group relations

$$
\sigma e_{i}=\sigma(\tau-1)^{i-1} e=\left(\tau^{\alpha}-1\right)^{i-1} \sigma e=\zeta_{m}^{\lambda}\left(\tau^{\alpha}-1\right)^{i-1} e
$$

This allows us to prove, see lemma 4.3.0.2 that

$$
\sigma e_{i}=\alpha^{i-1} \zeta_{m}^{\lambda}+\sum_{v=i+1}^{k} a_{v} e_{v}
$$

for some elements $a_{v} \in k$ and in particular

$$
\sigma e_{\mathrm{k}}=\alpha^{\kappa-1} \zeta_{\mathrm{m}}^{\lambda}
$$

Recall that the number $\alpha=\zeta_{m}^{a_{0}}$ for some natural number $a_{0}, 0 \leqslant a_{0}<m-1$, see also lemma 4.2.0.1. In the $\mathrm{U}_{\mu, \kappa}$ notation, $\mu$ is the action on the one-dimensional socle which is the $\tau$-invariant element $e_{\kappa}=(\tau-1)^{\kappa-1}$ e, i.e. $\sigma\left(e_{\kappa}\right)=\zeta_{m}^{\mu}$. Putting all this together we have

$$
\mu=\lambda+(\kappa-1) a_{0} \operatorname{modm} .
$$

In the case of dihedral group $D_{q}, m=2$ and $\alpha=-1^{a_{0}}$, i.e. $a_{0}=1$, we have $V_{\alpha}(\lambda, \kappa)=U_{\lambda+\kappa-1 \bmod 2, k}$.
Assume that $X \rightarrow \mathbb{P}^{1}$ is an HKG-cover with Galois group $C_{q} \rtimes C_{m}$. The subgroup I generated by the Sylow $p$-subgroups of the inertia groups of all closed points of $X$ is equal to $C_{q}$.

Definition 3.5.0.1. In [11] for each $0 \leqslant \mathfrak{j} \leqslant q-1$ the divisor

$$
D_{j}=\sum_{y \in \mathbb{P}^{1}} d_{y, j} y
$$

is defined, where the integers $d_{y, j}$ are given as follows. Let $x$ be a point of $X$ above $y$ and consider
the $i$-th ramification group $I_{x, i}$ at $x$. The order of the inertia group at $x$ is assumed to be $p^{n(x)}$ and $t \mathfrak{i}(x)=h-n(x)$ is defined. In our work we will have HKG-covers, where $n(x)=h$, so $\mathfrak{i}(x)=0$. We will use this in order to simplify the notation in what follows.

Let $b_{0}, b_{1}, \ldots, b_{h-1}$ be the jumps in the numbering of the lower ramification filtration subgroups of $I_{x}$. We define

$$
d_{y, j}=\left\lfloor\frac{1}{p^{h}} \sum_{l=1}^{h} p^{h-l}\left(p-1+\left(p-1-a_{l, t}\right) b_{l-1}\right)\right\rfloor
$$

for all $\mathfrak{j} \geqslant 0$ with $p$-adic expansion

$$
j=a_{1, j}+a_{2, j} p+\cdots+a_{h, j} p^{h-1}
$$

In particular $\mathrm{D}_{\mathrm{q}-1}=0$. Observe that $\mathrm{d}_{\mathrm{y}, \mathrm{j}} \neq 0$ only for wildly ramified branch points.
Remark 3.5.1. For a divisor $D$ on a curve $Y$ define $\Omega_{Y}(D)=\Omega_{Y} \otimes \mathscr{O}_{Y}(D)$. In particular for $Y=\mathbb{P}^{1}$, and for $D=D_{j}=d_{P_{\infty}, j} P_{\infty}$, where $D_{j}$ is a divisor supported at the infinity point $P_{\infty}$ we have

$$
H^{0}\left(\mathbb{P}^{1}, \Omega_{\mathbb{P}^{1}}\left(D_{j}\right)\right)=\left\{f(x) d x: 0 \leqslant \operatorname{deg} f(x) \leqslant d_{P_{\infty}, j}-2\right\} .
$$

For the sake of simplicity, we will denote $d_{P_{\infty}, j}$ by $d_{j}$. The space $H^{0}\left(\mathbb{P}^{1}, \Omega_{\mathbb{P}^{1}}\left(D_{j}\right)\right)$ has a basis given by $B=$ $\left\{d x, x d x, \ldots, x^{d_{j}-2} d x\right\}$. Therefore, the number $n_{j, \ell}$ of simple modules appearing in the decomposition $\Omega_{\mathbb{P}^{1}}\left(\mathrm{D}_{\mathrm{j}}\right)$ isomorphic to $\mathrm{S}_{\ell}$ for $0 \leqslant \ell<\mathrm{m}$, is equal to the number of monomials $\chi^{v}$ with

$$
v \equiv \ell-1 \operatorname{modm}, 0 \leqslant v \leqslant d_{j}-2
$$

If $d_{j} \leqslant 1$ then $B=\emptyset$ and $n_{j, \ell}=0$ for all $0 \leqslant \ell<m$. If $d_{j}>1$, then we know that in the $d_{j}-1$ elements of the basis $B$, the first $m\left\lfloor\frac{d_{j}-1}{m}\right\rfloor$ elements contribute to every representative modulo $m$. Thus, we have at least $\left\lfloor\frac{d_{j}-1}{m}\right\rfloor$ elements in isomorphic to $S_{\ell}$ for every $0 \leqslant \ell<m$. We will now count the rest elements, of the form $\left\{x^{v} d x\right\}$, where

$$
m\left\lfloor\frac{d_{j}-1}{m}\right\rfloor \leqslant v \leqslant d_{j}-2 \text { and } v \equiv \overline{\ell-1} \operatorname{modm}
$$

where $\overline{\ell-1}$ is the unique integer in $\{0,1, \ldots, m-1\}$ equivalent to $\ell-1$ modulo $m$. We observe that the number $y_{j}(\ell)$ of such elements $v$ is given by

$$
y_{j}(\ell)= \begin{cases}1 & \text { if } \overline{\ell-1} \leqslant d_{j}-2-m\left\lfloor\frac{d_{j}-1}{m}\right\rfloor \\ 0 & \text { otherwise }\end{cases}
$$

Therefore

$$
n_{j, \ell}= \begin{cases}\left\lfloor\frac{d_{j}-1}{m}\right\rfloor+y_{j}(\ell) & \text { if } d_{j} \geqslant 2 \\ 0 & \text { if } d_{j} \leqslant 1\end{cases}
$$

For example if $d_{j}=9$ and $m=3$, then a basis for $H^{0}\left(\mathbb{P}^{1}, \Omega_{\mathbb{P}^{1}}\left(9 P_{\infty}\right)\right)$ is given by $\left\{d x, x d x, x^{2} d x, \ldots x^{7} d x\right\}$. This basis has 8 elements, and each triple $\left\{\mathrm{d} x, x \mathrm{~d} x, x^{2} \mathrm{~d} x\right\},\left\{x^{3} \mathrm{~d} x, x^{4} \mathrm{~d} x, x^{5} \mathrm{~d} x\right\}$ contributes one to each class $S_{0}, S_{1}, S_{2}$, while there are two remaining basis elements $\left\{x^{6} d x, x^{7} d x\right.$, \}, which contribute one to $S_{1}, S_{2}$. Notice that $\left\lfloor\frac{8}{3}\right\rfloor=2$ and $y(\ell)=1$ for $\ell=1,2$.

In particular if $m=2$, then $\mathfrak{n}_{\mathfrak{j}, \ell}=0$ if $d_{j} \leqslant 1$ and for $d_{j} \geqslant 2$ we have

$$
\mathfrak{n}_{\mathfrak{j}, \ell}= \begin{cases}\frac{\mathrm{d}_{\mathrm{j}}-1}{2} & \text { if } \mathrm{d}_{\mathrm{j}} \equiv 1 \bmod 2  \tag{3.13}\\ \frac{\mathrm{~d}_{\mathrm{j}}}{2}-1 & \text { if } \ell=0 \text { and } \mathrm{d}_{\mathfrak{j}} \equiv 0 \bmod 2 \\ \frac{\mathrm{~d}_{\mathrm{j}}}{2} & \text { if } \ell=1 \text { and } \mathrm{d}_{\mathrm{j}} \equiv 0 \bmod 2\end{cases}
$$

Lemma 3.5.1.1. Assume that $d_{j-1}=d_{j}+1$. Then if $d_{j} \geqslant 2$

$$
\mathfrak{n}_{\mathfrak{j}-1, \ell}-\mathfrak{n}_{\mathfrak{j}, \ell}= \begin{cases}1 & \text { if } \mathrm{d}_{\mathfrak{j}-1} \equiv 1 \bmod 2 \text { and } \ell=0 \\ & \text { or } d_{j-1} \equiv 0 \bmod 2 \text { and } \ell=1 \\ 0 & \text { if } d_{\mathfrak{j}-1} \equiv 1 \bmod 2 \text { and } \ell=1 \\ & \text { or } d_{j-1} \equiv 0 \bmod 2 \text { and } \ell=0\end{cases}
$$

If $d_{j} \leqslant 1$, then

$$
n_{j-1, \ell}-n_{j, \ell}= \begin{cases}0 & \text { if } d_{j}=0 \text { or }\left(d_{j}=1 \text { and } \ell=0\right) \\ 1 & \text { if } d_{j}=1 \text { and } \ell=1\end{cases}
$$

Proof. Assume that $d_{j} \geqslant 2$. We distinguish the following two cases, and we will use eq. (3.13)

- $d_{j-1}$ is odd and $d_{j}$ is even. Then, if $\ell=0$

$$
\mathrm{n}_{\mathfrak{j}-1, \ell}-\mathrm{n}_{\mathrm{j}, \ell}=\frac{\mathrm{d}_{\mathfrak{j}-1}-1}{2}-\frac{\mathrm{d}_{\mathfrak{j}}}{2}+1=1
$$

while $\mathfrak{n}_{\mathfrak{j}-1, \ell}-\mathfrak{n}_{\mathfrak{j}, \ell}=0$ if $\ell=1$.

- $d_{j-1}$ is even and $d_{j}$ is odd. Then, if $\ell=0$

$$
\mathfrak{n}_{\mathfrak{j}-1, \ell}-\mathfrak{n}_{\mathfrak{j}, \ell}=\frac{\mathrm{d}_{\mathfrak{j}-1}}{2}-1-\frac{\mathrm{d}_{\mathfrak{j}}-1}{2}=0,
$$

while $\mathfrak{n}_{\mathfrak{j}-1, \ell}-\mathfrak{n}_{\mathfrak{j}, \ell}=1$ if $\ell=0$.
If now $\mathrm{d}_{\mathfrak{j}}=0$ and $\mathrm{d}_{\mathfrak{j}-1}=1$, then $\mathfrak{n}_{\mathfrak{j}-1, \ell}-\mathfrak{n}_{\mathfrak{j}, \ell}=0$. If $\mathrm{d}_{\mathfrak{j}}=1$ and $\mathrm{d}_{\mathfrak{j}-1}=2$ then $\mathfrak{n}_{\mathfrak{j}, \ell}=0$ while $n_{\mathfrak{j}-1, \ell}=0$ if $\ell=0$ and $n_{\mathfrak{j}-1, \ell}=1$ if $\ell=1$.

Theorem 3.5.2. Let $M=H^{0}\left(X, \Omega_{X}\right)$, let $\tau$ be the generator of $C_{q}$, and for all $0 \leqslant j<q$ we define $M^{(j)}$ to be the kernel of the action of $k\left[C_{q}\right](\tau-1)^{j}$. For $0 \leqslant a \leqslant m-1$ and $1 \leqslant b \leqslant q=p^{h}$, let $n(a, b)$ be the number of indecomposable direct $k\left[C_{q} \rtimes C_{m}\right]$-module summands of $M$ that are isomorphic to $U_{a, b}$. Let $n_{1}(a, b)$ be the number of indecomposable direct $k\left[C_{m}\right]$-summands of $M^{(b)} / M^{(b-1)}$ with socle $S_{\chi^{-(b-1)}(a)}$ and dimension 1. Let $n_{2}(a, b)$ be the number of indecomposable direct $k\left[C_{m}\right]$-module summands of $M^{(b+1)} / M^{(b)}$ with socle $S_{\chi^{-b}(a)}$, where we set $n_{2}(a, b)=0$ if $b=q$.

$$
\mathfrak{n}(a, b)=n_{1}(a, b)-n_{2}(a, b)
$$

The numbers $n_{1}(a, b), n_{2}(a, b)$ can be computed using the isomorphism

$$
M^{(j+1)} / M^{(j)} \cong S_{\chi^{-j}} \otimes_{k} H^{0}\left(Y, \Omega_{Y}\left(D_{j}\right)\right)
$$

where $Y=X / C_{q}$ and $D_{j}$ are the divisors on $Y$, given in definition 3.5.0.1.
Proof. This theorem is proved in [11], see remark 4.4.

Corolarry 3.5.2.1. Set $d_{j}=\left\lfloor\frac{1}{p^{h}} \sum_{l=1}^{h} p^{h-l}\left(p-1+\left(p-1-a_{l, t}\right) b_{l-1}\right)\right\rfloor$. The numbers $n(a, b), n_{1}(a, b)$ and $n_{2}(a, b)$ are given by

$$
n(a, b)=n_{1}(a, b)-n_{2}(a, b)=n_{b-1, a}-n_{b, a}
$$

Proof. We will treat the $n_{1}(a, b)$ case and the $n_{2}(a, b)$ follows similarly. By the equivariant isomorphism for $M=H^{0}\left(X, \Omega_{X}\right)$ we have that

$$
M^{(b)} / M^{(b-1)} \cong S_{\chi^{-(b-1)}} \otimes_{k} H^{0}\left(\mathbb{P}^{1}, \Omega_{\mathbb{P}^{1}}\left(D_{b}\right)\right)
$$

The number of idecomposable $k\left[C_{m}\right]$-summands of $M^{(b)} / M^{(b-1)}$ isomorphic to $S_{\chi^{-(b-1)(a)}}=S_{a-(b-1) a_{0}}$ equals to the number of idecomposable $k\left[C_{m}\right]$-summands of $H^{0}\left(\mathbb{P}^{1}, \Omega_{\mathbb{P}^{1}}\left(D_{j}\right)\right)$ isomorphic to $S_{a}$ which is computed in remark 3.5.1.
In [62, Th. 1.1] A. Obus and R. Pries described the upper jumps in the ramification filtration of $C_{p h} \rtimes C_{m}$-covers.

Theorem 3.5.3. Let $G=C_{p^{h}} \rtimes C_{m}$, where $p \nmid m$. Let $m^{\prime}=\left|\operatorname{Cent}_{G}(\sigma)\right| / p^{h}$, where $\langle\tau\rangle=C_{p^{h}}$. A sequence $u_{1} \leqslant \cdots u_{n}$ of rational numbers occurs as the set of positive breaks in the upper numbering of the ramification filtration of a G-Galois extension of $k((t))$ if and only if:
(i) $u_{i} \in \frac{1}{m} \mathbb{N}$ for $1 \leqslant \mathfrak{i} \leqslant h$
(ii) $\operatorname{gcd}\left(m, m u_{1}\right)=m^{\prime}$
(iii) $p \nmid m u_{1}$ and for $1<i \leqslant h$, either $u_{i}=p u_{i-1}$ or both $u_{i}>p u_{i-1}$ and $p \nmid m u_{i}$.
(iv) $\mathfrak{m u} \mathrm{u}_{\mathrm{i}} \equiv \boldsymbol{m u _ { 1 }} \operatorname{modm}$ for $1 \leqslant \mathfrak{i} \leqslant n$.

Notice that in our setting $\operatorname{Cent}_{G}(\tau)=\langle\tau\rangle$, therefore $m^{\prime}=1$. Also the set of upper jumps of $C_{p^{h}}$ is given by $w_{1}=m u_{1}, \ldots, w_{h}=m u_{h}, w_{i} \in \mathbb{N}$, see [62, lemma 3.5].

The theorem of Hasse-Arf [72, p. 77] applied for cyclic groups, implies that there are strictly positive integers $t_{0}, t_{1}, \ldots, t_{h-1}$ such that

$$
b_{s}=\sum_{v=0}^{s-1} \iota_{v} p^{v}, \text { for } 0 \leqslant s \leqslant h-1
$$

Also, the upper jumps for the $\mathrm{C}_{\mathrm{q}}$ extension are given by

$$
\begin{equation*}
w_{0}=\mathfrak{i}_{0}-1, w_{1}=\mathfrak{i}_{0}+\mathfrak{i}_{1}-1, \ldots, w_{h}=\mathfrak{i}_{0}+\mathfrak{i}_{1}+\cdots+\mathfrak{u}_{\mathrm{h}}-1 . \tag{3.14}
\end{equation*}
$$

Assume that for all $0<v \leqslant h-1$ we have $w_{v}=p w_{v-1}$. Equation (3.14) implies that

$$
\mathfrak{i}_{1}=(p-1) w_{0}, \mathfrak{i}_{2}=(p-1) p w_{0}, \mathfrak{i}_{3}=(p-1) p^{2} w_{0}, \ldots, \mathfrak{u}_{\mathrm{h}-1}=(p-1) p^{\mathrm{h}-2} w_{0}
$$

Therefore,

$$
\begin{aligned}
b_{\ell}+1 & =\sum_{v=0}^{\ell} \mathfrak{i}_{v} p^{v} \\
& =1+w_{0}+(p-1) w_{0} \cdot p+(p-1) p w_{0} \cdot p^{2} \cdots+(p-1) p^{\ell-1} w_{0} \cdot p^{\ell} \\
& =1+u_{0}+p(p-1) u_{0}\left(\sum_{v=0}^{\ell-1} p^{2 v}\right)=1+w_{0}+p(p-1) w_{0} \frac{p^{2 \ell}-1}{p^{2}-1} \\
& =1+w_{0}+p w_{0} \frac{p^{2 \ell}-1}{p+1}=1+w_{0} \frac{p^{2 \ell+1}+1}{p+1}
\end{aligned}
$$

where we have used that $w_{0}=b_{0}=\mathfrak{i}_{0}-1$.

## 3.5a Examples of local actions that don't lift

Consider the curve with lower jumps $1,21,521$ and higer jumps $1,5,25$, acted on by $\mathrm{C}_{125} \rtimes \mathrm{C}_{4}$. According to eq. (3.5), the only possible values for $\alpha$ are $1,57,68,124$. The value $\alpha=1$ gives rise to a cyclic group G, while the value $\alpha=124$ has order 2 modulo 125 . The values 57,68 have order 4 modulo 125 . The cyclic group $\mathbb{F}_{5}^{*}$ is generated by the primitive root 2 of order 4 . We have that $57 \equiv 2$ mod5, while $68 \equiv 3 \equiv 2^{3} \bmod 5$.

Using corollary 3.5.2.1 together with remark 3.5.1 we have that $H^{0}\left(X, \Omega_{X}\right)$ is decomposed into the following indecomposable modules, each one appearing with multiplicity one:

$$
\begin{gathered}
\mathrm{U}_{0,5}, \mathrm{U}_{3,11}, \mathrm{U}_{2,17}, \mathrm{U}_{1,23}, \mathrm{U}_{0,29}, \mathrm{U}_{3,35}, \mathrm{U}_{2,41}, \mathrm{U}_{1,47}, \mathrm{U}_{0,53}, \mathrm{U}_{3,59} \\
\mathrm{U}_{2,65}, \mathrm{U}_{1,71}, \mathrm{U}_{0,77}, \mathrm{U}_{3,83}, \mathrm{U}_{2,89}, \mathrm{U}_{1,95}, \mathrm{U}_{0,101}, \mathrm{U}_{3,107}, \mathrm{U}_{2,113}, \mathrm{U}_{1,119}
\end{gathered}
$$

We have that $119 \equiv 3 \bmod 4$ so the module $\mathrm{U}_{1,119}$ can not be lifted by itself. Also it can't be paired with $\mathrm{U}_{0,5}$ since $119+5 \equiv 4 \neq 1 \bmod 4$. All other modules have dimension d such that $\mathrm{d}+119>125$. Therefore, the representation of $\mathrm{H}^{0}\left(\mathrm{G}, \Omega_{X}\right)$ cannot be lifted. Notice that this example has non-vanishing KGB obstruction, so our criterion does not give something new here.

The case of dihedral groups, in which the KGB-obstruction is always vanishing, is more difficult to find an example that does not lift. We have the following example.

The HKG-curve with lower jumps $9,9 \cdot 21=189,9 \cdot 521=4689$ has genus 11656 and the following modules appear in its decomposition, each one appearing with multiplicity one:

$$
\begin{aligned}
& \mathrm{U}_{0,1}, \mathrm{U}_{1,1}, \mathrm{U}_{0,2}, \mathrm{U}_{1,2}, \mathrm{U}_{1,3}, \mathrm{U}_{0,4}, \mathrm{U}_{1,4}, \mathrm{U}_{0,5}, \mathrm{U}_{1,6}, \mathrm{U}_{0,7}, \mathrm{U}_{1,7}, \mathrm{U}_{0,8}, \mathrm{U}_{1,8}, \mathrm{U}_{0,9}, \\
& \mathrm{U}_{1,9}, \mathrm{U}_{0,11}, \mathrm{U}_{1,11}, \mathrm{U}_{0,12}, \mathrm{U}_{1,12}, \mathrm{U}_{0,13}, \mathrm{U}_{1,13}, \mathrm{U}_{0,14}, \mathrm{U}_{1,15}, \mathrm{U}_{0,16}, \mathrm{U}_{0,17}, \mathrm{U}_{1,17}, \\
& \mathrm{U}_{0,18}, \mathrm{U}_{1,18}, \mathrm{U}_{0,19}, \mathrm{U}_{1,19}, \mathrm{U}_{0,21}, \mathrm{U}_{1,21}, \mathrm{U}_{0,22}, \mathrm{U}_{1,22}, \mathrm{U}_{0,23}, \mathrm{U}_{1,23}, \mathrm{U}_{1,24}, \mathrm{U}_{0,25} \text {, } \\
& \mathrm{U}_{1,26}, \mathrm{U}_{0,27}, \mathrm{U}_{1,27}, \mathrm{U}_{0,28}, \mathrm{U}_{1,28}, \mathrm{U}_{0,29}, \mathrm{U}_{1,29}, \mathrm{U}_{0,31}, \mathrm{U}_{1,31}, \mathrm{U}_{0,32}, \mathrm{U}_{1,32}, \mathrm{U}_{0,33}, \\
& \mathrm{U}_{0,34}, \mathrm{U}_{1,34}, \mathrm{U}_{1,35}, \mathrm{U}_{0,36}, \mathrm{U}_{0,37}, \mathrm{U}_{1,37}, \mathrm{U}_{0,38}, \mathrm{U}_{1,38}, \mathrm{U}_{0,39}, \mathrm{U}_{1,39}, \mathrm{U}_{0,41}, \mathrm{U}_{1,41} \text {, } \\
& \mathrm{U}_{0,42}, \mathrm{U}_{1,42}, \mathrm{U}_{0,43}, \mathrm{U}_{1,43}, \mathrm{U}_{1,44}, \mathrm{U}_{0,45}, \mathrm{U}_{0,46}, \mathrm{U}_{1,46}, \mathrm{U}_{1,47}, \mathrm{U}_{0,48}, \mathrm{U}_{1,48}, \mathrm{U}_{0,49}, \\
& \mathrm{U}_{1,49}, \mathrm{U}_{0,51}, \mathrm{U}_{1,51}, \mathrm{U}_{0,52}, \mathrm{U}_{1,52}, \mathrm{U}_{0,53}, \mathrm{U}_{0,54}, \mathrm{U}_{1,54}, \mathrm{U}_{1,55}, \mathrm{U}_{0,56}, \mathrm{U}_{0,57}, \mathrm{U}_{1,57}, \\
& \mathrm{U}_{0,58}, \mathrm{U}_{1,58}, \mathrm{U}_{0,59}, \mathrm{U}_{1,59}, \mathrm{U}_{0,61}, \mathrm{U}_{1,61}, \mathrm{U}_{0,62}, \mathrm{U}_{1,62}, \mathrm{U}_{0,63}, \mathrm{U}_{1,63}, \mathrm{U}_{1,64}, \mathrm{U}_{0,65}, \\
& \mathrm{U}_{0,66}, \mathrm{U}_{1,66}, \mathrm{U}_{1,67}, \mathrm{U}_{0,68}, \mathrm{U}_{1,68}, \mathrm{U}_{0,69}, \mathrm{U}_{1,69}, \mathrm{U}_{0,71}, \mathrm{U}_{1,71}, \mathrm{U}_{0,72}, \mathrm{U}_{1,72}, \mathrm{U}_{0,73}, \\
& \mathrm{U}_{1,73}, \mathrm{U}_{0,74}, \mathrm{U}_{1,75}, \mathrm{U}_{0,76}, \mathrm{U}_{0,77}, \mathrm{U}_{1,77}, \mathrm{U}_{0,78}, \mathrm{U}_{1,78}, \mathrm{U}_{0,79}, \mathrm{U}_{1,79}, \mathrm{U}_{0,81}, \mathrm{U}_{1,81} \text {, } \\
& \mathrm{U}_{0,82}, \mathrm{U}_{1,82}, \mathrm{U}_{0,83}, \mathrm{U}_{1,83}, \mathrm{U}_{1,84}, \mathrm{U}_{0,85}, \mathrm{U}_{1,86}, \mathrm{U}_{0,87}, \mathrm{U}_{1,87}, \mathrm{U}_{0,88}, \mathrm{U}_{1,88}, \mathrm{U}_{0,89}, \\
& \mathrm{U}_{1,89}, \mathrm{U}_{0,91}, \mathrm{U}_{1,91}, \mathrm{U}_{0,92}, \mathrm{U}_{1,92}, \mathrm{U}_{0,93}, \mathrm{U}_{1,93}, \mathrm{U}_{0,94}, \mathrm{U}_{1,95}, \mathrm{U}_{0,96}, \mathrm{U}_{1,96}, \mathrm{U}_{0,97}, \\
& \mathrm{U}_{0,98}, \mathrm{U}_{1,98}, \mathrm{U}_{0,99}, \mathrm{U}_{1,99}, \mathrm{U}_{0,101}, \mathrm{U}_{1,101}, \mathrm{U}_{0,102}, \mathrm{U}_{1,102}, \mathrm{U}_{1,103}, \mathrm{U}_{0,104}, \mathrm{U}_{1,104}, \\
& \mathrm{U}_{0,105}, \mathrm{U}_{1,106}, \mathrm{U}_{0,107}, \mathrm{U}_{1,107}, \mathrm{U}_{0,108}, \mathrm{U}_{1,108}, \mathrm{U}_{0,109}, \mathrm{U}_{1,109}, \mathrm{U}_{0,111}, \mathrm{U}_{1,111} \text {, } \\
& \mathrm{U}_{0,112}, \mathrm{U}_{1,112}, \mathrm{U}_{0,113}, \mathrm{U}_{1,113}, \mathrm{U}_{0,114}, \mathrm{U}_{1,115}, \mathrm{U}_{0,116}, \mathrm{U}_{1,116}, \mathrm{U}_{0,117}, \mathrm{U}_{0,118}, \\
& \mathrm{U}_{1,118}, \mathrm{U}_{0,119}, \mathrm{U}_{1,119}, \mathrm{U}_{0,121}, \mathrm{U}_{1,121}, \mathrm{U}_{0,122}, \mathrm{U}_{1,122}, \mathrm{U}_{0,123}, \mathrm{U}_{1,123}, \mathrm{U}_{1,124},
\end{aligned}
$$

The above formulas were computed using Sage 9.8 [74]. In order to be completely sure that are correct we will compute the values we need by hand also. We have

$$
\begin{aligned}
\mathrm{d}_{\mathrm{j}} & =\left\lfloor\frac{1}{125}\left(5^{2}\left(4+\left(4-\mathrm{a}_{1}\right) 9\right)+5\left(4+\left(4-\mathrm{a}_{2}\right) 189\right)+\left(4+\left(4-\mathrm{a}_{3}\right) 4689\right)\right)\right\rfloor \\
& =\left\lfloor\frac{1}{125}\left(23560-225 \mathrm{a}_{1}-945 \mathrm{a}_{2}-4689 \mathrm{a}_{3}\right)\right\rfloor
\end{aligned}
$$

| $\mathfrak{j}$ | p -adic | $\mathrm{d}_{\mathfrak{j}}$ | $\mathrm{n}_{\mathfrak{j}, 0}$ | $\mathrm{n}_{\mathfrak{j}, 1}$ | $\mathrm{n}_{\mathfrak{j}-1,0}-\mathfrak{n}_{\mathfrak{j}, 0}$ | $\mathrm{n}_{\mathfrak{j}-1,1}-\mathfrak{n}_{\mathfrak{j}, 1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $0,0,0$ | $\left\lfloor\frac{23560}{125}\right\rfloor=188$ | 93 | 94 | - | - |
| 1 | $1,0,0$ | $\left\lfloor\frac{23335}{125}\right\rfloor=186$ | 92 | 93 | 1 | 1 |
| 2 | $1,0,0$ | $\left\lfloor\frac{2310}{125}\right\rfloor=184$ | 91 | 92 | 1 | 1 |
| 3 | $1,0,0$ | $\left\lfloor\frac{22885}{125}\right\rfloor=183$ | 91 | 91 | 0 | 1 |
| 4 | $1,0,0$ | $\left\lfloor\frac{22660}{125}\right\rfloor=181$ | 90 | 90 | 1 | 1 |
| 5 | $0,1,0$ | $\left\lfloor\frac{2615}{125}\right\rfloor=180$ | 89 | 90 | 1 | 0 |
| 6 | $1,1,0$ | $\left\lfloor\frac{22390}{125}\right\rfloor=179$ | 89 | 89 | 0 | 1 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| 120 | $0,4,4$ | $\left\lfloor\frac{1024}{125}\right\rfloor=8$ | 3 | 4 |  |  |
| 121 | $1,4,4$ | $\left\lfloor\frac{799}{125}\right\rfloor=6$ | 2 | 3 | 1 | 1 |
| 122 | $2,4,4$ | $\left\lfloor\frac{574}{125}\right\rfloor=4$ | 1 | 2 | 1 | 1 |
| 123 | $3,4,4$ | $\left\lfloor\frac{349}{125}\right\rfloor=2$ | 0 | 1 | 1 | 1 |
| 124 | $4,4,4$ | $\left\lfloor\frac{124}{125}\right\rfloor=0$ | 0 | 0 | 0 | 1 |

Notice that $\mathrm{U}_{1,123}, \mathrm{U}_{0,123}$ can be paired with $\mathrm{U}_{1,0}, \mathrm{U}_{1,1}$, and then for $\mathrm{U}_{0,121}, \mathrm{U}_{1,121}$ there is only one $\mathrm{U}_{1,3}$ to be paired with. The lift is not possible.

## 3.5b Examples of actions that lift

Our aim now is to prove the following

Proposition 3.5.3.1. Assume that the first lower jump equals $b_{0}=w_{0}=1$ and each other lower jump is given by

$$
\begin{equation*}
\mathrm{b}_{\ell}=\frac{\mathrm{p}^{2 \ell+1}+1}{\mathrm{p}+1} \tag{3.15}
\end{equation*}
$$

Then, the local action of the dihedral group $D_{p^{h}}$ lifts.
Remark 3.5.4. Notice that in this case if $d_{j-1}>d_{j}$ then $d_{j-1}=d_{j}+1$.
Remark 3.5.5. This set of upper jumps was constructed by assuming that $w_{0}=1$ and $w_{v}=p w_{v-1}$ for all $0<w_{v} \leqslant h-1$. Hence the above proposition is a special case of [61, cor. 1.20], for $\mathfrak{m}=2$.

Definition 3.5.5.1. For an integer $j$ with $p$-adic expansion $j=a_{1}+a_{2} p+\cdots+a_{h} p^{h-1}$ we define

$$
B(j)=\sum_{\ell=1}^{h} a_{\ell} b_{\ell-1} p^{h-\ell}
$$

Lemma 3.5.5.1. Write

$$
\begin{aligned}
j-1 & =(p-1)+(p-1) p+\cdots+(p-1) p^{s-2}+a_{s} p^{s-1}+\cdots \\
j & =\left(a_{s}+1\right) p^{s-1}+\cdots
\end{aligned}
$$

where $1 \leqslant s \leqslant h$ is the smallest integer such that the corresponding coefficient $a_{s}$ in the $p$-adic expansion of $\mathfrak{j}-1$ satisfies $0 \leqslant a_{s}<p-1$. Then

$$
\begin{equation*}
B(j)-B(j-1)=p^{h-s} \tag{3.16}
\end{equation*}
$$

Proof. By definition of the function $B(j)$ and using the values of $b_{\ell}$ from eq (3.15), we have

$$
\begin{aligned}
B(j)-B(j-1) & =b_{s-1} p^{h-s}-(p-1)\left(b_{0} p^{h-1}+\cdots+b_{s-2} p^{h-s+1}\right) \\
& =\frac{p^{2 s-1}+1}{p+1} p^{h-s}-(p-1) \sum_{v=1}^{s-1} p^{h-v} \frac{p^{2 v-1}+1}{p+1} \\
& =p^{h-s}
\end{aligned}
$$

Definition 3.5.5.2. We will call the element $j$ of type $s$ if all $p$-adic coefficients $a=v$ in the $p$-adic expansion of $\mathfrak{j}$ for $1 \leqslant v \leqslant s-1$ are $p-1$, while $a_{s}$ is not $p-1$. For example $j-1$ in lemma 3.5.5.1 is of type $s$, while $j$ is of type 1 .

Proposition 3.5.5.1. Write $\pi_{j}=\left\lfloor\frac{B(\mathfrak{j})}{\mathfrak{p}^{h}}\right\rfloor$. Then,

$$
\pi_{j}= \begin{cases}\pi_{j-1}+1 & \text { if } \mathfrak{j}=k(p+1) \\ \pi_{j-1} & \text { otherwise }\end{cases}
$$

Also $p^{h} \nmid B(j)$ for all $1 \leqslant j \leqslant p^{h}-1$.
Proof. Equation (3.16) implies that $B(j)>B(j-1)$ hence $\pi_{j} \geqslant \pi_{j-1}$. Write $B(j)=\pi_{j} p^{h}+v_{j}, 0 \leqslant v_{j}<p^{h}$ for each $0 \leqslant j \leqslant p^{n-1}$. We observe first that

$$
\mathrm{B}(\mathfrak{j})-\mathrm{B}(\mathfrak{j}-1)=\left(\pi_{\mathfrak{j}}-\pi_{\mathfrak{j}-1}\right) \mathrm{p}^{\mathrm{h}}+v_{j}-v_{\mathfrak{j}-1}
$$

therefore

$$
\pi_{j}-\pi_{j-1}=\frac{1}{p^{s}}-\frac{v_{j-1}-v_{j}}{p^{h}}
$$

Notice that $\left|v_{j}-v_{j-1}\right|<p^{h}$, thus $\left|\pi_{j}-\pi_{j-1}\right|<2$. Since $\pi_{j} \geqslant \pi_{\mathfrak{j}-1}$ we have either $\pi_{j}=\pi_{j-1}$ or $\pi_{j}=\pi_{j-1}+1$.
In the following table we present the change on $B(j)$ after increasing $j-1$ to $\mathfrak{j}$, where $\mathfrak{j}-1$ has type s , using lemma 3.5.5.1.

| j | B ${ }^{\text {j }}$ ) | $\frac{\mathrm{B}(\mathfrak{j})}{\mathrm{p}^{\mathrm{h}}}$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 1 | $\mathrm{p}^{\mathrm{h}-1}$ | 0 |
| $\mathrm{a}_{1}=2, \ldots, p-1$ | $\mathrm{a}_{1} p^{\mathrm{h}-1}$ | 0 |
| $p$ | $(p-1) p^{h-1}+p^{h-2}$ | 0 |
| $p+1$ | $p^{h}+p^{h-2}$ | 1 |
| $p+2$ | $p^{h}+p^{h-2}+p^{h-1}$ | 1 |
| $p+\mathrm{a}_{1}, \mathrm{a}_{1}=3, \ldots, p-1$ | $p^{h}+p^{h-2}+\left(a_{1}-1\right) p^{h-1}$ | 1 |
| $2 p$ | $p^{\mathrm{h}}+2 p^{\mathrm{h}-2}+(\mathrm{p}-2) \mathrm{p}^{\mathrm{h}-1}$ | 1 |
| $2 p+1$ | $p^{\mathrm{h}}+2 \mathrm{p}^{\mathrm{h}-2}+(\mathrm{p}-1) \mathrm{p}^{\mathrm{h}-1}$ | 1 |
| $2 p+2$ | $2 p^{h}+2 p^{h-2}$ | 2 |
| $2 p+3$ | $2 p^{h}+2 p^{h-2}+p^{h-1}$ | 2 |
| $2 p+a_{1}$ | $2 p^{h}+2 p^{h-2}+\left(a_{1}-2\right) p^{h-1}$ | 2 |
| 3 p | $2 p^{h}+3 p^{h-2}+(p-3) p^{h-1}$ | 2 |
| ... | (p) ${ }^{\text {b }}+\left(p^{-}\right.$ | $\cdots$ |
| $(p-1) p$ | $(p-2) p^{h}+(p-1) p^{h-2}+p^{h-1}$ | $p-2$ |
| $\cdots$ |  | $\cdots$ |
| $(p-1)+(p-1) p$ | $(p-1) p^{h}+(p-1) p^{h-2}$ | $p-1$ |
| $\mathrm{p}^{2}$ | $(p-1) p^{h}+(p-1) p^{h-2}+p^{h-3}$ | $p-1$ |
| $\cdots$ $(p-1)+p^{2}$ | $(p-1) p^{h}+(p-1) p^{h-2}+p^{h-3}+(p-1) p^{h-1}$ | $p-1$ |
| $p+p^{2}$ | $p^{h+1}+p^{h-3}$ | $p$ |
| $1+\mathrm{p}+\mathrm{p}^{2}$ | $p^{\mathrm{h}+1}+\mathrm{p}^{\mathrm{h}-1}+\mathrm{p}^{\mathrm{h}-3}$ | $p$ |

Indeed, if the type of $\mathfrak{j}-1$ is $s=1$ then $B(j)=B(j-1)+p^{h-1}$, therefore $\pi_{j}=\pi_{j-1}$. It is clear from the above table that $\pi_{j}=\pi_{j-1}+1$ at $j=k p+k$, for $1 \leqslant k \leqslant p$. These integers are put in a box in the table above.

We will prove the result in full generality by induction. Observe that if $\mathfrak{j}-1$ is of type $s$, and $\pi_{j}=\pi_{j-1}+1$, then $B(j)=B(j-1)+p^{h-s}$ and moreover

$$
\begin{aligned}
\mathrm{B}(\mathfrak{j}-1) & =(p-1) p^{h-1}+(p-1) p^{h-2}+\cdots+(p-1) p^{h-s}+\pi_{j-1} p^{h}+u \\
B(j) & =p^{h}+\pi_{j-1} p^{h}+u
\end{aligned}
$$

for some

$$
u=u_{j}-(p-1) p^{h-1}+(p-1) p^{h-2}+\cdots+(p-1) p^{h-s}=\sum_{v=0}^{h-s-1} \gamma_{v} p^{v}
$$

for some integers $0 \leqslant \gamma_{v}<p, 0 \leqslant v \leqslant h-s-1$. Set $T=\pi_{j-1} p^{h}+u$. Assume by induction that this jump occurs at $j=k(p+1)$. We will prove that the next jump will occur at $j=k(p+1)+(p+1)=(k+1)(p+1)$. Indeed, $\mathfrak{j}$ has the zero $p$-adic coefficient $a_{0}$ equal to 0 , so it is of type 1 and we have

$$
\begin{align*}
& B(j+1)=B(j)+p^{h-1}+T  \tag{3.17}\\
& B(j+2)=B(j)+2 p^{h-1}+T \\
& \ldots \\
& B(j+(p-1))=B(j)+(p-1) p^{h-1}+T \quad \longleftarrow \text { type } 2 \\
& B(j+p)=B(j)+(p-1) p^{h-1}+p^{h-2}+T \\
& B(j+p+1)=B(j)+p^{h}+T+p^{h-2}
\end{align*}
$$

Therefore, $\pi_{\mathfrak{j}}=\pi_{\mathfrak{j}+1}=\cdots=\pi_{\mathfrak{j}+\mathrm{p}}<\pi_{j+(p+1)}=\pi_{\mathfrak{j}}+1$, i.e. the desired result.

In order to prove that $p^{h} \nmid B(j)$ we observe first that all values of $B(j)$ given in the table are not divisible by $p^{h}$. The result can be proved by induction. Indeed, we can assume that $B(j)$ is not divisible by $p^{h}$ and then we add $p^{h-1}$. Therefore all values in equation (3.17) when divided by $p^{h}$ have non-zero residue either $v p^{h-1}+u$ for $v=1, \ldots,(p-1)$ or $p^{h-2}+u$.

Theorem 3.5.6. Assume that $w_{0}=1$, and the jumps of the $C_{q}$ action are as in proposition 3.5.3.1. Then each direct summand $U(\epsilon, j)$ of $H^{0}\left(X, \Omega_{X}\right)$ has a compatible pair according to criterion 3.1.4, which is given by

$$
\begin{aligned}
& U\left(\epsilon^{\prime}, p^{h}-1-j\right) \text { if } h \text { is odd } \\
& u\left(\epsilon^{\prime}, p^{h}-p-j\right) \text { if } h \text { is even }
\end{aligned}
$$

Proof. For every $1 \leqslant \mathfrak{j} \leqslant p^{h}-1$, set $\tilde{\mathfrak{j}}=p^{h}-1-\mathfrak{j}$. For every $1 \leqslant \mathfrak{j} \leqslant p^{h}-1$ write $B(j)=\pi_{j} p^{h}+v_{j}$, $0 \leqslant v_{j}<p^{h}$. Recall that

$$
d_{j}=\left\lfloor\frac{p^{h}-1+B\left(p^{h}-1\right)-B(\mathfrak{j})}{p^{h}}\right\rfloor=\left\lfloor\frac{p^{h}-1+B(\tilde{\mathfrak{j}})}{p^{h}}\right\rfloor=1+\pi_{\mathfrak{j}}+\left\lfloor\frac{-1+v_{\mathfrak{j}}}{p^{h}}\right\rfloor .
$$

Since $v_{\mathfrak{j}} \neq 0$, we have that $\left\lfloor\frac{-1+v_{\mathfrak{j}}}{\mathbf{p}^{h}}\right\rfloor=0$. Therefore, $\mathrm{d}_{\mathfrak{j}-1}>\mathrm{d}_{\mathfrak{j}}$ if and only if $\pi_{\tilde{j}+1}>\pi_{\mathfrak{j}}$ that is

$$
\begin{equation*}
\tilde{j}+1=k(p+1) \Rightarrow \tilde{j}=k(p+1)-1 . \tag{3.18}
\end{equation*}
$$

Observe now that if $d_{j-1}=d_{j}+1$, that is $\tilde{j}=k(p+1)-1$, then

$$
\begin{equation*}
\mathfrak{j}=p^{h}-1-\tilde{j}=p^{h}-k(p+1) \tag{3.19}
\end{equation*}
$$

- If $h$ is odd, then by the right hand side of eq. (3.18) we have

$$
\tilde{j}=p^{h}-\left(1+p^{h}\right)+k(p+1)=p^{h}-k^{\prime}(p+1)
$$

for some integer $k^{\prime}=\frac{p^{h}+1}{p+1}-k$, since in this case $p+1 \mid p^{h}+1$. This proves that $d_{\tilde{j}-1}=d_{\tilde{j}}+1$, using proposition 3.5.5.1, since both $\mathfrak{j}, \tilde{j}$ are of the same form. Using $\tilde{\tilde{j}}=\mathfrak{j}$ we can assume that $\mathfrak{j}<\tilde{j}$. Then $d_{j}-d_{\tilde{j}}$ is the number of jumps between $d_{j}, d_{\tilde{j}}$, that is the number of elements $x=p^{h}-l_{x}(p+1) \in \mathbb{N}$ of the form

$$
j=p^{h}-k(p+1)<p^{h}-l_{x}(p+1) \leqslant p^{h}-k^{\prime}(p+1)
$$

that is $k^{\prime} \leqslant l_{x}<k$. This number equals $k-k^{\prime}=2 k-\frac{p^{h}+1}{p+1}$, which is odd since $\frac{p^{h}+1}{p+1}=\sum_{v=0}^{h-1}(-p)^{v}$ is odd.

- If $h$ is even, then we set $j^{\prime}=p^{h}-p-j$ and using eq. (3.19) we have

$$
j^{\prime}=p^{h}-p-j=p^{h}-\left(p+p^{h}\right)+k(p+1)=p^{h}-k^{\prime}(p+1)
$$

for some integer $k^{\prime}=\frac{p^{h}+p}{p+1}-k$, since in this case $p+1 \mid p^{h}+p$. As in the $h$ odd case, this proves that $d_{\tilde{j}-1}=d_{\tilde{j}}+1$, using proposition 3.5.5.1, since both $\mathfrak{j}, \mathfrak{j}^{\prime}$ are of the same form. Again since $\mathfrak{j}^{\prime \prime}=\mathfrak{j}$ we can assume that $j<j^{\prime}$. As in the odd $h$ case, the difference $d_{j}-d_{j^{\prime}}$ is the number of jumps between $d_{j}, d_{j^{\prime}}$, which equals to $2 k-\frac{p^{h}+p}{p+1}$ which is odd since $\frac{p^{h}+p}{p+1}=p \frac{p^{h-1}+1}{p+1}$ is odd.

Observe that we have proved in both cases that $d_{j}$ is odd if and only if $d_{\mathfrak{j}}\left(\right.$ resp. $\left.d_{j}^{\prime}\right)$ is even. The change of $\epsilon$ to $\epsilon^{\prime}$ follows by lemma 3.5.1.1, which implies that if we have the indecomposable summand $\mathrm{U}\left(\epsilon, \mathrm{d}_{\mathfrak{j}}\right)$, where $\epsilon \in\{0,1\}$, then we also have $\mathrm{U}\left(\epsilon^{\prime}, \mathrm{d}_{\mathfrak{j}}\right)$ (resp. $\mathrm{U}\left(\epsilon^{\prime}, \mathrm{d}_{\mathfrak{j}^{\prime}}\right)$ ) with $\epsilon^{\prime} \in\{0,1\}-\{\epsilon\}$ and $\mathrm{d}_{\mathfrak{j}}+\mathrm{d}_{\mathfrak{j}} \leqslant \mathrm{q}^{h}$ (resp. $d_{j}+d_{j^{\prime}} \leqslant q^{h}$ ), that is criterion 3.1.4 is satisfied.

## Part II

## Representations of metacyclic group

## Chapter 4

## The lifting of representations of a metacyclic group

### 4.1 Introduction

The lifting problem for a representation

$$
\rho: G \rightarrow \mathrm{GL}_{n}(\mathrm{k}),
$$

where $k$ is a field of characteristic $p>0$, is about finding a local ring $R$ of characteristic 0 , with maximal ideal $\mathfrak{m}_{\mathrm{R}}$ such that $\mathrm{R} / \mathfrak{m}_{\mathrm{R}}=\mathrm{k}$, so that the following diagram is commutative:


Equivalently one asks if there is a free $R$-module $V$, which is also an $R[G]$-module such that $V \otimes_{R} R / m_{R}$ is the $k[G]$-module corresponding to our initial representation. We know that projective $k[G]$-modules lift in characteristic zero, [71, chap. 15], but for a general $k[G]$-module such a lifting is not always possible, for example, see proposition 2.2.2.1. In the second part we study the lifting problem for the group $G=C_{q} \rtimes C_{m}$, where $C_{q}$ is a cyclic group of order $p^{h}$ and $C_{m}$ is a cyclic group of order $m,(p, m)=1$ and give necessary and sufficient condition in order to lift. We assume that the local ring $R$ contains the q-roots of unity and $k$ is algebraically closed, and we might need to consider a ramified extension of $R$, in order to ensure that certain $q$-roots of unit are distant in the $\mathfrak{m}_{R}$-topology, see remark 4.5.6. An example of such a ring $R$ is the ring of Witt vectors $W(k)\left[\zeta_{q}\right]$ with the q-roots of unity adjoined to it.

We notice that a decomposable $\mathrm{R}[\mathrm{G}]$-module V gives rise to a decomposable R -module modulo $\mathfrak{m}_{\mathrm{R}}$ and also an indecomposable $R[G]$-module can break in the reduction modulo $\mathfrak{m}_{R}$ into a direct sum of indecomposable $k[G]$-summands. We also give a classification of $k\left[C_{q} \rtimes C_{m}\right]$-modules in terms of Jordan decomposition and give the relation with the more usual uniserial description in terms of their socle [1].

Our interest to this problem comes from the problem of lifting local actions. The local lifting problem considers the following question: Does there exist an extension $\Lambda / W(k)$, and a representation

$$
\tilde{\rho}: G \hookrightarrow \operatorname{Aut}(\wedge[[T]]),
$$

such that if $t$ is the reduction of $T$, then the action of $G$ on $\Lambda[[T]]$ reduces to the action of $G$ on $k[[t]]$ ?
If the answer to the above question is positive, then we say that the G-action lifts to characteristic zero. A group G for which every local G-action on $k[[t]$ lifts to characteristic zero is called a local Oort group for $k$. Notice that cyclic groups are always local Oort groups. This result was known as the "Oort conjecture", which was recently proved by F. Pop [66] using the work of A. Obus and S. Wewers [63].

There are a lot of obstructions that prevent a local action to lift in characteristic zero. Probably the most important of these obstructions in the KGB-obstruction [20]. It is believed that this is the only
obstruction for the local lifting problem, see [59], [61]. In theorem 3 we gave a criterion for the local lifting, which involves the lifting of a linear representation of the same group. The case $G=C_{q} \rtimes C_{m}$ and especially the case of dihedral groups $D_{q}=C_{q} \rtimes C_{2}$, is a problem of current interest in the theory of local liftings, see [61], [23], [80]. For more details on the local lifting problem we refer to [19], [20], [21], [59].

Keep also in mind that the $C_{q} \rtimes C_{m}$ groups were important to the study of group actions in holomorphic differentials of curves defined over fields of positive characteristic $p$, where the group involved has cyclic p-Sylow subgroup, see [11].

Let us now describe the method of proof. For understanding the splitting of indecomposable R[G]modules modulo $\mathfrak{m}_{R}$, we develop a version of Jordan normal form in lemma 4.5.0.3 for endomorphisms $\mathrm{T}: \mathrm{V} \rightarrow \mathrm{V}$ of order $\mathrm{p}^{h}$, where V is a free module of rank d . We give a way to select this basis, by selecting an initial suitable element $E \in V$, see lemma 4.5.0.2. The normal form (as given in eq. (4.9)) of the element $T$ of order $q$, determines the decomposition of the reduction. We show that for every indecomposable summand $V_{i}$ of $V$, we can select $E$ as an eigenvalue of the generator $\sigma$ of $C_{m}$ and then by forcing the relation $\Gamma \mathrm{T}=\mathrm{T}^{\alpha} \Gamma$ to hold, we see how the action of $\sigma$ can be extended recursivelly to an action of $\sigma$ on $V_{i}$, this is done in lemma 4.5.4.2. Proving that this gives indeed a well defined action is a technical computation and is done in lemmata 4.5.4.3, 4.5.4.4, 4.5.4.5, 4.5.5.1, 4.5.5.2.

The important thing here is that the definition of the action of $\sigma$ on $E$ is the "initial condition" of a dynamical system that determines the action of $C_{m}$ on the indecomposable summand $V_{i}$. The $R\left[C_{q} \rtimes C_{m}\right]$ indecomposable module $V_{i}$ can break into a direct sum $V_{\alpha}\left(\epsilon_{v}, \kappa_{v}\right)$-modules $1 \leqslant v \leqslant s$ (for a precise definition of them see definition 4.3.0.1, notice that $\kappa_{i}$ denotes the dimension). The action of $\sigma$ on each $V_{\alpha}\left(\epsilon_{v}, K_{v}\right)$ can be uniquely determined by the action of $\sigma$ on an initial basis element as shown in section 4.3, again by a "dynamical system" approach, where we need s initial conditions, one for each $V_{\alpha}\left(\epsilon_{v}, \kappa_{v}\right)$. The lifting condition essentially means that the indecomposable summands $V_{\alpha}(\epsilon, \kappa)$ of the special fibre, should be able to be rearranged in a suitable way, so that they can be obtained as reductions of indecomposable $R\left[C_{q} \rtimes C_{m}\right]$-modules. The precise expression of our lifting criterion is given in the following proposition:

Proposition 4.1.0.1. Consider a $k[G]$-module $M$ which is decomposed as a direct sum

$$
M=V_{\alpha}\left(\epsilon_{1}, \kappa_{1}\right) \oplus \cdots \oplus V_{\alpha}\left(\epsilon_{s}, \kappa_{s}\right) .
$$

The module lifts to an $R[G]$-module if and only if the set $\{1, \ldots, s\}$ can be written as disjoint union of sets $I_{v}, 1 \leqslant v \leqslant t$ so that
a. $\sum_{\mu \in I_{v}} \kappa_{\mu} \leqslant q$, for all $1 \leqslant v \leqslant t$.
b. $\sum_{\mu \in I_{v}} \kappa_{\mu} \equiv a \operatorname{modm}$ for all $1 \leqslant v \leqslant t$, where $a \in\{0,1\}$.
c. For each $v, 1 \leqslant v \leqslant t$ there is an enumeration $\sigma:\left\{1, \ldots, \# I_{v}\right\} \rightarrow I_{v} \subset\{1, . ., s\}$, such that

$$
\epsilon_{\sigma(2)}=\epsilon_{\sigma(1)} \alpha^{K_{\sigma(1)}}, \epsilon_{\sigma(3)}=\epsilon_{\sigma(3)} \alpha^{K_{\sigma(3)}}, \ldots, \epsilon_{\sigma(s)}=\epsilon_{\sigma(s-1)} \alpha^{K_{\sigma(s-1)}}
$$

In the above proposition, each set $I_{v}$ corresponds to a collection of modules $V_{\alpha}\left(\epsilon_{\mu}, \kappa_{\mu}\right), \mu \in I_{v}$ which come as the reduction of an indecomposable $R\left[C_{q} \rtimes C_{m}\right]$-module $V_{v}$ of $V$.

### 4.2 Notation

Let $\tau$ be a generator of the cyclic group $C_{q}$ and $\sigma$ be a generator of the cyclic group $C_{m}$. The group $G$ is given in terms of generators and relations as follows:

$$
\left.\mathrm{G}=\langle\sigma, \tau| \tau^{q}=1, \sigma^{\mathrm{m}}=1, \sigma \tau \sigma^{-1}=\tau^{\alpha} \text { for some } \alpha \in \mathbb{N}, 1 \leqslant \alpha \leqslant p^{h}-1,(\alpha, p)=1\right\rangle .
$$

The integer $\alpha$ satisfies the following congruence:

$$
\begin{equation*}
\alpha^{m} \equiv 1 \bmod q \tag{4.1}
\end{equation*}
$$

as one sees by computing $\tau=\sigma^{m} \tau \sigma^{-m}=\tau^{\alpha^{m}}$. Also the integer $\alpha$ can be seen as an element in the finite field $\mathbb{F}_{p}$, and it is a $(p-1)$-th root of unity, not necessarily primitive. In particular the following holds:

Lemma 4.2.0.1. Let $\zeta_{m} \in k$ be a fixed primitive $m$-th root of unity. There is a natural number $a_{0}$, $0 \leqslant a_{0}<m-1$ such that $\alpha=\zeta_{m}^{a_{0}}$.

Proof. The integer $\alpha$ if we see it as an element in $k$ is an element in the finite field $\mathbb{F}_{p} \subset k$, therefore $\alpha^{p-1}=1$ as an element in $\mathbb{F}_{p}$. Let ord $_{p}(\alpha)$ be the order of $\alpha$ in $\mathbb{F}_{p}^{*}$. By eq. (4.1) we have that ord ${ }_{p}(\alpha) \mid p-1$ and $\operatorname{ord}_{p}(\alpha) \mid m$, that is $\operatorname{ord}_{p}(\alpha) \mid(p-1, m)$.

The primitive $m$-th root of unity $\zeta_{m}$ generates a finite field $\mathbb{F}_{p}\left(\zeta_{m}\right)=\mathbb{F}_{p^{v}}$ for some integer $v$, which has cyclic multiplicative group $\mathbb{F}_{p^{v}} \backslash\{0\}$ containing both the cyclic groups $\left\langle\zeta_{m}\right\rangle$ and $\langle\alpha\rangle$. Since for every divisor $\delta$ of the order of a cyclic group $C$ there is a unique subgroup $C^{\prime}<C$ of order $\delta$ we have that $\alpha \in\left\langle\zeta_{m}\right\rangle$, and the result follows.

Definition 4.2.0.1. For each $p^{i} \mid q$ we define ord $_{p^{i}} \alpha$ to be the smallest natural number o such that $\alpha^{o} \equiv 1 \bmod p^{i}$.

It is clear that for $v \in \mathbb{N}$

$$
\alpha^{v} \equiv 1 \bmod p^{i} \Rightarrow \alpha^{v} \equiv 1 \bmod p^{j} \text { for all } \mathfrak{j} \leqslant i
$$

Therefore

$$
\operatorname{ord}_{p^{\mathfrak{j}}} \alpha \mid \operatorname{ord}_{\mathfrak{p}^{i}} \alpha \text { for } \mathfrak{j} \leqslant i
$$

On the other hand $\alpha \in \mathbb{N}$ and $\alpha^{p-1} \equiv 1 \operatorname{modp}$ so $\operatorname{ord}_{p} \alpha \mid p-1$. Also since $\sigma^{t} \tau \sigma^{-t}=\tau^{\alpha^{t}}$ we have that $\alpha^{m} \equiv 1 \operatorname{modp}^{h}$, therefore $\operatorname{ord}_{\mathfrak{p}} \alpha\left|\operatorname{ord}_{p^{i}} \alpha\right| \operatorname{ord}_{p^{h}} \alpha \mid m$, for $1 \leqslant i \leqslant h$.

Lemma 4.2.0.2. The center $\operatorname{Cent}_{G}(\tau)=\left\langle\tau, \sigma^{\operatorname{ord}_{p h} \alpha}\right\rangle$. Moreover

$$
\frac{\left|\operatorname{Cent}_{G}(\tau)\right|}{p^{h}}=\frac{m}{\operatorname{ord}_{p^{h}}(\alpha)}=: m^{\prime}
$$

Proof. The result follows by observing $\left(\tau^{\nu} \sigma^{\mathrm{t}}\right) \tau\left(\tau^{\nu} \sigma^{\mathrm{t}}\right)^{-1}=\tau^{\alpha^{\mathrm{t}}}$, for all $1 \leqslant v \leqslant \mathrm{q}, 1 \leqslant \mathrm{t} \leqslant \mathrm{m}$.
Remark 4.2.1. If $\operatorname{ord}_{p} \alpha=m$ then $\operatorname{ord}_{p^{i}} \alpha=m$ for all $1 \leqslant i \leqslant h$.

Lemma 4.2.1.1. If the group $G=C_{q} \rtimes C_{m}$ is a subgroup of $\operatorname{Aut}(k[[t]])$, then all orders $\operatorname{ord}_{p^{i}} \alpha=$ $m / m^{\prime}$, for all $1 \leqslant i \leqslant h$.

Proof. We will use the notation of the book of J.P.Serre on local fields [72]. By [62, Th. 1.1b] we have that the first gap $\mathfrak{i}_{0}$ in the lower ramification filtration of the cyclic group $C_{q}$ satisfies $\left(m, i_{0}\right)=m^{\prime}$.

The ramification relation [72, prop. 9 p. 69]

$$
\alpha \theta_{\mathfrak{i}_{0}}(\tau)=\theta_{\mathfrak{i}_{0}}\left(\tau^{\alpha}\right)=\theta_{\mathfrak{i}_{0}}\left(\sigma \tau \sigma^{-1}\right)=\theta_{0}(\sigma)^{i_{0}} \theta_{\mathfrak{i}_{0}}(\tau)
$$

implies that $\theta_{0}(\sigma)^{i_{0}}=\alpha \in \mathbb{N}$. From $\left(m, i_{0}\right)=m^{\prime}$ and the fact that $\operatorname{ord} \theta_{0}(\sigma)=m$ we obtain

$$
\frac{m}{m^{\prime}}=\operatorname{ord} \theta_{0}(\sigma)^{i_{0}}=\operatorname{ord}_{\mathfrak{p}}(\alpha)
$$

Thus

$$
\frac{m}{m^{\prime}}=\operatorname{ord}_{\mathfrak{p}} \alpha\left|\operatorname{ord}_{p^{i}} \alpha\right| \operatorname{ord}_{p^{\mathfrak{h}}} \alpha=\frac{m}{m^{\prime}}
$$

Hence all orders $\operatorname{ord}_{p^{\mathfrak{i}}} \alpha=m / \mathrm{m}^{\prime}$.
Remark 4.2.2. If the KGB-obstruction vanishes and $\alpha \neq 1$, then by [59][prop. 5.9] $\mathfrak{i}_{0} \equiv-1$ modm and $\operatorname{ord}_{p^{i}} \alpha=m$ for all $1 \leqslant i \leqslant h$.

### 4.3 Indecomposable $C_{q} \rtimes C_{m}$ odules, modular representation theory

In this section we will describe the indecomposable $C_{q} \rtimes C_{m}$-modules. We will give two methods in studying them. The first one is needed since it is in accordance to the method we will give in order to describe indecomposable $R\left[C_{q} \rtimes C_{m}\right]$-modules. The second one, using the structure of the socle, is the standard method of describing $k\left[C_{q} \rtimes C_{m}\right]$-modules in modular representation theory.

## 4.3a Linear algebra method.

The indecomposable modules of the $C_{q}$ are determined by the Jordan normal forms of the generator $\tau$ of the cyclic group $C_{q}$. So for each $1 \leqslant \kappa \leqslant p^{h}$ there is exactly one $C_{q}$ indecomposable module denoted by $J_{k}$. Therefore we have the following decomposition of an indecomposable $C_{q} \rtimes C_{m}$-module $M$ considered as a $C_{q}$-module.

$$
\begin{equation*}
M=\mathrm{J}_{\mathrm{K}_{1}} \oplus \cdots \oplus \mathrm{~J}_{\mathrm{K}_{\mathrm{r}}} . \tag{4.2}
\end{equation*}
$$

Lemma 4.3.0.1. In the indecomposable module $\mathrm{J}_{\mathrm{K}}$ for every element E such that

$$
\left(\tau-\mathrm{Id}_{\mathrm{K}_{\mathrm{i}}}\right)^{\mathrm{K}_{i}-1} \mathrm{E} \neq 0
$$

the elements $B=\left\{E,\left(\tau-\operatorname{Id}_{\kappa}\right) E, \ldots,\left(\tau-\operatorname{Id}_{\kappa}\right)^{\kappa-1} E\right\}$ form a basis of $J_{k}$ such that the matrix of $\tau$ with respect to this basis is given by

$$
\tau=\operatorname{Id}_{\kappa}+\left(\begin{array}{ccccc}
0 & \cdots & \cdots & \cdots & 0  \tag{4.3}\\
1 & \ddots & & & \vdots \\
0 & \ddots & \ddots & & \vdots \\
\vdots & \ddots & 1 & 0 & \vdots \\
0 & \cdots & 0 & 1 & 0
\end{array}\right)
$$

Proof. Since the set B has k-elements it is enough to prove that it consists of linear independent elements. Indeed, consider a linear relation

$$
\lambda_{0} E+\lambda_{1}\left(\tau-\operatorname{Id}_{\kappa}\right) E+\cdots+\lambda_{\kappa-1}\left(\tau-\operatorname{Id}_{\kappa}\right)^{\kappa-1} E=0
$$

By applying $\left(\tau-\mathrm{Id}_{\kappa}\right)^{\kappa-1}$ we obtain $\lambda_{0}\left(\tau-\mathrm{Id}_{\kappa}\right)^{\kappa-1}=0$, which gives us $\lambda_{0}=0$. We then apply $\left(\tau-\mathrm{Id}_{\kappa}\right)^{\kappa-2}$ to the linear relation and by the same argument we obtain $\lambda_{1}=0$ and we continue this way proving that $\lambda_{0}=\cdots=\lambda_{\kappa-1}=0$. The matrix form of $\tau$ in this basis is immediate.

We will now prove that $\sigma$ acts on each $J_{k}$ of eq. (4.2) proving that $r=1$. Since the field $k$ is algebraically closed and $(m, p)=1$ we know that there is a basis of $M$ consisting of eigenvectors of $\sigma$. There is an eigenvector $E$ of $\sigma$, which is not in the kernel of $\left(\tau-\mathrm{Id}_{k}\right)^{\kappa_{1}-1}$. Then the elements of the set $B=\left\{E,\left(\tau-\operatorname{Id}_{k}\right) E, \ldots,\left(\tau-\operatorname{Id}_{k}\right)^{K_{1}-1} E\right\}$ are linearly independent and form a direct $C_{q}$ summand of $M$ isomorphic to $\mathrm{J}_{\mathrm{K}_{1}}$.

We will now show that this module is an $k\left[C_{q} \rtimes C_{m}\right]$-module. For this, we have to show that the generator $\sigma$ of $C_{m}$ acts on the basis $B$. Observe that for every $0 \leqslant i \leqslant \kappa_{1}-1<p^{h}$

$$
\sigma(\tau-1)^{i-1}=\left(\tau^{\alpha}-1\right)^{i-1} \sigma
$$

Set $e=E_{1}$ and $\kappa=\kappa_{1}$. This means that the action of $\sigma$ on $e$ determines the action of $\sigma$ on all other basis elements $e_{v}:=(\tau-1)^{v-1} e, 1 \leqslant v \leqslant \kappa_{1}$.

Let us compute:

$$
\sigma e_{i+1}=\sigma(\tau-1)^{i} e=\left(\tau^{\alpha}-1\right)^{i} \zeta_{m}^{\lambda} e
$$

On the basis $\left\{e_{1}, \ldots, e_{\kappa_{1}}\right\}$ the matrix $\tau$ is given by eq. 4.3) hence using the binomial formula we
compute

$$
\tau^{\alpha}=\left(\begin{array}{cccccc}
1 & 0 & \cdots & \cdots & \cdots & 0  \tag{4.4}\\
\binom{\alpha}{1} & 1 & \ddots & & & \vdots \\
\binom{\alpha}{2} & \binom{\alpha}{1} & \ddots & \ddots & & \vdots \\
\binom{\alpha}{3} & \binom{\alpha}{2} & \ddots & 1 & \ddots & \vdots \\
\vdots & \vdots & \ddots & \binom{\alpha}{1} & 1 & 0 \\
\binom{\alpha}{k} & \binom{\alpha}{k-1} & \cdots & \binom{\alpha}{2} & 1 \\
1
\end{array}\right)
$$

Thus $\tau^{\alpha}-1$ is a nilpotent matrix $A=\left(a_{i j}\right)$ of the form:

$$
a_{i j}= \begin{cases}\binom{\alpha}{\mu} & \text { if } \mathfrak{j}=\mathfrak{i}-\mu \text { for some } \mu, 1 \leqslant \mu \leqslant \kappa \\ 0 & \text { if } \mathfrak{j} \geqslant i\end{cases}
$$

The $\ell$-th power $A^{\ell}=\left(a_{i j}^{(\ell)}\right)$ of $A$ is then computed by (keep in mind that $a_{i j}=0$ for $\mathfrak{i} \leqslant \mathfrak{j}$ )

$$
a_{i j}^{(\ell)}=\sum_{i<v_{1}<\cdots<v_{\ell-1}<j} a_{i, v_{1}} a_{v_{1}, v_{2}} a_{v_{2}, v_{3}} \cdots a_{v_{\ell-1}, j}
$$

This means that $i-j>\ell$ in order to have $a_{i j} \neq 0$. Moreover for $i=j+\ell$ (which is the the first non zero diagonal below the main diagonal) we have

$$
a_{i, i+\ell}=a_{i, i+1} a_{i+1, i+2} \cdots a_{i+\ell-1, i+\ell}=\binom{\alpha}{1}^{\ell}=\alpha^{\ell}
$$

Therefore, the matrix of $A^{l}$ is of the following form:

$$
\left(\begin{array}{ccccccc}
\overbrace{0} & \cdots & \cdots & 0 & 0 & \cdots & 0  \tag{4.5}\\
\vdots & & & \vdots & \vdots & & \vdots \\
0 & \cdots & \cdots & 0 & 0 & \cdots & 0 \\
\alpha^{\ell} & \ddots & & 0 & \vdots & & \vdots \\
* & \alpha^{\ell} & \ddots & \vdots & \vdots & & \vdots \\
\vdots & \ddots & \ddots & 0 & \vdots & & \vdots \\
* & \cdots & * & \alpha^{\ell} & 0 & \cdots & 0
\end{array}\right)
$$

Definition 4.3.0.1. We will denote by $\mathrm{V}_{\alpha}(\lambda, \kappa)$ the indecomposable $\kappa$-dimensional G-module given by the basis elements $\left\{(\tau-1)^{v} e, v=0, \ldots, \kappa-1\right\}$, where $\sigma e=\zeta_{m}^{\lambda} e$.

This definition is close to the notation used in [42].

Lemma 4.3.0.2. The action of $\sigma$ on the basis element $e_{i}$ of $V_{\alpha}(\lambda, \kappa)$ is given by:

$$
\begin{equation*}
\sigma e_{i}=\alpha^{i-1} \zeta_{m}^{\lambda} e_{i}+\sum_{v=i+1}^{k} a_{v} e_{v} \tag{4.6}
\end{equation*}
$$

for some coefficients $a_{i} \in k$. In particular the matrix of $\sigma$ with respect to the basis $e_{1}, \ldots, e_{k}$ is lower triangular.

Proof. Recall that $e_{i}=(\tau-1)^{i-1} e_{1}$. Therefore

$$
\sigma e_{i}=\sigma(\tau-1)^{i-1} e_{1}=\left(\tau^{\alpha}-1\right)^{i-1} \sigma e_{1}=\zeta_{\mathfrak{m}}^{\lambda}\left(\tau^{\alpha}-1\right)^{i-1} e_{1} .
$$

The result follows by eq. 4.5

We have constructed a set of indecomposable modules $\mathrm{V}_{\alpha}(\lambda, \kappa)$. Apparently $\mathrm{V}_{\alpha}(\lambda, \kappa)$ can not be isomorphic to $V_{\alpha}\left(\lambda^{\prime}, \kappa^{\prime}\right)$ if $\kappa \neq \kappa^{\prime}$, since they have different dimensions.

Assume now that $\kappa=\kappa^{\prime}$. Can the modules $V_{\alpha}(\lambda, \kappa)$ and $V_{\alpha}\left(\lambda^{\prime}, \kappa\right)$ be isomorphic for $\lambda \neq \lambda^{\prime}$ ?
The eigenvalues of the prime to $p$ generator $\sigma$ on $V_{\alpha}(\lambda, \kappa)$ are

$$
\zeta_{m}^{\lambda}, \alpha \zeta_{m}^{\lambda}, \ldots, \alpha^{k-1} \zeta_{m}^{\lambda}
$$

Similarly the eigenvalues for $\sigma$ when acting on $\mathrm{V}_{\alpha}\left(\lambda^{\prime}, \kappa\right)$ are

$$
\zeta_{m}^{\lambda^{\prime}}, \alpha \zeta_{m}^{\lambda^{\prime}}, \ldots, \alpha^{k-1} \zeta_{m}^{\lambda^{\prime}} .
$$

If the two sets of eigenvalues are different then the modules can not be isomorphic. But even if $\lambda \neq \lambda^{\prime} \bmod n$ the two sets of eigenvalues can still be equal. Even in this case the modules can not be isomorphic.

Lemma 4.3.0.3. The modules $\mathrm{V}_{\alpha}\left(\lambda_{1}, \kappa\right)$ and $\mathrm{V}_{\alpha}\left(\lambda_{2}, \kappa\right)$ are isomorphic if and only if $\lambda_{1} \equiv \lambda_{2}$ modm.
Proof. Indeed, the module $V_{\alpha}\left(\lambda_{1}, \kappa\right)$ has an eigenvector for the action of $\sigma$ which generates the $V_{\alpha}\left(\lambda_{1}, \kappa\right)$ by powers of $(\tau-1)$, i.e. the vectors

$$
\begin{equation*}
e,(\tau-1) e,(\tau-1)^{2} e, \ldots,(\tau-1)^{k-1} e \tag{4.7}
\end{equation*}
$$

form a basis of $V_{\alpha}\left(\lambda_{1}, \kappa\right)$.
The elements $E$ which can generate $V_{\alpha}\left(\lambda_{1}, \kappa\right)$ by powers of $(\tau-1)$ are linear combinations

$$
E=\sum_{v=0}^{\kappa-1} \lambda_{i}(\tau-1)^{v} e
$$

for $\lambda_{i} \in k$ and $\lambda_{0} \neq 0$.
On the other hand using eq. (4.6) we see that $\sigma$ with respect to the basis given in eq. (4.7) admits the matrix form:

$$
\left(\begin{array}{ccccc}
\zeta_{m}^{\lambda} & 0 & \cdots & \cdots & 0 \\
0 & \alpha \zeta_{m}^{\lambda} & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 & \alpha^{\kappa-1} \zeta_{m}^{\lambda}
\end{array}\right)
$$

It is now easy to see from the above matrix that every eigenvector of the eigenvalue $\alpha^{\nu} \lambda_{1}, v>1$ is expressed as a linear combination of the basis given in eq. (4.7), where the coefficient of $e$ is zero.

Therefore, the eigenvector of the eigenvalue $\alpha^{v} \zeta_{m}$ can not generate the module $V_{\alpha}(\lambda, \kappa)$ by powers of $(\sigma-1)^{v}$.

## 4.3b The uniserial description

We will now give an alternative description of the indecomposable $C_{q} \rtimes C_{m}$-modules, which is used in [11].

It is known that $\operatorname{Aut}\left(C_{q}\right) \cong \mathbb{F}_{p}^{*} \times Q$, for some abelian p-group $Q$. The representation $\psi: C_{m} \rightarrow \operatorname{Aut}\left(C_{q}\right)$ given by the action of $C_{m}$ on $C_{q}$ is known to factor through a character $\chi: C_{m} \rightarrow \mathbb{F}_{p}^{*}$. The order of $\chi$ divides $p-1$ and $\chi^{p-1}=\chi^{-(p-1)}$ is the trivial one dimensional character.

For all $i \in \mathbb{Z}$, $\chi^{i}$ defines a simple $k\left[C_{m}\right]$-module of $k$ dimension one, which we will denote by $S_{\chi^{i}}$. For $0 \leqslant \ell \leqslant m-1$ denote by $S_{\ell}$ the simple module where on which $\sigma$ acts as $\zeta_{m}^{\ell}$. Both $S_{x^{i}}, S_{\ell}$ can be seen as $k\left[C_{q} \rtimes C_{m}\right]$-modules using inflation. Finally for $0 \leqslant \ell \leqslant m-1$ we define $\chi^{i}(\ell) \in\{0,1, \ldots, m-1\}$ such that $S_{\chi^{i}(\ell)} \cong S_{\ell} \otimes_{k} S_{\chi^{i}}$.

There are $q \cdot m$ isomorphism classes of indecomposable $k\left[C_{q} \rtimes C_{m}\right]$-modules and are all uniserial. An indecomposable $k\left[C_{q} \rtimes C_{m}\right]$-module $U$ is unique determined by its socle, which is the kernel of the action of $\tau-1$ on U , and its $k$-dimension. For $0 \leqslant \ell \leqslant m-1$ and $1 \leqslant \mu \leqslant \mathrm{q}$, let $\mathrm{U}_{\ell, \mu}$ be the indecomposable $k\left[C_{q} \rtimes C_{m}\right]$ module with socle $S_{a}$ and k-dimension $\mu$. Then $U_{\ell, \mu}$ is uniserial and its $\mu$ ascending composition factors are the first $\mu$ composition factors of the sequence

$$
S_{\ell}, S_{\chi^{-1}(\ell)}, S_{\chi^{-2}(\ell)}, \ldots, S_{\chi^{-(p-2)}(\ell)}, S_{\ell}, S_{\chi^{-1}(\ell)}, S_{\chi^{-2}(\ell)}, \ldots, S_{\chi^{-(p-2)}(\ell)}
$$

Notice that in our notation $V_{\alpha}(\lambda, \kappa)=U_{\lambda+\kappa, \kappa}$.

Remark 4.3.1. The condition ord $_{p^{i}}=m$ for all $1 \leqslant i \leqslant h$, is equivalent to requiring that $\psi_{i}: C_{m} \rightarrow$ $\operatorname{Aut}\left(C_{p^{i}}\right)$ is faithful for all $i$.

### 4.4 Lifting of representations

Proposition 4.4.0.1. Let $G=C_{q} \rtimes C_{m}$. Assume that for all $1 \leqslant i \leqslant h$, ord $d_{p^{i}} a=m$. If the $G$-module $V$ lifts to an $R[G]$-module $\tilde{V}$, where $K=\operatorname{Quot}(R)$ is a field of characterstic zero, then

$$
m \mid\left(\operatorname{dim}\left(\tilde{V} \otimes_{R} K\right)-\operatorname{dim}\left(\tilde{V} \otimes_{R} K\right)^{C_{q}}\right)
$$

Moreover, if $\tilde{V}\left(\zeta_{q}^{\alpha^{i}{ }_{k}}\right)$ is the eigenspace of the eigenvalue $\zeta_{q}^{\alpha^{i}{ }_{k}}$ of $T$ acting on $\tilde{V}$, then

$$
\operatorname{dim} \tilde{V}\left(\zeta_{\mathrm{q}}^{\kappa}\right)=\operatorname{dim} \tilde{V}\left(\zeta_{\mathrm{q}}^{\alpha \kappa}\right)=\operatorname{dim} \tilde{V}\left(\zeta_{\mathrm{q}}^{\alpha^{2}{ }_{\kappa}}\right)=\cdots=\operatorname{dim} \tilde{V}\left(\zeta_{\mathrm{q}}^{\alpha^{m-1}{ }_{\kappa}}\right) .
$$

Proof. Consider a lifting $\tilde{V}$ of $V$. The generator $\tau$ of the cyclic part $C_{q}$ has eigenvalues $\lambda_{1}, \ldots, \lambda_{s}$ which are $p^{n}$-roots of unity. Let $\zeta_{q}$ be a primitive q-root of unity. Consider any eigenvalue $\lambda \neq 1$. It is of the form $\lambda=\zeta_{q}^{k}$ for some $k \in \mathbb{N}, q \nmid \kappa$. If $E$ is an eigenvector of $T$ corresponding to $\lambda$, that is $\tau E=\zeta_{q}^{k} E$ then

$$
\tau \sigma^{-1} \mathrm{E}=\sigma^{-1} \tau^{\alpha} \mathrm{E}=\zeta_{\mathrm{q}}^{\mathrm{k} \alpha^{m-1}} \sigma^{-1} \mathrm{E}
$$

and we have a series of eigenvectors $\mathrm{E}, \sigma^{-1} \mathrm{E}, \sigma^{-2} \mathrm{E}, \cdots$ with corresponding eigenvalues $\zeta_{\mathrm{q}}^{\mathrm{K}}, \zeta_{\mathrm{q}}^{\mathrm{K} \alpha}, \zeta_{\mathrm{q}}^{\mathrm{K} \alpha^{2}} \cdots, \zeta_{\mathrm{q}}^{\mathrm{K} \alpha^{\circ}}$, where $o=\operatorname{ord}_{q /(q, k)}$. Indeed, the integer o satisfies the

$$
\kappa \alpha^{o} \equiv \kappa \operatorname{modq} \Rightarrow \alpha^{\mathrm{m}} \equiv 1 \bmod \frac{\mathrm{q}}{(\mathrm{q}, \mathrm{k})}
$$

Therefore the eigenvalues $\lambda \neq 1$ form orbits of size $m$, while the eigenspace of the eigenvalue 1 is just the invariant space $V^{G}$ and the result follows.

### 4.5 Indecomposable $C_{q} \rtimes C_{m}$ odules, integral representation theory

From now on $V$ be a free $R$-module, where $R$ is an integral local principal ideal domain with maximal ideal $\mathfrak{m}_{R}, R$ has characteristic zero and that $R$ contains all $q$-th roots of unity and has characteristic zero. Let $K=\operatorname{Quot}(R)$.

The indecomposable modules for a cyclic group both in the ordinary and in the modular case are described by writing down the Jordan normal form of a generator of the cyclic group. Since in integral representation theory there are infinitely many non-isomorphic indecomposable $C_{q}$-modules for $q=p^{h}, h \geqslant 3$, one is not expecting to have a theory of Jordan normal forms even if one works over complete local principal ideal domains [38], [39].

Lemma 4.5.0.1. Let $T$ be an element of order $q=p^{h}$ in $\operatorname{End}(V)$, then the minimal polynomial of $T$ has simple eigenvalues and $T$ is diagonalizable when seen as an element in $\operatorname{End}(V \otimes K)$.

Proof. Since $T^{q}=I d_{V}$, the minimal polynomial of $T$ divides $x^{q}-1$, which has simple roots over a field of characteristic zero. This ensures that $T \in \operatorname{End}(V \otimes K)$ is diagonalizable.

Lemma 4.5.0.2. Let $f(x)=\left(x-\lambda_{1}\right)\left(x-\lambda_{2}\right) \cdots\left(x-\lambda_{d}\right)$ be the minimal polynomial of $T$ on $V$. There is an element $E \in V$, such that

$$
E,\left(T-\lambda_{1} I_{v}\right) E,\left(T-\lambda_{2} I_{V}\right)\left(T-\lambda_{1} I_{V}\right) E, \ldots,\left(T-\lambda_{d-1} I_{V}\right) \cdots\left(T-\lambda_{1} I_{V}\right) E
$$

are linear independent elements in $V \otimes K$.

Proof. Consider the endomorphisms for $\mathfrak{i}=1, \ldots, \mathrm{~d}$

$$
\Pi_{i}=\prod_{\substack{v=1 \\ v \neq i}}^{\mathrm{d}}\left(\mathrm{~T}-\lambda_{v} \mathrm{Id}_{V}\right)
$$

In the above product notice that $T-\lambda_{i} \mathrm{Id}_{V}, T-\lambda_{j} \mathrm{Id}_{V}$ are commuting endomorphisms. Since the minimal polynomial of $T$ has degree $d$ all R-modules $\mathrm{Ker}_{i}$ are strictly less than V. Moreover there is an element $E$ such that $E \notin \operatorname{Ker}\left(\Pi_{i}\right)$ for all $1 \leqslant i \leqslant d$. Consider a relation

$$
\begin{equation*}
\sum_{\mu=0}^{d} \gamma_{\mu} \prod_{v=0}^{\mu}\left(T-\lambda_{\mu} I^{V}\right) E \tag{4.8}
\end{equation*}
$$

where $\prod_{v=0}^{0}\left(T-\lambda_{v} \operatorname{Id}_{V}\right) E=E$. We fist apply the operator $\prod_{v=2}^{d}\left(T-\lambda_{v} I_{V}\right)$ to eq. (4.8) and we obtain

$$
0=\gamma_{0} \Pi_{1} \mathrm{E}
$$

and by the selection of $E$ we have that $a_{0}=0$. We now apply $\prod_{v=3}^{d}\left(T-\lambda_{v} I_{V}\right)$ to eq. (4.8). We obtain that

$$
0=\gamma_{1} \prod_{v=3}^{\mathrm{d}}\left(T-\lambda_{v} \operatorname{Id}_{V}\right)\left(T-\lambda_{1} \operatorname{Id}_{V}\right)=\gamma_{1} \Pi_{2} E
$$

and by the selection of $E$ we have that $\gamma_{1}=0$. We now apply $\prod_{v=4}^{d}\left(T-\lambda_{v} \operatorname{Id}_{V}\right)$ to eq. (4.8) and we obtain

$$
0=\gamma_{2} \prod_{v=4}^{\mathrm{d}}\left(\mathrm{~T}-\lambda_{v} \operatorname{Id}_{V}\right)\left(\mathrm{T}-\lambda_{2} \operatorname{Id}_{V}\right)\left(\mathrm{T}-\lambda_{1} \mathrm{Id}_{V}\right) \mathrm{E}=\gamma_{2} \Pi_{3} \mathrm{E}
$$

and by the selection of E we obtain $\gamma_{3}=0$. Continuing this way we finally arrive at $\gamma_{0}=\gamma_{1}=\cdots=$ $\gamma_{\mathrm{d}-1}=0$.

Lemma 4.5.0.3. Let V be a free R -module of rank R acted on by an automorphism $\mathrm{T}: \mathrm{V} \rightarrow \mathrm{V}$ of order $p^{h}$. Assume that the minimal polynomial of $T$ is of degree $d$ and has roots $\lambda_{1}, \ldots, \lambda_{d}$. Then $T$ can be written as a matrix with respect to the basis as follows:

$$
\left(\begin{array}{ccccc}
\lambda_{1} & 0 & \cdots & \cdots & 0  \tag{4.9}\\
a_{1} & \lambda_{2} & \ddots & & \vdots \\
0 & a_{2} & \lambda_{3} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & a_{d-1} & \lambda_{d}
\end{array}\right)
$$

Proof. By lemma 4.5.0.2 the elements

$$
E,\left(T-\lambda_{1} I_{V}\right) E,\left(T-\lambda_{2} \operatorname{Id}_{V}\right)\left(T-\lambda_{1} \operatorname{Id}_{V}\right) E, \ldots,\left(T-\lambda_{d-1} I_{V}\right) \cdots\left(T-\lambda_{1} I_{V}\right) E
$$

form a free submodule of $V$ of rank $d$. The theory of submodules of principal ideal domains, there is a basis $E_{1}, E_{2}, \ldots, E_{d}$ of the free module $V$ such that

$$
\begin{align*}
& \mathrm{E}_{1}=\mathrm{E}  \tag{4.10}\\
& \mathrm{a}_{1} \mathrm{E}_{2}=\left(\mathrm{T}-\lambda_{1} \mathrm{Id}_{V}\right) \mathrm{E}_{1} \\
& \mathrm{a}_{2} \mathrm{E}_{3}=\left(\mathrm{T}-\lambda_{2} \mathrm{Id}_{V}\right) \mathrm{E}_{2} \\
& \ldots \\
& \mathrm{a}_{\mathrm{s}-1} \mathrm{E}_{\mathrm{d}}=\left(\mathrm{T}-\lambda_{\mathrm{d}-1} \operatorname{Id}_{V}\right) \mathrm{E}_{\mathrm{d}-1}
\end{align*}
$$

Let us consider the module $V_{1}=\left\langle\mathrm{E}_{1}, \ldots, \mathrm{E}_{\mathrm{d}}\right\rangle \subset \mathrm{V}$. By construction, the map T restricts to an automorphism $V_{1} \rightarrow V_{1}$ with respect to the basis $E_{1}, \ldots, E_{d}$ has the desired form. We then consider the free module $\mathrm{V} / \mathrm{V}_{1}$ and we repeat the procedure for the minimal polynomial of T , which again acts on $\mathrm{V} / \mathrm{V}_{1}$. The desired result follows.

Remark 4.5.1. The element $T$ as defined in eq. (4.9) has order equal to the higher order of the eigenvalues $\lambda_{1}, \ldots, \lambda_{\mathrm{d}}$ involved. Indeed, since we have assumed that the eigenvalues are different the matrix is diagonalizable in $Q u o t(R)$ and has order equal to the maximal order of the eigenvalues involved. In particular it has order $q$ if there is at least one $\lambda_{i}$ that is a primitive q-root of unity. The statement about the order of $T$ is not necessarily true if some of the eigenvalues are the same. For instance the matrix $\left(\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right)$ has infinite order over a field of characteristic zero.

Remark 4.5.2. The number of indecomposable $R[T]$-summands of $V$ is given by $\#\left\{i: a_{i}=0\right\}+1$.
A lift of a sum of indecomposable $k C_{q}$-modules $J_{K_{1}} \oplus \cdots \oplus J_{\kappa_{n}}$ can form an indecomposable $R_{q^{-}}$ module. For example the indecomposable module where the generator T of $\mathrm{C}_{\mathrm{q}}$ has the form

$$
\mathrm{T}=\left(\begin{array}{ccccc}
\lambda_{1} & 0 & \cdots & \cdots & 0 \\
\mathrm{a}_{1} & \lambda_{2} & \ddots & & \vdots \\
0 & \mathrm{a}_{2} & \lambda_{3} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \mathrm{a}_{s-1} & \lambda_{\mathrm{d}}
\end{array}\right)
$$

where $a_{1}=\cdots=a_{\kappa_{1}-1}=1, a_{\kappa_{1}} \in \mathfrak{m}_{R}, a_{\kappa_{1}+1}, \ldots, a_{\kappa_{2}+\kappa_{1}-1}=1, a_{\kappa_{2}+\kappa_{1}} \in \mathfrak{m}_{R}$, etc reduces to a decomposable direct sum of Jordan normal forms of sizes $\mathrm{J}_{\mathrm{K}_{1}}, \mathrm{~J}_{\mathrm{K}_{2}-\mathrm{K}_{1}}, \cdots$.

Remark 4.5.3. It is an interesting question to classify these matrices up to conjugation with a matrix in $G L_{d}(R)$. It seems that the valuation of elements $a_{i}$ should also play a role.

Definition 4.5.3.1. Let $h_{i}\left(x_{1}, \ldots, x_{j}\right)$ be the complete symmetric polynomial of degree $i$ in the variables $x_{1}, \ldots, x_{j}$. For instance

$$
h_{3}\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{3}+x_{1}^{2} x_{2}+x_{1}^{2} x_{3}+x_{1} x_{2}^{2}+x_{1} x_{2} x_{3}+x_{1} x_{3}^{2}+x_{2}^{3}+x_{2}^{2} x_{3}+x_{2} x_{3}^{2}+x_{3}^{3}
$$

Set

$$
\begin{aligned}
L(\kappa, \mathfrak{j}, v) & =h_{\kappa}\left(\lambda_{j}, \lambda_{j+1}, \ldots, \lambda_{j+v}\right) \\
A(i, j) & = \begin{cases}a_{i} a_{i+1} \cdots a_{i+j} & \text { if } \mathfrak{j} \geqslant 0 \\
0 & \text { if } \mathfrak{j}<0\end{cases}
\end{aligned}
$$

Lemma 4.5.3.1. The matrix $\mathrm{T}^{\alpha}=\left(\mathrm{t}_{\mathrm{ij}}^{(\alpha)}\right)$ is given by the following formula:

$$
t_{i j}^{(\alpha)}= \begin{cases}\lambda_{i}^{\alpha} & \text { if } \mathfrak{i}=\mathfrak{j} \\ A(\mathfrak{j}, \mathfrak{i}-\mathfrak{j}-1) \cdot L(\alpha-(\mathfrak{i}-\mathfrak{j}), \mathfrak{j}, \mathfrak{i}-\mathfrak{j}) & \text { if } \mathfrak{j}<\mathfrak{i} \\ 0 & \text { if } \mathfrak{j}>\mathfrak{i}\end{cases}
$$

Proof. For $\mathfrak{j} \geqslant \mathfrak{i}$ the proof is trivial. When $\mathfrak{j}<i$ and $\alpha=1$ it is immediate, since $L(x, \cdot, \cdot) \equiv 0$, for every $x \leqslant 0$. Assume this holds for $\alpha=n$. If $\alpha=n+1$,

$$
\begin{aligned}
t_{i j}^{(n+1)} & =t_{i j}^{(n)} t_{i j}=\sum_{k=1}^{r} t_{i k}^{(\alpha)} t_{k j}=\lambda_{j} t_{i j}^{(\alpha)}+a_{j} t_{i j+1}^{(\alpha)}=\lambda_{j} A(\mathfrak{j}, \mathfrak{i}-\mathfrak{j}-1) L(\alpha-(\mathfrak{i}-\mathfrak{j}), \mathfrak{j}, \mathfrak{i}-\mathfrak{j})+ \\
& +a_{j} A(\mathfrak{j}+1, \mathfrak{i}-\mathfrak{j}-2) L(\alpha-(i-j-1), \mathfrak{j}+1, \mathfrak{i}-\mathfrak{j}-1)= \\
& =A(\mathfrak{j}, \mathfrak{i}-\mathfrak{j}-1)\left(\lambda_{j} h_{\alpha-(\mathfrak{i}-\mathfrak{j})}\left(\lambda_{j}, \ldots, \lambda_{\mathfrak{j}}\right)+h_{\alpha-(i-\mathfrak{j})+1}\left(\lambda_{\mathfrak{j}+1}, \ldots, \lambda_{i}\right)\right)= \\
& =A(\mathfrak{j}, \mathfrak{i}-\mathfrak{j}-1) h_{\alpha-(i-j)+1}\left(\lambda_{j}, \ldots, \lambda_{i}\right)= \\
& =A(\mathfrak{j}, \mathfrak{i}-\mathfrak{j}-1) L(\alpha-(\mathfrak{i}-\mathfrak{j})+1, \mathfrak{i}, \mathfrak{i}-\mathfrak{j}) .
\end{aligned}
$$

Remark 4.5.4. The space of homogeneous polynomials of degree $k$ in $n$-variables has dimension $\binom{n-1+c}{n-1}$. Since all q-roots of unity are reduced to 1 modulo $\mathfrak{m}_{R}$ the quantity $L(\alpha-(\mathfrak{i}-\mathfrak{j}), \mathfrak{j}, \mathfrak{i}-\mathfrak{j})$ is reduced to $\mathfrak{n}=(\mathfrak{i}-\mathfrak{j})+1, c=\alpha-(\mathfrak{i}-\mathfrak{j})$

$$
\binom{n-1+c}{n-1}=\binom{\alpha}{i-j} .
$$

This equation is compatible with the computation of $\tau^{\alpha}$ given in eq. (4.4).

Lemma 4.5.4.1. There is an eigenvector $E$ of the generator $\sigma$ of the cyclic group $C_{m}$ which is not an element in $\bigcup_{i=1}^{s} \operatorname{Ker}\left(\Pi_{i} \otimes K\right)$.

Proof. The eigenvectors $E_{1}, \ldots, E_{d}$ of $\sigma$ form a basis of the space $V \otimes K$. By multiplying by certain elements in $R$, if necessary, we can assume that all $E_{i}$ are in $V$ and their reductions $E_{i} \otimes R / m_{R}, 1 \leqslant i \leqslant d$ give rise to a basis of eigenvectors of a generator of the cyclic group $C_{m}$ acting on $V \otimes R / m_{R}$. If every eigenvector $E_{i}$ is an element of some $\operatorname{Ker}\left(\Pi_{v}\right)$ for $1 \leqslant i \leqslant d$, then their reductions will be elements in $\operatorname{Ker}(\mathrm{T}-1)^{\mathrm{d}-1}$, a contradiction since the later kernel has dimension $<\mathrm{d}$.

Lemma 4.5.4.2. Let $V$ be a free $C_{q} \rtimes C_{m}$-module, which is indecomposable as a $C_{q}$-module. Consider the basis given in lemma 4.5.0.3. Then the value of $\sigma\left(E_{1}\right)$ determines $\sigma\left(E_{i}\right)$ for $2 \leqslant i \leqslant d$.

Proof. Let $\sigma$ be a generator of the cyclic group $C_{m}$. We will use the notation of lemma 4.5.0.2. We use lemma 4.5.4.1 in order to select a suitable eigenvector of $E_{1}$ of $\sigma$ and then form the basis $E_{1}, E_{2}, \ldots, E_{d}$ as given in eq. (4.10). We can compute the action of $\sigma$ on all basis elements $E_{i}$ by

$$
\begin{equation*}
\sigma\left(a_{i-1} E_{i}\right)=\sigma\left(T-\lambda_{i-1} \operatorname{Id}_{V}\right) E_{i-1}=\left(T^{a}-\lambda_{i-1} I_{V}\right) \sigma\left(E_{i-1}\right) \tag{4.11}
\end{equation*}
$$

This means that one can define recursively the action of $\sigma$ on all elements $E_{i}$. Indeed, assume that

$$
\sigma\left(\mathrm{E}_{i-1}\right)=\sum_{v=1}^{\mathrm{d}} \gamma_{v, i-1} \mathrm{E}_{v} .
$$

We now have

$$
\begin{aligned}
\left(\mathrm{T}^{\mathrm{a}}-\lambda_{i-1} \mathrm{Id}_{V}\right) \mathrm{E}_{v} & =\sum_{\mu=1}^{\mathrm{d}} \mathrm{t}_{\mu, \nu}^{(\alpha)} \mathrm{E}_{\mu}-\lambda_{i-1} \mathrm{E}_{v} \\
& =\left(\lambda_{v}^{\alpha}-\lambda_{i-1}\right) \mathrm{E}_{v}+\sum_{\mu=v+1}^{\mathrm{d}} \mathrm{t}_{\mu, \nu}^{(\alpha)} \mathrm{E}_{\mu}
\end{aligned}
$$

We combine all the above to

$$
\begin{align*}
a_{i-1} \sigma\left(E_{i}\right) & =\sum_{v=1}^{d} \gamma_{v, i-1}\left(\lambda_{v}^{\alpha}-\lambda_{i-1}\right) E_{v}+\sum_{v=1}^{d} \gamma_{v, i-1} \sum_{\mu=v+1}^{d} t_{\mu, v}^{(\alpha)} E_{\mu} \\
& =\sum_{v=1}^{d} \tilde{\gamma}_{v, i} E_{v}, \tag{4.12}
\end{align*}
$$

for a selection of elements $\gamma_{v, i} \in R$, which can be explicitly computed by collecting the coefficients of the basis elements $E_{1}, \ldots, E_{d}$.

Observe that the quantity on the right hand side of eq. (4.12) must be divisible by $a_{i-1}$. Indeed, let $v$ be the valuation of the local principal ideal domain $R$. Set

$$
e_{0}=\min _{1 \leqslant v \leqslant d}\left\{v\left(\tilde{\gamma}_{v, i}\right)\right\} .
$$

If $e_{0}<v\left(a_{i-1}\right)$ then we divide eq. (4.12) by $\pi^{e_{0}}$ where $\pi$ is the local uniformizer of $R$, that is $m_{R}=\pi R$. We then consider the divided equation modulo $\mathfrak{m}_{R}$ to obtain a linear dependence relation among the elements $E_{i} \otimes k$, which is a contradiction. Therefore $e_{0} \geqslant v\left(a_{i-1}\right)$ and we obtain an equation

$$
\sigma\left(E_{i}\right)=\sum_{v=1}^{d} \frac{\tilde{\gamma}_{v, i}}{a_{i-1}} E_{v}=\sum_{v=1}^{d} \gamma_{v, i} E_{v}
$$

For example $\sigma\left(E_{1}\right)=\zeta_{m}^{\epsilon} E_{1}$. We compute that

$$
a_{1} \sigma\left(E_{2}\right)=\left(T^{\alpha}-\lambda_{1} \operatorname{Id}\right) \sigma\left(E_{1}\right)
$$

and

$$
\begin{aligned}
\sigma\left(E_{2}\right) & =\frac{\left(\lambda_{1}^{\alpha}-\lambda_{1}\right)}{a_{1}} \zeta_{\mu}^{\epsilon} E_{1}+\zeta_{m}^{\epsilon} \sum_{\mu=2}^{d} \frac{t_{\mu, 1}^{(\alpha)}}{a_{1}} E_{\mu} \\
& =\frac{\left(\lambda_{1}^{\alpha}-\lambda_{1}\right)}{a_{1}} \zeta_{\mu}^{\epsilon} E_{1}+\zeta_{m}^{\epsilon} \sum_{\mu=2}^{d} \frac{A(1, \mu-2) L(\alpha-(\mu-1), 1, \mu-1)}{a_{1}} E_{\mu} \\
& =\frac{\left(\lambda_{1}^{\alpha}-\lambda_{1}\right)}{a_{1}} \zeta_{\mu}^{\epsilon} E_{1}+\zeta_{m}^{\epsilon} \sum_{\mu=2}^{d} \frac{a_{1} a_{2} \cdots a_{\mu-1} h_{\alpha-(\mu-1)}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{\mu}\right)}{a_{1}} E_{\mu}
\end{aligned}
$$

Proposition 4.5.4.1. Assume that no element $a_{1}, \ldots, a_{d-1}$ given in eq. (4.9) is zero. Given $\alpha \in$ $\mathbb{N}, \alpha \geqslant 1$ and an element $E_{1}$, which is not an element in $\bigcup_{i=1}^{d} \operatorname{Ker}\left(\Pi_{i} \otimes K\right)$, if there is a matrix $\Gamma=\left(\gamma_{i j}\right)$, such that $\Gamma T \Gamma^{-1}=\mathrm{T}^{\alpha}$ and $\Gamma \mathrm{E}_{1}=\zeta_{m}^{\epsilon} \mathrm{E}_{1}$, then this matrix $\Gamma$ is unique.

Proof. We will use the idea leading to equation 4.11 replacing $\sigma$ with $\Gamma$. We will compute recursively and uniquely the entries $\gamma_{\mu, i}$, arriving at the explicit formula of eq. (4.18).

Observe that trivially $\gamma_{v, 1}=0$ for all $v<1$ since we only allow $1 \leqslant v \leqslant d$. We compute

$$
\begin{align*}
\tilde{\gamma}_{\mu, i} & =\gamma_{\mu, i-1}\left(\lambda_{\mu}^{\alpha}-\lambda_{i-1}\right)+\sum_{v=1}^{\mu-1} \gamma_{v, i-1} t_{\mu, v}^{(\alpha)}  \tag{4.13}\\
& =\gamma_{\mu, i-1}\left(\lambda_{\mu}^{\alpha}-\lambda_{i-1}\right)+\sum_{v=1}^{\mu-1} \gamma_{v, i-1} A(v, \mu-v-1) L(\alpha-(\mu-v), v, \mu-v) \\
& =\gamma_{\mu, i-1}\left(\lambda_{\mu}^{\alpha}-\lambda_{i-1}\right)+\sum_{v=1}^{\mu-1} \gamma_{v, i-1} a_{v} a_{v+1} \cdots a_{\mu-1} h_{\alpha-\mu+v}\left(\lambda_{v}, \lambda_{v+1}, \ldots, \lambda_{\mu}\right)
\end{align*}
$$

Define

$$
\begin{aligned}
{\left[\lambda_{m}^{\alpha}-\lambda_{x}\right]_{i}^{j} } & =\prod_{x=i}^{j}\left(\lambda_{\mu}^{\alpha}-\lambda_{x}\right) \\
{[a]_{i}^{j} } & =\prod_{x=i}^{j} a_{x}
\end{aligned}
$$

for $i \leqslant j$. If $i>j$ then both of the above quantities are defined to be equal to 1 .
Observe that for $\mu=1$ eq. (4.13) becomes

$$
\begin{equation*}
\gamma_{1, \mathfrak{i}}=\frac{1}{\mathfrak{a}_{\mathfrak{i}-1}} \gamma_{1, \mathfrak{i}-1}\left(\lambda_{1}^{\alpha}-\lambda_{\mathfrak{i}-1}\right) \tag{4.14}
\end{equation*}
$$

and we arrive at (assuming that $\Gamma\left(\mathrm{E}_{1}\right)=\zeta_{m}^{\epsilon} \mathrm{E}_{1}$ )

$$
\begin{equation*}
\gamma_{1, i}=\frac{\zeta_{m}^{\epsilon}}{a_{1} a_{2} \cdots a_{i-1}} \prod_{x=1}^{i-1}\left(\lambda_{1}^{\alpha}-\lambda_{x}\right)=\frac{\zeta_{m}^{\epsilon}}{a_{1} a_{2} \cdots a_{i-1}}\left[\lambda_{1}^{\alpha}-\lambda_{x}\right]_{1}^{i-1} \tag{4.15}
\end{equation*}
$$

For $\mu \geqslant 2$ we have $\gamma_{\mu, 1}=0$, since by assumption $T E_{1}=\zeta_{m}^{\epsilon} \mathrm{E}_{1}$. Therefore eq. (4.13) gives us

$$
\begin{align*}
\gamma_{\mu, i} & =\sum_{\kappa_{1}=0}^{i-2} \frac{\left[\lambda_{\mu}^{\alpha}-\lambda_{x}\right]_{i-\kappa_{1}}^{i-1}}{[a]_{i-1-\kappa_{1}}^{i-1}} \sum_{\mu_{2}=1}^{\mu-1} \gamma_{\mu_{2}, i-1-\kappa_{1}}[a]_{\mu_{2}}^{\mu-1} h_{\alpha-\mu+\mu_{2}}\left(\lambda_{\mu_{2}}, \ldots, \lambda_{\mu}\right) \\
& =\sum_{\mu_{2}=1}^{\mu-1}[a]_{\mu_{2}}^{\mu-1} h_{\alpha-\mu+\mu_{2}}\left(\lambda_{\mu_{2}}, \ldots, \lambda_{\mu}\right) \sum_{\kappa_{1}=0}^{i-2} \frac{\left[\lambda_{\mu}^{\alpha}-\lambda_{x}\right]_{i-\kappa_{1}}^{i-1}}{[a]_{i-1-\kappa_{1}}^{i-1}} \gamma_{\mu_{2}, i-1-\kappa_{1}} . \tag{4.16}
\end{align*}
$$

We will now prove eq. (4.16) by induction on $i$. For $i=2, \mu \geqslant 2$ we have

$$
\begin{aligned}
\gamma_{\mu, 2} & =\frac{1}{a_{1}} \gamma_{\mu, 1}\left(\lambda_{\mu}^{\alpha}-\lambda_{1}\right)+\frac{1}{a_{1}} \sum_{\mu_{2}=1}^{\mu-1} \gamma_{\mu_{2}, 1}[a]_{\mu_{2}}^{\mu-1} h_{\alpha-\mu+\mu_{2}}\left(\lambda_{\mu_{2}}, \ldots, \lambda_{\mu}\right) \\
& =\frac{1}{a_{1}}[a]_{1}^{\mu-1} h_{\alpha-\mu+1}\left(\lambda_{1}, \ldots, \lambda_{\mu}\right) \gamma_{1,1}
\end{aligned}
$$

Assume now that eq. (4.16) holds for computing $\gamma_{\mu, i-1}$. We will treat the $\gamma_{\mu, i}$ case. We have

$$
\begin{aligned}
\gamma_{\mu, i} & =\frac{\left(\lambda_{\mu}^{\alpha}-\lambda_{i-1}\right)}{a_{i-1}} \gamma_{\mu, i-1}+\frac{1}{a_{i-1}} \sum_{\mu_{2}=1}^{\mu-1} \gamma_{\mu_{2}, i-1}[a]_{\mu_{2}}^{\mu-1} h_{\alpha-\mu+\mu_{2}}\left(\lambda_{\mu_{2}}, \ldots, \lambda_{\mu}\right) \\
& =\frac{\left(\lambda_{\mu}^{\alpha}-\lambda_{i-1}\right)}{a_{i-1}} \sum_{\mu_{2}=1}^{\mu-1}[a]_{\mu_{2}}^{\mu-1} h_{\alpha-\mu+\mu_{2}}\left(\lambda_{\mu_{2}}, \ldots, \lambda_{\mu}\right) \sum_{\kappa_{1}=0}^{i-3} \frac{\left[\lambda_{\mu}^{\alpha}-\lambda_{\chi}\right]_{i-1-\kappa_{1}}^{i-2}}{[a]_{i-2-\kappa_{1}}^{i-2}} \gamma_{\mu_{2}, i-2-\kappa_{1}} \\
& +\frac{1}{a_{i-1}} \sum_{\mu_{2}=1}^{\mu-1} \gamma_{\mu_{2}, i-1}[a]_{\mu_{2}}^{\mu-1} h_{\alpha-\mu+\mu_{2}}\left(\lambda_{\mu_{2}}, \ldots, \lambda_{\mu}\right) \\
& =\sum_{\mu_{2}=1}^{\mu-1}[a]_{\mu_{2}}^{\mu-1} h_{\alpha-\mu+\mu_{2}}\left(\lambda_{\mu_{2}}, \ldots, \lambda_{\mu}\right) \sum_{\kappa_{1}=0}^{i-3} \frac{\left[\lambda_{\mu}^{\alpha}-\lambda_{\chi}\right]_{i-1-\kappa_{1}}^{i-1}}{[a]_{i-2-\kappa_{1}}^{i-1}} \gamma_{\mu_{2}, i-2-\kappa_{1}} \\
& +\frac{1}{a_{i-1}} \sum_{\mu_{2}=1}^{\mu-1} \gamma_{\mu_{2}, i-1}[a]_{\mu_{2}}^{\mu-1} h_{\alpha-\mu+\mu_{2}}\left(\lambda_{\mu_{2}}, \ldots, \lambda_{\mu}\right) \\
& =\sum_{\mu_{2}=1}^{\mu-1}[a]_{\mu_{2}}^{\mu-1} h_{\alpha-\mu+\mu_{2}}\left(\lambda_{\mu_{2}}, \ldots, \lambda_{\mu}\right) \sum_{\kappa_{1}=1}^{i-2} \frac{\left[\lambda_{\mu}^{\alpha}-\lambda_{x}\right]_{i-\kappa_{1}}^{i-1}}{[a]_{i-1-\kappa_{1}}^{i-1}} \gamma_{\mu_{2}, i-1-\kappa_{1}} \\
& +\sum_{\mu_{2}=1}^{\mu-1}[a]_{\mu_{2}}^{\mu-1} h_{\alpha-\mu+\mu_{2}}\left(\lambda_{\mu_{2}}, \ldots, \lambda_{\mu}\right) \frac{1}{a_{i-1}} \gamma_{\mu_{2}, i-1} \\
& =\sum_{\mu_{2}=1}^{\mu-1}[a]_{\mu_{2}}^{\mu-1} h_{\alpha-\mu+\mu_{2}}\left(\lambda_{\mu_{2}}, \ldots, \lambda_{\mu}\right) \sum_{\kappa_{1}=0}^{i-2} \frac{\left[\lambda_{\mu}^{\alpha}-\lambda_{x}\right]_{i-\kappa_{1}}^{i-1}}{[a]_{i-1-\kappa_{1}}^{i-1}} \gamma_{\mu_{2}, i-1-\kappa_{1}}
\end{aligned}
$$

and equation $(4.16)$ is now proved.
We proceed recursively applying eq. 4.16 to each of the summands $\gamma_{\mu_{2}, i-1-\kappa_{1}}$ if $\mu_{2}>1$ and $i-1-\kappa_{1}>1$. If $\mu_{2}=1$, then $\gamma_{\mu_{2}, i-1-\kappa_{1}}$ is computed by eq. (4.14) and if $\mu_{2}>1$ and $i-1-\kappa_{1} \leqslant 1$ then $\gamma_{\mu_{2}, i-1-\kappa_{1}}=0$. We can classify all iterations needed by the set $\Sigma_{\mu}$ of sequences ( $\mu_{s}, \mu_{s-1}, \ldots, \mu_{3}, \mu_{2}$ ) such that

$$
\begin{equation*}
1=\mu_{s}<\mu_{s-1}<\cdots<\mu_{3}<\mu_{2}<\mu=\mu_{1} . \tag{4.17}
\end{equation*}
$$

For example for $\mu=5$ the set of such sequences is given by

$$
\Sigma_{\mu}=\{(1),(1,2),(1,3),(1,2,3),(1,4),(1,2,4),(1,3,4),(1,2,3,4)\}
$$

corresponding to the tree of iterations given in figure 4.1. The length of the sequence ( $\mu_{s}, \mu_{s-1}, \ldots, \mu_{2}$ ) is given in eq. (4.17) is $s-1$. In each iteration the $\mathfrak{i}$ changes to $\mathfrak{i}-1-k$ thus we have the following sequence of indices

$$
\mathfrak{i}_{1}=\mathfrak{i} \rightarrow \mathfrak{i}_{2}=\mathfrak{i}-1-\kappa_{1} \rightarrow \mathfrak{i}_{3}=\mathfrak{i}-2-\left(\kappa_{1}+\kappa_{2}\right) \rightarrow \cdots \rightarrow \mathfrak{i}_{s}=\mathfrak{i}-(s-1)-\left(\kappa_{1}+\cdots+\kappa_{s-1}\right)
$$

For the sequence $i_{1}, \mathfrak{i}_{2}, \ldots$, we might have $\mathfrak{i}_{t}=1$ for $t<s-1$. But in this case, we will arrive at the


Figure 4.1: Iteration tree for $\mu=5$
element $\gamma_{\mu_{t+1}, i_{t}}=\gamma_{\mu_{t}, 1}=0$ since $\mu_{t}>1$. This means that we will have to consider only selections $\kappa_{1}, \ldots, \kappa_{s-1}$ such that $i_{s-1} \geqslant 1$. Therefore we arrive at the following expression for $\mu \geqslant 2$

$$
\begin{align*}
& \gamma_{\mu, i}=\sum_{\left(\mu_{s}, \ldots, \mu_{2}\right) \in \Sigma_{\mu}}[a]_{\mu_{2}}^{\mu-1}[a]_{\mu_{3}}^{\mu_{2}-1} \ldots[a]_{\mu_{s}}^{\mu_{s}-1-1} \prod_{v=2}^{s} h_{\alpha-\mu_{v-1}+\mu_{v}}\left(\lambda_{\mu_{v}}, \ldots, \lambda_{\mu_{v-1}}\right) \\
& \sum_{i=i_{1}>i_{2}>\cdots>i_{s} \geqslant 1} \prod_{v=1}^{s-1} \frac{\left[\lambda_{\mu_{v}}^{\alpha}-\lambda_{x}\right]_{i_{v+1}+1}^{i_{v}-1}}{[a]_{i_{v+1}}^{i_{v}-1}} \cdot \gamma_{1, i_{s}} \text {. } \\
& =\sum_{\left(\mu_{s}, \ldots, \mu_{2}\right) \in \Sigma_{\mu}} \prod_{v=2}^{s} h_{\alpha-\mu_{v-1}+\mu_{v}}\left(\lambda_{\mu_{v}}, \ldots, \lambda_{\mu_{v-1}}\right) \\
& \sum_{i=i_{1}>i_{2}>\cdots>i_{s} \geqslant 1} \frac{[a]_{1}^{\mu-1}}{[a]_{i_{s}}^{i-1}} \prod_{v=1}^{s-1}\left[\lambda_{\mu_{v}}^{\alpha}-\lambda_{x}\right]_{i_{v+1}+1}^{i_{v}-1} \frac{\zeta_{m}^{\epsilon}\left[\lambda_{1}^{\alpha}-\lambda_{x}\right]_{1}^{i_{s}-1}}{[a]_{1}^{i_{s}-1}} \\
& =\sum_{\left(\mu_{s}, \ldots, \mu_{2}\right) \in \Sigma_{\mu}} \prod_{v=2}^{s} h_{\alpha-\mu_{v-1}+\mu_{v}}\left(\lambda_{\mu_{v}}, \ldots, \lambda_{\mu_{v}-1}\right) \frac{[a]_{1}^{\mu-1}}{[a]_{1}^{i-1}} \zeta_{m}^{\epsilon} \sum_{i=i_{1}>i_{2}>\cdots>i_{s} \geqslant 1} \prod_{v=1}^{s}\left[\lambda_{\mu_{v}}^{\alpha}-\lambda_{x}\right]_{i_{v+1}+1}^{i_{v}-1} \tag{4.18}
\end{align*}
$$

where $i_{s+1}+1=1$ that is $i_{s+1}=0$.
We will now prove that the matrix $\Gamma$ of lemma 4.5.4.1 exists by cheking that $\Gamma \mathrm{T}=\mathrm{T}^{\alpha} \Gamma$. Set $\left(\mathrm{a}_{\mu, i}\right)=$ $\Gamma \mathrm{T},\left(\mathrm{b}_{\mu, i}\right)=\mathrm{T}^{\alpha} \Gamma$. For $i<d$ we have

$$
\begin{aligned}
a_{\mu, i} & =\sum_{\nu=1}^{d} \gamma_{\mu, v} t_{v, i}=\gamma_{\mu, i} t_{i i}+\gamma_{\mu, i+1} t_{i+1, i} \\
& =\gamma_{\mu, i} \lambda_{i}+\gamma_{\mu, i}\left(\lambda_{\mu}^{\alpha}-\lambda_{i}\right)+\sum_{\nu=1}^{\mu-1} \gamma_{v, i} t_{\mu, v}^{(\alpha)} \\
& =\gamma_{\mu, i} \lambda_{\mu}^{\alpha}+\sum_{\nu=1}^{\mu-1} \gamma_{v, i} t_{\mu, v}^{(\alpha)}=\sum_{\nu=1}^{\mu} t_{\mu, \nu}^{(\alpha)} \gamma_{v, i}=b_{\mu, i} .
\end{aligned}
$$

For $\mathfrak{i}=\mathrm{d}$ we have:

$$
a_{\mu, d}=\sum_{v=1}^{d} \gamma_{\mu, \nu} t_{v, d}=\gamma_{\mu, \mathrm{d}} \mathrm{t}_{\mathrm{d}, \mathrm{~d}}=\gamma_{\mu, \mathrm{d}} \lambda_{\mathrm{d}}
$$

while

$$
\mathrm{b}_{\mu, \mathrm{d}}=\sum_{\nu=1}^{\mathrm{d}} \mathrm{t}_{\mu, \nu}^{(\alpha)} \gamma_{\nu, \mathrm{d}}=\sum_{\nu=1}^{\mu-1} \mathrm{t}_{\mu, \nu}^{(\alpha)} \gamma_{\nu, \mathrm{d}}+\lambda_{\mu}^{\alpha} \gamma_{\mu, \mathrm{d}}
$$

This gives us the relation

$$
\begin{equation*}
\left(\lambda_{d}-\lambda_{\mu}^{a}\right) \gamma_{\mu, d}=\sum_{v=1}^{\mu-1} t_{\mu, \nu}^{(\alpha)} \gamma_{v, \mathrm{~d}} \tag{4.19}
\end{equation*}
$$

For $\mu=1$ using eq. (4.15) we have

$$
\gamma_{1, \mathrm{~d}} \lambda_{\mathrm{d}}=\gamma_{1, \mathrm{~d}} \lambda_{1}^{\alpha} \Rightarrow\left[\lambda_{1}^{\alpha}-\lambda_{x}\right]_{1}^{\mathrm{d}}=0 .
$$

This relation is satisfied if $\lambda_{1}^{\alpha}$ is one of $\left\{\lambda_{1}, \ldots, \lambda_{d}\right\}$. Without loss of generality we assume that

$$
\lambda_{i}^{(a)}= \begin{cases}\lambda_{i+1} & \text { if } m \nmid i  \tag{4.20}\\ \lambda_{i-m+1} & \text { if } m \mid i\end{cases}
$$

We have the following conditions:

$$
\begin{array}{rc}
\mu=2 & \left(\lambda_{d}-\lambda_{2}^{\alpha}\right) \gamma_{2, d}=t_{2,1}^{(\alpha)} \gamma_{1, \mathrm{~d}} \\
\mu=3 & \left(\lambda_{d}-\lambda_{3}^{\alpha}\right) \gamma_{3, \mathrm{~d}}=\mathrm{t}_{3,1}^{(\alpha)} \gamma_{1, \mathrm{~d}}+\mathrm{t}_{3,2}^{(\alpha)} \gamma_{2, \mathrm{~d}} \\
\mu=4 & \left(\lambda_{\mathrm{d}}-\lambda_{4}^{\alpha}\right) \gamma_{4, \mathrm{~d}}=\mathrm{t}_{4,1}^{(\alpha)} \gamma_{1, \mathrm{~d}}+\mathrm{t}_{4,2}^{(\alpha)} \gamma_{2, \mathrm{~d}}+\mathrm{t}_{4,3}^{(\alpha)} \gamma_{3, \mathrm{~d}} \\
\vdots & \vdots \\
\mu=\mathrm{d}-1 & \left(\lambda_{\mathrm{d}}-\lambda_{\mathrm{d}-1}^{\alpha}\right) \gamma_{\mathrm{d}-1, \mathrm{~d}}=\mathrm{t}_{\mathrm{d}-1,1}^{(\alpha)} \gamma_{1, \mathrm{~d}}+\mathrm{t}_{\mathrm{d}-1,2}^{(\alpha)} \gamma_{2, \mathrm{~d}}+\cdots+\mathrm{t}_{\mathrm{d}-1, \mathrm{~d}-2}^{(\alpha)} \gamma_{\mathrm{d}-1, \mathrm{~d}}
\end{array}
$$

All these equations are true provided that $\gamma_{1, \mathrm{~d}}, \ldots, \gamma_{d-2, \mathrm{~d}}=0$. Finally, for $\mu=\mathrm{d}$, we have

$$
\begin{equation*}
\left(\lambda_{d}-\lambda_{d}^{\alpha}\right) \gamma_{d, d}=\sum_{v=1}^{d-1} t_{d, v}^{(\alpha)} \gamma_{v, d} \tag{4.21}
\end{equation*}
$$

which is true provided that $\left(\lambda_{d}-\lambda_{d}^{\alpha}\right) \gamma_{d, d}=t_{d, d-1}^{(a)} \gamma_{d-1, d}$.

Lemma 4.5.4.3. For $n \geqslant 2$ the vertical sum $S_{n}$ of the products of every line of the following array

| $y$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | $\left(x_{1}-x_{2}\right)$ | $\left(x_{1}-x_{3}\right)$ | $\cdots$ | $\cdots$ | $\left(x_{1}-x_{n}\right)$ |
| 2 | $\left(z-x_{1}\right)$ | 1 | $\left(x_{1}-x_{3}\right)$ | $\cdots$ | $\cdots$ | $\left(x_{1}-x_{n}\right)$ |
| 3 | $\left(z-x_{1}\right)$ | $\left(z-x_{2}\right)$ | 1 | $\ddots$ | $\ddots$ | $\vdots$ |
| $\vdots$ | $\vdots$ | $\ddots$ | $\ddots$ | $\ddots$ |  | $\vdots$ |
| $\vdots$ | $\vdots$ |  |  | $\ddots$ |  | $\vdots$ |
| $\mathrm{n}-1$ | $\left(z-x_{1}\right)$ | $\left(z-x_{2}\right)$ | $\cdots$ | $\left(z-x_{n-2}\right)$ | 1 | $\left(x_{1}-x_{n}\right)$ |
| n | $\left(z-x_{1}\right)$ | $\left(z-x_{2}\right)$ | $\cdots$ | $\left(z-x_{n-2}\right)$ | $\left(z-x_{n-1}\right)$ | 1 |

is given by

$$
S_{n}=\sum_{y=1}^{n} \prod_{v=y+1}^{n}\left(x_{1}-x_{v}\right) \prod_{\mu=1}^{y-1}\left(z-x_{\mu}\right)=\left(z-x_{2}\right) \cdots\left(z-x_{n}\right) .
$$

In particular when $z=x_{n}$ the sum is zero.
Proof. We will prove the lemma by induction. For $n=2$ we have $S_{2}=\left(x_{1}-x_{2}\right)+\left(z-x_{1}\right)=z-x_{2}$. Assume that the equality holds for $n$. The sum $S_{n+1}$ corresponds to the array:

| $y$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | $\left(x_{1}-x_{2}\right)$ | $\left(x_{1}-x_{3}\right)$ | $\cdots$ | $\left(x_{1}-x_{n}\right)$ | $\left(x_{1}-x_{n+1}\right)$ |
| 2 | $\left(z-x_{1}\right)$ | 1 | $\left(x_{1}-x_{3}\right)$ | $\cdots$ | $\left(x_{1}-x_{n}\right)$ | $\left(x_{1}-x_{n+1}\right)$ |
| 3 | $\left(z-x_{1}\right)$ | $\left(z-x_{2}\right)$ | 1 | $\ddots$ | $\vdots$ | $\vdots$ |
| $\vdots$ | $\vdots$ |  | $\ddots$ | $\ddots$ | $\vdots$ | $\vdots$ |
| $n-1$ | $\left(z-x_{1}\right)$ | $\cdots$ | $\left(z-x_{n-2}\right)$ | 1 | $\left(x_{1}-x_{n}\right)$ | $\left(x_{1}-x_{n+1}\right)$ |
| $n$ | $\left(z-x_{1}\right)$ | $\left(z-x_{2}\right)$ | $\cdots$ | $\left(z-x_{n-1}\right)$ | 1 | $\left(x_{1}-x_{n+1}\right)$ |
| $n+1$ | $\left(z-x_{1}\right)$ | $\left(z-x_{2}\right)$ | $\cdots$ | $\left(z-x_{n-1}\right)$ | $\left(z-x_{n}\right)$ | 1 |

We have by definition $S_{n+1}=S_{n}\left(x_{1}-x_{n+1}\right)+\left(z-x_{1}\right)\left(z-x_{2}\right) \cdots\left(z-x_{n}\right)$, which by induction gives

$$
\begin{aligned}
S_{n+1} & =\left(z-x_{2}\right) \cdots\left(z-x_{n}\right)\left(x_{1}-x_{n+1}\right)+\left(z-x_{1}\right)\left(z-x_{2}\right) \cdots\left(z-x_{n}\right) \\
& =\left(z-x_{2}\right) \cdots\left(z-x_{n}\right)\left(x_{1}-x_{n+1}+z-x_{1}\right)
\end{aligned}
$$

and gives the desired result.

Lemma 4.5.4.4. Consider $A<l<L<B$. The quantity

$$
\sum_{l \leqslant y \leqslant L}\left[\lambda_{a}-\lambda_{x}\right]_{A}^{y-1} \cdot\left[\lambda_{b}-\lambda_{x}\right]_{y+1}^{B}
$$

equals to

$$
\left[\lambda_{a}-\lambda_{x}\right]_{A}^{l-1} \cdot\left[\lambda_{b}-\lambda_{x}\right]_{L+1}^{\mathrm{B}} \cdot \frac{\left[\lambda_{a}-\lambda_{x}\right]_{\mathrm{l}}^{\mathrm{L}}-\left[\lambda_{b}-\lambda_{x}\right]_{\mathrm{l}}^{\mathrm{L}}}{\left(\lambda_{a}-\lambda_{b}\right)}
$$

Proof. We write

$$
\begin{gathered}
\sum_{l \leqslant y \leqslant L}\left[\lambda_{a}-\lambda_{x}\right]_{A}^{y-1} \cdot\left[\lambda_{b}-\lambda_{x}\right]_{y+1}^{B} \\
=\left[\lambda_{a}-\lambda_{x}\right]_{\mathcal{A}}^{l-1} \cdot\left[\lambda_{b}-\lambda_{x}\right]_{\mathrm{L}+1}^{\mathrm{B}} \cdot \sum_{l \leqslant y \leqslant L}\left[\lambda_{a}-\lambda_{x}\right]_{\mathrm{l}}^{y-1} \cdot\left[\lambda_{b}-\lambda_{x}\right]_{y+1}^{\mathrm{L}}
\end{gathered}
$$

The last sum can be read as the vertical sum $S$ of the products of every line in the following array:

| $\frac{\mathrm{y}}{\mathrm{l}}$ | $1{ }^{1}\left(\lambda_{\mathrm{b}}-\lambda_{\mathrm{l}+1}\right)\left(\lambda_{\mathrm{b}}-\lambda_{l+2}\right)$ |  |  | ) |
| :---: | :---: | :---: | :---: | :---: |
| $l+1$ | $\left(\lambda_{a}-\lambda_{l}\right) \quad 1 \quad\left(\lambda_{b}-\lambda_{l+2}\right)$ |  |  | $\left(\lambda_{b}-\lambda_{L-1}\right)\left(\lambda_{b}-\lambda_{L}\right)$ |
| $l+2$ | $\left(\lambda_{a}-\lambda_{l}\right)\left(\lambda_{a}-\lambda_{l+1}\right)$ |  |  |  |
|  |  |  |  |  |
| L-2 | $\left(\lambda_{a}-\lambda_{l}\right)\left(\lambda_{a}-\lambda_{l+1}\right)$ |  | 1 | $\left(\lambda_{\mathrm{b}}-\lambda_{\mathrm{L}-1}\right)\left(\lambda_{\mathrm{b}}-\lambda_{\mathrm{L}}\right)$ |
| L-1 | $\left(\lambda_{a}-\lambda_{l}\right)\left(\lambda_{a}-\lambda_{l+1}\right)$ |  | $\left(\lambda_{a}-\lambda_{L-2}\right)$ | $1 \quad\left(\lambda_{b}-\lambda_{L}\right)$ |
| L | $\left(\lambda_{a}-\lambda_{l}\right)\left(\lambda_{a}-\lambda_{l+1}\right)$ |  | $\left(\lambda_{a}-\lambda_{L-2}\right.$ | $\left(\lambda_{a}-\lambda_{L-1}\right)$ |

If $l=b$, then lemma 4.5.4.3 implies that $S=\left[\lambda_{a}-\lambda_{x}\right]_{b+1}^{\mathrm{L}}$. Furthermore, if $L=a$ then $S=0$.
The quantity $S$ cannot be directly computed using lemma 4.5.4.3, if $l \neq b$. We proceed by forming the array:


The value of this array is computed using lemma 4.5.4.3 to be equal to $\left[\lambda_{a}-\lambda_{x}\right]_{b+1}^{\mathrm{L}}$. We observe that the sum of the products of the top left array can be computed using lemma 4.5.4.3, while the sum of the products of the lower right array is $S$.

$$
\left[\lambda_{a}-\lambda_{x}\right]_{b}^{l-1} \cdot S+\left[\lambda_{a}-\lambda_{x}\right]_{b+1}^{l-1} \cdot\left[\lambda_{b}-\lambda_{x}\right]_{l}^{L}=\left[\lambda_{a}-\lambda_{x}\right]_{b+1}^{\mathrm{L}}
$$

we arrive at

$$
\left[\lambda_{a}-\lambda_{x}\right]_{b}^{l-1} S=\left[\lambda_{a}-\lambda_{x}\right]_{b+1}^{l-1}\left(\left[\lambda_{a}-\lambda_{x}\right]_{l}^{\mathrm{L}}-\left[\lambda_{b}-\lambda_{x}\right]_{\mathrm{l}}^{\mathrm{L}}\right)
$$

or equivalently

$$
\left(\lambda_{a}-\lambda_{b}\right) \cdot S=\left[\lambda_{a}-\lambda_{x}\right]_{l}^{\mathrm{L}}-\left[\lambda_{b}-\lambda_{x}\right]_{\imath}^{\mathrm{L}}
$$

Lemma 4.5.4.5. For all $1 \leqslant \mu \leqslant d-2$ we have $\gamma_{\mu, d}=0$.
Proof. Let $\mu_{1}=\mu>\mu_{2}>\cdots>\mu_{s}=1 \in \Sigma_{\mu}$ be a selection of iterations and $d=\mathfrak{i}_{1}>\mathfrak{i}_{2}>\cdots \cdots \cdots \mathfrak{i}_{s} \geqslant 1>$ $i_{s+1}=0$ be the sequence of $i$ 's. Using eq. 4.20 , we see that the quantity $\left[\lambda_{\mu_{v}}^{\alpha}-\lambda_{x}\right]_{i_{v+1}+1}^{i_{v}-1} \neq 0$ if and only if one of the following two inequalities hold:

$$
\begin{align*}
\text { either } & \mathfrak{i}_{v+1} & >\mu_{v}-\operatorname{mf}\left(\mu_{v}\right) \\
\text { or } & \mathfrak{i}_{v} & <\mu_{v}+2-\operatorname{mf}\left(\mu_{v}\right), \tag{4.22}
\end{align*}
$$

where

$$
f(x)= \begin{cases}1 & \text { if } m \mid x \\ 0 & \text { if } m \nmid x\end{cases}
$$

We will denote the above two inequalities by $\left.(4.22)_{v}, 4.23\right)_{v}$ when applied for the integer $v$. Assume, that for all $1 \leqslant v \leqslant s$ one of the two inequalities $(4.22]_{v},(4.23)_{v}$ hold, that is $\left[\lambda_{\mu_{v}}^{\alpha}-\lambda_{x}\right]_{i_{v+1}+1}^{i_{v}-1} \neq 0$. Inequality (4.22) s can not hold for $v=s$ since it gives us $0=i_{s+1}>1=\mu_{s}$, we have $\mathfrak{m} \nmid 1=\mu_{s}$.

We will keep the sequence $\bar{\mu}: \mu_{1}>\mu_{2}>\cdots>\mu_{\mathrm{s}}$ fixed and we will sum over all possible selections of sequences of $\mathfrak{i}_{1}>\cdots \mathfrak{i}_{s}>\mathfrak{i}_{s+1}=0$, that is we will show that the sum

$$
\begin{equation*}
\Gamma_{\bar{\mu}, i}:=\sum_{i=i_{1}>i_{2}>\cdots>i_{s} \geqslant 1} \prod_{v=1}^{s}\left[\lambda_{\mu_{v}}^{\alpha}-\lambda_{\chi}\right]_{i_{v+1}+1}^{i_{v}-1} \tag{4.24}
\end{equation*}
$$

is zero, which will show that $\gamma_{\mu, \mathrm{d}}=0$ using eq. 4.18.).
Observe now that if (4.23) holds and $m \nmid v, v-1$, then 4.23$)_{v-1}$ also holds. Indeed the combination of $(4.23)_{v}$ and $(4.22)_{v-1}$ gives the impossible inequality

$$
\mu_{v}+2 \stackrel{(\sqrt[4.231]{ })_{v}}{>} i_{v} \stackrel{(\sqrt[4.22]{>})_{v-1}}{>} \mu_{v-1}
$$

Assume now that $m \mid v$ and $(4.23)_{v}$ holds, then (4.23) $)_{v-1}$ also holds. Indeed the combination of (4.23) $v$ and 4.22$)_{v-1}$ gives us

$$
\mu_{v}+2-m \stackrel{(4-23)_{v}}{>} \mathfrak{i}_{v} \stackrel{(4-2 \pi)_{v-1}}{>} \mu_{v-1}-\operatorname{mf}\left(\mu_{v-1}\right)
$$

If $m \nmid \mu_{v-1}$, then the above inequality is impossible since it implies that

$$
\mu_{v}+2-m>\mu_{v-1}>\mu_{v} .
$$

If $m \mid \mu_{v-1}$, then the inequality is also impossible since it implies that $\mu_{v}+2>\mu_{v-1}$ so if we write $\mu_{v-1}=k^{\prime} m$ and $\mu_{v}=k m, k, k^{\prime} \in \mathbb{N}, k^{\prime}>k$, we arrive at $2>\left(k^{\prime}-k\right) m \geqslant m$. This proves the following

Lemma 4.5.4.6. The inequality (4.22) ${ }_{v-1}$ might be correct only in cases where $\mathfrak{m} \mid \mu_{v-1}, m \nmid \mu_{v}$.
Assume that for all $v$ inequality (4.23) holds. Then for $v=1$ it gives us (recall that $\mu \leqslant d-2$ )

$$
\begin{equation*}
\mu+2 \leqslant d=\mathfrak{i}_{1}<\mu_{1}+2-\operatorname{mf}\left(\mu_{1}\right)=\mu+2-m f(\mu) \tag{4.25}
\end{equation*}
$$

which is impossible. Therefore either there are $v$ such that none of the two inequalities (4.22),$~(4.23) v$ hold (in this case the contribution to the sum is zero) or there are cases where (4.22) holds.

The sumands appearing in eq. 4.24, can be zero, for example the sequence $\mu_{1}=\mathfrak{m}>\mu_{2}=1$ with $\mathfrak{i}_{2}=2<\mathfrak{i}_{1}=\mathrm{d}, \mathrm{s}=2$ give the contribution

$$
\left[\lambda_{\mu_{2}}^{\alpha}-\lambda_{\chi}\right]_{1}^{i_{2}-1}\left[\lambda_{\mu_{1}}^{\alpha}-\lambda_{\chi}\right]_{\mathfrak{i}_{2}}^{d-1}=\left[\lambda_{1}^{\alpha}-\lambda_{x}\right]_{1}^{1}\left[\lambda_{m}^{\alpha}-\lambda_{x}\right]_{i_{2}+1}^{d-1}=\left(\lambda_{2}-\lambda_{1}\right)\left[\lambda_{1}-\lambda_{\chi}\right]_{3}^{d-1}
$$

while for $\mathfrak{i}_{2}=1<\mathfrak{i}_{1}=\mathrm{d}$ it gives the contribution

$$
\left[\lambda_{\mu_{2}}^{\alpha}-\lambda_{\chi}\right]_{1}^{i_{2}-1}\left[\lambda_{\mu_{1}}^{\alpha}-\lambda_{\chi}\right]_{i_{2}+1}^{d-1}=\left[\lambda_{1}^{\alpha}-\lambda_{x}\right]_{1}^{0}\left[\lambda_{m}^{\alpha}-\lambda_{x}\right]_{2}^{d-1}=\left[\lambda_{1}-\lambda_{x}\right]_{2}^{d-1}
$$

It is clear that these non-zero contributions cancel out when added.

Lemma 4.5.4.7. Assume that $m \mid \mu_{v_{0}-1}$ and $m \nmid \mu_{v_{0}}$, where (4.23) $v_{v_{0}}$ and (4.22) $v_{0}$. hold. Then, we can eliminate $\mu_{v_{0}-1}$ and $i_{v_{0}}$ from both selections of the sequence of $\mu$ 's and $i$ 's, i.e. we can form the sequence of length $s-1$

$$
\bar{\mu}_{s-1}=\mu_{s}<\bar{\mu}_{s-2}=\mu_{s-1}<\cdots<\bar{\mu}_{v_{0}-1}=\mu_{v_{0}}<\bar{\mu}_{v_{0}-2}=\mu_{v_{0}-2}<\cdots<\bar{\mu}_{1}=\mu_{1} .
$$

and the corresponding sequence of equal length

$$
\overline{\mathfrak{i}}_{s-1}=\mathfrak{i}_{s}<\overline{\mathfrak{i}}_{s-2}=\mathfrak{i}_{s-1}<\cdots<\overline{\mathfrak{i}}_{v_{0}-1}=\mathfrak{i}_{v_{0}-1}<\overline{\mathfrak{i}}_{v_{0}}=\mathfrak{i}_{v_{0}+1}<\cdots<\overline{\mathfrak{i}}_{1}=\mathfrak{i}_{1}=\mathrm{d}
$$

so that

$$
\Gamma_{\bar{\mu}, i}=\sum_{i_{1}>\cdots>i_{s}} \prod_{v=1}^{s}\left[\lambda_{\mu_{v}}^{\alpha}-\lambda_{x}\right]_{i_{v+1}+1}^{i_{v}-1}=(\star) \sum_{\bar{i}_{1}>\cdots>\bar{i}_{s-1}} \prod_{\substack{v=1 \\ v \neq v_{0}-1}}^{s}\left[\lambda_{\mu_{v}}^{\alpha}-\lambda_{x}\right]_{i_{v+1}+1}^{i_{v}-1}
$$

where $(\star)$ is a non zero element.
Proof. (of lemma 4.5.4.7) We are in the case $m \mid \mu_{v_{0}-1}$ and $m \nmid \mu_{v_{0}}$, where $(4.23) v_{v_{0}}$ and 4.22$)_{v_{0}-1}$ hold,

$$
\begin{equation*}
\mu_{v_{0}-1}-m \stackrel{(4.22)_{v_{0}-1}}{<} i_{v_{0}} \stackrel{(4.23)}{v_{v_{0}}} \mu_{v_{0}}+2, \tag{4.26}
\end{equation*}
$$

or equivalently

$$
\mu_{0}:=\mu_{v_{0}-1}-\mathfrak{m}+1 \leqslant \mathfrak{i}_{v_{0}} \leqslant \mu_{v_{0}}+1
$$

For $\mathfrak{i}_{v_{0}+1}$ the inequality (4.22) $v_{0} \mathfrak{i}_{v_{0}+1}>\mu_{v_{0}}-m f\left(\mu_{v_{0}}\right)$ can not hold, since it implies

$$
\mathfrak{i}_{v_{0}+1}<\mathfrak{i}_{v_{0}} \stackrel{(\boxed{4} 23)_{v_{0}}}{<} \mu_{v_{0}}+2<\mathfrak{i}_{v_{0}+1}+2
$$

Observe that also

$$
\mathfrak{i}_{v_{0}+1}+1 \leqslant \mathfrak{i}_{v_{0}} \leqslant \mathfrak{i}_{v_{0}-1}-1
$$

Set $l=\max \left\{\mu_{0}, \mathfrak{i}_{v_{0}+1}+1\right\}$ and $L=\min \left\{\mu_{v_{0}}+1, \mathfrak{i}_{v_{0}-1}-1\right\}$. Then $y=\mathfrak{i}_{v_{0}}$ satisfies

$$
l \leqslant y \leqslant L
$$

By lemma 4.5.4.4 the quantity

$$
\sum_{l \leqslant y \leqslant L}\left[\lambda_{\mu_{v_{0}}+1}-\lambda_{x}\right]_{i_{v_{0}+1}+1}^{y-1} \cdot\left[\lambda_{\mu_{0}}-\lambda_{x}\right]_{y+1}^{i_{v_{0}-1}-1}
$$

equals to

$$
\begin{gather*}
{\left[\lambda_{\mu_{v_{0}}+1}-\lambda_{\chi}\right]_{i_{v_{0}+1}+1}^{l-1} \cdot\left[\lambda_{\mu_{0}}-\lambda_{\chi}\right]_{\mathrm{L}+1}^{i_{v_{0}-1}-1} \cdot \frac{\left[\lambda_{\mu_{v_{0}}+1}-\lambda_{\chi}\right]_{\mathrm{L}}^{\mathrm{L}}-\left[\lambda_{\mu_{0}}-\lambda_{\chi}\right]_{\mathrm{L}}^{\mathrm{L}}}{\left(\lambda_{\mu_{v_{0}}+1}-\lambda_{\mu_{0}}\right)}} \\
\frac{\left[\lambda_{\mu_{v_{0}}+1}-\lambda_{\chi}\right]_{i_{v_{0}+1}+1}^{\mathrm{L}} \cdot\left[\lambda_{\mu_{0}}-\lambda_{\chi}\right]_{\mathrm{L}+1}^{i_{v_{0}-1}-1}-\left[\lambda_{\mu_{v_{0}}+1}-\lambda_{\chi}\right]_{i_{v_{0}+1}+1}^{l-1} \cdot\left[\lambda_{\mu_{0}}-\lambda_{\chi}\right]_{l}^{i_{v_{0}-1}-1}}{\left(\lambda_{\mu_{v_{0}+1}}-\lambda_{\mu_{0}}\right)} \tag{4.27}
\end{gather*}
$$

Case A1 $l=\mu_{0} \geqslant \mathfrak{i}_{v_{0}+1}+1$. Then $\left[\lambda_{\mu_{0}}-\lambda_{x}\right]_{l}^{L}=0$.
Case A2 $l=\mathfrak{i}_{v_{0}+1}+1>\mu_{0}$. We set $z:=\mathfrak{i}_{v_{0}+1}$, which is bounded by eq. (4.23) $v_{v_{0}+1}$ that is

$$
\mu_{0} \stackrel{\text { Case A2 }}{\leqslant} z \stackrel{(4.2 .3))_{v_{0}+1}}{\leqslant} \mu_{v_{0}+1}+1
$$

Notice that in this case $m \nmid \mu_{v_{0}+1}$. Indeed, we have assumed that inequality (4.23) $v_{v_{0}+1}$ holds wich gives us

$$
\mu_{v_{0}-1}-m=\mu_{0}-1 \stackrel{\text { (Case A2) }}{<} i_{v_{0}+1} \stackrel{(4.23)_{v_{0}+1}}{<} \mu_{v_{0}+1}+2-m
$$

which implies that $\mu_{v_{0}-1}<\mu_{v_{0}+1}+2$, a contradiction. Thus for $l=z+1$ we compute

$$
\sum_{\mu_{0} \leqslant z \leqslant \mu_{v_{0}+1}+1}\left[\lambda_{\mu_{v_{0}+1}}^{\alpha}-\lambda_{x}\right]_{i_{v_{0}+2}+1}^{i_{v_{0}+1}-1} \cdot\left[\lambda_{\mu_{0}}-\lambda_{x}\right]_{l}^{\mathrm{L}}=
$$

$$
\begin{aligned}
& =\sum_{\mu_{0} \leqslant z \leqslant \mu_{v_{0}+1}+1}\left[\lambda_{\mu_{v_{0}+1}+1}-\lambda_{\chi}\right]_{i_{v_{0}+2}+1}^{z-1} \cdot\left[\lambda_{\mu_{0}}-\lambda_{\chi}\right]_{z+1}^{L}= \\
& =(\star) \cdot \frac{\left[\lambda_{\mu_{v_{0}+1}+1}-\lambda_{x}\right]_{\mu_{0}}^{\mu_{v_{0}+1}+1}-\left[\lambda_{\mu_{0}}-\lambda_{x}\right]_{\mu_{0}}^{\mu_{v_{0}+1}+1}}{\lambda_{\mu_{v_{0}+1}+1}-\lambda_{\mu_{0}+1}}=0 .
\end{aligned}
$$

Case B1 L $=\mu_{v_{0}}+1 \leqslant \mathfrak{i}_{v_{0}-1}-1$. In this case $\left[\lambda_{\mu_{v_{0}}+1}-\lambda_{x}\right]_{l}^{\mathrm{L}}=0$.
Case B2 $L=\mathfrak{i}_{v_{0}-1}-1<\mu_{v_{0}}+1$. In this case eq. (4.27) is reduced to

$$
\frac{\left[\lambda_{\mu_{v_{0}}+1}-\lambda_{x}\right]_{i_{v_{0}+1}+1}^{i_{v_{0}-1}-1}}{\left(\lambda_{\mu_{v_{0}}+1}-\lambda_{\mu_{0}}\right)}
$$

This means that we have erased the $\mu_{v_{0}-1}$ from the product and we have

$$
\sum_{i_{1}>\cdots>i_{s}} \prod_{v=1}^{s}\left[\lambda_{\mu_{v}}^{\alpha}-\lambda_{x}\right]_{i_{v+1}+1}^{i_{v}-1}=(\star) \sum_{i_{1}>\cdots>i_{s}} \prod_{\substack{v=1 \\ v \neq v_{0}-1}}^{s}\left[\lambda_{\mu_{v}}^{\alpha}-\lambda_{x}\right]_{i_{v+1}+1}^{i_{v}-1},
$$

where $(\star)$ is a non zero element. This procedure gives us that the original quantity

$$
\left[\lambda_{\mu_{v_{0}}}^{\alpha}-\lambda_{\chi}\right]_{i_{v_{0}+1}+1}^{i_{v_{0}}-1} \cdot\left[\lambda_{\mu_{v_{0}-1}}^{\alpha}-\lambda_{\chi}\right]_{i_{v_{0}}+1}^{i_{v_{0}-1}-1}
$$

after summing over $i_{v_{0}}$ becomes the quantity

$$
\left[\lambda_{\mu_{v_{0}}}^{\alpha}-\lambda_{\chi}\right]_{i_{v_{0}+1}+1}^{i_{v_{0}-1}-1}=\left[\lambda_{\bar{\mu}_{v_{0}-1}}^{\alpha}-\lambda_{\chi}\right]_{\bar{i}_{v_{0}}+1}^{\bar{i}_{v_{0}-1}-1},
$$

that is we have eliminated the $\mu_{v_{0}-1}$ and $\mathfrak{i}_{v_{0}}$ from both selections of the sequence of $\mu$ 's and i's, i.e. we have the sequence of length $s-1$

$$
\bar{\mu}_{s-1}=\mu_{s}<\bar{\mu}_{s-2}=\mu_{s-1}<\cdots<\bar{\mu}_{v_{0}-1}=\mu_{v_{0}}<\bar{\mu}_{v_{0}-2}=\mu_{v_{0}-2}<\cdots<\bar{\mu}_{1}=\mu_{1} .
$$

and the corresponding sequence of equal length

$$
\overline{\mathfrak{i}}_{s-1}=\mathfrak{i}_{s}<\overline{\mathfrak{i}}_{s-2}=\mathfrak{i}_{s-1}<\cdots<\overline{\mathfrak{i}}_{v_{0}-1}=\mathfrak{i}_{v_{0}-1}<\overline{\mathfrak{i}}_{v_{0}}=\mathfrak{i}_{v_{0}+1}<\cdots<\overline{\mathfrak{i}}_{1}=\mathfrak{i}_{1}=\mathrm{d} .
$$

Remark 4.5.5. One should be careful here since $\overline{\mathfrak{i}}_{v_{0}-1}=\mathfrak{i}_{v_{0}-1}>\mathfrak{i}_{v_{0}}>\overline{\mathfrak{i}}_{v_{0}}=\mathfrak{i}_{v_{0}+1}$, so $\overline{\mathfrak{i}}_{v_{0}-1}>\overline{\mathfrak{i}}_{v_{0}}+1$. This means that the new sequence of $\overline{\mathfrak{i}}_{s-1}>\cdots>\overline{\mathfrak{i}}_{1}$ satisfies a stronger inequality in the $v_{0}$ position, unless $v_{0}-1=\mathrm{d}$ in the computation of $\gamma_{\mathrm{d}, \mathrm{d}}$.

Consider the set $s, s-1, \ldots, v_{0}$ such that $m \nmid \mu_{\nu}$ for $s \geqslant v \geqslant v_{0}$ and assume that $m \mid \mu_{v_{0}-1}$ and (4.23) $v_{0}$ and (4.22) $v_{v_{0}-1}$ hold. We apply lemma 4.5.4.7 and we obtain a new sequence of $\mu$ 's with $\mu_{v_{0}-1}$ removed, provided that $v_{0}-1>1$. We continue this way and in the sequence of $\mu$ 's we eliminate all possible inequalities like (4.26) obtaining a series of $\mu$ which involves only inequalities of type (4.23). But this is not possible if $\mu \leqslant d-2$, according to equation (4.25). This proves that all $\gamma_{\mu, \mathrm{d}}=0$ for $1 \leqslant \mu \leqslant d-2$, this completes the proof of lemma 4.5.4.5.

Lemma 4.5.5.1. If $\mu_{2} \neq d-1$, then the contribution of the corresponding summand $\Gamma_{\bar{\mu}, i}$ to $\gamma_{d, d}$ is zero.

Proof. We are in the case $\mu=\mathrm{d}=\mathrm{i}$. We begin the procedure of eliminating all sequences of inequalities of the form $(23)_{v_{0}},(22)_{v_{0}-1}$, where $m \mid v_{0}-1, m \nmid v_{0}$, using lemma 4.5.4.7. For $v=1$ inequality (4.23) ${ }_{1}$ can not hold since it implies the impossible inequality $d=\mathfrak{i}_{1}<d+2-m$. Therefore, (4.22) $1_{1}$ holds, that is $\mathfrak{i}_{2}>\mathrm{d}-\mathrm{m}$. On the other hand we can assume that $(4.23)_{2}$ holds by the elimination process, so we have

$$
\mathrm{d}-\mathrm{m} \stackrel{(\mathrm{LT.22})_{1}}{<} \mathrm{i}_{2} \stackrel{(4.23)_{2}}{<} \mu_{2}+2 .
$$

Following the analysis of the proof of lemma 4.5.4.5 we see that the contribution to $\gamma_{\mathrm{d}, \mathrm{d}}$ is non zero if case B2 holds, that is ( $v_{0}=2$ in this case) $d-1=i_{v_{0}-1}-1<\mu_{2}+1$, obtaining that $\mu_{2}=d-1$.

Lemma 4.5.5.2. Equation (4.21) holds, that is

$$
\left(\lambda_{d}-\lambda_{d}^{\alpha}\right) \gamma_{d, d}=\sum_{v=1}^{d-1} t_{d, v}^{(\alpha)} \gamma_{v, d}=t_{d, d-1}^{(\alpha)} \gamma_{d-1, d}
$$

Proof. We will use the procedure of the proof of lemma 4.5.4.7. We recall that for each fixed sequence of $\mu_{s}>\cdots>\mu_{1}$ we summed over all possible sequences $i_{1}>\cdots>i_{s+1}=0$. In the final step the inequality (4.26) appears, for $v_{0}=2$, and $\mu_{v_{0}}=\mu_{2}=d-1$ and $v_{0}-1=1$ and $\mu_{v_{0}-1}=\mu=d$, that is:

$$
0=\mu_{v_{0}-1}-m \stackrel{(4.22)_{2}}{<} i_{v_{0}} \stackrel{(4.23)_{1}}{<} \mu_{v_{0}}+2=d+1
$$

As in the proof of lemma 4.5.4.7 we sum over $y=\mathfrak{i}_{v}$ and the result is either zero in case B1 or in the B2 case, where $\mu_{v_{0}}=\mu_{2}=d-1$ and $\mu_{0}=\mu_{v_{0}-1}-m+1=d-m+1$, the contribution is computed to be equal to

$$
\frac{\left[\lambda_{\mu_{v_{0}}+1}^{\alpha}-\lambda_{x}\right]_{i_{v_{0}+1}+1}^{i_{v_{0}-1}-1}}{\left(\lambda_{\mu_{v_{0}}+1}-\lambda_{m_{0}}\right)}=\frac{\left[\lambda_{d}^{\alpha}-\lambda_{x}\right]_{i_{3}+1}^{d-1}}{\lambda_{d}-\lambda_{d}^{\alpha}}
$$

The last $\mu_{v_{0}-1}=\mu_{1}=d$ is eliminated in the above expression. This means that for a fixed sequence $\mu_{1}>\ldots>\mu_{s}$ the contribution of the inner sum in eq. (4.24) is given by

$$
\frac{1}{\lambda_{d}-\lambda_{d}^{\alpha}} \cdot \sum_{d-1=i_{2}>i_{3}>\cdots>i_{s} \geqslant 1} \prod_{v=2}^{s}\left[\lambda_{\mu_{v}}^{\alpha}-\lambda_{x}\right]_{i_{v+1}+1}^{i_{v}-1}
$$

Observe that $\mu_{1}=\mathrm{d}$ does not appear in this expression and this expression corresponds to the sequence $\bar{\mu}_{1}=\mu_{2}=\mathrm{d}-1>\bar{\mu}_{2}=\mu_{3}>\cdots>\bar{\mu}_{s-1}=\bar{\mu}_{s}=1$. Notice, also that the problem described in remark 4.5.5 does not appear here, sence we erased $i_{1}$ which is not between some $i$ 's but the first one. Therefore, we can relate it to a similar expression that contributes to $\gamma_{d-1, d}$. Conversely every contribution of $\gamma_{d-1, d}$ gives rise to a contribution in $\gamma_{d, d}$, by multiplying by $\lambda_{d}-\lambda_{d}^{\alpha}$. The desired result follows by the expression of $\gamma_{\mu, \mathrm{d}}$ given in eq. (4.18).

We have shown so far how to construct matrices $\Gamma, T$ so that

$$
\begin{equation*}
\mathrm{T}^{\mathrm{q}}=1, \Gamma \mathrm{~T} \Gamma^{-1}=\mathrm{T}^{\alpha} . \tag{4.28}
\end{equation*}
$$

We will now prove that $\Gamma$ has order $m$. By equation $(4.28) \Gamma^{k}$ should satisfy equation

$$
\Gamma^{\mathrm{k}} \mathrm{~T} \Gamma^{-\mathrm{k}}=\mathrm{T}^{\alpha^{k}}
$$

Using proposition 4.5.4.1 asserting the uniqueness of such $\Gamma^{k}$ with $\alpha$ replaced by $\alpha^{k}$ we have that the matrix multiplication of the entries of $\Gamma$ giving rise to $\left(\gamma_{\mu, i}^{(k)}\right)=\Gamma^{k}$ coincide to the values by the the recursive method of proposition (4.28) applied for $\Gamma^{\prime}=\Gamma^{k}, \alpha^{\prime}=\alpha^{k}$ and $\Gamma^{\prime} E_{1}=\zeta_{m}^{\epsilon k} E_{1}$. In particular for $\mathrm{k}=\mathrm{m}$, we have $\alpha^{\mathrm{m}} \equiv 1$ modp ${ }^{v}$ for all $1 \leqslant v \leqslant \mathrm{~h}$, that is the matrix $\Gamma^{\mathrm{k}}$ should be recursively constructed using proposition (4.28) for the relation $\Gamma^{m} \Gamma^{m}=\mathrm{T}, \Gamma^{\mathrm{m}} \mathrm{E}_{1}=\mathrm{E}_{1}$, leading to the conclusion $\Gamma^{\mathrm{m}}=\mathrm{Id}$. Notice that the first eigenvalue of $\Gamma$ is a primitive root of unity, therefore $\Gamma$ has order exactly $m$.

By lemma 4.3.0.2 the action of $\sigma$ in the special fibre is given by a lower triangular matrix. Therefore, we must have

$$
\begin{equation*}
\gamma_{v, i} \in \mathfrak{m}_{r} \text { for } v<i . \tag{4.29}
\end{equation*}
$$

## Proposition 4.5.5.1. If

$$
\begin{equation*}
v\left(\lambda_{i}-\lambda_{j}\right)>v\left(a_{v}\right) \text { for all } 1 \leqslant i, j \leqslant d \text { and } 1 \leqslant v \leqslant d-1 \tag{4.30}
\end{equation*}
$$

then the matrix $\left(\gamma_{\mu, i}\right)$ has entries in the ring $R$ and is lower triangular modulo $\mathfrak{m}_{R}$.

Proof. Assume that the condition of eq. (4.30) holds. In equation (4.18) we compute the fraction

$$
\frac{[a]_{1}^{\mu-1}}{[a]_{1}^{i-1}}= \begin{cases}\frac{1}{[a]_{\mu}^{i-1}} & \text { if } \mathfrak{i}>\mu  \tag{4.31}\\ 1 & \text { if } \mathfrak{i}=\mu \\ {[a]_{i}^{\mu-1}} & \text { if } i<\mu\end{cases}
$$

The number of $\left(\lambda_{\mu}^{\alpha}-\lambda_{x}\right)$ factors in the numerator is equal to (recall that $i_{s+1}=0$ )

$$
\sum_{v=1}^{s}\left(i_{v}-1-i_{v+1}-1+1\right)=i-s
$$

and $i>\mu \geqslant s$, so $i-s>0$. Therefore, for the upper part of the matrix $i>\mu$ we have $i-s$ factors of the form $\left(\lambda_{i}^{\alpha}-\lambda_{j}\right)$ in the numerator and $i-\mu$ factors $a_{x}$ in the denominator. Their difference is equal to $(i-s)-(i-\mu)=\mu-s \geqslant 0$. By assumption the matrix reduces to an upper triangular matrix modulo $\mathfrak{m}_{\mathrm{R}}$.

Remark 4.5.6. The condition given in equation (4.30) can be satisfied in the following way: It is clear that $\lambda_{i}-\lambda_{j} \in \mathfrak{m}_{R}$. Even in the case $\nu_{\mathfrak{m}_{k}}\left(\lambda_{i}-\lambda_{j}\right)=1$ we can consider a ramified extension $R^{\prime}$ of the ring $R$ with ramification index $e$, in order to make the valuation $v_{\mathfrak{m}_{R^{\prime}}}\left(\lambda_{i}-\lambda_{j}\right)=e$ and then there is space to select $v_{\mathfrak{m}_{R^{\prime}}}\left(a_{i}\right)<v_{\mathfrak{m}_{R^{\prime}}}\left(\lambda_{i}-\lambda_{j}\right)$.

Proposition 4.5.6.1. We have that

$$
\begin{equation*}
\gamma_{i, i} \equiv \zeta_{m}^{\epsilon} \alpha^{i-1} \bmod \mathfrak{m}_{R} \tag{4.32}
\end{equation*}
$$

Let $A=\left\{a_{1}, \ldots, a_{d-1}\right\} \in R$ be the set of elements below the diagonal in eq. (4.9). If $a_{i} \in \mathfrak{m}_{R}$, then

$$
\gamma_{\mu, i} \in \mathfrak{m}_{R} \text { for } \mu \neq \mathfrak{i}
$$

that is $E_{i}$ is an eigenvector for the reduced action of $\Gamma$ modulo $m_{R}$. If $a_{k_{1}}, \ldots, a_{k_{r}}$ the elements of the set $A$ which are in $\mathfrak{m}_{R}$, then the reduced matrix of $\Gamma$ has the form:

$$
\left(\begin{array}{cccc}
\Gamma_{1} & 0 & \cdots & 0 \\
0 & \Gamma_{2} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \Gamma_{\mathrm{r}}
\end{array}\right)
$$

where $\Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{r+1}$ for $1 \leqslant v \leqslant r+1$ are $\left(\kappa_{v}-\kappa_{v-1}\right) \times\left(\kappa_{v}-\kappa_{v-1}\right)$ lower triangular matrices (we set $\left.\mathrm{K}_{0}=0, \mathrm{~K}_{\mathrm{r}+1}=\mathrm{d}\right)$.

Proof. Consider the matrix $\Gamma$ :


We have that $\mu=i$ and the only element in $\Sigma_{\mu}$ which does not have any factor of the form $\left(\lambda_{y}^{\alpha}-\lambda_{x}\right)$ is the sequence

$$
1=\mu_{s}=\mu_{s-1}-1<\mu_{s-1}<\cdots<\mu_{2}=\mu_{1}-1<\mu_{1}=\mu
$$

For this sequence eq. (4.18) becomes

$$
\gamma_{i, i}=\prod_{v=2}^{s} h_{\alpha-1}\left(\lambda_{\mu_{v}}, \lambda_{\mu_{v-1}}\right) \zeta_{m}^{\epsilon} \operatorname{modm}_{R}
$$

which gives the desired result since $h_{\alpha-1}\left(\lambda_{\mu_{\nu}}, \lambda_{\mu_{v-1}}\right) \equiv\binom{\alpha}{1}=\alpha \bmod \mathfrak{m}_{R}$.
For proving that all entries $\gamma_{\mu, i} \in \mathfrak{m}_{R}$ for $\kappa_{v}<\mathfrak{i} \leqslant \kappa_{v+1}<\mu \leqslant d$, that is for all entries bellow the central blocks, we observe that from equation (4.18) combined with eq. (4.31) that $\gamma_{\mu, i}$ is divisible by $[a]_{i}^{\mu-1}=a_{i} a_{i+1} \cdots a_{\kappa_{v}+1} \cdots a_{\mu-1} \in \mathfrak{m}_{R}$.

Recall that by lemma 4.2.0.1 there is an $1 \leqslant a_{0} \leqslant m$ such that $\alpha=\zeta_{m}^{a_{0}}$.

Proposition 4.5.6.2. The indecomposable module $V$ modulo $\mathfrak{m}_{R}$ breaks into a direct sum of $r+1$ indecomposable $k\left[C_{q} \rtimes C_{m}\right]$ modules $V_{v}, 1 \leqslant v \leqslant r+1$. Each $V_{v}$ is isomorphic to $V_{\alpha}\left(\epsilon+a_{0} \kappa_{v-1}, \kappa_{v}-\right.$ $K_{v-1}$ ).

Proof. By eq. (4.32) the first eigenvalue of the reduced matrix block $\Gamma_{v}$ is

$$
\zeta_{m}^{\epsilon} \alpha^{\kappa_{v-1}}=\zeta_{m}^{\epsilon+\left(\kappa_{v-1}\right) a_{0}} .
$$

Since that first eigenvalue together with the size of the block determine the last eigenvalue, that is the action of $C_{m}$ on the socle the reduced block is uniquely determined up to isomorphism.

This way we arrive at a new obstruction. Assume that the indecomposable representation given by the matrix $T$ as in lemma 4.5.0.3 reduces modulo $\mathfrak{m}_{R}$ to a sum of Jordan blocks. Then the $\sigma$ action on the leading elements of each Jordan block in the special fibre should be described by the corresponding action of $\sigma$ on the leading eigenvector E of V . The corresponding actions on the special fibre should be compatible.

This observation is formally given in proposition 4.1.0.1, which we now prove: Each set $\mathrm{I}_{v}, 1 \leqslant$ $v \leqslant t$ corresponds to an indecomposable $R[G]$-module, which decomposes to the indecomposables $V_{\alpha}\left(\epsilon_{\mu}, \kappa_{\mu}\right), v \in I_{v}$ of the special fiber. Indecomposable summands have different roots of unity in $R$, therefore $\sum_{\text {d }} k_{v} \leqslant q$, this is condition (4.1.0.1.a.). The second condition (4.1.0.1.b.) comes from proposition 4.4.0.1. If 1 is one of the possible eigenvalues of the lift T , then $\sum_{\mu \in \mathrm{I}_{\nu}} \mathrm{K}_{\mu} \equiv 1 \mathrm{modm}$. If all eigenvalues of the lift $T$ are different than one, then $\sum_{\mu \in I_{v}} \kappa_{\mu} \equiv 0 \operatorname{modm}$. If $\# I_{v}=q$, then there is one zero eigenvalue and the sum equals 1 modm.

It is clear by eq. (4.32) that condition (4.1.0.1.c.) is a necessary condition. On the other hand if (4.1.0.1.c.) is satisfied we can write (after a permutation if necessary) the set $\{1, \ldots, S\}, S=\sum_{v=1}^{t} \# I_{v}$ as

$$
\begin{aligned}
& J_{1}=\left\{1,2, \ldots, \kappa_{1}^{(1)}, \kappa_{1}^{(1)}+1, \ldots, \kappa_{1}^{(1)}+\kappa_{2}^{(1)}, \ldots, \sum_{j=1}^{r_{1}} \kappa_{j}^{(1)}=b_{1}\right\}, I_{1}=\left\{\kappa_{1}^{(1)}, \ldots, \kappa_{r_{1}}^{(1)}\right\} \\
& J_{2}=\left\{b_{1}+1, b_{1}+2, \ldots, b_{2}=b_{1}+\sum_{j=1}^{r_{2}} \kappa_{j}^{(2)}\right\}, I_{2}=\left\{\kappa_{1}^{(2)}, \ldots, \kappa_{r_{2}}^{(2)}\right\} \\
& \ldots \ldots \\
& J_{s}=\left\{b_{s-1}+1, b_{t-1}+2, \ldots, b_{t}=S\right\}, I_{s}=\left\{\kappa_{1}^{(s)}, \ldots, \kappa_{r_{s}}^{(s)}\right\}
\end{aligned}
$$

The matrix given in eq. (4.9), where

$$
a_{i}= \begin{cases}0 & \text { if } i \in\left\{b_{1}, \ldots, b_{s-1}\right\} \\ \pi & \text { if } \mathfrak{i} \in\left\{\kappa_{1}^{(v)}, \kappa_{1}^{(v)}+\kappa_{2}^{(v)}, \kappa_{1}^{(v)}+\kappa_{2}^{(v)}+\kappa_{3}^{(v)}, \ldots, \kappa_{1}^{(v)}+\kappa_{2}^{(v)}+\cdots+\kappa_{r_{v}-1}^{(v)}\right\} \\ 1 & \text { otherwise }\end{cases}
$$

lifts the $\tau$ generator, and by (4.12) there is a well defined extended action of the $\sigma$ as well.
Example: Consider the group $\mathrm{q}=5^{2}, \mathrm{~m}=4, \alpha=7$,

$$
\mathrm{G}=\mathrm{C}_{5^{2}} \rtimes \mathrm{C}_{4}=\left\langle\sigma, \tau \mid \sigma^{4}=\tau^{25}=1, \sigma \tau \sigma^{-1}=\tau^{7}\right\rangle
$$

Observe that $\operatorname{ord}_{5} 7=\operatorname{ord}_{52} 7=4$.

- The module $\mathrm{V}(\epsilon, 25)$ is projective and is known to lift in characteristic zero. This fits well with proposition 4.1.0.1, since $4 \mid 25-1=4 \cdot 6$.
- The modules $\mathrm{V}(\epsilon, \kappa)$ do not lift in characteristic zero if $4 \nmid \kappa$ or $4 \nmid \kappa-1$. Therefore only $\mathrm{V}(\epsilon, 1)$, $\mathrm{V}(\epsilon, 4), \mathrm{V}(\epsilon, 5), \mathrm{V}(\epsilon, 8), \mathrm{V}(\epsilon, 9), \mathrm{V}(\epsilon, 12), \mathrm{V}(\epsilon, 13), \mathrm{V}(\epsilon, 16), \mathrm{V}(\epsilon, 17), \mathrm{V}(\epsilon, 20), \mathrm{V}(\epsilon, 21), \mathrm{V}(\epsilon, 24), \mathrm{V}(\epsilon, 25)$ lift.
- The module $\mathrm{V}(1,2) \oplus \mathrm{V}(3,2)$ lift to characteristic zero, where the matrix of T with respect to a basis $E_{1}, E_{2}, E_{3}, E_{4}$ is given by

$$
\mathrm{T}=\left(\begin{array}{cccc}
\zeta_{\mathrm{q}} & 0 & 0 & 0 \\
1 & \zeta_{\mathrm{q}}^{2} & 0 & 0 \\
0 & \pi & \zeta_{\mathrm{q}}^{3} & 0 \\
0 & 0 & 1 & \zeta_{\mathrm{q}}^{4}
\end{array}\right)
$$

and $\sigma\left(\mathrm{E}_{1}\right)=\zeta_{\mathrm{q}} \mathrm{E}_{1}$.

- The module $\mathrm{V}(1,2) \oplus \mathrm{V}(1,2)$ does not lift in characteristic zero. There is no way to permute the direct summands so that the eigenvalues of $\sigma$ are given by $\zeta_{m}^{\epsilon}, \alpha \zeta_{m}^{\epsilon}, \alpha^{2} \zeta_{m}^{\epsilon}, \alpha^{3} \zeta_{m}^{\epsilon}$. Notice that $\alpha=2=\zeta_{\mathrm{m}}$.
- The module $\mathrm{V}\left(\epsilon_{1}, 21\right) \oplus \mathrm{V}\left(2^{21} \cdot \epsilon_{1}, 23\right)$ does not lift in characteristic zero. The sum $21+24$ is divisible by $4, \epsilon_{2}=2^{21} \epsilon_{1}$ is compatible, but $21+23=44>25$ so the representation of $T$ in the supposed indecomposable module formed by their sum can not have different eigenvalues which should be 25 -th roots of unity.
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