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Abstract in English

Artificial Intelligence has a central place in modern life due to its vast applicability to
several domains of human activity. Within this context, artificial intelligence interacts
in a dynamic way with the fields of translation and interpreting. This new state of affairs
raises serious questions about the evaluation of the impact that artificial intelligence-
inspired technology has on the professional practice of translation and interpreting. This
study aims at addressing this concern by exploring the synergy between artificial
intelligence and translation and interpreting. To this end, our work focuses on exploring
the potentiality of artificial intelligence in professional and educational settings as well
as the ethical implications of this synergy. The research design draws upon the mixed
methods approach to scientific inquiry and uses an embedded design for data collection,
coding, analysis and interpretation. The data are collected, processed, and interpreted
both quantitively and qualitatively. The research instrument of the study is a tripartite
web-based survey addressing three different categories of respondents, namely
professional translators and/or interpreters, educators and students within the
translation and interpreting field. Its goal is twofold: (1) to examine the targeted
respondents ’attitudes towards embedding artificial intelligence technologies in the
translation and interpreting profession and especially in medical/healthcare settings and
(2) to gain insight into the perspectives of educators and students in the field of
translation and interpreting studies. The findings show that there is a consensus as to
the advantages and disadvantages of the interplay between artificial intelligence and the
practice of translation and interpreting and the ethical prerequisites that should be in

effect to ensure trustworthy artificial intelligence use.

Keywords: artificial intelligence, educators, ethical implications, medical/healthcare

setting, professionals, students



Abstract in Greek

H Teyvnm Nonpoobvn dadpapatifel kevipikd poro otn ovyypovn {of AOY® g
EVPELOG EQUPUOYNG TNG GE JLAPOPOLS TOUEIS TG avOpdTIVNG dpacTnPloTTOG. XTO
TAQICI0 aVTO, 1 TEYVNTN VOMUOGUVI OAANAETIOPA OLUVOUIKA LE TOVG TOUEIS NG
HETAQPOONG Kot TNG Slepunveiag. AV 1 Kovovpylo TPoyHaTiKOTnTo £YEipel coPapd
EPMTNLOTA GYETIKA LE TNV AEIOAOYNOT) TOV OVTIKTUTTOV TOL £XEL 1) TEXVOAOYIQ TEXVNTNG
VONUOGUOVNG OTNV EMOYYEALOTIKN TPOKTIKY TNG UETAQPAOTG Kot TG depunveiog. H
Tapovca PEAETN amookomel otnv €£€tacn TOv TPOPANUOTIGHOD GYETIKA HE TN
oLUTPAEN LETOEL TG TEXVNTNG VONULOGVUVIG Kot TG LETAPPaoNS Kot dtepunveiac. [a
TOV oKOmd aVTO, 1N €PEVVA LOG EMIKEVIPAOVETOL GTN UEAETN] T®OV SUVATOTHTMV TNG
TEYVNTNG VONUOGHVIG GE EMAYYEAUATIKA KO EKTALOEVTIKA TTEPPAAAOVTA, KOOMG Kot
TOV NOIKOV EMATOCEOV aVTNS TNG ovvépyelas. O gpeuvnTikdg oyedoouog Pfoacileton
GTNV TPOGEYYIOT TOV UEKTOV LEBOS®V EMGTNOVIKNG EPEVVOS KOl YPTOLULOTOLEL Evav
gPELVNTIKO OYedOGUO oL otnpiletal otV evooudtmon pedddmv yioo T GLALOYY,
Kodwkonoinon, ovilvon ko epunveio dedopévov. Ta dedopéva  cviréyovral,
eneEepydlovrol Kol epunNveLOVTAL TOGO TOCOTIKG OGO Kol ToloTkd. To gpeuvnTiKd
epyorelo ™G HeAétng omoteAel o TPUEPT|G SLAOIKTLOKN £pEVVA TOV ameLOVHVETAL GE
TPELG OLLADES, ONAOOT GE EMAYYEALOTIEG LETOPPACTES KOUN SIEPUNVELG, EKTOOEVLTIKOVG
KOl QO1TNTEG GTOV TOUEN TNG METAPPOoNS Kol TG oepunveiag. O otodxog g elval
ourttoc: (1) va e€gtdoet ™) 6Thomn TOV ETAEYOEIGOV OUAI®V ATEVOVTL GTNV EVOOUATMOT)
TEYVOLOYLOV TEYVNTNG VONUOGVVNG GTO EMAYYEALLO TNG LETAPPAOTG KOt TG Otepunveiog
Kot Wiog og mepiPaiiovta 10Tpikng/vyelovokng tepiBoiyng kot (2) va aviAncet
TANPOPOPIES GYETIKA LE TIG TPOOTTIKEG TMV EKTOUOEVTIKMOV KOl TV QOLTTMOV GTOV
TOUEN TV GTOVOMV HETAPpacnS Kot diepunveiag. To gvpripata deiyvouv 0Tt vITAPYEL
oLUTVOL0 OGOV OPOPE TAL TAEOVEKTLOTO KOL TOL LELOVEKTILLATO, TNG OAANAETIOPAGNC
petald Tng TEYVNTNG VONUOGUVNG Kol TNG TPOKTIKNG TNG UETAPPAONG Kol TNg
dtepunveiag kat T1g NOkéG Ko deovToloyikég Tpoimofécelg mov Ba mpémel va 1yvovV

Yo Vo Sl @oAoTEL N a&LOTIOTN YP|OT TG TEXVNTNG VONLOGVVTG.

AéEerc-khedrd:  exkmoudevtikol, emayyeipatieg, MnOwég emmtooelg, mepPdriovia

OITPIKNC/VYEIOVOKN G TEPIBaAYMGC, TEXVNTN VONLOGHVY], POLTNTEG
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Chapter 1

Introduction

Today, Artificial Intelligence (henceforth Al) has entered many spheres of human
activity, including the Language Services Industry (Presas, Cid-Leal and Torres-
Hostench 2016). Translators and Interpreters are integral parts of the Language Services
Industry and, as such, are directly faced with the new state of affairs that Al has brought
about in their professional life. The increasing attention that Al draws in the field of
Translation and Interpreting is evidenced by the worldwide mobilisation on the part of
several stakeholders directly influenced by the dynamic emergence of Al-powered
translation and interpreting technology, including, among others, authorities (e.g., the
European Union’s Directorate-General for Translation), national and international
translator and interpreter associations (e.g., the International Association of Conference
Interpreters). Examples of action towards increasing awareness and educating
translators and interpreters regarding the interplay between Al and translation
(regardless of medium) are, among other things, the Translating Europe Workshops®

organised under the auspices of the European Commission.

Building on the ‘new’ Al-inspired reality in Translation and Interpreting, this study aims
at exploring the potentiality of Al applications in the Greek Translation and Interpreting
professional and pedagogical context, and the ethical implications of integrating Al
technology in performing translation and interpreting tasks. Although the study situates
the research inquiry in the medical domain, in essence, it attempts a holistic exploration
of the synergy between Al, on the one hand, and Translation and Interpreting, on the
other hand. The study starts with a comprehensive review of the up-to--date literature

regarding the technological, professional, pedagogigal, and ethical facets of Al as they

1 https://commission.europa.eu/about-european-commission/departments-and-executive-
agencies/translation/translating-europe/translating-europe-workshops-tew _en



https://commission.europa.eu/about-european-commission/departments-and-executive-agencies/translation/translating-europe/translating-europe-workshops-tew_en
https://commission.europa.eu/about-european-commission/departments-and-executive-agencies/translation/translating-europe/translating-europe-workshops-tew_en

manifest in the Translation and Interpreting domain (Chapter 2). In Chapter 3, we focus
on presenting the methodological foundations of the research. The research design
abides by the principles of Mixed Methods Approach to research and utilises an
Embedded Design for the collection and analysis of the data which are of both
quantitative and qualitative nature. The following chapter delves into the primary axes
of the research. To this end, we offer an extensive overview of the birth and evolution
of Al technology while exploring the synergy between Al and Translation and
Interpreting pedagogy. With regards to pedagogy, this part of Chapter 4 examines the
degree of Al-inspired technology integration in the context of tertiary education
worldwide (i.e., Europe, United States of America, United Kingdom, Asia, and
Australia) and in Greece. In Chapter 5, we analyse the findings we collected from the
web-based survey which targeted three groups of respondents, namely professional
translators and interpreters, educators, and trainers in the field of Translation and
Interpreting Studies, and student translators and interpreters. The analysis of the
findings is carried out on two levels, i.e., the first level involves the quantitative analysis
of the data (sections 5.1-5.3), whereas, at the second level, we implement a qualitative
approach to data analysis focusing on identifying and classifying commonalities and/or
deviations discourse-wise (section 5.4). In Chapter 6, we underline central limitations
inherent to our research design. Finally, Chapter 7 summarises the main findings of the
study, highlights the significance of the study, and suggests inquiry pathways for future

research.



Chapter 2

Literature Review

Ever since the very first inception of a machine that would assist translators during
performing a translation task, Al is believed to be capable of overcoming the language
barriers involved in interlingual communication. A prime example is the integration of
Al-inspired MT technology into the Directorate-General for Translation of the
European Commission that dates back to the 1970s and still continues today (Rummel

2019).

In the translation and interpreting reality specifically, AI’s impact, being a synergy
among various disciplines (i.e., computing science, computational engineering,
linguistics, to name a few) has been significant. Historically, the groundbreaking
“news” regarding a computer-like machine with a capacity to facilitate translation tasks
gained momentum via Weaver and Booth’s groundbreaking work in the 40s2. From that
point on, but especially, nowadays, the growing interest in an in-depth study of the use
of Al in the field of Translation and Interpreting (henceforth T&I) lies at the center of
research inquiry. The increased attention to the synergy between Al and T&I is
reinforced by the recent advances in Al and its applicability to the translation (Herbig,
Pal, van Genabith, Kriiger 2019) and interpreting industry (Fantinuoli 2018) which are
reflected in the language mediation practice, i.e., Machine Translation (henceforth MT),
Computer Assisted Interpreting (henceforth CAI), Natural Language Processing
(henceforth NLP),and Post-editing (henceforth PE).

The contribution of the recent advances in Al and its growing applicability to the
translation (Herbig et. al 2019) and interpreting industry (be it to a lesser extent) (see
Fantinuoli, 2018), Machine Translation (henceforth MT), Computer Assisted

2 See section 4.



Interpreting (henceforth CAI), Natural Language Processing (henceforth NLP), and

Post-editing (henceforth PE) have almost monopolised the interest of researchers.

To provide the reader with an overview of the core issues which have stem from the
corresponding literature, this review will explore the depth and breadth of Al
implementation in T&I. Our focus is three-fold. Firstly, the review will cover works
that aim at studying the points of intersection between Al and T&I. Secondly, we will
discuss the integration of Al into T&I pedagogy, whilst the final section will offer an
account of AI’s ethical component in relation to the professional practice in translation

and interpreting in the era of transhumanism.

2.1 Reviewing Al in T&I

The potency of Al’s impact in the T&I industry is shown in the proliferation of works
discussing the multileveled (re-)shaping of the T&I environment brought about by the
integration of Al. Since the emergence of Al, that is in the early 1950s, the
corresponding literature evidences the decisive role that Al—as a controversial, yet

more and more utilised component of T&I—has had in the T&I fields.

ATD’s emergence into the T&I disciplines is closely linked to the evolution of the systems
that were devised to assist and perform translation and interpreting tasks. To
comprehend the specifics of this common course of cooperation between Al and T&I,
one should follow the timeline of MT development from the perspective of system
architecture. To this end, MT history can be divided into three generations of system
architecture, namely rule-based MT, statistical M T, and neural MTS. The study of MT
system generations offers insights into the research dialogue that was incited by dint of

each and every milestone reached in the course of MT evolution.

3 For an extensive overview of AI’s history, consult chapter 4.2.



2.1.1 Al technology in translation

In Translation Studies, the co-existence between Al and the discipline of translation has
occupied the central point of interest of the pertinent publications. Among the very first
researchers, Bar-Hillel (1951), who in Vauquois’ words was “[...] the first full time
researcher” (1976: 333) of automatic translation (i.e., MT), strongly rejected the
possibility of an efficient and high-quality automated translation system. In the years
that followed, several other publications observed closely and reviewed the stages of
Al’s development with regard to translation; (e.g., Vauquois 1976, Melby 1981,
Hutchins 1986, Somers 1992, Wilss 1993, Sager 1994).

Vauquois (1976) drafted a review of the three pillar-approach to automated translation
(each pillar corresponding to the three generations of MT system design) by focusing
on delineating the main features of each approach. A few years later, Melby (1981)
explored the possibility of human-machine cooperation in the context of translation. To
do so, he touched upon fundamental questions regarding the nature of MT and provided
the historical background of machinated translation. Furthermore, Melby described an
experiment in cooperative translation, known by the initials ITS (Interactive Translation
System), which he evaluated with a view to to predict future developments. Lastly, he
addressed translators by offering suggestions for effective use of machine aids in
translation. In 1986, Hutchins published his seminal work on the history and evaluation
of the evolution of mechanical translation; this work constitutes a in-depth record of
automatic approaches to the translation of natural languages. Somers (1992) published
a critique-like paper on current research projects in MT, in which he aimed at
foregrounding the transition from the state of the art in MT before Al integration
towards Al- infused MT system design. In 1994, Wilss elaborated on the intricacies of
current MT systems to bring up the importance of the human factor for efficient
translation performance. Lastly, Sager (1994), in his book, sought to bridge the gap
between translation practice and translation technology by sharing his views on core
problems of the language and translation industry and showing how these two
parameters can co-exist effectively both for prospective translators as well as future MT
system designers and language engineers in the context of the interplay between

computational linguistics and modern languages.



More recent literature builds on the work of previous scholars and researchers to
examine Al’s presence in translation. In his study about the blueprint of translation
technologies on translational process and product, Doherty (2016) postulates that MT
an integral tool at the disposal of translators because it provides them with the
opportunity to amend the quality of the target output, thus facilitating effective
interlingual communication . A year later, Neubig (2017) researched Neural Machine
Translation (henceforth NMT), where he discussed the benefits of NMT systems;
among the most important advantages of NMT, he included amended translation
quality, ease of processing complex input patterns, and capacity to be trained and
adapted into a vast number of languages and domains (see also Koehn, P., & Knowles,
R., 2017). By contrast, Das (2018), who tested Google Translation from English to
Hindi, argues that, despite advances in the field of Al in translation, NMT still features
certain deficiencies, which are greater in languages of lower frequency of use.
Specifically, he refers to NMT’s inability to process and ensure equivalence for
culturally ingrained meaning, issues with over, under, and mistranslation of the selected
input, innate limited neural technology capacity with regard to large input processing,
lack of input self-evaluation capability on the part of the NMT system. The findings of
this study were corroborated by research conducted by Baltabay (2023), who examined
MT software’s advantages and drawbacks for qualified Kazakh translators. Baltabay
also drew attention to the advantages that MT can offer to translators since it can
function as “an auxiliary tool [that] can increase translation quality and efficiency while
maintaining the role of human translators in the overall process” (ibid.: 62); these
advantages included effort, time, and cost saving, ease of availability and plurality of
language selection. Additionally, Popel et al.’s study (2020) was another instance in
the MT literature in favour of the latter’s integration into the practice of translation. In
their work, they tested English to Czeck news article translations using CUBBITT, a
neural-based translation system, and found that the translation results outperformed
human-moderated translation and excelled in terms of adequacy. Yet, they argued that
MT can only take precedence over the human translators, if they are less qualified and
have “[...] infinite amount of time and resources” at their disposal (Popel et al. 2020:
11; see also Al-Onaizan & Papineni, 2002). A recent study by Wang (2023), which
experimented with Chinese-to-English Al translation on three different text types (i.e.,

news, business, literary), also suggested that, besides certain challenges that are



primarily related to Chinese language specificities and exert strong influence on the
translation output (especially in the case of literary texts that involve complex language
style), Al-assisted translation is possible to achieve accurate results and even

outperform human practitioners.

2.1.2 Al technology in interpreting and speech translation

Al implementation into the field of interpreting has also been discussed in the
corresponding literature. However, when attempting to observe and examine the world
of interpreting, one should always take into consideration the disproportional amount
of emphasis that is given to the study of interpreting and its specificities compared to
(the overstressed) translation. As far as this work is concerned, the author will try to
underscore significant literature-derived perspectives by touching upon three categories
of foci, namely, research on the use of Al in interpreting, research on the impact of Al
on interpreters, and research on industry adoption and assessment of the interplay with

Al

In the context of AI’s utilisation in interpreting, Xiao studied Al-powered interpreting
as a trending facet of the current information technology reality (Xiao 2021). Xiao
(ibid.) was interested in exploring the (in)ability of Al-driven interpreting to tackle the
challenges that language barriers pose in interlingual communication. Specifically, she
intended to validate the assumption that Al MT cannot take the place of human
interpreting. To do so, she embarked upon identifying the primary deterrents.
Moreover, the study was concerned with eliciting information about people’s estimate
as to when AI’s reign over human interpreting will take place and the predominant
scenarios as to the domains where Al-powered interpreting could be applied first. This
study yielded very interesting findings through a mixture of methods, ranging mainly
from literature review to case analysis, experience summary, and comparative analysis;
first, it showed that the time needed for Al MT to dominate over human interpretation
was estimated to exceed ten years (57% of the questionnaire responses) (Xiao 2021:
17). Second, it was found that Al-generated interpreting was favoured in the fields of

tourism (65), social interaction (56), trade (42), and education (21), compared to



literature (9), and other domains (7)*(ibid.). Most importantly, the study highlighted
three central variables that hold human interpreting’s replacement from Al-interpreting
back, i.e., (1) lack of emotion (38%), (2) subjectivity of language (28%), and (3)
accurate speech recognition capacity (25%) (ibid.: 18).

The speech recognition parameter invites the expansion of our discussion towards
speech translation. Speech translation, and specifically automated speech translation
(henceforth AST), as another area of oral language processing where Al has made its
presence known, has been equally examined in the literature. More than a decade ago,
Nakamura (2009) identified inherent technological challenges in AST systems design
of that time: (1) individual differences in speaking style, accent, and form of expression,
(2) immediacy of the AST process, (3) evaluation of output’s correctness, (4)
multilingual system support capacity, (5) speech translation technology
standardisation, (6) copyright-pertinent considerations for AST system training via the
web, and (7) proper nouns usage according to AST user’s location (45-46). Recently,
Horvéath (2021), in his work on the comparison between speech translation and human
interpreting, provided several arguments to support his view that AST is not capable of
replacing human interpreters, thus aligning  with the results drawn by Xiao (2021).
Horvath distinguishes among three categories of limitations of AST, i.e., cognitive and
communicational limitations, 1.e., cultural awareness, appropriateness and sensitivity,
pragmatic and linguistics dimensions of oral interaction , system design-pertinent

limitations, and domain applicability magnitude (ibid.: 181-183).

Concerning the relationship between technology and interpreting and against the
general disinterest of the academic community with respect to Al and Interpreting,
Fantinuoli (2018) has argued that, indeed, this type of synergy had occupied a
peripheral place in academia; it was not until the advent of the first interpreter-oriented
programmes that people started expressing interest on the impact CAI had on
interpreters. Furthermore, Corpas Pastor (2018) made some noteworthy assumptions

regarding the reasons why interpreters appear to be reluctant towards CAI. These

* The numbers in the parentheses correspond to the number of votes gathered from the study.



reasons include the irrelevance of CAI technology in the workflow of an interpreter,
concerns regarding declined interpretation quality, the negative effects AI might have
on the interpreters’ cognitive effort, and—not surprisingly—the fear of technological
domination over human practitioners (ibid.: 166). However, Corpas Pastor’s view
echoed previous research and paved the way for others. Horvath (2014), for instance,
stated that there is a significant difference between the impact that MI had on the
interpreting industry and the professionals that operate within the field, a conclusion

that is in line with Fantinuoli’s (2018) postulations on the topic.

A third perspective through which the literature has viewed Al in interpreting relates to
the industry adoption and impact assessment. Jekat (2015: 242), who examined
machine interpreting (henceforth MI), supported that regardless of the progress made
lately, MI “is still limited to specific domains and linguistic contexts and  a narrow
range of highly standardised natural speech inputs”. On the contrary, Herbig et al.
(2019) favoured the synergy between human practitioners and Al and proposed a list of
approaches to achieve a harmonious pattern of collaboration. Following Herbig et al.’s
rationale, Corpas Pastor (2021) suggested that a positive impact could be yielded from
integrating Al into T&I.

2.1.3 Quality evaluation

The issue of quality assessment has been one of the primary concerns in Translation
Studies literature (House 2014). The need to perform quality evaluation of the output
derived by the processes of T&I has been even more intensified following the

introduction of Al

In 2009, a study by Fiederer and O’Brien showed that MT does not affect quality output.
Instead, when a variety of parameters are considered , it is possible to avoid  poor-
quality translational output (see also O' Brien & Coghlan 2019). Statistical evidence
provided by Wilks (2009) suggests that the quality of MT systems was positively
evaluated by product consumers (65-70%) as to the correctness of translated sentences
(p.6). Aiken (2010), who tested quality on automatic interpretation of speech in the
English language, argued that, despite challenges, it is possible to achieve accurate

interpreting outputs.



On the opposite side of the spectrum, several findings have underlined the negative
impact of Al on the quality of the translation output. For instance, in a study about
NMT systems’ capacity to translate under-resourced rare words, Currey, Heafield and
Koehn (2019) found that quality reduction of the translated output can be a decisive
factor. Their findings were corroborated by newer studies, such as those carried out by

Wang et al. (2020) and Baltabay (2023).

2.1.4 Medical domain

Considerations regarding MT’s role and practicality in the healthcare domain have also
been documented in MT literature. Of course, this comes as no surprise since the need
to overcome language barriers and find immediate solutions to problems that arise in
interlingual communicative environments are integral to the provision of healthcare
services. Haddow, Birch and Heafield (2021: 114) distinguish three areas of MT
application in healthcare: (1) MT utilisation for assisting the translation of healthcare-
pertinent information addressing the general public, (2) MT usage for translating
specialist healthcare-pertinent publications (e.g., scientific papers), and (3) MT

mediated doctor-patient interaction.

From a research-oriented angle, the potentiality of MT incorporation into medical
settings gained traction only after the emergence of the neural paradigm in MT, that is,
the transition from statistical modeling towards neural network architecture of systems®
(ibid.). In this work, I will refer initially to two projects devised for interpersonal use in
the healthcare domain and involve both text-to-text and speech-to-speech designs.
Then, I will discuss the results of some studies that tested the efficacy of an openly

accessible MT tool, namely Google Translate, in healthcare settings.

The first project is among the earliest projects in MT for healthcare and was
conceived by Somers and Lovel in 2003. Somers and Lovel’s (2003) computer-based

proposal was a text-based MT system that could facilitate doctor-patient interaction in

® See chapter 4.2 and 4.3 for more details.
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cases of LEP (Limited English Proficiency) or patients who were unable to speak
English at all. Their patient-centered framework was inspired by the UK’s immigrant
populations and the pressing need to ensure effective doctor-patient communication,
focusing on the translation to and from Somali and English , as well as Urdu and
English. In essence, they envisaged a “hybrid multi-engine embedded MT system” that
comprised rule-based MT, example-based MT accompanied by a translation memory,
and word-by-word lexical look-up facility (Somers and Lovel 2003: 43). The system
was trained by a data-corpus of translated doctor-patient interviews and operated in two
separate interfaces, i.e., the doctor’s interface and the patient’s interface. The doctor’s
interface had a hybrid design as it accommodated both the possibility for free text
typing and for a menu-based approach, building on dynamic domain knowledge. The
system placed significance on input controlling. Consequently, the use of the free typing
option was to be utilised when the menu-driven interface did not meet the doctor’s
communicative purposes during the doctor-patient encounter. The patient’s interface
was not fully examined in Somers and Lovel’s work; yet the authors highlighted issues
related to patients’ limited technological literacy, especially for Urdu speakers, as well

as their inability to use the Latin alphabet.

The second project, focusing on speech-to-speech translation, was developed by
Bouillon, Rayner and colleagues at the University of Geneva (Bouillon et al. 2005,
Rayner et al. 2008). The system is called MedSLT and is an open-source, multilingual
spoken language translation system adapted for serving the needs of encounters taking
place within medical settings®. The architecture of the system is interlingual-driven (i.e.,
it uses an artificial language as a mediator between the source and the target languages
involved in the communicative event at hand), rule-based, and builds on an one -way
translation modelling, i.e., the doctor can ask only “yes-no” questions. It also involves
speech recognition technology, back-translation and context-dependent translation
capacity, and an intelligent help component. The main advantage of this design

resides in its potential for high-accuracy performance. On the contrary, its shortcomings

8 https://www.issco.unige.ch/en/research/projects/medslt/
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are found in the limited nature of the interactions the system can process (i.e., limited-
domain system) and of its restricted vocabulary (from about 350 to 1000 words per

domain and language).

As far as the studies on NMT usage in the medical domain are concerned, there are
some that may offer insights into the efficiency of merging MT with healthcare. The
first study I will be focusing on was carried out by Borner et al. (2013). The researchers
set out to test the performance of an internet-based translation programme, i.e., Google
Translate, as an alternative for professional interpreters since the physical presence of
the latter is not a given in real-life medical encounters. To this end, the materials of the
study comprised a corpus of twenty standardised sentences from a neonatal doctor-
/nurse- relative-interview. The translation direction was from German to English,
Portuguese, and Arabic. The procedural design involved three steps: first the selected
sentences were assessed in terms of accuracy at both the level of grammar and content;
subsequently, the sentence structure of the incorrect sentences was simplified, and
lastly, the simplified sentences were translated via Google Translate and were then re-
assessed. The findings showed that 58% of the utterances used were not correctly
translated in terms of both grammar and content. Incorrectly translated  utterances
would range from 45 to 70%, whereas 25% of them were correctly translated
following simplification. The results demonstrated a dissatisfactory performance of
Google Translate when it comes to grammar and content processing of input; these
results correlate with previous studies’ findings, e.g., Khanna et al. 2011. The
researchers hypothesised that the probabilistic (statistical) architecture of Google
Translate was responsible for the poor performance and insufficiency of the program.
One year later, another study was presented by Patil and Davies (2014), who were
interested in evaluating the accuracy and usefulness of Google Translate in transferring
interlingually the meaning of ten common English medical statements. The translations
were carried out from English to a total of twenty-six languages, i.e., 8 Western
European, 5 Eastern European, 11 Asian, and 2 African. This produced a total of 2660
translated phrases/utterances. Upon completion of the translation with Google
Translate, the output utterances were sent to native speakers of these languages for them
to perform a back-translation to English. The back-translated English utterances were
compared against the corresponding original input and assessed for accuracy of
meaning. The results showed that 57.7% of the translations were correct (i.e., made
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sense or were factually correct). From the total of correct translations, African
languages had the lowest score (45%) whilst Western European languages were
assessed as being mostly accurate (74%). Furthermore, Swahili had the lowest
correctness score (10%), whilst Portuguese had the highest (90%); significant errors
were observed in translation towards Swabhili, Marathi, Bengali, and Polish. The
researchers concluded that Google Translate offers limited usefulness for the translation
of medical utterances frequently occurring in doctor-patient encounters and as agreed
with Borner et al (2013) regarding the error-proneness of the statistical modelling upon
which the online programme is designed. Along the same lines, a 2019 study assessed
the use of Google Translate for Spanish and Chinese translations regarding emergency
department (henceforth ED) discharge instructions (Khoong et al. 2019). The primary
objective of the study was to test the accuracy of Google Translate-generated
translations of one hundred free-texted ED discharge instructions in Spanish and
Chinese. The study took place in two phases; first, the sentences were translated from
English into Chinese and Spanish using Google Translate and then, the output was
back- translated into English by bilingual translators. The translations were evaluated
in terms of content category, Flesch-Kincaid readability’ score, medical jargon, and
presence of nonstandard English. Research findings indicated that, overall, both the
Spanish and Chinese translations were accurate and only a minor proportion of
inaccurate translations could be detrimental for patients, i.e., Spanish (28%), and
Chinese (40%). Additionally, grammatical or typographical errors that were responsible
for content-related inaccuracies were attributed to erroneous input in English and not
to efficiency of the Google Translate software per se. The final remarks of the study

suggested that, besides the satisfactory accuracy performance, Google Translate should

" Placed within a USA-specific “school grades” scale, the Flesch-Kincaid Readability score is interpreted
as follows: 0-30= college graduate, 30-50= college, 50-60= 10™ and 12" grade (high school), 60-70= 8t"
and 9™ grade, 70-80= 7" grade, 80-90= 6™ grade, 90-100= 5" grade (Rudolf, Flesch. 1979. Chapter 2:
Let’s Start With the Formula. In How to Write Plain English: A Book for Lawyers and Consumers. New
York Harper & Row.
https://web.archive.org/web/20160712094308/http://www.mang.canterbury.ac.nz/writing_guide/writin

g/flesch.shtml )
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be used cautiously to avoid potential detrimental effects on patients who receive MT-

generated materials.

Other studies have addressed the utilisation of Google Translate from the angle of
speech synthesis. One such study was designed by Birkenbeuel et al. (2021) to assess
Google Translate’s ability to accurately interpret a corpus consisting of 83 single
sentences and a series of sentences that are commonly used in the context of medical
encounters from English into Spanish. The focus of the experiment was three-fold: to
test Google Translate’s accuracy in (1) transcribing English input, (2) real-time
translation of the English transcriptions into Spanish, and (3) to evaluate Google
Translate’s speech synthesis ability to preserve the meaning of the English input
following the translation to Spanish. To facilitate the objectives of the study,
Birkenbeuel et al. (2021) asked 18 English-speaking participants to read the selected
sentences. According to the findings, sentence number played an important role in the
accuracy performance and original input’s meaning preservation after speech synthesis,
i.e., single sentences scored 89.4% (<8 words), single sentences with more than 8
words scored 90.6%, 52.2% accuracy for two sentences, and 26.6% accuracy for three
sentences. Analogous results were observed with respect to transcription and translation
errors per sentence(s), i.e., the larger the sentences’ number, the more the errors in

transcription and translation of the transcribed input.

The sample of studies illustrates clearly that, going beyond the vested interest in
examining Google Translate’s (and MT’s altogether) full capacity, the appropriateness
of Google Translate, as a promising, free access MT programme, has not been
established yet in the purely clinical field (see also Rodriguez et al. 2020). The
Commonwealth of Massachusetts Board of Registration in Medicine (henceforth
CMBRM) strongly discourages any incautious use of Google Translate and similar MT
services programmes as means to overcome language barriers with LEP patients. Such
programmes “may provide erroneous or nonsensical translations that can lead to patient

misunderstandings and potentially compromise patient safety” (CMBRM 2016: 1).

2.2 The pedagogical integration of Al

Issues concerning the integration of Al in the translation and interpreting curricula

constitute a controversial matter in several scholarly discussions. Existing literature
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showcases reluctance on behalf of instructors and educators to fully embrace the state
of affairs that Al has brought upon the T&I field. This reluctance, however, clashes
apparently with the increasing popularity of the use of Al-driven T&I technology in

both professional and non-professional contexts.

Concerning the professionals’ position vis-a-vis the technological turn initiated by Al,

3

it is important to distinguish between the “world of translation” and the “world of
interpreting”, as the approach differs in the two disciplines; in the case of interpreting,
several scholars have been particularly concerned with the unequal technological
progress that is observed in the toolkit available for professional interpreters (e.g., Costa
et al., 2014; Corpas Pastor and Fern, 2016; Fantinuoli, 2018; Sandrelli, 2015). Prandi
(2020) argues, this is due to the interpreter trainers’ lack of knowledge that interpreting
training has not been satisfactorily technology-infused. By contrast, research evidence
from translation shows that the integration of Al-driven tools in the training curriculum
has been more horizontal compared to interpreting (Corpas Pastor 2018). The reasons
for this discrepancy have been extensively outlined by Fantinuoli (2018), who
identified a number of impediments ranging from the reluctance on the part of the
interpreters towards CAl, to difficulties designing interpreting-appropriate software to
facilitate the interpreting processes, the marginal aspect of interpreting operations, and
the stance of universities vis-a-via CAl integration (p.8). At the same time, Fantinuoli
favors the integration of CAI tools in the training curricula for interpreter trainees as

there is a need to reform professional interpreting through technology.

At the opposite end of the spectrum, several studies have attempted to emphasize the
significance of translation technology in developing translation trainees’ professional
competence. One such study was conducted by Wang (2023), who used a multileveled
examination of Al in the context of translation education. In his research, Wang

claims that Al is a useful tool for students’ competence development:

The survey results demonstrated that the use of Al technologies in education
practices could have a constructive impact on the development of key

competencies of a future translator. (ibid.: 1525)

Along the same lines, the view of integrating Al-driven technologies into training
programmes in T&I has been interestingly embraced by the scholarly community (e.g.,
O’Brien and Kenny 2001; Kenny 2018; He 2021; Organ 2021); it is argued that Al may
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provide students with the opportunity to become acquainted with the potentiality of Al
in the field and yield the benefits it can offer by letting go of any prejudice  regarding

the substitution of practitioners by machines:

It is therefore clear that translator education institutes should continue to keep
abreast of technological developments, giving students as much direct
experience as possible with the tools, processes, and practices with which they
are likely to be confronted in their professional lives. This can only be achieved
by regular and sustained use of CAT tools and TM in practical translation
courses and not just in  translation technology  courses.

(Massey and Ehrensberger-Dow 2017:307)

In work published by Moorkens (2018) and Sanchez Ramos (2022), we are given a
sample of concrete evidence regarding attempts to envisage T&I training from the
viewpoint of Al-devised technology. More specifically, Moorkens (2018) organised a
practical in-class task for the evaluation of NMT assisted translation. The evaluation
exercise was implemented in two cohorts of tertiary education students, i.e., a cohort of
46 second-year translation undergraduates and another one comprised of 9 postgraduate
students and university staff, who were asked to assess SMT and NMT on three levels,
namely, PE effort (time expended to complete PE), adequacy (concerning the input)
and error typology (word order, errors, mistranslations, omissions, additions) (ibid.:
380).The findings of the study showed that most participants (62%), regardless of the
cohort they belonged to, favoured NMT instead of SMT (ibid. :381). In the first cohort,
62% of the participants required less time to complete NMT’s output PE (ibid.).
Accuracy-related average ratings scored 2.95 for SMT and 3.46 for NMT respectively
; lastly, students found fewer errors in NMT (ibid.). Similar results were yielded from
the second cohort’s evaluation. Overall, the contribution of this study relies on the first-
hand experience that students gained in working with current MT tools, particularly
with the SMT and NMT paradigms, and on underpinning the need for professionals to
embrace the technological imperatives of our times to be able to keep up with the
industry’s state-of-the-art products (Moorkens 2018: 383-384). Another insightful
perspective into students’ attitudes towards Al-based translation tools is explored by
Sanchez Ramos (2022). Her study took place in the context of a 10-weeks compulsory
course in a Master’s programme in Intercultural Communication, Public Service

Interpreting and Translation (henceforth PSIT) at the University of Alcala. The study
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was conducted during the 9" and 10" week of the course, which focused on the proper
integration of MT and PE in translation as PSIT tools, and set out to offer insight into:
(1) students’ perception of MT and PE integration in the course’s technological
apparatus, and (2) assessing of the usefulness yielded from such synergy (Sanchez
Ramos 2022:297-299). The participants were comprised of 42 English-Spanish MA
students of the aforementioned programme. They were asked to answer a quantitative
questionnaire addressing the first objective stated above and,  to write a qualitative
reflective essay addressing objective (2) at the end of the MA programme. Regarding
the questionnaire results, only 22% of the respondents had been exposed to MT and PE
training, with this training being either of a theoretical nature or dispensed over talks
and seminars (Sanchez Ramos 2022: 300-301). Furthermore, on the one hand, students
indicated that they have used MT systematically throughout their master’s programme
and held that MT and PE exerted a positive influence on their interest in translation
technology (69% of the responses). On the other hand, they maintained that the content
of the course did not align with competence enhancement (71%) in using translation
technology of this type, nor did it facilitate  their training in PSIT tools (60%). Lastly,
as to the usefulness of MT and PE integration in their training curriculum, 64% of the
participants ~ maintained that the content of the course was appropriate , 57% held
that these tools should be mandatory components of the master’s programme, and 71%
perceived MT and PE-oriented training content as facilitating their professional

development (Sanchez Ramos 2022: 301).

Generally, the dialogue within the tertiary education environment has held tow
directly opposite sides as to the attitudes towards Al integration in the training
curriculum of future professionals. As showcased above, there have been fundamental
technological discontinuities between the two pillars of interlingual communication,
1.e., T&I, which, have played their role in the (non)acceptance of  Al. On the other
side, positively-valenced perspectives as to Al’s infusion are also a fact, but,
interestingly enough, they are not a popular trend in T&lI-oriented curriculum design
discussions; scholars’ insistence on the effectiveness of combining more sophisticated
technology (e.g., Al-inspired technological aids) with T&I teaching echoes the ideas of
the 90s (e.g., Clark, 1994; Kingscott, 1996, DeCesaris 1996), whilst, according to
Kenny (2020), the first steps towards technological integration into T&I teaching date
back to the 80s. Within this context, in this dissertation, I am interested in further
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investigating the practical aspects of Al integration in translators and interpreters’

training around the world and, especially, in Greece.

2.3 Ethics and Transhumanism

2.3.1 AI-Ethics in T&I

This subsection should start by the premise that the ethics of using Al in T&I coincide
largely with the ethical imperatives associated with Al as a wide-ranging technological
phenomenon whose applications cover almost every aspect of human activity. In my
view, the reasons behind this agreement are two-fold: first, the discussion about
delineating the ethical and legal imperatives solely in relation to Al-powered T&I is in
its infancy nowadays, and second, the founding principles and values that are outlined
in the existing ethical codes for T&I are overlapping the ethics of the AI-T&I synergy.
As regards the latter, Jobin, Lenca and Vayena’s (2019) study verifies our argument
through showing that their sample of Al-oriented ethical guidelines’ publications build
upon five ethical principles, namely transparency, justice and fairness, non-
maleficence, responsibility, and privacy, which correspond to the founding general
ethical imperatives. In more detail, they listed a corpus of 84 documents issued both by
authorities and/or stakeholders, including national and international organisations,
corporations, professional associations, and non-for-profit organisation that share their
ethical agenda concerning Al adoption. These findings corroborate the second
statement regarding the convergence between general ethical principles and values and
Al-specialised principles. Thus, perceiving the universal ethical principles of fidelity
(or else fairness) and confidentiality (or else privacy) as being leading ethical

prerequisites for harmonized and successful Al integration would be acceptable.

Keeping this interconnection in mind, we need to acknowledge that the world has
realised the need to (re)define the ethical foundations of Al and to take action towards
that direction; a study by Bird, Fox-Skelly, Jenner, Larbey, Weitkamp, and Winfield

(2020) reports on several ethical initiatives taken both within the European borders and
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beyond (38-41)8, as well as on national and international strategies on Al up until May

2019 (71-79; Table 1).

Table 1 National and International Strategies on Al until May 2019 as reported in Bird

et al. (2020)

Europe

Finland, May 2017

Artificial Intelligence Programme

France, March 2018

Al for Humanity

European Union, April 2018

Strategy on Al for Europe

United Kingdom, April 2018

Al Sector Deal

Sweden, May 2018

National Approach for Artificial Intelligence

Nordic-Baltic Region, May 2018

Declaration on Al in the Nordic-Baltic

Region

Denmark, March 2019

National Strategy for Artificial Intelligence

Estonia, May 2019

Estonia’s National Al Strategy

Malta, October 2019

Malta’s ethical Al framework

North America

Canada, March 2017 Pan-Canadian Artificial Intelligence Strategy
South America

Mexico, June 2018 AI-MEX 2018

USA

Intelligence Initiative, February 2019

Executive Order issued by President Trump that established the American Artificial

Asia

Singapore, May 2017

Al Singapore

Japan, March 2017

Artificial Intelligence Technology Strategy

China, July 2017

Next Generation Artificial Intelligence

Development Plan

Taiwan, January 2018

Taiwan Al Action Plan

South Korea, May 2018

Artificial Intelligence Information Industry

Development Strategy

8 The number of ethical initiatives is not mentioned in the text for space economy purposes. For a detailed

analysis, use the references as provided in this text.
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India, June 2018

Al for All

From 2019 until today, more work has been done towards laying the Al ethical

foundations at a national and international level (Table 2).

Table 2 Al ethics literature from 2019 until today

European Union , April 2019
UNESCO, November 2021

Canada, June 2022

Australia,  Department  of  Industry,

Science,Energy and Resources
(Governmental body of the Department of
Industry, Science, Energy and Resources),
2021

European Union, April 2021

Greece, April 2022
China, April 2023

USA, October 2023

UK, August 2023

® This addition to the Al-focused regulatory literature is of major significance as it targets

Ethics guidelines for trustworthy Al
Recommendation on the Ethics of Artificial
Intelligence

The Artificial Intelligence and Data Act
Australia’s Al Action Plan

Proposal for a Regulation of the European
Parliament and of the Council laying down
harmonized rules on Artificial Intelligence
(Artificial Intelligence Act) and amending
certain union legislative acts

Law No 4961/2022

Draft Administrative =~ Measures  for
Generative Artificial Intelligence Services
released by the Cyberspace Administration
of China®

Executive order on Safe, Secure, and
Trustworthy Artificial Intelligence

A pro-Innovation approach to Al regulation

generative

Al, which is the form Al-powered technology that bears the closest relation to translation and interpreting
as it refers to content generation “ in the form of text(s), picture(s), audio, video(s) and code(s) based on
algorithms, models, and rules” (Article 2). https://perma.cc/TONX-9S5F
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Besides the obvious interest in framing Al ethics and creating ethically-informed
policies, Al adoption is still not thoroughly or sufficiently (if not at all in some cases)
integrated into a legal framework; this generates critical and risk-prone gaps in
settings where Al is actually practices and/or used. On this point, Lewicki, Lee, Cobe,
and Singh (2023) argue that Al-pertinent regulations are based on “non-legal sets of
principles or ethical standards proposed by academics, civil society groups, and others”
targeting responsibility and fairness of Al usage (3). Their argument is validated by

Jobin, Lenca and Vayena’s (2019) prior work.

Focusing on T&I, lately we have witnessed  ethical and legal concerns embedding
Al in the multifaceted field of T&I. It seems that such concerns  gain popularity (e.g.,
Bowker 2020, Péllabauer and Topolovec 2020, Horvath 2021, Lewicki et al. 2023,
Ramirez-Polo and Vargas-Sierra 2023). In the area of interpreting, Horvath (2022)
delineated the primary ethical challenges for Al utilisation in the interpreting practice.
She touched particularly on data-pertinent concerns, namely bias, quality, privacy, and
ownership, as well as transparency issues (ibid.:7). As for translation, it can safely be
assumed that such ethical issues are also relevant to Al-assisted translation tasks.
Finally, another ethical concern generated in the context of Al-mediated translation
technology prioritises the assessment of Al’s cultural implications. For instance,

UNESCO’s Recommendations on the Ethics of Artificial Intelligence states that:

[the] Member States are encouraged to examine and address the
cultural impact of Al systems, especially natural language processing
(NLP) applications such as automated translation and voice assistants,
on the nuances of human language and expression. Such assessments
should provide input for the design and implementation of strategies that
maximize the benefits from these systems by bridging cultural gaps
and increasing human understanding, as well as addressing the negative
implications such as the reduction of use, which could lead to the

disappearance of endangered. (UNESCO 2022:32)

2.3.2 Al-related ethical discussion in T&I pedagogy

Apart from the ethical challenges found at the professional sphere, we should also direct

our interest towards the literature about ethical considerations at the level of T&l
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education and training in the era of AI domination. The case of exposing translation
students to the ethical imperatives of a technology-immersed profession is substantially
complex. It is part of a vicious circle that originates in what Bowker (2020: 269)
describes as the “lack of technology-related guidance in professional associations’
codes of ethics”. Research evidence has been previously provided by McDonough
(2011: 45), whose study showed that ethical concerns of technological nature constitute
one of the major gaps in seventeen codes of professional associations for translators, all
of which belong to the International Federation of Translators. The space in professional
ethical documentation vis-a-vis technology integration in T&I in an ethical way has
strongly impacted T&I pedagogy. Li (2023) stresses that “no systematic discussion or
technology-related ethical coursework exists across the university curriculum or among
professional practitioners (541). Bowker (2020) has also commented on the educators’
insufficient course of action to cultivate students’ “deep understanding” of the ethical

imperatives in the era of the Al-mediated technological uptake in T&I (273).

On the bright side, the need to perceive translation technology ethics as integral
components in translator pedagogy and training curricula has been strongly advocated
in the T&I literature  (Kenny  and Doherty 2014, Massey and Ehrensberger-Dow
2017, Kenny 2020, Horvath 2022, Li 2023).

2.3.3 Al ethics in medical T&I professional practice

Professional T&I service provision in healthcare is also affected by the absence of
ethical and legal regulatory framework prescribing the ethical guidelines for effective
Al embedding in the domain. To compensate for the absence of ethical documentation
focusing on Al-mediated T&I service provision in medical and healthcare
environments, we will explore the existing ethical framework in medical and health
sciences, also known as bioethics, concerning Al. Our goal will be to draw inferences
as to how this framework can serve as a basis for considering the (re)form of the medical

T&I code of ethics.

Universal bioethics build on four basic principles, namely respect for autonomy,
nonmaleficence, beneficence, and justice (Beauchamp and Childress 2001, Beauchamp
2010). The technological innovation of our times, especially Al application, in medicine

and healthcare raise reasonable concerns as to the ethical (and legal) foundations which
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should guide Al-powered medical practice. From that standpoint, research-originated
assessments of existing Al-focused ethical guidelines and principles across the globe
have identified substantial points of convergence between Al ethics and the four pillars
of bioethics (Floridi et al. 2018, Mittelstadt 2019, Jobin et al. 2019, Hagendorff 2020).
This overlapping of ethical imperatives is not  coincidental; Floridi (2013) has argued
that bioethics bear  the closest resemblance to digital ethics (or else, computer ethics
or information ethics) compared to other areas of applied ethics!®. On that note,
Schneider, Vayena, and Blasimme (2023: 783) put forth a term for describing the fusion
of bioethics and digital ethics in the context of the-all evolving digitalisation trends in

medicine, i.e., digital bioethics.

Unfortunately, detecting the convergence between medical ethics and digital ethics does
not suffice; this insufficiency has not gone unnoticed in the literature; for instance,
Floridi et al. (2018) and Mitellbrandt (2019) postulate that more work needs to be done
in bioethics to maximise the ethicality of Al as a component of increasing popularity
and amplitude of use in medicine and healthcare. According to Floridi et al. (ibid.: 696),
the quadripartite framework of bioethics does not provide for an “exhaustive” account
of the ethical challenges associated with Al, and therefore, the framework should be
enriched with the principle of “explicability”. The explicability principle captures the
“need to understand and hold to account the decision-making processes of AI”” (also
referred to as “transparency”, “accountability”, “intelligibility”, “understandable and
interpretable” in documents aiming at delineating the guidelines for Al ethics),
revealing the invisibility and unintelligibility of AI’s nature (ibid.: 700). In turn,
Mittelbrandt (2019:2) underpinned four core deficits in the ethics of medical Al
development, namely lack of common aims and fiduciary duties, professional history
and norms, proven methods to principles into practice, and legal and professional
accountability. Adding to the above, Whittlestone, Nyrup, Alexandrova, and Cave

(2019:197) point to the excessively broad and ambiguous nature of Al ethical principles

as well as the clash existing between theory (i.e., the principles) and practice of

10 See also: Mishra, Abhishek, Julian, Savulescu and Alberto, Giubilini. 2023. The Ethics of Medical AL
In Carissa Véliz (ed.), The Oxford Handbook of Digital Ethics (online edn), C25.S1-C25.N7.
https://doi.org/10.1093/0xfordhb/9780198857815.013.25
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embedding Al in medical and healthcare settings. To amplify even more the scope of
bioethical challenges, Gerke, Minssen and Cohen (2020) detected some integral
challenges to Al-powered healthcare of both ethical and legal nature. At the level of
ethics, Gerke et al. (ibid.) give salience to issues regarding informed consent to use,
safety and transparency, algorithmic fairness and biases, and data privacy. At the legal
level, they touch upon challenges related to safety and effectiveness, liability, data

protection and privacy, cybersecurity, and intellectual property law (ibid.).

All the weaknesses mentioned above intensify the need to review the specifics of
medical Al ethics on the part of policymakers, institutions, organisations and other
competent bodies or authorities. Recently, one approach to medical Al ethics that seems
to be gaining more ground is the embedded ethics approach (McLennan et al. 2020,
Bezuidenhout and Ratti 2020). Embdedded ethics, as a collaborative, interdisciplinary
approach, aims at facilitating Al technology development to devise “ethically and
socially responsible” technologies that “benefit and do not harm individuals and
society” (McLennan et al. 2022). As expected, embedded ethics has been contested in
the literature (e.g., Bonnemains, Saurel and Tessier 2018, Kostick-Quenet et al. 2023)
for featuring certain technical and ethical challenging aspects. However, we should not
overlook its potential to address and possibly remedy Al-related issues in the context
of bioethics. McLennan et al. (2022) believe in the potentiality of an embedded ethics
approach for regulating medical Al application and thematize three overarching
strengths of the approach, i.e., its potential to: (1) address the unique nature of medical
Al; (2) alleviate the problem with the commonly invoked quadripartite framework of

bioethics; and, (3) address gaps in regulation concerning Al use in medicine.

2.3.4 Transhumanistic impulses in Al-infused T&I

Situating T&I within a converging relationship to transhumanism is more relevant now
than ever before. The term “transhumanism” denotes ~ the movement that “seeks to
use technology to fundamentally change the human condition, improving our bodies
and minds to the point where we become something other and better than the animals
we are” (Cronin 2020: 279). The agenda of transhumanism is informed by the
overarching goal to create a “posthuman” by investing in the potential of technological
evolution (Porter 2017). In this context, translators and interpreters’ professional
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identity is subject to a substantial change that places the brain-machine interface at the
centre of the current state-of-the-art technology in language mediation and perceives
this connection as being vital for assisting humans in changing themselves according
to the imperatives of transhumanism (O’Thomas 2017). The identity that
transhumanism construes for translators and interpreters has been described by Cronin
(2003: 112) as “translational cyborgs”. He did so in his attempt to emphasise the
interdependence between the agents partaking in a translational task (i.e., translators)
and translation technologies. Cronin (ibid.) argues that the markedness of technological
imperialism and automation has impacted the translation task’s orientation to the extent
that the enhanced processing capacity of the translation machine has brought about the
“externalisation of the brain” (Bourg 1996: 185), or in Humbert’s terms the infamous

“cerebrofacture” (Humbert 1993:54).

The dialogue as to the impact assessment of transhumanism in the realm of T&lI
revolves around the utopia-dystopia dichotomy to which Al serves as a catalyst
(Eszenyi, Bednarova-Gibova and Robin 2023). The utopian end perceives Al-powered
translation technology as a useful tool in the hands of the human translator, whilst the
dystopian end  depicts an Al-dominated industry where the translator’s presence is
superfluous (ibid., Crawford 2021). The undisputable changing character of the
translation profession encourages the reconceptualization of the roles that
transhumanism breathes into the practice of T&I. These cover a spectrum that includes
data engineering, engine management, subject matter expertise, training data

management, training data management and post-editing (Bessenyei 2022).

Regardless of where someone positions themselves on the utopia-dytopia spectrum, the
incentives and theory of transhumanism should not be left uncriticised. = Cronin (2020)
raises some very interesting questions pertaining to the challenges that transhumanism
invokes to translation, with the latter being viewed as one of the catalysts in the process
of transhumanising the world (e.g., the military communication paradigm).
Interestingly, all of them feature ethical undertones of great relevance to the
preponderance of issues discussed previously in this work. More specifically, Cronin
(2020) problematises over six areas; he discusses (1) the synergy between
transhumanism and translation in the era of globalization; (2) labour exploitation
concerns as part of the translators’ new professional identity; (3) translation data

exploitation  ; (4) translation manipulation for serving the patronising purposes of
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those in power; (5) what it means to be a human translator in the age of transhumanism
; (6) the interplay between human and posthuman. Lastly, one could perhaps safely
assume that Porter’s (2017) parallel viewing of bioethics and transhumanism
constitutes a basis for guiding the inquiry as to the exploration of T&I practice in
healthcare in the times of AI’s omnipresence. Porter encourages thorough exploration
of the ethical sphere which circumscribes biotechnology under the influence of

transhumanism.
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Chapter 3

Methodology

To address the objectives of the study, namely the exploration of Al integration in the
T&I industry and the education of future professionals, we opted to design a tripartite
questionnaire-driven survey!!. As a methodological path, surveys enjoy a special place
in the research-oriented publications (Kitchenham and Pfleeger 2008). Fink (2003)
attributes the popularity of this method to the comprehensiveness that governs the
process of data gathering and analysis of knowledge, attitudinal, and behavioural
patterns. In a survey-oriented research design, questionnaires are seen as the most
commonly implemented data collection method (Ponto 2015). Gathering data via
questionnaire distribution features a set of advantages, including economic data
collection, flexibility of distribution, enhanced participants’ recruitment ability, and

systematisation of data (Bork and Francis 1985: 907).

In light of the advantages, we proceeded with the design and piloting of our
questionnaires by applying the six prerequisites underpinned by Charlton (2000), i.e.,
appropriateness, intelligibility and succinctness, unbiasedness and clarity, ease of
coding, ability to deal with any given response, and ethicality (356). The questionnaires
were created and distributed via a cloud-based survey administration software, i.e.,
Google Forms, to facilitate our goal regarding maximal possible participation (Frippiat,
Marquis, Wiles-Portier 2010). Research literature has highlighted the contribution of
web-based surveys (e.g., Gosling, Vazire, Srivastava and John 2004, Frippiat and
Marquis 2010, Fox, Murray and Warm 2010). The main advantages of this method
include: (1) immediacy of implementation (Fox et al. 2010), (2) motivation (Gosling et
al.2004), (3) speed of data gathering (Frippiat et al. 2010), (4) maximisation of
respondents’ reachability (Gosling et al. 2004, Frippiat et al.2010, Jones, Baxter and

11 See Appendix 1,11,111 and the Analysis chapter.
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Khanduja 2013), (5) economical and systematised administration (Jones et al. 2013),

and data gathering (Gosling et al. 2004).

In essence, our work identifies with the mixed method approach (henceforth MMA)
and specifically, with the embedded (or else nested) design (henceforth ED). MMA is
a type of research based on the conflation between qualitative and quantitative
approaches to facilitate data gathering and analysis as well as integration and
interpretation of findings (Tashakkori and Creswell 2007). Cresswell and Plano Clark
(2007:5) define MMA as “a research design (or methodology) [which] focuses on
collecting, analyzing, and mixing both quantitative and qualitative data in a single study
or series of studies [to offer]| a better understanding of research problems than either
approach alone”. Its distinctiveness is found in the holistic understanding that is
targeted through the mixing of approaches (ibid.) and in its compensating force towards
weaknesses as well as in the prioritisation of strengths that are inherent to the methods
which are being “mixed” (Greene 2007: xiii)>. Within the context of MMA, we
estimated that an ED experimental model would facilitate our research purpose. ED
was first described by Caracelli and Greene (1997) and involves the simultaneous

presence of one prevailing component

and another one, of a complementary nature
(Doyle, Brandy and Byrne 2009). Creswell and Plano Cark (2007) distinguish two types
of ED research models, namely the embedded experimental model** and the
correlational model. Our work is mostly oriented towards the first type of ED research,
i.e., the embedded experimental model, which prescribes that “qualitative and
quantitative data are collected concurrently and analyzed together during the analysis
phase” (Harwell 2011: 156). Terrel (2012) argues that the primary strength of ED is the
wider perspective allows the researcher, who can yield the benefits by combining two

methods for data collection and by treating each method individually. Additionally,

Almeida (2018) argues that ED is more fitting in cases where the percentage of one data

12 To be discussed below.
13 Component, i.e., data type or data collection method (e.g., qualitative or quantitative data).
14 Previously known as “concurrent nested mixed methods design”.
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type exceeds the percentage of the other. In our MMA- and ED-informed design, the

qualitative component is embedded in the prevailing quantitative approach to research.

Quantitative research is deductive (Harwell 2011, Rovai, Baker and Ponton 2014) and
is founded on the assumption that there is “an objective reality independent of any
observations” (ibid.: 4, see also Lincoln and Guba 1985). A key feature of this approach
is that, upon information gathering, data processing is facilitated through statistical
“treatment of data” (Almeida 2018: 138) to ensure maximal “objectivity, replicability
and generali[s]ability of findings” (Harwell 2011: 149). On the contrary, qualitative
research is inductive (Rovai et al. 2014) and emphasises “the meaning individuals or
groups ascribe to a social or human problem” (Creswell 2014: 4) through attempting to
locate and comprehend “the experiences, perspectives, and thoughts of participants”
(Harwell 2011: 149). Denzin and Lincoln’s (2018: 45) definition perceives qualitative
research as “a situated activity that [...] involves a naturalistic approach to the world”.
The “naturalistic” element refers to the study of a phenomenon or thing within its
“natural setting” to facilitate comprehension and/or interpretation of the meaning(s) that
people ascribe to it (ibid.). This research approach prioritises “individuality, culture and
social justice” (Rovai et al. 2014: 4) and invests in the subjectivity that is brought about
by the adoption of an emic approach to data collection (Tracy 2013). Unlike
quantitative research, qualitative inquiry does not aim at replicability and

generalizability (Harwell 2011).

Taking together the two extremes, we considered that giving more weight to the
quantitative aspect in our ED would offer maximal possible assistance on two levels:
(1) the process of coding, analysing, and interpreting the collected data, and (2) the
process of making connections to the objectives of the study and attempting

generalisation of findings.

In practice, our MMA survey is divided into three web-based questionnaires, each of
which addresses one distinct cohort, namely T&I students, professional interpreters and

translators, and T&I educators®. All three questionnaires share the same organisational

15 See chapter 5 for more details about the cohorts employed in the survey.
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pattern since they consist of three types of questions, i.¢., closed-ended questions, open-
ended questions, and contingency questions. Closed-ended questions constitute the core
of our survey and realise the quantitative research type which is being prioritised in our
design. Closed-ended questions limits respondents’ answers to a fixed and, thus,
restricted number of predefined responses. In our work, these responses are of three
types, i.e., “yes/no/l am not sure”, multiple choice, and scaled questions. The latter
category is informed by the Likert Scale, a psychometric rating scale deployed to
measure opinions, attitudes, and/or behaviours'®. The percentage of closed-ended
questions equals 60% of the question types found in all three questionnaires (Figure 1).
The main strengths of closed-ended questions include a speedy response (Boynton and
Greenhalgh 2004), ease in providing a response, a less demanding process of
responding, and quickness in data coding, listing, and analysis (Hyman and Sierra 2016:
3). However, we are also aware of certain disadvantages that characterise such question
types; specifically, the confining nature of closed-ended questions limits the “richness”
of the responses, which may, in turn, frustrate the respondents (Boynton and
Greenhalgh 2004: 1314). Additionally, they involve a high risk of acquiescence bias
(Krosnick 1999), lack of reliability, vagueness, and inability to sufficiently cover

“characteristics [that] are broader in scope” (Spector 1992: 4).

Figure 1 Question Design

QUESTION DESIGN

contigency
questions
10%

open-ended
questions
30%

16 In our work Likert Scale-informed questions are mainly opinion-oriented and attitudinal.
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The second type of questions in our design is open-ended questions. In this type, the
respondents are free to express themselves without the constraints posed by the
presence of fixed possible answers. Open-ended questions make up for 30% of the
questions included in the questionnaires and do not necessitate any specific structure
(Figure 1). A key strength of an open-ended question is the leeway it offers to the
respondents whilst they engage in the process of giving answers. Concerning the
shortcomings, open-ended questions bear the risk of misinterpretation of the initial
question which could lead to irrelevant or confusing answers and consequently, cause
difficulties during the coding and analysis phases (Kitchenham and Pfleeger 2008:71).
Moreover, questions of this sort may be unintentionally biased by the respondent’s

“articulateness®’”

(Hyman and Sierra 2016: 4) or intimidate respondents with lower
literacy levels or certain disabilities who do not feel comfortable with expressing
themselves in the written form (Connor Desai and Reimers 2019). The third question
type in the survey is contingency questions, the term describes questions that are
answered only if the respondent provides a specific answer to a previously posed
question. In this way, we can avoid asking individuals to answer questions that do not
apply to them or that are irrelevant to their interest and/or line of work Also,
contingency questions are useful in cases where the respondents wish to elaborate on
the answer they provided in a previous closed-ended question, thus contributing to the
enrichment of our quantitative data (Boyton and Greenhalgh 2004). In our work,
contingency questions amount to 10% of the overall question design (Figure 1). Their

presence is invited by certain closed-ended questions that require further explanation

or argumentation, generating a cascading effect.

Open-ended questions and contingency questions comprise the qualitative component
of the survey that is embedded in the predominant quantitative design. As previously
stated, their role is integral to our study since we can benefit from each type’s strengths
to reinforce the quantitative data and facilitate our analysis. In the analysis phase, both
open-ended and contingency questions are explored at the level of discourse to help us

code, interpret the data, and create taxonomies (if possible) regarding the attitudes and

"The ability to express oneself with ease and in a clear way.
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opinions towards Al in T&I professional settings and pedagogy. This means that our
emphasis is placed on discourse analysis; in the context of qualitative research, we
perceive discourse analysis as an approach to data analysis that builds on the principles
of discourse tracing. Discourse tracing is a method that allows for insightful
investigation of “descriptions of contextual and personal experience” (LeGreco and
Tracy 2009: 1522). This approach favours naturalistic generalisation (Stake and
Trumbull 1982), which is a key feature of qualitative research (Denzin and Lincoln
2018) as it invites individuals to engage themselves in a given situation (LeGreco and

Tracy 2009).
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Chapter 4

Presenting the axes of the research

4.1 Preliminary definitions on Al

Defining Al is an intricate task. The challenge arises immediately when someone
attempts to account for the AI’s numerous nuances, which are informed by the scope
of its application, into an all-inclusive . In the absence of a universally accepted
definition of Al, the plethora of denotations ascribed to the term creates a never-ending

exploration of the literature.

However, for the purposes of this analysis, it should suffice to start with Green’s ( 2018:
10)*® definition, according to which “artificial intelligence seeks to re-create particular
aspects of human intelligence in computerized form”*°. Furthermore, Al is primarily
divided into two types, namely Artificial General Intelligence (henceforth AGI) and
Functional AI?. AGI or “strong AI” corresponds to what Etzioni and Etzioni (2017:
411) call “Al minds”. They define AGI as “[the] software that seeks to reason and form
cognitive decisions the way people do (if not better), and thus aspires to be able to
replace humans” (ibid.). On the other hand, Functional Al, or else “weak AI” or
“narrow AI”, is in Etzioni and Etzioni’s (ibid.) terms the “kind of Al [that] only requires
that the machines be better at rendering decisions in some matters than humans, and

that they do so effectively within parameters set by humans or under their close

18 For more definitions of AL see also pages 97-98 from: Wayne, Holmes, Jen, Persson, Irene-Angelica,
Chounta, Barbara, Wasson, Vania, Dimitrova. 2022. Artificial intelligence and education: a critical view
through the lens of human rights, democracy and the rule of law. Council of Europe and High-Level
Expert Group on Artificial Intelligence. 2018. A4 definition of Al: Main capabilities and scientific
disciplines. Brussels: European Commission: Directorate -General for Communication.

19 See also: John, McCarthy, Marvin, Minsky, Nathaniel, Rochester, Claude Shannon. 2006. A Proposal
for the Dartmouth Summer Research Project on Artificial Intelligence, August 31, 1955. Al
Magazine, 27(4), 12. https://doi.org/10.1609/aimag.v27i4.1904

20 For more subdivisions, see: https://www.ibm.com/blog/understanding-the-different-types-of-artificial-

intelligence/
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supervision” or “Al partners”. As of today, what we have available is Functional Al,
whilst AGI continues to be of a strictly theoretical nature.

Having delineated the meaning of Al, it is now essential to discuss the concepts of
Machine Learning (henceforth, ML) and Deep Learning (henceforth, DL)  ; both
belonging to the wider spectrum of Al (Figure 2).

Figure 2 The interplay between Al, ML and DL. (lllustration by the Singapore
Computer Society. Singapore Computer Society. Nd. SIMPLIFYING THE
DIFFERENCE: MACHINE LEARNING VS DEEP LEARNING,

https://www.scs.org.sg/articles/machine-learning-vs-deep-learning)

ARTIFICIAL INTELLIGENCE VS
MACHINE LEARNING VS DEEP LEARNING

o Artificial Intelligence

De 1t of smart and machines that can carry
out 109&8 that Wplcally require human intelligence

£ Deep Learning

First, we will introduce the term ML. ML refers to “a computational method that is a
subfield of artificial intelligence and that enables a computer to learn to perform tasks

by analyzing a large dataset without being explicitly programmed”?. According to the

A Merriam-Webster.com Dictionary, s.v. “machine learning,” accessed January 3, 2024,

https://www.merriam-webster.com/dictionary/machine%?20learning.
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definition provided by IBM??, ML is targeting at simulating the human learning
process. ML utilises primarily statistical analysis, data analogies, logic and symbols
(Mueller and Massaron 2019:17). It is also human-dependent since its algorithms are
developed and regulated by field experts such as analysts and scientists (ibid.). Janiesch,
Zschench and Heinrich (2020: 687) identify three types of ML, namely supervised
learning, unsupervised learning, and reinforcement learning. Supervised learning
builds on training datasets that provide examples for the input and labels or target values
for the output (ibid.). Unsupervised learning operates without the aid of training
datasets and is expected to be able to detect patterns from unlabeled data (ibid.). Lastly,
reinforcement learning is devised by a self-reliant system modeling which involves
specifying a goal, a set of allowable actions and outcome constraints based on the
allowable actions (ibid.).

DL is a subset of ML “in which the computer network rapidly teaches itself to
understand a concept without human intervention by performing a large number of
iterative calculations on an extremely large dataset”?®. DL processes data via utilising
neurons (i.e., computer units) that are organised into layers (i.e., ordered sections
through which data passes in the course of learning and predicting), comprising
altogether the neural network (Mueller and Massaron 2019: 17). Compared to ML, DL
features greater autonomy in terms of feature configuration as it does not require human
interference owning to its multiple layers which, at the same time, makes DL exceeding

ML in activities such as image and voice recognition and text understanding (ibid.).

Another vital component for reaching an understanding of AI’s workings and its full
potentiality is Big Data (henceforth, BD). The term designates the “gigantic, complex
datasets that have been made available through digitali[s]ation and cannot be processed
or analysed through the use of conventional data processing techniques” (Stankovic,

Garba and Neftenov 2021:22). As shown in Figure 3, BD and Al relate reciprocally in

22 IBM. n.d. What Is Machine Learning? IBM. https://www.ibm.com/topics/machine-learning.

BMerriam-Webster.com Dictionary, s.v. “deep learning”, accessed January 3, 2024,
https://www.merriam-webster.com/dictionary/deep%?20learning
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that the one invites the interference of the other for both to be optimally exploited (ibid.,
lafrate 2018).

Figure 3 The converging relation between Al and BD

The elements introduced above constitute the foundation of Al-driven T&I. But, before
analysing the relationships between Al, DL, ML regarding T&l, it is essential to
introduce two more terms, namely Natural Language Processing (henceforth, NLP)
and Large Language Model(s) [henceforth, LLM(s)]. NLP is an Al facet, which enables
machines to read, process, understand, and interpret natural language (or human
language). The term LLM(s) is used to describe the language model(s) that “utilize[s]
deep learning methods on an extremely large data set as a basis for predicting and
constructing natural sounding text”?*, By bringing all those terms together, we end up

with a synergy of variables that regulate Al-inspired T&I (Figure 4).

AMerriam-Webster.com.Dictionary, s.v. “large language model”, accessed January 4, 2024,
https://www.merriam-webster.com/dictionary/large%20language%20model

36


https://www.merriam-webster.com/dictionary/large%20language%20model

Figure 4 Al-driven T&I in a nutshell

NLP

As seen in Figure 4, Al-powered T&I applies ML and DL processes and exploits
LLM(s) to facilitate, and, eventually, fulfill the desired purpose, i.e., transferring
meaning from a specified language A to a specified language B. This is accomplished
thanks to the contribution of BD and NLP.

The schematic representation depicts plainly the translation mechanism that informs
the procedural design of Al-generated T&I output. Translation mechanisms of that type
are the basis of Al-assisted translation tools including software, (online) services, etc.?®
Simultaneously, the components illustrated above constitute integral features of other
technologies, which partake in the translation process, i.e., term bases and translation

databases.

2 See section 4.3 for information on current Al-driven translation tools.
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4.2 Birth and evolution of AI

4.2.1 Historical Overview: Al in translation

Historical evidence shows that the origins of MT, as a process of automatically
decoding a source language (henceforth SL) input and encoding it into a target language
(henceforth TL) output, were first traced in the ninth century. They are closely related
to the techniques of cryptanalysis, statistics, frequency analysis, and probability that
flourished owing to the work of Arab scholars of the time (DuPont 2018). Specifically,
DuPont (ibid.) states that among the precursors of cryptanalysis was the Arab scholar
and cryptographer al-Kindi, who, in his work titled “Risala fi ‘istikhrag al-mu ‘amma”,
at present the oldest work focusing on cryptology and cryptanalysis, “revealed a deep

and sophisticated understanding of language and statistics”(5).

The second milestone in MT history relates to the interests of the seventeenth century
incited by the need to facilitate international and scientific communication (Hutchins
1986). Up until that time, the construction of a machine was not involved in the attempts
to establish a universal code of interlingual interaction. However, the ideas of Leibniz,
Descartes, Beck, Becher, Kircher and Wilkins on the potentiality of numerical codes
working as interlingual mediators functioned as catalysts for laying the foundations of
MT?, The distinctiveness of their work lies in that they are considered the forerunners
of interlingua i.e., “a formal language independent of the structure of any particular
language and adequate for the intermediate stage of coding between source and target

language” (Wilks 1987: 569).

Although the preliminary steps towards Al-powered MT (as we know it now) had
already been made, the actual onset of facilitating the human-driven translational action
commenced during the nineteenth and twentieth centuries thanks to the invention of
mechanical calculators (Hutchins 1986). At this period, the world seemed to have
started envisaging the development of a machine that would be integral to the process

of translation. As Hutchins (1986) reported, such thoughts hadn’t been generated before

% In his seminal work, Hutchins (1986) offers a brief overview of the proceedings in the field of MT
during the seventeenth century.
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1933, when the first suggestions regarding the creation of mechanical dictionaries first
immerged in France and Russia (ibid.: 9).%” The pioneering work of George Artsrouni
and Petr Petrovic Troyanskii in France and Russia respectively constituted the first steps
towards reorganizing the translation workflow at that time. The new reality enabled the
departure from the expectation that a human translator would perform translation tasks
in a machine-like manner, towards the presence of an actual translation machine that is
an invaluable tool in the hands of the human translator. Artsrouni issued a patent on the
22 July 1933 in which he demonstrated his proposal regarding the ‘Mechanical Brain’
(Hutchins 1986: 9). His proposal evolved around the idea of a translation machine that
would assist the process of translation owing to its huge storage capacity; this machine
was intended to be used in professional contexts such as the railway, banking,
telephony, telegraphy, and even anthropometry. Artsrouni’s mechanical dictionary
patent comprised of four motor-driven main parts, namely a word memory in four
languages with an infinite storage capacity, an input device, a search mechanism, and
an output mechanism?®, The ‘Mechanical Brain’ was showcased at the Paris Universal
Exhibition in 1937 and managed to attract the attention of significant state
organisations, such as the French Postal Office, the French Railways, the Ministry of
Defense, etc. However, its implementation ceased during the start of the Second World

War.

Two months later, i.e., on 5 September 1933, Troyanskii applied for a patent regarding
his invention in Moscow. He envisaged a machine that, according to Panov (1960),
would be used “for the selection and printing of words while translating from one
language into another or into several others simultaneously” (3). Practically, Troyanskii

thought of a machine-assisted translation process that comprised three stages, i.e.,

27 For more information on the first proposals about mechanical translation, Hutchins (1986) suggested
two works of his: (1) John Hutchins. (unpublished). Two precursors of machine translation: Artsrouni
and Troyanskii. https://aclanthology.org/www.mt-archive.info/IJT-2004-Hutchins.pdf and (2) John
Hutchins and Evgenii Lovtskii. 2000. Petr Petrovich Troyanskii (1894-1950): A Forgotten Pioneer
of Mechanical Translation. Machine Translation 15 (3): 187-221.
https://doi.org/10.1023/A:1011653602669

2 See the first work of Hutchin cited in footnote no. 2 about Artsrouni’s proposal and especially pages
3-5.
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analysis, transfer, and, lastly, synthesis. According to his idea, the translation machine
was a dictionary with entries in six languages and was invented to assist the human
operator during the second stage of the three-stage translation process mentioned
above?. This stage involved the analysis of the SL input (first matched with a target
language equivalent by a human operator) that would be logically parsed using ‘signs
for logical parsing’ (i.e., a coding method devised by Troyanskii), which corresponded
to the linguistic properties of the word in focus. After the logical parsing phase, the pre-
selected target language equivalent would be seen on a tape along with the pertinent
‘sign for logical parsing’. In 1939, Troyanskii proceeded to make significant
amendments to his patent by adding features such as photo-electric coding, item reading
ability from the glossary, and parallel translation performance in different languages
and by different operators.®® Troyanskii was the first to advocate the synergy between
the human translator and machine translation and, most importantly, to lead the way
towards automated translation. His work was not recognised until the late 1950s when

MT started gaining importance in the discussions within Translation Studies.

Regardless of the impressive start of MT history throughout the 1930s, the subsequent
decade would mark of the beginning of substantial work towards automatisation of
translation with the help of a machine. The advent of the electronic digital computer in

the 1940s constituted a major milestone, as it incited scientific inquiry into the

2 For more details on Troyanskii’s three-stage translation process see:

Andrew D. Booth. 1958. Translating Machines.

Claudio Fantinuoli. 2018. ‘Interpreting and Technology: The Upcoming Technological Turn’. In
Zenodo. https://doi.org/10.5281/ZENODO.1493289

I1diké Horvath,. 2022. Al in Interpreting: Ethical Considerations. Across Languages and Cultures 23 (1):
1-13. https://doi.org/10.1556/084.2022.00108

John W. Hutchins. 1986. Machine Translation: Past, Present, Future. Ellis Horwood Series in
Computers and Their Applications. Chichester [West Sussex]: New York: Ellis Horwood ;
Halsted Press.

Juan C. Sager. 1994. Language Engineering and Translation: Consequences of Automation. Vol. 1.
Benjamins Translation Library. Amsterdam: John Benjamins Publishing Company.
https://doi.org/10.1075/btl.1.

Wu Yonghui et al. 2016. Google’s Neural Machine Translation System : Bridging the Gap between

Human and Machine Translation. arXiv. http://arxiv.org/abs/1609.08144.

30 See page 12 from : John W. Hutchins, John. (unpublished). Two precursors of machine translation:
Artsrouni and Troyanskii. https://aclanthology.org/www.mt-archive.info/1JT-2004-Hutchins.pdf
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potentiality of translation mechanisation. In this context, the diachrony of MT can be
divided into five eras of evolution, each of which is reflected in the three generations

of MT3! (Table 3).
Table 3 MT History Development Scheme

MT History Development Scheme

Eras of MT 1%era: from 2™era: 3¢ 4™ era: 51 era: from 1990
evolution 1949 until from era: from 1975  onwards
the early 1954 from  until the
1950s until 1966  late 1980s
1966 until
1975
MT
generations
1%t generation: rule-based 2nd 3" generation:
systems (1950s-early 80s) generation:  NMT systems
statistical/c  (early 2000s-
orpus- today)
/example-
based
systems
(late 1980s-
early
1990s)

As shown in Table 3, the first era of MT revolution started in 1949 and spanned until
the early 1950s. Nevertheless, the beginning of MT history is marked by Warren
Weaver’s first thoughts that date back to 1945; they concern the possibility of a
computer-like machine used either for partial or full completion of automatic translation

tasks. Such thoughts emerged owing to of the invention of the computer at the

31 According to Lehrberger and Bourbeau’s taxonomy (1988), MT history can be divided into four
sophistication levels that correspond to the generations of MT in diachrony. Their classification is the
following: the first generation builds on the interlinear model of translation developed in the Middle Ages
and refers to a ‘word-for-word substitution’; the second generation covers ‘machine aided human
translation’; the third generation involves ‘human-aided machine translation’, and the fourth generation
relates to ‘fully automatic machine translation’. (See: John Lehrberger and LaurentBourbeau. 1988.
Machine Translation: Linguistic Characteristics of MT Systems and General Methodology of Evaluation
(Vol. 15). Linguistic Investigationes Supplementa. Amsterdam: John Benjamins Publishing Company.
https://doi.org/10.1075/1is.15
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beginning of this decade and of the beginning of the study regarding the potential fields
of electronic computer integration.®? Four years later, Weaver, who, at the time, was the
Director of the Natural Sciences Division of the Rockefeller Foundation, issued the
historical memorandum of 15 July 1949%, in which he shared explicitly his views on

translation®*:

I have wondered if it were unthinkable to design a computer, which would
translate. Even if it would translate only scientific material (where the semantic
difficulties are very notably less), and even if it did produce an inelegant (but

intelligible) result, it would seem to me worthwhile.

Also knowing nothing official about, but having guessed and inferred considerable about,
powerful new mechanized methods in cryptography—methods which I believe succeed even
when one does not know what language has been coded—one naturally wonders if the problem
of translation could conceivably be treated as a problem in cryptography. When I look at an
article in Russian, I say: "This is really written in English, but it has been coded in some strange
symbols. T will now proceed to decode."(Weaver 1955:2). His views, being strongly
influenced by the ideas of the nineteenth and twentieth centuries, showcased the
preliminary steps towards mechanical translation. Weaver maintained a strong belief in
the universality of human languages, and it is in the principle of universality (or
commonality) that he based his vision. With this realisation in mind, Weaver attempted
to account for practical MT issues and provide possible solutions to them; such issues
related to contextualised and ambiguous meaning, stylistic and grammatical

specificities of natural languages, which he approached with optimism and resolution

32 For more information consult: John W. Hutchins. 1997. From First Conception to First Demonstration:
The Nascent Years of Machine Translation, 1947-1954. A Chronology. Machine Translation 12 (3):
195-252. https://doi.org/10.1023/A:1007969630568

$3Warren Weaver. 1949. Translation. Rockefeller Foundation Archives.
https://aclanthology.org/1952.earlymt-1.1.pdf

%4 He had already communicated his ideas in 1947 in a letter that he sent to Professor Norbert Wiener of
the Massachusetts Institute of Technology. Consult the following sources for more details:
Warren Weaver. 1947. Letter to Norbert Wiener, 4 March 1947. https://aclanthology.org/www.mt-
archive.info/50/Weaver-1947-typescript.pdf and John W. Hutchins. 1986. Machine Translation: Past,
Present, Future. Ellis Horwood Series in Computers and Their Applications. Chichester [West Sussex] :
New York: Ellis Horwood ; Halsted Press.
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aiming at the development of a mechanised dictionary capable, under certain
conditions, of addressing translation problems. At that time, however, Weaver’s idea
did not seem to echo the way the rest of the scientific and academic community viewed

the future of translation.

Another emblematic figure in the history of MT was Andrew Booth, who, along with
Weaver, was and is still considered the forefather of MT. Like Weaver, Booth pondered
also the idea of using computers to assist the translation process. What he envisaged
was in alignment with the technological advances achieved at the time that coincided,
to a significant extent, with the work of his fellow pioneer in MT, Weaver (Hutchins
1986). Booth’s work in 1947 evolved around the creation of a machine that would
operate as a dictionary-like translation tool combined with elements from cryptography,

sound, and text recognition (Booth 1958)%.

During that time, Alan Turing exerted strong influence the idea of an interrelation
between the electronic computer and intelligence. As Hutchins (1986) argued,
Turning’s contribution to the establishment of Al was invaluable; especially in the field
of T&I, he was a strong advocate of the potentiality of AI’s incorporation in translation
(12). Turing’s approach clearly illustrates the meeting of minds that would unite him

with Weaver’s vision as far as the mechanisation of translation was concerned.

The visions and discussions that marked the point of departure for reforming the
translation process triggered a scientific debate around parameters pertinent to MT and
its potentiality. Hutchins (1986) offered insights into the onset of MT literature
proliferation by providing an account of the first literature samples (i.e., surveys) on
MT. One of the most influential surveys fueled by the pressing need to shift from the
state of enthusiasm towards a realistic investigation of the feasibility of the proposals
regarding the incorporation of MT in translation was offered by Bar-Hillel. Bar-Hillel
(1951) endeavoured to offer salience to the efficacy of a fully automated machine

translation model by highlighting the centrality of ensuring high-quality translation

3% See also: Andrew D. Booth. 1953. Mechanical Translation. Computers and Automation 2 (4): 6-8.
https://aclanthology.org/www.mt-archive.info/CompAutomation-1953-Booth.pdf
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output and explore the possibilities of a successful partnership between MT and the
human translator. To this end, he surveyed the up-to (that)-date state of affairs in MT to
minimise the extent of quality imperilment in automatically generated MT. The stance
he adopted was disheartening as to the potentiality of a fully automatic MT tool since
such development would require real-world knowledge on the part of the machine and
would negatively affect the accuracy of MT output, thus resulting in quality
deterioration. Being a pivotal contributor to quality, the element of accuracy played a
central role in Bar-Hillel’s work as he viewed high accuracy as a “conditio sine que
non” which a fully automatic MT was not able to fulfill at that time (Bar-Hillel 1951:
230). Overall, his paper illuminated many of the issues which dominated the subsequent
MT-pertinent dialogue by touching upon several aspects, including fully automatic MT,
post-editing, syntactic analysis, universal grammar, logical language analysis, and the

case of restricted languages in terms of vocabulary and sentence configuration.

Revolutionary contributions to the invention and development of MT reached a climax
at the first MT Conference that took place at the Massachusetts Institute of Technology
(henceforth MIT) in 1952 under the aegis of the Rockefeller Foundation. The
conference hosted the presentations of eighteen field specialists who had an interest in
MT. The conference’s agenda was informed primarily by pre- and post-editing
considerations, and the idea of a mechanized dictionary as they were all devised by the

up-to (that)- date pertinent literature in M T2,

The first MT Conference served as a point of reference for signaling the end of the first
era in the history of MT and the beginning of the second which spanned until 1966. The
commencement of the second era in MT history coincided with the first MT Conference
and even more with another subsequent event of historical importance for MT, i.e., the

Georgetown-IBM demonstration. The Georgetown-IBM demonstration became a

% For more details see: John W. Hutchins. 1986. Machine Translation: Past, Present, Future. Ellis
Horwood Series in Computers and Their Applications. Chichester [West Sussex]: New York: Ellis
Horwood; Halsted Press and John W Hutchins. 1997. Looking back to 1952: the first MT conference. In
Proceedings of the 7th Conference on Theoretical and Methodological Issues in Machine Translation of
Natural Languages, July 23-25, 1997, New Mexico (USA): St John’s College, Santa Fe, 19-30.
https://aclanthology.org/1997.tmi-1.3.pdf
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reality owing to the success of the first MT Conference of June 17-20, 1952. The
significant contributions to the solid understanding of MT’s workings and potentialities
obtained at the conference incited the interest of Leon Dosert, a linguist, translator and
major proponent of MT, and its team to start a pilot study to explore the feasibility of
MT from the perspective of practicality®’. The pilot study started in 1952 and lasted
two years until January 7, 1954, when the public demonstration of the MT program that
Dosert and its team created took place at IBM's Technical Computing Bureau in New
York. This event constituted another milestone in the history of MT since it was the first

time that MT was demonstrated using an electronic computer.

The Georgetown-IBM demonstration gave rise to a period of excessive activity in the
field of MT study and experimentation. An indicative example was Booth and Locke’s
(1955) major publication exclusively focused on MT, for which they collected works
of historical significance, including Weaver’s memorandum among other equally
significant contributions. This period of avid interest in MT served also as the breeding
ground for the organisation of the first International Conference on MT by MIT in
October 1956. According to Hutchins (1986), the conference’s presentations were in
alignment with the three divisions into which the MT-oriented research community had
been divided; the first division was preoccupied with lexicography-, dictionary- and
semantics-related problems; the second one involved the dichotomy between empirical
and theoretical approaches towards MT research; and, lastly, the third division was
divided into groups favoring the development of operational MT systems and those

insisting on the centrality of ensuring high-quality MT output (21).

The same year, John McCarthy was the first to coin the term “Artificial Intelligence”
in a publication and by dint of his work, he is regarded as the father of Al from the
perspective of computer science. Together with Turing’s earlier references as to the

potentiality of incorporating Al in translation, McCarthy’s seminal contribution to the

37 For more details on the demonstration’s specifics see: John W. Hutchins. 2004. The Georgetown-1BM
Experiment Demonstrated in January 1954. In Robert E. Frederking and Kathryn B. Taylor ( eds.),
Machine Translation: From Real Users to Research. Berlin, Heidelberg: Springer, 102-114.
https://doi.org/10.1007/978-3-540-30194-3 12
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establishment of Al as a scientific discipline was an additional steppingstone to the
conception of MT as one of the components within the broad scope of the discipline of
Al From that point onwards, the relationship between Al and MT was subject to
intensive investigation on the part of the research community, giving rise to the
emergence of both optimism and criticism®. Within this context, however, the highly
promising optimistic attitude that had prevailed in the MT environment ended abruptly
due to the issuing of the famous Automatic Language Processing Advisory Committee’s
(henceforth ALPAC) Report of 1966%. Among the major issues that were covered, the
ALPAC Report was particularly concerned with a holistic assessment of MT. As a
result, it touched upon issues such as the existing state of the art in the translation
industry, the place of translators in the MT reality of the time, the cost of both the
translation and the post-editing phase, and MT output quality. The ALPAC Report had
a tremendous impact on the course of MT history since it did not openly support MT.
Instead, it maintained the view that “there is no immediate or predictable prospect of
useful machine translation” (ALPAC 1966: 32). To the detriment of progress in MT
development, the ALPAC Report assessed MT as being, in Hutchin’s (2003: 1060)
words, “slower, less accurate, and twice as expensive as human translation”. A direct
negative consequence of the report’s condemnation of MT was the suspension of the

funding for MT-oriented research by the USA.

The dismissive views of MT by the ALPAC Report were subject to intense criticism.
An exemplary piece of critical literature against the Report of 1966 was offered by
Hutchins in the same year. In his “ALPAC: the in(famous) report”, Hutchins (1966)
emphasized the biased nature of the Report and its narrowness of perspective. He also
raised the issue of the damage caused to the US computer science and linguistics

community due to ALPAC’s disbelief towards MT’s efficiency:

38 See section 4.2.3

3% Automatic Language Processing Advisory Committee. 1966. Language and Machines: Computers in
Translation and Linguistics. Washington, D.C.: National Academy of Sciences; National Research
Council. https://nap.nationalacademies.org/resource/alpac_Im/ARC000005.pdf
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ALPAC reinforced an Anglo-centric insularity in US research which
damaged that country's activities in multilingual NLP at a time when
progress continued to take place in Europe and Japan. It took two
decades for the position to begin to be rectified in government circles,
with the report for the Japan Technology Evaluation Center (JTEC 1992)
and with ARPA support of US research in this field during the 1990s.
Hutchins 1986: 135)

The aftermath of the ALPAC Report was a period of disillusionment as to MT’s
potentiality that lasted almost ten years, i.e., from 1966 until 1975. Parallel to the
disillusionment period during the 1960s, the decisive breakthrough of Al into a variety
of disciplines, played a pivotal role in the study and establishment of its relationship
with MT. On that note, MT was perceived as a “touchstone in Al work™ as well as “a
source of dispute about the relation of language understanding to knowledge of the
world” (Wilks 1987: 564). The two extremes that defined this controversy were
informed by the prevailing views around which AI’s integration into MT had been
perceived and critiqued (ibid.: 564). Specifically, the one extreme comprised the
perspective of those who consider natural language understanding a fundamental
prerequisite for ensuring Al’s effectiveness in natural language computation (achieved
through MT). This extreme reflected Bar-Hillel’s point of view (and of those of like-
mind), who argued that real-world knowledge understanding was not possible for an
automatic translation mechanism (Bar-Hillel 1951). The other extreme of this
equilibrium posited that full natural language understanding is not imperative to
produce machine-generated translation output. The fine line between those opposing
extremes, as Wilks (1987: 564) stated, shows difficulty in delineating the notion of
“understanding” in a precise and sufficient manner and the “level” of understanding
that is necessary for successful Al-powered MT. Then again, the literature of that era
highlighted Al researchers’ negligence of imperative natural language analysis aspects,
e.g., syntactic parsing, by solely focusing on semantic-oriented models of language

parsing (Hutchins 1986: 203).

Under these circumstances, Al’s coexistence with MT flourished significantly during
the 1970s, with the period of MT “resurrection” extending until the 1980s. Among the
most important developments of the early 1970s was the transition from the previous

state of the art in MT towards an Al-informed approach. Before the adoption of the Al
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approach, the MT reality involved the utilisation of rule-based, dictionary-like systems
like Systran that belonged to the so-called “first generation MT”*°. The Systran system,
originally developed in 1968 under the auspices of the Georgetown University, served
as a point of reference for the development of the succeeding Al-powered systems. As
Wilks (1987: 568) postulated, it was due to Systran’s compatibility with Al features,
ranging from feedback provision, sense of naturalness, and modular programming in
the process of producing machine-generated output which enabled Systran to overcome
impediments and ensure the success of translation completion, and efficient pattern
matching capacity, that made its proximity to the Al approach explicit. In the course of
MT’s re-generation and after the emergence of second-generation MT systems, MT re-
invented itself and re-adjusted its scope to encompass the new perspectives that Al-
based research had started to introduce into the workings of machine-assisted
translation. Since an analytical account of all the research projects carried out at the
time is not the purpose of this chapter, I will choose to refer to what I believe to be the
most illustrative works,; such as Wilks contributions that date back to the early 1970s.
Wilks’ pioneering work was based on an Al semantics-oriented approach to MT known
by the term “Preference Semantics”. The rationale behind his approach was to create a
system whose primary aim would be the selection of “a maximally coherent structure”
(Wilks 2009: 94) or preference from the available candidates operating with an English-
to-French translation direction with the aid of an interlingua. The selection of the most
coherent French interpretation of a given English input was based on an algorithmic
method that combined semantic parsing with inference rules and discoursal dependency

analysis (Hutchins 1986)*'. Another work of significance in the developing field of Al-

40 See section 4.2.3 for a detailed account of MT generations.

41 See the following sources:

a) Yorick Wilks. 1973. The Stanford machine translation project. In Rustin 1973, 243-290.

b) Yorick Wilks. 1975. An intelligent analyzer and understander of English. Communications of the ACM
18(5), 264-274.

¢) Yorick Wilks. 1975. Preference semantics. In Edward L. Keenan (ed.), Formal semantics of natural
language. Cambridge: Cambridge University Press, 329-348.
file:///C:/Users/30694/Downloads/1-4020-5285-5.pdf

d) Yorick Wilks. 2009. An Artificial Intelligence Approach to Machine Translation. In Machine
Translation: Its Scope and Limits. New York: Springer, 27-64.
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assisted MT was produced by Schank. Schank’s MARGIE system operated along the
lines of English-to-German translation direction and was similar in Wilks’ rationale. He
developed his system by introducing the conceptual dependency theory, that is, a model
of natural language processing applied in Al. Schank’s system was programmed to
process small English sentence input by translating it into a “semantic-network-based
interlingua” type, and with the additional aid of inference rules, it produced output in
German (Wilks 1987: 570)*2. Both Schank and Wilks’ works focused on the
development of a special component in Al research in relation to interlingual transfer
of meaning known as “semantics-based parsing”. Along with other areas, i.e., a
conceptual representation of textual meaning and knowledge databases “trained” to
semantically decipher textual meaning to serve the process of input interpretation via
“conventional event schemata”, inference rules, and “commonsense expectations”
(Hutchins 1986), MT entered a new, Al-oriented, era that established the baseline for

the reform of the translation field.

Being influenced by the new perspectives in MT research during the 1970s, the period
that followed the embrace of the Al approach to MT marked the fourth era in MT
history. This period extended until the end of 1980s and featured the advances in natural
language processing (of which MT is an integral subdomain) in the context of the
overall development in the area of computational linguistics (Sager 1994): 306).
Throughout the decade, the foci in the MT research community concerned the
improvement of MT quality by delving into the potentiality of the Al-informed domain
of natural language processing (Hutchins 2001: 13). During the 1980s, MT research in
the USA, Japan, and Europe expanded the scope of its application by working on the
development of more advanced systems, capable of addressing the needs of a wide
range of users and areas of expertise (Hutchins 2003: 1061). More importantly, the end
of the decade introduced a new state of affairs in MT as a result of numerous advances;

first, a statistical turn to MT programming based on IBM research projects’ results in

42 See also: Roger C. Schank. (ed.). 1975. Conceptual Information Processing. Amsterdam: New
Holland; New York: American Elsevier
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the USA, whilst, simultaneously, research in Japan focused on experimentation by

implementing a corpus-based approach*3#4,

In the 1990s, the state of the art in MT was largely influenced by the political scenery
and its implications for the research hotspots on a global scale. As Hutchins (2003)
stated, MT research in Russia and Eastern Europe fell victim to the political changes
that impacted not only the course of Europe’s history but also MT research, whilst
Western Europe continued to explore new avenues for amending translation both as a
professional practice and as a discipline (1061). In the USA and Asia, the 1990s
signaled a euphoric period for MT research and a phase of sharp increase in MT
software sales addressing mainly non-professional translators, who could now install
software of that type in their computers and ease of online access to MT services (ibid.).
Additionally, the optimistic attitude towards MT facilitated its integration into new
fields of human activity such as that of telecommunication networks, and allowed for
the optimization of professional practice via an array of translation aids; these aids
included multilingual word processing, generation of glossaries and term banks in in-
house professional contexts, utilising interactive or batch MT systems, and translation

memory development (ibid.: 1065).

The end of the decade found MT'’s state of affairs in a constantly evolving era. In the
early 2000s, neural language models in conjunction with neural network technologies
entered the MT world and constituted the core of Al-powered MT. The earliest signs of
a neural machine translation (henceforth, NMT) orientation to the interlingual transfer
of meaning can be traced around 2007, when the first literature samples on this new
approach to MT began to minimise the dominance of the previously prevailing
statistical-based trends (e.g., Schwenk et al. 2007). Just for reference, only one proposal
in NMT systems by Jean, Firat, Cho, Memisevic, and Bengio (2015b)45was submitted
to the 10th Workshop on Machine Translation that took place in 2015. NMT’s presence

3 See section 4.2.3 for delineating the meaning of the terms “statistical- “and ““corpus-based-approach”
respectively.

4 Another innovation reported in the late 1980s referred to the advances in the area of speech translation
that are explained in detail in section 4.2.2.

45 See the list of proposals here: https://machinetranslate.org/wmt15
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in the translation domain became resonant in 2015 by virtue of the pioneering work of
Sutskever, Vinyals and Le (2014), Bahdanau, Cho and Bengio. (2014), Jean et al.
(2015a; 2015b), proposed a new modelling type (the so-called “sequence-to sequence”
model46) and new features that took MT research to a new neural technology-oriented
leveld7. As Koehn (2017) stated, it was not until 2017 that NMT gained significant
momentum and displaced the prior state of the art in MT, i.e., statistical machine
translation (6). In 2016, Google made a breakthrough by launching its own NMT
system (i.e., Google Neural Machine Translation system), targeting higher levels of
accuracy and fluency of its translation services (provided via Google Translate)
(Yonghui et al. 2016, Johnson et al. 2017). On this basis, NMT appeared to be a
promising new avenue research-wise with remarkable influence on the quality of the
output (Bentivogli et al. 2016, Moorkens 2018: 377-378)48. As expected, however, the
quality variable was not exclusively evaluated positively, since Al was and still is not
devoid of deficiencies; the corresponding research literature has offered
counterarguments regarding quality-related considerations yielded from NMT-

generated output (e.g., Castilho et al. 2017).

4.2.2 Al in interpreting

Being a sister discipline to translation and beyond the individual differences of each,
interpreting’s history of evolution regarding Al integration has several points of
convergence. This practically means that the major turning points described in section
4.2.1 in the context of machine translation were equally instrumental for Al-mediated

interpreting.

46 See also: Graham Neubig. 2017. Neural Machine Translation and Sequence-to-Sequence Models: A

Tutorial. arXiv. http://arxiv.org/abs/1703.01619.

47 These research contributions serve as examples of the growing interest and confidence in the

potentiality of NMT. To achieve maximal comprehension of their content, the reader is advised to have

basic knowledge of math and programming.

48 Research evidence has shown quality improvement in specific language pairs. Moorkens (2018) has

provided an account of research-based results in the following language combinations and directions of

translation, i.e., English-German, English-Spanish/French/Simplified Chinese, and vice versa (379-378).
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As regards the exploration of interpreting’s synergy with Al, history shows that the
period between the end of 1980s and the onset of 1990s laid the foundations for Al-
informed automated speech translation (henceforth AST)*. This period foregrounded
the growing relevance of spoken language translation’s potentiality, providing
incentives for the application and amendment of speech recognition, linguistic analysis
and interpretation of spoken language input, and speech synthesis technologies that
constitute the apparatus for speech translation. Nakamura (2009) has stressed the
shortcomings surrounding speech translation technologies, including difficulties related
to grammar, colloquialisms, absence of punctuation, and speech recognition-related

problems (37).

The pioneers in AST research were the contributors to the speech translation research
project based on spoken travel conversation initiated by the Advanced
Telecommunications Research Institute International (henceforth, ATR) in Japan in
1986 (Hutchins 2001; 2003, Morimoto and Kurematsu 2003, Nakamura et al. 2006,
Nakamura 2009). Several research projects in different spoken discourse environments
followed the paradigm of ATR across the globe, including Verbmobil in Germany,
Nespole! and TC-Star in the EU, and TransTac and GALE in the USA (ibid., Jekat
2015). Chronologically speaking, from the very first motivation to examine automated
speech translation possibilities in the 1980s, it was obvious that the field had been in a
continuous state of evolution. Not only did it encompass the milestones achieved in the
context of Al-driven technological advances of the time, but also aligned with the
systems in effect regardless of the mode of translation, i.e., either written or spoken

interlingual transfer meaning (Figure 5).

Figure 5 Speech translation technology evolution. (Table by Satoshi Nakamura. 2009.
Overcoming the language barrier with speech translation technology. Science and

Technology Trends-Quarterly Review 31: 35-48)

4 The literature about AST has used several other equivalent expressions to describe this type of
interpreting, including machine interpreting, automated interpreting, speech translation or translation of
speech.
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Table 1 :

Trends in the Research and Development of Speech Translation

Research Phase

1980s
Confirmation of Feasibility

1990s
Extension of Technology

2000s
Attempts at Practical Systems

Fields

Simple reservations
(ATR-phase 1)

Reservations and scheduling
(ATR-phase 2, Verbmobil)

*“Everyday travel conversation
(ATR-phase 3)
*Translation of keynote
speeches (TC-Star)

“Conversation for military

use (TranTac)

“Intelligence collection (Gale)

Linguistic features

Grammatically correct
expressions

Everyday expressions that
may be context-dependent
or ungrammatical

Expressions including a wide
range of topics and proper
nouns

Phonological features

Clear pronunciation

Unclear pronunciation

Audio including background
noise

Translation method

Rule-based translation
Translation using artificial
intermediate language

Example-based translation
Translation using English as
intermediate language

Statistically-based
translation

Direct franslation of multiple
languages

Note: ATR-phase 1: 1986 to 1992; ATR-phase 2: 1993 to 1999; ATR-phase 3: 2000 to 2005. For other projects, refer to the text.

Prepared by the STFC

Nowadays, Al and machine learning technology represent the current state of the art in
AST. At present, the available Al-informed toolkit in the field of AST can facilitate both
consecutive and simultaneous modes of interpreting (Horvath 2022: 2). Nevertheless,
AST’s current language technology is still not devoid of shortcomings and is evaluated

as being relatively limited in capacity and magnitude of application (ibid., Horvath

2021)( Figure 6).

Figure 6 Domains of AST application. (Table by Ildiko Horvath. Horvéth, I1diko. 2021.

Speech Translation vs. Interpreting. Language Studies and Modern Humanities

3(2):174-187)

Table 2. Examples of AST use cases

Use case

Devices

Mode

healthcare

Prolingua

consecutive

military

IBM Mastor, Phraselator

consecutive

travel and tourism

Jibbigo, ILA, Skype Translator

consecutive

blind/low vision)

business Vebmobil, ILA consecutive, simultaneous
government (e.g. immigration, .

border patrol) ILA simultaneous

university lectures EU-Bridge simultaneous

education (e.g. parent-teacher :

meetings) Skype Translator simultaneous
accessibility (deaf/hard of hearing; ILA, EP, Skype Translator simultaneous

conversations

various

consecutive, simultaneous

From a purely technological perspective, the taxonomy of the current AST tools

comprises two types of Al-assisted models: (1) the cascade models, and (2) the end-to-

end models (henceforth E2E). The former model applies a four-stage process to
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facilitate the interlingual transfer of spoken language input: speech-to-text (STT)
conversion using automatic speech recognition (ASR), machine translation (MT), and
text-to-speech (TTS) synthesis (Hovarth 2022:3, see also Fantinuoli 2018b, Hovarth
2021). The latter type deviates from the cascade models in that E2E models omit the
STT stage and start immediately with ASR. However, the cascade model has managed

to reign over the E2E models in the speech translation devices industry (Niehues 2020).

Apart from a strictly procedural application, Al is regarded equally integral for
facilitating computer-assisted interpreting (henceforth CAI) terminology management.
Indeed, if we accept that enhanced quality interpreting service is a fixed requirement in
the industry, professionals need to ensure maximum possible practicality in accessing,
processing, and mastering assignment-relevant information and terminology (Hovarth
2022: 4). Such views informed Riitten’s work in the early 2000s; she devised a five-
model software to ease the process of CAI terminology management: (1) Online and
Offline Research, (2) Document Management, (3) Terminology Extraction and
Analysis, (4) Terminology Management, and (5) Trainer™ (Riitten 2004). Following
Riitten’s model, the market welcomed the first CAI terminology management tools that
served as database generator and did not interfere during interpreting (Hovarth 2022).
Concerning the recent state of the art, Fantinuoli (2018a) classified the current CAI
tools under the scope of the “second generation” technology® which “offer[s] advanced
functionalities that go beyond terminology management, such as features to organise
textual material, retrieve information from corpora or other resources (both online and

offline), learn conceptualised domains, etc.” (165).

4.2.3 Al in MT: Generation overview and critique

As implied in the previous subsection, there are two levels of mapping the coexistence

of Al with the fields of T&l, i.e., the chronology level and that of generations of MT

%0 This module assists the interpreter to consolidate assignment-pertinent terms (See Riitten 2004: 173-
174).
51 See 4.2.3 for details.
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systems (Table 3, Figure 7)°2. In this subsection we will focus on the observation of MT

systems’ generations and the ensuing criticism.

Figure 7 Machine Translation Evolution. (Illustration by Ildiké Horvath. Horvéth,
Ildik6. 2021. Speech Translation vs. Interpreting. Language Studies and Modern
Humanities 3(2):174-187)

Machine translation (MT)

rule-based corpus-based

We will start our analysis by stating that defining the generations of MT systems is a
rather complex task. This is because the succession pattern among them is both
moderated and influenced by the continuous contributions to the initial model types that
intersect with the innate system-specific features (Wilks 1987). Having made this
clarification, the framing of MT systems coincides with the emergence of the first
generation, rule-based MT (henceforth RBMT) systems. First-generation MT systems
entered the field of translation in the 1950s and were operational until the early 1980s.
Their mechanics, however, were based on early research in the field of automatic
language translation back in the 1930s. These earliest versions of MT systems built on
the ideas put forth by Artsrouni (i.e., ‘Mechanical Brain’) and Troyanskii (i.e., analysis-
transfer-synthesis pattern) about the potentiality of devising mechanical dictionaries (or
else, translation machines) to serve interlingual transfer of lexical items by using an
automated syncing procedure. In practice, the basis of the programs developed in the

1950s was a dictionary that contained all the lexicosyntactic data and the target

52 There are several ways of establishing MT system typology; for instance, Sager (1994) argues that
MT systems can be also classified according to text types or degree of automation. In this work, |
rendered the levels of chronology and generations as being more practical.
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language equivalent term(s) for each entry in the given SL, and a word-for-word system
configuration. The strategic design of first-generation RBMT systems deployed three
knowledge-driven®® approaches to MT, with the “direct translation” approach being the

first to be applied (Figure 8).

Figure 8 Illustration of the direct translation system (Illustration by John W. Hutchins.
Hutchins, W. John. 1986. Machine Translation: Past, Present, Future. Ellis Horwood
Series in Computers and Their Applications (Chichester [West Sussex]: New York:
Ellis Horwood ; Halsted Press), 32, Fig.6.)

SL Analysis and Synthesis | TL
SL-TL
dictionaries
and grammars

Fig 6. ‘Direct translation’ system

Vauquois (1976) described the general procedural design of first-generation MT
systems as follows: first, the system conducted a dictionary look-up based on the
provided textual input. When the dictionary look-up was completed, each source text
occurrence was matched with a dictionary entry. The second step involved the
replacement of source text input by the matching dictionary entry. Following the
replacement phase, the next step entailed disambiguating lexical meaning via applying
a “subroutine” process, which is informed by a set of syntax-oriented characteristics
that are fed into the system a priori and facilitate the process of selecting the most fitting
match. The subsequent steps continued with the application of translation routines
within a restricted context to address the interlingual transfer of words or groups of
words by manipulating word order. Lastly, the system applies a morphological routine
to regulate grammatical agreement and condition morphological alternations (128-

129).

%3 Relying on the knowledge of the designer of the MT system.
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By default, such system programming was subject to several weaknesses, including
technical problems related primarily to limited storage capacity and slowness of access,
issues with polysemy and semantics (Hutchins 1986: 22-24), decontextualised
grammars, and underestimation of semantics (Hutchins 1978). Moreover, Bar-Hillel
(1960) identified the incapacity of processing extralinguistic knowledge on the part of
the machine as being another shortcoming of this system design. At the same time, he
also brought about concerns regarding human-machine cooperation and the
deficiencies that stem from the current state in RBMT (ibid.). Such shortcomings
pertained to more “on the job”/practical issues, i.e., high demands in time, expenditure,
and effort requested by the post-editors/translators, the costly nature of scalability and
improvement of RBMT programs (Bar-Hillel 1962, ALPAC 1966).

In turn, these weaknesses were at the heart of the negative critique that was voiced in
the literature. For instance, Sager (1994) emphasized the fact that first-generation
systems were devised by people who were not specialists in linguistics or translation,
with whatever this entails. He also stressed the absence of pragmatic textual analysis as
another core limitation (ibid.). Earlier, Bar-Hillel (1959) maintained that RBMT
systems were far from realising the notions of translation (per se) and high-quality
translation (4). Additionally, Bar-Hillel (1951,1960) expressed his pessimism toward
the reasonableness and efficacy of the RBMT systems of that time (see also Somers
1990). Melby (1981) also adhered to Bar-Hillel’s arguments and highlighted the
incapacity of current MT systems to process pragmatic and semantic specificities of
texts. Later, Romanov ef al. (2003) attributed the limited efficacy of the first-generation
systems and the state of Al stagnancy in MT to lack of semiotic, psycholinguistic, and
cognitive features that were later valuated by the second-generation systems, focusing

exclusively on the AI-MT synergy (216).

Throughout the course of MT generations evolution, the field witnessed the emergence

of two other approaches in RBMT system design: (1) the ‘Interlingual system’
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approach, and (2) the ‘Transfer system’ approach (Figure 9)**. Both alternatives aimed

to address the challenges that direct translation systems had brought about.

Figure 9 Bernard Vauquois’ visualisation of the three system types in the history of
RBMT systems (Illustration by Bernard Vauquois. Vauquois, Bernard.1968. A survey
of formal grammars and algorithms for recognition and transformation in mechanical

translation. IFIP Congress (2): 1114-1122)

interlingua

transfer

direct translation

source target
text lext

Both new approaches to MT system design had their basis in Weaver’s thesis:

the way to translate... is not to attempt the direct route, shouting from tower to
tower... [but]... to descend, from each language, down to the common base of
human communication... and then re-emerge by whatever particular route is

convenient. (Weaver n.d., as quoted in Hutchins 1978:12)

Simply put, this “common base of human communication” refers to a universal
language (interlingua) and the translation process he proposed through this metaphor

corresponds to the operational design of indirect MT systems (Figure 10).

% For more details about each system type (including the ‘direct translation’ system mentioned earlier)
see: John W. Hutchins, W. John. 1986. Machine Translation: Past, Present, Future. Ellis Horwood Series
in Computers and Their Applications (Chichester [West Sussex] : New York: Ellis Horwood ; Halsted
Press), 32-34.
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Figure 10 Interlingual system. (Illustration by John W. Hutchins. Hutchins, W. John.
1986. Machine Translation: Past, Present, Future. Ellis Horwood Series in Computers
and Their Applications (Chichester [West Sussex] : New York: Ellis Horwood ; Halsted

Press)

SL Analysis Interlingual Synthesis TL
text i ¥ representation ry P text
SL TL
dictionares SL-TL dictionaries
and grammars dictionary and grammars

Fig.7. ‘Interlingual” system

In practice, Weaver’s vision led second-generation system developers to conceptualise
two interrelated approaches to indirect MT: (1) Interlingual systems and (2) Transfer
systems (Figure 11). The first system type involves a two-stage process: first, the
translation input is analysed into interlingual representations and then, these
interlingual representations are used to synthesise translation output (Hutchins 1978;
1986). The latter approach comprises a three-level strategy where the ‘transfer’
component plays the intermediary role between SL and TL text (ibid.). Thus, the first
stage involves SL analysis that yields SL representations, the intermediary stage is the
‘transfer’ of these SL representations into TL representations, and the third involves TL

synthesis (ibid.).

Figure 11 Transfer system (Illustration by John W. Hutchins. Hutchins, W. John. 1986.
Machine Translation: Past, Present, Future. Ellis Horwood Series in Computers and
Their Applications (Chichester [West Sussex]: New York: Ellis Horwood ; Halsted

Press)

SL Analysis Transfer Synthesis TL
text 2> SLrepr ——3—» TLrepr i P text
SL SL-TL TL
dictionaries dictionary dictionaries
and grammars and grammars
Transfer
rules

Fig 8. ‘Transfer” system
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A common feature of both approaches is the use of more than one dictionary; a
monolingual SL dictionary facilitates the analysis phase through the provision of
morphosyntactic and semantic information; a bilingual SL-TL dictionary carries mainly
semantic information, and a monolingual TL one is used in the synthesis phase
(Hutchins 1978: 12). This feature significantly increased the efficiency and practicality
of second-generation indirect systems since it required only one program for the
analysis and synthesis phase respectively for each language fed into the systems, thus
making them more economical both at a linguistic and computational level (ibid.: 12-
13, Vauquois 1978). However, these approaches were not error-free. Somers (1992)
made explicit negative comments on the stratificational orientation of such MT
architectural modeling by emphasizing that insistence on literal output is essentially

inefficient and obsolete (234).

Building upon the limitations of first-generation RBMT systems, second-generation
MT systems (re-)emerged as a new paradigm in MT around late 1980s. Second-
generation systems introduced a statistical approach to MT (henceforth SMT) by
deploying corpus-based models. In SMT, the system architecture operates
automatically with the assistance of parallel (SL-TL pairs) and monolingual (TL
example sentences) corpora (Osborne 2011). SMT systems are powered by a
probalistic modeling that aims to find the most probable translation for a submitted SL
input out of a multitude of TL candidates. Systems of this type operate thanks to three
essential components; (1) a translation model that employs parallel corpora to specify
a set of likely TL candidates for an SL input to which it distributes probabilities based
on their “relative correctness”, (2) a language model that retrieves data from
monolingual TL corpora to compute the fluency of the TL candidate sentence via
assigning higher probabilities to sentences that display closer resemblance to natural
language use, and (3) a decoding phase (the argmax operation) that refers to a process
applied for limiting the space of possible TL candidates by retaining the highest
possible target output (Osborne 2011: 913). The process of SMT involves three

%5 Weaver’s ideas back in the 1950s laid the foundations for the emergence of second-generation MT
systems as well. Since we accepted that a neat chronological classification of MT generations cannot be
realised, it is equally safe to acknowledge the intersectionality in the course of MT evolution.
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stages®®; in the first stage, the system divides SL text into phrases. Subsequently, the
translation model is activated to find possible TL matches to the given SL input, and
lastly, the language model indicates the highest probable translation in the desired TL.
There are different approaches to SMT, which include word-based models (earliest
model), phrase-based models, syntax-based models, and hierarchical phrase-based
models (models that combine syntax-based and phrase-based model architecture)

(Koehn 2003, Chiang 2005, Osborne 2011).

The essential features of the statistics-based approach were the emphasis on the
semantic and syntactic aspects of language (Vauquois 1978, Hutchins 1986) and the
turn towards Al-oriented system design (Hutchins 1986). An important strength of
SMT is found in the phrase-based modeling of the systems which appears to be less
error-prone compared to the previous word-based system design (Osborne 2011).
Another positive evaluation of SMT is offered by Jekat and Volk (2010) who
acknowledged the amendments that the statistical approach has brought about in terms

of data access and processing capacity.

Nevertheless, SMT literature states several concerns about the weaknesses of the
statistical turn to MT. The most obvious challenge in SMT relates to the dependency
between data abundance and system performance. Since SMT corpora need to be
trained with large amounts of data so that they can ensure satisfactory performance, the
problem that arises concerns both the process of feeding data into the system and the
data quality variable that determines the overall assessment of the TL output. The
qualitative variable is difficult to assess, especially when it comes to more rare
languages, where the processing hindrances multiply (Poibeau 2017). The case of rare
languages constitutes the second weak point in SMT; the problem with rare languages
lies in that since the driving force of statistical MT systems is the data-riddled corpora,

limited disposal of data in such languages poses serious threats in the process of

%6 This procedural description refers to phrase-based modelling; the earliest SMT models were word-
based, i.e., for each individual SL word the system could select the highest probable TL equivalent lexical
item.
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producing accurate, sufficient, and high quality output (Poibeau 2017:170-172).
Logically, the rare languages argument invites the emergence of a superordinate
category of SMT insufficiencies, namely the linguistic and structural distance between
world languages compared to English, which is unanimously recognised as the lingua
franca of interlingual communication. As Poibeau (2017) argued, the proximity
between the source and target languages that are involved in SMT needs to be close
enough to allow effective system operation. Lastly, SMT limitations include the issue
of restricted context awareness due to the exclusive focus on the phrase level, which,
subsequently, gives rise to ambiguous, inconsistent, and error-prone output (Carpuat

and Simard 2012, Hardmeier 2012).

Another corpus-based method in MT that had emerged before SMT during the second-
generation phase was the example-based MT (henceforth EBMT). EBMT entered MT
history owing to the work of Makoto Nagao in 1984. He envisaged an approach to MT
that was informed by “the mechanism of human translation of elementary sentences at
the beginning of foreign language learning” (Nagao 2003: 351). The human translation
mechanism relies on an inference-driven process that requires exposure to an array of
examples to allow the person to translate an SL input into the TL. The translation is
achieved through comparing and evaluating the similarity between the available
structures and the SL input. EBMT’s architecture did not necessitate deep linguistic
analysis; instead, it required input sentence reduction into phrases, translation of these
phrases into target language phrases, and lastly unification of the translated phrases into

a sentence (i.e., TL output).

Nagao attempted to devise an MT system that could apply to languages with linguistic
and structural distance, such as in the case of English and Japanese. To this end, he
implemented the principle of MT by analogy (or MT “by example-guided inference”)
and relied on the utilisation of ordinary word dictionaries and thesauri (ibid.:353). The
principle of translation by analogy is essentially founded on the use of a corpus (i.e.,
data repository) of already translated examples (TL examples) and involves a process
of identifying proper TL matches to the SL input that is, in turn, “recombined”
analogically to compose the correct output in the desired TL (Figure 12). The

dictionaries are enriched with TL example sentences that are compared to a specified
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SL input for testing the degree of similarity (Nagao 2003: 352). A parallel examination
of the example sentences and SL input takes place in two stages: first, the system checks
the overall syntactic similarity®’ between the SL input and the example sentences
(found in the dictionary), and then, it deploys the thesaurus to check the “replaceability”
of the words that are found in the example sentences by locating “synonym and
upper/lower concept relations” to obtain an output (ibid.: 353).

Figure 12 Operational scheme for EBMT (Illustration by Harold Somers. Sommers, L.
Harold. 1999. Review Article: Example-based Machine Translation. Machine
Translation 14(2): 113-157)

ALIGNMENT

transfer
\
\_\
MATCHING \ RECOMBINATION
analysis \ generation
EXACT MATCH \
direct translation
source text target text

Figure I. The “Vauquois pyramid™ adapted for EBMT. The traditional labels are shown in
italics; those for EBMT are in CAPITALS.

A distinctive feature of EBMT is that of the “augmentation stage of the system” (Nagao
2003). System augmentation refers to the constant update of the parallel corpora to
maximise the efficiency of the system by adding new data, i.e., words and usage
examples, and their TL corresponding output. In Nagao’s system conceptualisation,
augmentation is a prerequisite for achieving “learning”, that is, the translation of the SL

input.

The EBMT-pertinent literature has shed light on the vulnerabilities stemming from the

specifics of system configuration. Among the most thorough and representative

5" In EBMT, syntactic analysis addresses the “wider sentential context”; it does not intend to provide a
deep syntactic analysis of the SL sentence (Nagao 2003: 352).
%8 The thesauri-driven process is also guided by the similarity parameter.
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arguments regarding the weaknesses of EBMT are the those made by Harold Somers.
Somers (1999) described the general problems of EBMT as falling under eight
interrelated categories, namely parallel corpora, granularity of examples, size of
databases, suitability of examples, way(s) for example storage, matching, adaptability

and recombination, and computational problems.

The utilisation of parallel corpora is inextricably related to ensuring proper data
alignment, i.e., establishing correspondences among the data, especially when it comes
to the highly complex case of languages with typological distance (Somers 1999: 118).
Closely related to the challenge mentioned above, concerns on the appropriateness and
efficiency of example granularity are thematised; Somers (ibid.:118) quotes Nirenburg,
Domanshnev and Grannes to communicate the flawed aspects of EBMT architecture

concerning example processing:

The longer the matched passages, the lower the probability of a complete
match (...). The shorter the passages, the greater the probability of
ambiguity (...) and the greater the danger that the resulting translation
will be of low quality, due to passage boundary friction and incorrect

chunking. (Nirenburg, Domanshnev and Grannes 1993:48)

The third problem concerns database sizing considerations which, as in SMT, plays a
decisive role in conditioning the quality of the TL output. Research has shown that the
abundance of data can yield high-quality output (Mima, Iida, and Furuse 1998). By
contrast, Somers (1999) draws attention to two variables, namely the appropriateness
of examples and ways of storing the data in corpora, to emphasize the complexity of
the process and the interference of factors that condition translation quality. In turn,
data storage conditions the probability-driven matching process that makes way for the
adaptability and recombination process. The problem with matching is influenced and
regulated by the method of data storage since it interferes with the probabilistic
mechanism of EBMT systems. Adaptability and recombination challenges cannot be
easily addressed as it is particularly difficult to devise an optimal mechanism for
carrying out these complex processes (Somers 1999). Lastly, computational problems

involve the speed of EBMT systems and the overall complex architecture of system
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operation (ibid.). Interestingly, Nagao (2003) underlined the speed parameter by overtly

commenting on the overall time-consuming experience that EBMT offers.

Having presented the previous MT generations, it is now time to elaborate on the third
generation of system design, i.e., Neural Machine Translation (henceforth NMT). The
neural turn to MT had preoccupied neural network research in the 1980s and 1990s
(e.g., Allen 1987, Weibel et al. 1991, Forcada and Neco 1997, Castafio, Casacuberta
and Vidal 1997). However, NMT’s systematisation became a reality in the 21%
century®®.  Specifically, NMT-pertinent studies proliferated after 2014, when
researchers showed interest in examining the reliance on the potentiality of neural
networks for optimising the probabilistic force of machine-driven translation systems

(Bahdanau et al. 2014: 1).

The system architecture for NMT builds on the corpus-based, statistical modeling that
had dominated the second-generation MT state of affairs (Moorkens 2018). NMT is
built on the potentiality to stimulate the workings of the human brain activity via
utilising deep learning technology and machine learning system architecture (Koehn
2017;2020) and big data. Its innovative feature compared to SMT lies in NMT’s
autonomous system configuration; unlike SMT, NMT departs from the phrase-based,
multilayered procedural architecture and “attempts to build and train a single, large
neural network that reads a sentence and outputs a correct translation” (Bahdanau et al.
2014:1). Moreover, NMT systems follow an E2E modelling as only one model is
needed to facilitate the translation process. As Yonghui et al. 2016 put it, “[t]he strength
of NMT lies 1n its ability to learn directly, in an end-to-end fashion, the mapping from

input text to associated output text” (1).

The preponderance of the currently proposed NMT systems operates according to the
encoder-decoder model that uses a recurrent neural network (henceforth RNN) to

organise the encoder-decoder design of the translation system (Figure 13).

59 See section 4.2.1
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Figure 13 Visualising the encoder-decoder design (Illustration by Simeon Konstantinov.
Kostadinov, Simeon.2019. Understanding Encoder-Decoder Sequence to Sequence
Model. Towards Data Science. https://towardsdatascience.com/understanding-encoder-

decoder-sequence-to-sequence-model-679¢04af4346 )
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Encoder-decoder sequence to sequence model

The translation process within the encoder-decoder model comprises three components:
(1) the encoder, (2) the encoder vector (or context vector), and (3) the decoder (Muioz
2020, Moses 2021). The encoder processes an input sentence by dividing it into tokens
and encodes the information obtained during the processing phase into a fixed-length
vector, i.e., the encoder vector. In turn, the encoder vector is responsible for transferring
the full-meaning properties of the input sentence to the decoder to maximise its
performance. Then, the decoder produces the output sentence based on the information

it receives from the encoder vector (Figure 14).

Figure 14 Example of a translation produced with the encoder-decoder model
(Illustration by Kris Moses. Moses, Kris. 2021. Encoder-Decoder Seq2Seq Models,
Clearly Explained!! A step-by-step guide to understanding Encoder-Decoder Sequence-
to-Sequence models in detail! Analytics Vidhya, March 12, 2021.
https://medium.com/analytics-vidhya/encoder-decoder-seq2seq-models-clearly-

explained-c34186fbf49b )
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Concerning the evaluation of NMT systems, the advantages are taxonomized into three
axes; (1) simple system architecture, (2) emphasis on context understanding, and (3)
multilingual adaptability. The directness of the neural approach to MT (1) due to the
RNN-based and E2E design is undoubtedly one of the major assets of the third-
generation systems. Furthermore, NMT features an enhanced contextual processing
capacity (2) of the input inserted into the system and can yield more contextually
appropriate output. Lastly, the NMT design can be adapted to a wide range of language

pairs (3) which makes it more versatile compared to earlier MT generation models.

The advantages, however, need to be balanced by reference to the shortcomings of
NMT. Research findings have highlighted issues pertinent to the ability of the encoder-
decoder approach to operate satisfactorily in the case of long sentences (Cho et al. 2014,
Koehn 2017). Problems of such nature might arise due to the fixed length of the encoder
vector (Bahdanau et al. 2014). Lastly, Koehn (2017) has identified five other challenges
in NMT systems, namely domain mismatch, which emerges in cases of polysemy, the
decrease in system performance when the amount of training data is small, the impact
of meaningless data on sentence pair alignment, word alignment intricacies, quality

decrease with increased beam size, and challenges posed by infrequent words.

4.3 Current tools and the realm of their application

Nowadays, the rapid development and spread of Al have made a tremendous impact on
the design of the technological aids that are used for carrying out T&I tasks. The Al-

T&I technology synergy proliferates as more work is expended on conflating Al
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features into the apparatus of current tools. This subsection sets out to offer an account
of some of the currently trending, to our knowledge, T&I tools which will be
taxonomised based on the nature of the service they are devised to offer. The tools
mentioned below were selected on the basis of the following criterion, i.e., they function
as technological aids that are available in the Greek language so that they can assist the

work of translators and interpreters working from and to Greek.

4.3.1 Terminology-related technology

The first type of T&I technological equipment is terminology-pertinent tools. These

60 (henceforth, TD) and terminology management

include terminology databases
systems (henceforth, TMS). The term TD describes a list-like database that contains
single word entries or clusters of words (i.e., expressions) related to a specific subject
area. TD and TMS are closely interrelated since they both target at ensuring accuracy,
consistency, thus contributing to the overall quality of the T&I output. In practice, TMS
can be perceived as the hypernym under which TD operates. Table 4 enlists some

terminology-oriented tools that facilitate T&I activities.

Table 4 Terminology Tools

Tool Type
IATE TMS
EuroTermBank TD
CIARIN:EL *TD
ELETO TD

The first entry in the list is JATE®!, which is a TMS operating under the auspices of the
EU. The current version of IATE has been used within EU environment since
November 7, 2018 and constitutes the fruit of cooperation of a number of significant

EU institutions and agencies. EuroTermBank® is an online TD which involves both EU

50 or else, term banks/term bases.
61 https://iate.europa.eu/home
62 https://www.eurotermbank.com/
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and Icelandic languages and is linked to other TD and resources. Clarinel % is the
National Infrastructure for Language Resources and Technologies in Greece and is the
Greek counterpart of the CLARIN ERIC European Infrastructure. It is an open access
online service that addresses all sectors of human activity ranging from academia to the
general public. Lastly, ELETO®*’s TD is developed by the Hellenic Society for
Terminology as part of its overarching aim to study, preserve, develop, emphasise and
promote the Greek language and its importance terminology-wise on an international

level.

4.3.2 Translation aids

Another highly powerful Al-influenced T&I technology in the hands of professionals
operating in the T&I industry is online translation service tools. Tools of this sort utilise
core Al features, including ML, DL, NLP, and BD technology. In this category, we
mention three greatly popular free online translation tools, namely Google Translate

(henceforth, GT), DeepL and Linguee (Table 5a).

Table 5a Technological aids for translation

Tool Type
Google Translate NMT
DeepL NMT
Linguee Bilingual concordance

GT ® ® is a free web-based MT translation service whose current version builds on the
workings of NMT. It has the capacity to process natural language in a vast number of
languages and translate multiple textual forms and media, i.e., text, speech, websites,
visual content (e.g., images). DeepL®’ is also an online NMT service that supports 29

languages, the preponderance of which are European ones. Depending on the text

63 https://www.clarin.gr/en

54 https://eleto.gr/en/terminology-resources/terminological-databases/search/
65 See section 4.2.1 for more information on GT NMT.

56 https://translate.google.com/

57 https://www.deepl.com/translator

69


https://www.clarin.gr/en
https://eleto.gr/en/terminology-resources/terminological-databases/search/
https://translate.google.com/
https://www.deepl.com/translator

length it can be utilised either free of charge (up to 1,500 characters) or with
subscription (DeepL Pro). Linguee®® is a free online bilingual concordance that
supports 25 languages and a number of language pairs resulting from the combination
of the available corpus of working languages. This tool incorporates a human-trained
ML system that is devised to facilitate the user in the process of interlingual transfer of

meaning.

Special mention should be made to EU’s language technology and especially to its
variety of language tools, including Al-powered ones that are devised for assisting
translation tasks. EU’s language technology was developed in the context of its Digital
Europe programme, whose leading force, with respect to multilingualism, is to
transgress language barriers across and beyond the European borders. To this end, EU’s
institutions contributed to the design of a multifaceted toolkit comprised of language
tools, term extractors, terminology management tools and corpora analysers®.
Although all categories of tools have a role to play in producing translation output, for

the purposes of this work we focused only on those bearing immediate relation to the

translation process per se (Table 5b).

Table 5b EU tools for T&I
Tool Type
eTranslation MT
WEB-T Free Multi-Language Website
Translation Tool.
eTranslation’® is a machine translation service that enables the interlingual transfer of

meaning across all 24 EU languages, Icelandic, Norwegian and Russian with the
contribution of neural network technologies and deep machine learning. It has the
capacity to translate both formatted documents and plain text by maintaining the format

of the original input as much as possible and conduct batch translation of multiple texts.

%8 https://www.linguee.com/

%9 https://knowledge-centre-interpretation.education.ec.europa.eu/en/terminology-tools ,
https://language-tools.ec.europa.eu/

70 https://cef-at-service-catalogue.eu/catalogue/browse/e4fc4c58-39fa-43b5-877b-16098ef0d45¢c/
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The service is intended to facilitate the work of translators EU institutions, Public
administrations and EU Small and Medium-sized Enterprises and is available upon
request’®. In turn, WEB-T"? is another tool conceived within the broad scope of EU’s
vision as regards the promotion of multilingualism. It is a website translation alternative
that facilitates the production of multilingual content on the part of web-based entities
ranging from personal blogs and  e-commerce stores, to nongovernmental
organisations. WEB-T’s core strengths include safe plugin, high quality translational
output, free of charge availability, tailored plugin options based on the website’s setup,

multilingual SEO3, and trustworthy data processing consonant to EU’s GDPR policy.

4.3.3 Translation Software and Systems

Translation software plays a pivotal role in today’s state of the art in translation industry.
This subsection is devoted to Al-powered translation software solutions that satisfy two
criteria: (1) they support translation from and towards the Greek language and (2) their

use is popular within the Greek T&I education as our analysis will show "* (Table 6).

Table 6 Software and systems for translation

Tool Type

Phrase Localisation and Translation Software
(LTS)

MemoQ Computer-Assisted Translation
Software (CATS)

Trados Studio CATS

Wordfast Translation Memory Software (TMeS)

Phrase is a user-friendly, platform-based LTS that offers a variety of services, namely
MT, website, game, application and software localisation, continuous, collaborative or

string localisation, translation management, document translation, technical translation,

"1 https://webgate.ec.europa.eu/etranslation

72 https://website-translation.language-tools.ec.europa.eu/web-t-multilingual-automated-translation-
solution en?prefLang=el,
https://website-translation.language-tools.ec.europa.eu/index_en?prefLang=el

73 Search Engine Optimisation .

4 See chapter 5 for more information.
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multilingual UX’. Apart from its multi-purposefulness, another distinctive
characteristic of Phrase is that it brings together MT technology and Al via its Phrase
Language Al and Phrase Custom Al solutions. MemoQ is a CATS"® offering advanced
translation services and enhanced compatibility with other translation tools, whilst it
supports more than 100 languages and a plethora of file formats. It addresses core
industries, such as life sciences, game localisation and audiovisual translation and a
wide spectrum of customers, i.e., enterprises, language service providers and
professional translators. Trados Studio is also a CATS that incorporates three essential
translation technologies, i.e., translation memory, terminology management and MT.
Its latest version’’ embeds Al -inspired features, such as generative Al, LLMs, and
NMT. Lastly, Wordfast is a TMeS which is designed to offer desktop, web-based and
even server translation experiences. Its flexible solutions allow for great adaptability

to the needs of professional translators, LSPs , corporations and educational institutions.

4.3.4 Cloud Translation

Cloud Translation is, put simply, a translation solution that enables websites and

1’8, This subsection focuses on

applications to translate textual content through an AP
two cloud-based systems, namely XTM Cloud’® and Google Cloud Translation®®. XTM
Cloud is a translation management system designed to facilitate localisation tasks by
deploying state of the art technology, including Al. In its turn, Google Cloud
Translation provides users with the opportunity to translate textual, website, application
and multimedia content with the contribution of NMT-based technology and several

Al-driven features, e.g., ML.

S UX, i.e., User Experience.

76 1t also offers a TMS solution.

" Trados Studio 2022 Service Release 2.

8Application Programming Interface. For more information, see: https://www.ibm.com/topics/api

"8 https://xtm.cloud/

80 https://cloud.google.com/?hl=el
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4.3.5 Interpreter-oriented technology

The interpreters’ case is of special interest with respect to the use of Al-inspired
technology. Today, professional interpreters can leverage the same Al-assisted tools as
the ones deployed by professionals who offer translation services. We should therefore
revisit the previously stated argument concerning the convergent relation between the
two disciplines involved in the process of interlingual transfer of meaning, i.e., T&I,

and, most importantly, underpin the presence of a shared technology toolkit.

Focusing, however, our attention solely on interpreting tools, the one that has been
unanimously recognised as highly effective is InterpretBank. It is a CAl tool intended
to assist the practice of professional interpreters in manifold ways; it enables users to
carry out specialised tasks, manage terminology and create and edit glossaries through
advanced Al-driven technology. What is more, Functional Al enjoys a central place in
the workings of InterpretBank as it introduces four cutting-edge services, namely Al
Speech Recognition, Al-powered glossary creation from webpage data, Al-powered
glossary development through topic-based search, and Al-powered glossary

development from inserted document data.

This technological overview allows further insights into the current technological
resources within the T&I market and particularly in the tools that support Greek.
Simultaneously, it can mark an important starting point for more innovation in the field
of T&I technology, especially with regard to the Greek language and the consolidation
of its place within the language services industry in this constantly evolving and Al-

inspired era.

4.4 Introducing Al in T&I curricula

4.4.1 Current state of affairs around the world

The undisputed interference of technology in several strands of professional activity
has also come to the attention of Language Service Providers (including translators and
interpreters) (Presas, Cid-Leal and Torres-Hostench 2016, Sakamoto, Rodriguez de
Céspedes, Berthaud and Evans 2017, Su and Li 2023). T&I educators and trainers have

equally witnessed the changes that this new reality has brought about. Evidence of this
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is the increasingly held belief that one of the main imperatives in translator and
interpreter education should be, and seems indeed to be, to keep abreast of the
technological developments that shape the professional identity of translators and
interpreters of our times (Rodriguez de Céspedes 2017; 2019, Bowker 2023).

Technological competency is a key feature of translators' and interpreters’ professional
identity. The Directorate-General for Translation (2022:9)® defines technological
competency as the “competence [which] includes all the knowledge and skills used to
implement and advise on the use of present and future translation technologies within
the translation process. It also includes basic knowledge of machine translation
technologies and the ability to implement machine translation according to potential
needs”. This definition serves as the connecting line between the employability
standards that need to be met for effective professional integration into the industry and
the responsibility on the part of the training and educational sector to prepare future
translators and interpreters based on the technological breakthroughs in their
profession. The aforementioned responsibility echoes the advances in the field of Al
and T&I automation and the way(s) they have contributed to the (re)formation of the
training and education curriculum of future professionals in the T&l domain (Wang
2023).

Exploring T&I pedagogy about Al integration is of primary importance for serving one
of the fundamental objectives of this dissertation; to this end, this section is dedicated
to a global-scale study of the curriculum organisation of universities offering
postgraduate studies in the fields of T&I with a particular focus on T&I technology-
pertinent aspects. The overarching aim of this review is to document the reality of T&l
training in the context of the Greek tertiary education technology-wise, after having
previously explored Al technology infusion into postgraduate programmes around the
world. To facilitate the process of investigation, | created a classification of the

universities offering Al-pertinent courses into six categories divided according to the

81 https://commission.europa.eu/system/files/2023-05/EMT_Annual Report 2022.pdf
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geographical areas they belong to (Table 7, 8, 9, 10, 11, 12). The analysis will proceed
as follows: firstly, I present and comment on the six lists of universities. Then, | attempt
to provide an evaluation of the curriculum’s content by pointing towards the fine line
that exists between Al translation and Computer-Assisted T&I (henceforth, CATI) and

discuss how and to what extent they intersect.

The first list focuses on the T&| tertiary-level pedagogy within the European borders.
Before presenting and analysing the data, some preliminary remarks are necessary;
firstly, the European universities listed in Table 1 are all included in the list of EMT
members 2019-202482 which appears on the official website of the European Union
(henceforth EU). Second, the entries were selected because the official webpages of the
universities offered an English version of their content, except for some content
available in German, in which I am a competent user. In total, the EMT members’ list
included seventy-one master’s degree programmes (henceforth MA programme)
offered in twenty-four EU countries. The research showed that only sixteen out of the
seventy-one (22.5% approximately) EU universities offer a T&I technology-oriented
training curriculum to introduce future translators and interpreters to the potentiality of

technology in professional practice.

Table 7 Europe

Europe
Provider Context of Course/Modu = Useful Links
provision le &
Course/Modu
le Type
University MA in Introduction to | https://www.ucc.ie/en/cke77/
College of Translation Translation
Cork, School of | Studies Technologies | https://ucc-ie-
Languages, (compulsory public.courseleaf.com/module
Literatures and module) s/?details&code=LL 6026
Cultures &
Department of
Modern Irish

82https://commission.europa.eu/resources-partners/european-masters-translation-emt/list-emt-members-
2019-2024 en#Malta
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*Dublin City
University,
Faculty of
Humanities
and Social
Sciences,
School of
Applied
Language and
Intercultural
Studies

*Dublin City
University,
Faculty of
Humanities
and Social
Sciences,
School of
Applied
Language and
Intercultural
Studies
Universitat
Autonoma de
Barcelona,
Faculty of
Translation
and
Interpreting

Universitat
Rovirai Virgili

MSc in
Translation
Technology

MA in
Translation
Studies

MA in
Tradumatics:
Translation
Technologies

Masters in
Professional
Spanish-English
Translation

Translation
Technology
(compulsory
module)

Artificial
Intelligence,
Info & Info
Seeking
(elective
module)
Translation
Technology
(compulsory
module)

Automation of
Translation
(compulsory
module)

Localisation
and AT
(compulsory
module)

Translation
Automation
(compulsory
course)

Translation
Technologies
(compulsory
module):
Translation
tools for
specialised

https://modspec.dcu.ie/registr
y/module_contents.php?functi
on=2&subcode=LC501

https://modspec.dcu.ie/registr
y/module contents archive y
ears_plus.php?subcode=CA65

2A&function=2&module arc
hive year=2023

https://modspec.dcu.ie/registr
y/module_contents.php?functi
on=2&subcode=LC501

https://www.uab.cat/web/estu
diar/official-master-s-
degrees/general-information/-
1096480962610.htmlI?param1
=1345695508762

https://quies.uab.cat/quies _do
cents/public/portal/html/2023/
assignatura/43775/en

https://www.uab.cat/doc/Hora
riISMUTT en

https://www.intercultural.urv.

cat/en/masters/masters-

courses/#technologies
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Universita di
Bologna,
Dipartimento
di
interpretazione
e traduzione

University
IULM, Faculty
of Interpreting
and
Translation

Universita
Degli Studi di
Trieste,
Department of
Legal,
Language,
Interpreting
and
Translation
Studies
University of
Malta, Faculty
of Arts,
Department of
Translation,
Terminology,
and
Interpreting
Studies

MA in
Specialised
Translation,
Specialisaton:
Translation and
Technology

Master in
Specialised
Translation

MA in
Specialised
Translation and
Conference
Interpreting

MA in
Translation and
Terminology
Studies

MA in
Translation and
Interpreting
Studies

translation
(compulsory
course)
Translation
Technologies
(1.C):

Computer-
assisted
Translation
(compulsory
course)

Machine
Translation
(compulsory
course)

IT Tools for
Translation:
Computer-
Assisted
Translation
and
Localization
(compulsory
course)

Machine
Translation
and Post-
Editing
(compulsory
course)
Advanced
Technologies
for Translation
and
Interpreting
(compulsory
course)

Computer-
Aided
Translation
(compulsory
course)

https://corsi.unibo.it/2cycle/S
pecializedTranslation/course-
structure-
diagram/piano/2023/9174/CQ
9/000/2023

https://www.iulm.it/wps/wcm/
connect/iulm/c5938d13-0253-
42ed-865e-
blcdaab4b2f8/quida IULM 3
1-01-

2023 WEB_en.pdf?MOD=AJ
PERES

https://units.coursecatalogue.c
ineca.it/insegnamenti/2023/11
4641/2010/9999/10306?coort
e=2023&schemaid=12132

https://www.um.edu.mt/cours
es/overview/pmittftt-2023-4-o/
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Leiden
University,
Faculty of
Humanities,
Leiden
University
Centre for
Linguistics
University of
Vienna, Centre
of Translation
Science

Jagiellonian
University,
Faculty of
Philology,
Chair for
Translation
Studies

Pedagogical
University of
Krakow,
Institute of
English
Studies, Chair
for Translator
Education

MA in
Linguistics,

Specialisation in

Translation
Theory and
Practice

MA in
Translation and
Interpreting,

Specialisation in

Specialised
Translation and
Language
Industry

MA in
Translation
Studies

MA in
Translation
Studies and
New
Technologies

The
Translator’s
Tools
(compulsory
course)

Methods,
Processes and
Technology
(compulsory
module)

MA seminar 1
(Computer-
Assisted
Translation
(CAT),
Machine
Translation
(MT) and Al,
as well as
contemporary
translator
education,
including
translator
competence
and methods
in Translation
Pedagogy)
Digital
Translation
Tools
Computer
Assisted
Translation
(CAT)
Translation
Technologies
and
Postediting
(courses type
not specified)

https://studiegids.universiteitl
eiden.nl/en/courses/120990/th
e-translators-tools

https://transvienna.univie.ac.at
[fileadmin/user_upload/z_tran
slationswiss/Studium/Curricul
a/Curriculum_MA_Translatio
n_Juni2018.pdf

https://przeklad.filg.uj.edu.pl/
en_GB/seminaria

https://kdp.up.krakow.pl/en/m
al

https://kdp.up.krakow.pl/en/st
udies/
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University of
Warsaw,
Institute of
Applied
Linguistics

University of
Porto, Faculty
of Arts and
Humanities

Constantine
the Philosopher
University,
Faculty of Arts,
Department of
Translation
Studies

MA in Applied
Linguistics,
Specialisation in
Translation and
Translation
Technologies

MA in
Translation and
Language
Services,
Specialisation in
Computer
Technology for
Translation

MA in
Translation and
Interpreting

Computer-
aided
translation
(CAT) —
advanced level
(specialisation
course)

Machine
translation and
post -editing
(specialisation
course)

Course list not
available, yet
there is
detailed
description of
the objectives
Machine
Translation
(not
thoroughly
specified
course type)

https://ils.uw.edu.pl/wp-
content/uploads/sites/110/202
3/12/Full-time-MA-
programme-Applied-
Linguistics.pdf

https://sigarra.up.pt/flup/en/C
UR GERAL.CUR VIEW?pv
ano_lectivo=2018&pv_orige
m=CUR&pv tipo cur sigla=
M&pv_curso_id=437

http://www.ktr.ff.ukf.sk/index
.php/en/for-students/master-s-
study-programme

(EN-DE combination
indicatively selected )

The second MA programmes’ list covers the technological turn to T&I education in the

UK. Data were extracted primarily from the results yielded by a filtered search on

FindAMasters, an online repository of MAs and postgraduate programmes across the

globe®®. The number of universities offering MA programmes with a curriculum

organisation consonant to the study’s objective amounted to eleven and the number of

programmes covering both disciplines, i.e., T&I, to seventeen (Table 8).

8 https://www.findamasters.com/
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Table 8 United Kingdom

United Kingdom

Studies Arabic-
English

Provider Context of Course& Course Useful Links

provision Type
University of MA in https://www.birmingham.a
Birmingham, Translation c.uk/postgraduate/courses/t
School of Studies aught/arts-law-
Languages, (campus-based inter/translation-
Cultures, Art and distance studies.aspx#CourseDetail
History and learning) sTab
Music, Translation
Department of Technology module
Modern (optional module)
Languages MA in

Translation

MA in English-
Chinese
Interpreting with
Translation
University of MA in
Leeds, School of Conference https://courses.leeds.ac.uk/
Languages, Interpreting and i411/conference-
Cultures and Translation Principles and interpreting-and-
Societies Studies Applications of translation-studies-
Machine ma#content
MA in Business = Translation
and Public (elective module)
Service https://courses.leeds.ac.uk/
Interpreting and i409/business-and-public-
Translation service-interpreting-and-
Studies translation-studies-

ma#content
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University of
Swansey, Faculty
of Humanity and
Social Sciences,
School of Culture
and
Communications

MA in
Translation and
Interpreting
(2+3 Year Part-
time versions)

Professional

Translation Tools
(compulsory
module)

https://intranet.swan.ac.uk/
catalogue/default.asp?type
=moddetail&dept=any&m
0d=MLTMO03&ayr=24%2
F25&psI=TB1&detailOnly
=false& gl=1*wh8I3t* gc
| au*NzkOMTc3NTUILLJE
3MDI2NzI3Mjl.

https://www.swansea.ac.uk
/postgraduate/taught/cultur
e-communication/modern-
lang-translation-
interpretation/ma-
translation-
interpreting/?utm_source=f
indamasters&utm_campaig
n=postgraduate21&utm m
edium=courselisting&utm
content=FooterBarButton
#modules=is-expanded

https://www.swansea.ac.uk
/postgraduate/taught/cultur

Translation e-communication/modern-
(Extended, with lang-translation-
Université interpretation/ma-
Grenoble professional-translation-
Alpes), MA extended-universite-
grenoble-alpes/
University of *MA in Smart Technologies

Surrey, Faculty of
Arts and Social
Sciences

Translation and
Interpreting

for Translation
(optional module)

Hybrid Practices
For Live Speech-
to-Text
Communication
(optional module)

https://catalogue.surrey.ac.
uk/2024-
5/module/TRAM502

https://catalogue.surrey.ac.
uk/2024-
5/module/TRAM506

University of
Sheffield, Faculty
of Arts and
Humanities,
School of
Languages and
Cultures,

Ma in
Translation
Studies

Translation
Technologies
(compulsory
module)

https://www.sheffield.ac.u
k/postgraduate/taught/cour
ses/2024/translation-
studies-ma-pg-certificate-
Pg-
diploma?utm_source=find
amasters&utm_campaign=
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https://intranet.swan.ac.uk/catalogue/default.asp?type=moddetail&dept=any&mod=MLTM03&ayr=24%2F25&psl=TB1&detailOnly=false&_gl=1*wb8l3t*_gcl_au*Nzk0MTc3NTU1LjE3MDI2NzI3MjI
https://intranet.swan.ac.uk/catalogue/default.asp?type=moddetail&dept=any&mod=MLTM03&ayr=24%2F25&psl=TB1&detailOnly=false&_gl=1*wb8l3t*_gcl_au*Nzk0MTc3NTU1LjE3MDI2NzI3MjI
https://intranet.swan.ac.uk/catalogue/default.asp?type=moddetail&dept=any&mod=MLTM03&ayr=24%2F25&psl=TB1&detailOnly=false&_gl=1*wb8l3t*_gcl_au*Nzk0MTc3NTU1LjE3MDI2NzI3MjI
https://www.swansea.ac.uk/postgraduate/taught/culture-communication/modern-lang-translation-interpretation/ma-translation-interpreting/?utm_source=findamasters&utm_campaign=postgraduate21&utm_medium=courselisting&utm_content=FooterBarButton#modules=is-expanded
https://www.swansea.ac.uk/postgraduate/taught/culture-communication/modern-lang-translation-interpretation/ma-translation-interpreting/?utm_source=findamasters&utm_campaign=postgraduate21&utm_medium=courselisting&utm_content=FooterBarButton#modules=is-expanded
https://www.swansea.ac.uk/postgraduate/taught/culture-communication/modern-lang-translation-interpretation/ma-translation-interpreting/?utm_source=findamasters&utm_campaign=postgraduate21&utm_medium=courselisting&utm_content=FooterBarButton#modules=is-expanded
https://www.swansea.ac.uk/postgraduate/taught/culture-communication/modern-lang-translation-interpretation/ma-translation-interpreting/?utm_source=findamasters&utm_campaign=postgraduate21&utm_medium=courselisting&utm_content=FooterBarButton#modules=is-expanded
https://www.swansea.ac.uk/postgraduate/taught/culture-communication/modern-lang-translation-interpretation/ma-translation-interpreting/?utm_source=findamasters&utm_campaign=postgraduate21&utm_medium=courselisting&utm_content=FooterBarButton#modules=is-expanded
https://www.swansea.ac.uk/postgraduate/taught/culture-communication/modern-lang-translation-interpretation/ma-translation-interpreting/?utm_source=findamasters&utm_campaign=postgraduate21&utm_medium=courselisting&utm_content=FooterBarButton#modules=is-expanded
https://www.swansea.ac.uk/postgraduate/taught/culture-communication/modern-lang-translation-interpretation/ma-translation-interpreting/?utm_source=findamasters&utm_campaign=postgraduate21&utm_medium=courselisting&utm_content=FooterBarButton#modules=is-expanded
https://www.swansea.ac.uk/postgraduate/taught/culture-communication/modern-lang-translation-interpretation/ma-translation-interpreting/?utm_source=findamasters&utm_campaign=postgraduate21&utm_medium=courselisting&utm_content=FooterBarButton#modules=is-expanded
https://www.swansea.ac.uk/postgraduate/taught/culture-communication/modern-lang-translation-interpretation/ma-translation-interpreting/?utm_source=findamasters&utm_campaign=postgraduate21&utm_medium=courselisting&utm_content=FooterBarButton#modules=is-expanded
https://www.swansea.ac.uk/postgraduate/taught/culture-communication/modern-lang-translation-interpretation/ma-translation-interpreting/?utm_source=findamasters&utm_campaign=postgraduate21&utm_medium=courselisting&utm_content=FooterBarButton#modules=is-expanded
https://www.swansea.ac.uk/postgraduate/taught/culture-communication/modern-lang-translation-interpretation/ma-translation-interpreting/?utm_source=findamasters&utm_campaign=postgraduate21&utm_medium=courselisting&utm_content=FooterBarButton#modules=is-expanded
https://www.swansea.ac.uk/postgraduate/taught/culture-communication/modern-lang-translation-interpretation/ma-translation-interpreting/?utm_source=findamasters&utm_campaign=postgraduate21&utm_medium=courselisting&utm_content=FooterBarButton#modules=is-expanded

courseid(MDLT35)&utm_
medium=courselisting&ut
m_content=FooterBarButt
on#modules

University of MSc/ PGDip in | Translation and https://www.strath.ac.uk/c

Strathclyde, Applied Language ourses/postgraduatetaught/
Faculty of Translationand | Technology appliedtranslationinterpreti
Humanities and Interpreting ng/#coursecontent

Social Sciences,

School of

Humanities

University College | MSc in Translation https://www.ucl.ac.uk/mod
London, Faculty Translationand | Technologies 1 ule-

of Arts and Technology (compulsory catalogue/modules/translati
Humanities, (with module) on-technologies-1-

Centre for Interpreting) CMI10101

Translation Translation

Studies Technologies 2 https://www.ucl.ac.uk/mod

(optional module)

ule-
catalogue/modules/translati
on-technologies-2-
CMI10102

The University of = MSc in ****Technology http://www.drps.ed.ac.uk/2

Edinburgh, School = Translation and Translation in | 3-24/dpt/cxcllc11065.htm

of Literatures, Studies the Workplace

Languages and (elective course) https://www.ed.ac.uk/study

Cultures ing/postgraduate/degrees/i
ndex.php?r=site/view&id=
251?utm_source=findamas
ters&utm_medium=progra
mme&utm_campaign=pg_
institution_profiles&utm_t
erm=&utm_content=listing

*University of MA Technologies in the | https://www.york.ac.uk/stu

York, Department
of Language and
Linguistic Science

Interpreting,
Translation and
Applied
Technologies

Language Services
Industry
(compulsory
module)

Linguistic
Computations: Real
and Acrtificial
Intelligence
(elective course)

dy/postgraduate-
taught/courses/ma-
interpreting-translation-
applied-
technologies/#course-
content

Herriot-Watt
University

MSc in
Translation and
Interpreting

Emphasis on the
use of computer
aided translation
tools (programme’s
objective)

https://www.hw.ac.uk/uk/s
tudy/postgraduate/interpret
ing-translating.htm
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https://www/
https://www/
http://www.drps.ed.ac.uk/23-24/dpt/cxcllc11065.htm
http://www.drps.ed.ac.uk/23-24/dpt/cxcllc11065.htm
https://www.hw.ac.uk/uk/study/postgraduate/interpreting-translating.htm
https://www.hw.ac.uk/uk/study/postgraduate/interpreting-translating.htm
https://www.hw.ac.uk/uk/study/postgraduate/interpreting-translating.htm

MSc in Translation https://www.hw.ac.uk/uk/s

Translating Technology tudy/postgraduate/translati
(compulsory ng.htm
course)
University of MA in Computer Assisted | https://le.ac.uk/modules/20
Leicester, College | Translation Translation Tools 24/ts7033
of Social Sciences, (elective module)
Arts and
Humanities,

School of Arts

The third list comprises MA programme providers from the United States of America.
As in the research in the state-of-the-art in T&I pedagogy in the UK, this body of data
was also elicited from FindAMasters. In this case, the customised search led to a total

of four tertiary education institutions and six MA programmes (Table 9).
Table 9 United States of America

United States of America

Provider Context of Course/Course Useful Links
Provision type
Middlebury Institute = MA in | Translation https://www.middlebury.e
of International | Translation Technology du/institute/academics/deg
Studies at Monterey | and (compulsory ree-programs/translation-
Localisation course) localization-
Management management/curriculum
Advanced
MA in | Translation
Translation Technology
and (compulsory

Interpretation | course)
https://www.middlebury.e

MA in du/institute/academics/deg
Conference ree-programs/translation-
Interpretation interpretation/curriculum
MA in
Translation
New York | MS in | Translation https://www.sps.nyu.edu/h
University, School of | Translation Technologies omepage/academics/maste
Professional Studies | and (compulsory rs-degrees/ms-in-
Interpreting course) translation/curriculum.html
Machine
Translation and
Postediting

(elective course)
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https://le.ac.uk/modules/2024/ts7033
https://le.ac.uk/modules/2024/ts7033
https://www.middlebury.edu/institute/academics/degree-programs/translation-interpretation/curriculum
https://www.middlebury.edu/institute/academics/degree-programs/translation-interpretation/curriculum
https://www.middlebury.edu/institute/academics/degree-programs/translation-interpretation/curriculum
https://www.middlebury.edu/institute/academics/degree-programs/translation-interpretation/curriculum
https://www.sps.nyu.edu/homepage/academics/masters-degrees/ms-in-translation/curriculum.html
https://www.sps.nyu.edu/homepage/academics/masters-degrees/ms-in-translation/curriculum.html
https://www.sps.nyu.edu/homepage/academics/masters-degrees/ms-in-translation/curriculum.html
https://www.sps.nyu.edu/homepage/academics/masters-degrees/ms-in-translation/curriculum.html

La Salle University,
School of Arts and
Sciences

Kent

Arts and Sciences,

Department of
Modern and
Classical Language
Studies

State
University, College of

MA
Translation
and
Interpretation

MA
Translation

in

in

Technology:
Applications
Translation
Interpretation
(compulsory
course)
Terminology
Computer
Applications
Translation
(compulsory
course)

Software
Localisation
(compulsory
course)

in
and

and

https://catalog.lasalle.edu/g
raduate/masters/translation
-interpretation-
ma/#coursestext

https://catalog.kent.edu/col
leges/as/mcls/translation-
ma/#courseworktext

The fourth table (Table 10) is intended to display the state of affairs in Canada; as shown

below, the online research® resulted to only one university in Ottawa, namely the

University of Ottawa. This university offers three MA programmes in T&l

independently. Their curriculum illustrates the need for ensuring technological

competency for future professional translators and interpreters. This fact becomes

especially apparent in the shared seminar-type curriculum content with respect to

translation technology.

Table 10 Canada

Canada
Provider

University of
Ottawa, Faculty of
Arts

Context of
provision
MA in
Translation
Studies

Course/Course type

Computers and

Translation
(seminar)

Machine
Translation
(seminar)

84 Via Find AMasters.com as in the previous cases.

Useful links

https://catalogue.uottawa.c
a/en/graduate/master-arts-
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https://catalogue.uottawa.ca/en/graduate/master-arts-translation-studies/#Coursestext
https://catalogue.uottawa.ca/en/graduate/master-arts-translation-studies/#Coursestext

MA in
Conference

Interpreting

MA in
Translation
Studies and

Concentration

Literary
Translation

Developments in

Translation Studies

Il (seminar)

translation-
studies/#Coursestext

In Asia, the data appearing in Table 11 were collected via parallel research on

FindAMasters and HotcoursesAbroad®, the latter being a website similar to

FindAMasters. As shown in the table below, there are three tertiary education

institutions offering MA programmes in T&lI that exhibit interest in the technological

facet of professional practice.

Table 11 Asia

Context
provision

Provider

MA
Translation

The Chinese
University of Hong
Kong, Department
of Translation

8 https://www.hotcoursesabroad.com/

of

in

Asia

Course/course
type

Computer
Translation
(elective course)

Post-editing  for
Machine
Translation

(elective course)

Useful links

http://traserver.tra.cuhk.

edu.hk/en/pro_student.p
hp?cid=2&id=31
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https://catalogue.uottawa.ca/en/graduate/master-arts-translation-studies/#Coursestext
https://catalogue.uottawa.ca/en/graduate/master-arts-translation-studies/#Coursestext

Nanyang MA in  The programme’s https://www.hotcoursesa
Technological Translation description broad.com/study/course/s
University, College and mentions the ' ingapore/m-translation-
of Humanities, Arts, | Interpretatio | embedding of | and-
and Social Sciences | n “cutting-edge interpretation/57284988/

technologies” program.html

including the area

of machine

translation
University of | MA in | Machine-aided https://www.sharjah.ac.a
Sharja, College of | Translation Translation e/en/academics/Colleges/
Arts Humanities (elective course) ahss/dept/eld/Pages/Mast
and Social Sciences, er-of-Arts-in-
Department of Translation.aspx#desc

Foreign Languages

The last point of focus in this review is T&I training in Australia. After a filtered search
on Hotcourses Abroad, the number of Australian universities providing students the
opportunity to receive training in T&I and, most importantly, gain insights into the
technological component of the current professional profile of translators and

interpreters amounts to five (Table 12).

Table 12 Australia

Australia
The University of MA in Introduction to https://www.newcastle.edu
Newcastle, School of Translation Machine .au/course/LING6801
Humanities, Creative Studies Translation
Industries and Social Evaluation
Sciences (compulsory

course)
The University of MA in Translating with https://my.ug.edu.au/progr
Queensland, Faculty of | Translation Digital Tools ams-
Humanities and Social | and (compulsory courses/course.html?cours
Sciences, Languages Interpreting | course) e_code=TRIN7240
and Cultures School
Macquarie University, | MA in Technology for https://coursehandbook.mq
Faculty of Arts, Translation Translating and .edu.au/2024/units/TRANS8
Department of Media, | and Interpreting (core 071
Communications, Interpreting | course)
Creative Arts, Studies
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https://www.newcastle.edu.au/course/LING6801
https://www.newcastle.edu.au/course/LING6801
https://my.uq.edu.au/programs-courses/course.html?course_code=TRIN7240
https://my.uq.edu.au/programs-courses/course.html?course_code=TRIN7240
https://my.uq.edu.au/programs-courses/course.html?course_code=TRIN7240
https://my.uq.edu.au/programs-courses/course.html?course_code=TRIN7240
https://coursehandbook.mq.edu.au/2024/units/TRAN8071
https://coursehandbook.mq.edu.au/2024/units/TRAN8071
https://coursehandbook.mq.edu.au/2024/units/TRAN8071

Language, and

Literature MA in

Translation

and

Interpreting

Studies

(Advanced)

MA in

Conference

Interpreting
The University of MA of Translation https://study.unimelb.edu.a
Melbourne, Graduate | Translation Technologies u/find/courses/graduate/ma
School of Humanities | and (elective course) ster-of-translation-and-
and Social Sciences Interpreting interpreting/what-will-i-

study/

Western Sydney Master of Translation https://hbook.westernsydne
University, School of | Interpreting | Technologies (not | y.edu.au/subject-
Humanities and and specified) details/lang7036/#text

Communication Arts Translation

4.4.2 The Case of Greece

In the Greek university-level educational environment, translator and interpreter
training relies mainly on three universities, namely the lonian University (henceforth,
IU), the Aristotle University of Thessaloniki (henceforth, AUTH), and the National and
Kapodistrian University of Athens (henceforth, NKUA).

In this subsection, the focus is on studying the content of T&lI tertiary education from
the point of view of technology, to examine AI’s integration. As shown in Table 13, the
first university in the list is 1U; the case of 1U, being the only Greek university with a
pure T&I philosophy and orientation of studies, is examined both at the level of
undergraduate and postgraduate studies. IU’s undergraduate studies, especially its
translation and interpreting programme, offer a compulsory course titled “Translation
Technology” that introduces students to core T&I technology. The course focuses on
CATI tools such as Trados, and Memsource, and MT with NMT being at the heart of
T&I technology. Following the same rationale, IU’s MA programme in “Science of
Translation” offers the compulsory course titled “Translation Tools”. The second
university entry in the Greek list is AUTH; its “Joint Postgraduate Studies Programme

in Conference Interpreting and Translation, Specialisation in Translation-Translation
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Studies” is an EMT member and, as seen in the table below (Table 13), it offers a

bipartite course, i.e., Information Technology | & II. Lastly, T&I education has been

one of the primary concerns of NKUA and its two postgraduate programmes, i.e., MA

in English Language, Linguistics and Translation, Specialisation: Translation Studies

and Interpreting

and Interdepartmental Postgraduate Studies Programme in

Translation: Greek, English, Russian. Both programmes afford students the opportunity

to gain first-hand experience in state-of-the-art technology of today’s translation

industry as part of the compulsory course titled “Practicum-Translation Technologies.

Table 13 Greece

Provider

lonian
University,
Department of
Foreign
Languages

lonian
University,
Department of
Foreign
Languages

Aristotle
University of
Thessaloniki

National and
Kapodistrian
University of
Athens-
Department of
English
Language and
Literature

Context of
provision
Undergraduate
Studies,
Translation and
Interpreting
Programme

Postgraduate
Studies
Programme”
Science of
Translation”

Joint Postgraduate
Studies
Programme in
“Conference
Interpreting
Translation”,
Specialisation in
Translation-
Translation
Studies

and

MA in English
Language,
Linguistics and
Translation,
Specialisation:
Translation
Studies and
Interpreting

Greece

Course & Course

Type
Translation
Technology
(compulsory
course)

Translation Tools
(compulsory
course)

Information
Technology |
(Electronic
Translation Tools)
& Information
Technology i
(Electronic Tools-
Post-Editing of
Machine
Translation)

(compulsory series

of one course)
Practicum-
Translation
technologies
(compulsory
course)

Useful Links

https://dflti.ionio.gr/en/under
graduate-studies/courses/yk-
5001/

https://dflti.ionio.gr/sot/en/d
escription/programme/

https://gp.enl.auth.gr/en/mas
ters/ma-in-conference-
interpreting-and-
translation/#

http://en-
old.enl.uoa.gr/postgraduatest

udies/ma-
programmes/english-
language-linguistics-and-
translation.html
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https://dflti.ionio.gr/sot/en/description/programme/
https://dflti.ionio.gr/sot/en/description/programme/
https://gp.enl.auth.gr/en/masters/ma-in-conference-interpreting-and-translation/
https://gp.enl.auth.gr/en/masters/ma-in-conference-interpreting-and-translation/
https://gp.enl.auth.gr/en/masters/ma-in-conference-interpreting-and-translation/
https://gp.enl.auth.gr/en/masters/ma-in-conference-interpreting-and-translation/
http://en-old.enl.uoa.gr/postgraduatestudies/ma-programmes/english-language-linguistics-and-translation.html
http://en-old.enl.uoa.gr/postgraduatestudies/ma-programmes/english-language-linguistics-and-translation.html
http://en-old.enl.uoa.gr/postgraduatestudies/ma-programmes/english-language-linguistics-and-translation.html
http://en-old.enl.uoa.gr/postgraduatestudies/ma-programmes/english-language-linguistics-and-translation.html
http://en-old.enl.uoa.gr/postgraduatestudies/ma-programmes/english-language-linguistics-and-translation.html
http://en-old.enl.uoa.gr/postgraduatestudies/ma-programmes/english-language-linguistics-and-translation.html

Interdepartmental

Postgraduate

Studies

Programme in

Translation:

Greek, English,

Russian https://translate.enl.uoa.gr/

4.4.3 Examining the content of T&I curricula

The results of the review serve as a basis for furthering the discussion towards an in-
depth analysis of the curriculum’s content. In such a context, the very first assumption
one should be able make, is that T&I training systems’ regulatory authorities have
perceived the vitality of technological incorporation. Departing from that assumption,
it is interesting to look closer at the specific tools that constitute the core technology in
the courses, modules and seminars outlined above. To this end, | embarked on
investigating the specifications offered at the courses’ description, which revealed
significant information about translation technology preferences in the context of
tertiary education addressing future translators and interpreters. Figure 15 situates the
said data into a statistical representation to facilitate the analysis of the T&I educational

curriculum’s content in 42 universities across the globe, including Greece.

Figure 15 T&I Technology preferences at university level translator and interpreter

training

T&Il Technology

B SDL Trados
Memsource
Wordfast
MemoQ

B OmegaT
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As shown in the graph above, the most frequently incorporated translation tool is found
to be SDL Trados® (39%) followed by Memsource®” (26%), Wordfast® (13%),
MemoQ® (13%), and OmegaT*® (9%). Other tools identified in the sample include
Phrase®!, KantanMT®2, Google Translate®, DeepL®, ChatGPT®, Lionbridge
translation workspace®®, Sketchengine ®7, Alchemy Catalyst®®, WinCaps®®, Zoodubs'®,
Déja Vul®, All these tools are part of a diverse body of tools devised to assist translation
and interpreting procedures regardless of the medium of practice. Simultaneously, the
plurality of tools and technology implementation displayed in this data corpus offer
insights into and illustrate the multitude of technologies applied in the field(s) of T&lI
(Table 14).

Table 14 T&I Technology identified in the review

Facets of T&I Technology
Machine-Translation (Statistical Machine Translation, Rule-based Machine
Translation, Hybrid Machine Translation, Neural Machine Translation)
Large Language Models
GPT systems
Cloud-based Translation Memory systems
Natural Language Processing
Computer-assisted Translation
Voice recognition systems
Generative Al

8 https://www.trados.com/

87 https://phrase.com/ (Memsource acquired Phrase in 2021)

88 https://www.wordfast.com/

8 https://www.memogq.com/

90 https://omegat.org/

9 https://phrase.com/

92 https://www.kantanai.io/

9 https:/translate.google.com/

9 https://www.deepl.com/translator

9 https://openai.com/chatgpt

9% https:/translate.translationworkspace.com/auth/saml?0=P

97 https://www.sketchengine.eu/

% https://www.alchemysoftware.com/products/alchemy_catalyst.html
9 https://broadstream.com/products/wincaps/wincaps-q4-standard/
100 https://www.zoodigital.com/technology/zoodubs/

101 https://atril.com/
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https://phrase.com/
https://www.kantanai.io/
https://translate.google.com/
https://www.deepl.com/translator
https://openai.com/chatgpt
https://translate.translationworkspace.com/auth/saml?o=P
https://www.sketchengine.eu/
https://www.alchemysoftware.com/products/alchemy_catalyst.html
https://broadstream.com/products/wincaps/wincaps-q4-standard/
https://www.zoodigital.com/technology/zoodubs/
https://atril.com/

Crowdsourcing

Translation Memory systems

Terminology Extraction

Interpreter-based and automated technology
Terminology Banks

Translator Workstations

Localisation Software

Language Corpora

Online Dictionaries

Another, equally important, observation relates to the increased popularisation of MT
in T&I training curricula; a thorough study of the curricula specifications with respect
to their ability to embed T&I technology showcases that MT occupies the core of
prospective translator and interpreter’s training. These observations raise reasonable
questions and stimulate a wide-ranging discussion as to where T&I technology stands
in the times of AI’s proliferation in the T&I industry. The most crucial question one
should be asking is whether there are fine lines between Al-based T&I tools and
conventional CATI technologies, since Al has become a buzzword in Language Service
Provision, among several other domains of human activity. Or else, is everything Al or

not?

It has been already argued®? that we cannot propose a single, sufficient definition of
Al, and consequently, elicit a yes-or-no answer to this question stated above. What we
can do, instead, is to maintain that translation tools in their current form feature Al-
inspired functionalities to a greater or lesser extent. The need to adopt this attitude
emerges from the urgency to implement reforms in the way future professionals are to
be qualified in terms of T&I technological competence. To that effect, one should
mention that SDL Trados latest update involves an array of Al-inspired potentialities,
including Trados Copilot, Linguistic Al, Smart Help, Generative Translation and LLM,
Smart Review, Language Weaver, LLM integration,

102 See chapter 4.1.

103 For more details on the features, visit https://www.trados.com/blog/elevate-efficiency-with-ai-
enabled-features-in-trados-studio-2022-service-release-2/
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Speaking strictly about Al-centered education for translators and interpreters, the
universities’ sample shows that 11.9 % (i.e., 5 out of 42) of the universities have a direct

Al orientation in their MA programme’s curriculum (Table 15).

Table 15 Universities offering Al -oriented T&l training

Dublin City University, Ireland Artificial Intelligence, Info & Info
Seeking (elective module)
University of Edinburgh, Scotland, | Technology and Translation in the

UK Workplace (elective course)
Jagiellonian  University, Krakow, MA seminar 1 (Computer-Assisted
Polland Translation (CAT), Machine Translation

(MT) and Al, as well as contemporary
translator education, including translator
competence and methods in Translation

Pedagogy)
University of York, North Yorkshire, | Linguistic Computations: Real and
UK Avrtificial Intelligence (elective course)

lonian University, Department of Translation Technology (compulsory
Foreign Languages course), Translation Tools (compulsory
course)

As illustrated in the table above, Dublin City University offers an elective module in
Al and information seeking in the context of its MSc programme in Translation
Technology. Although the programme’s official website does not offer a detailed
description of the module!®®, the understanding that Al is a relevant topic in the
translation technology spectrum is evidence of the growing interest, within T&I
Studies, to adapt to the new dynamics that Al has brought about in the Language
Service Industry. Another example of the synergy between Al and T&lI is the University
of Edinburgh; its MSc in Translation Studies provides students with the opportunity to
select the “Technology and Translation in the Workplace” course, which is an attempt
to offer a holistic overview of the available translation technologies. The added value
of this course is its emphasis on Al-driven translation technology, e.g., ChatGPT,

104 See Table 7 for useful links.
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generative Al , as well as on the legal and ethical considerations as to implementing Al

in T&I% The third instance, Jagiellonian University'%®

, Is a particularly interesting one
as it combines core aspects of current T&I pedagogy; as part of its MA programme in
Translation Studies, it delivers a seminar dealing with Al-centered translation
technology, translator competence, and training methods. The MA in Interpreting at
University of York offers a module titled “Translation and Applied Technologies”,
which aims at facilitating students’ understanding of the workings of computational
linguistics and cognition while touching upon the ethical and socioeconomic challenges
of Al 1% Finally, the Ionian University’s translation technology-focused courses 1%

allow students to become familiar with a state-of-the art technology around Al features.

From a statistical point of view, the percentage of the universities that have integrated
Al as a specific area of study within their T&I curriculum is low. However, the very
fact of AI’s presence into the curriculum (either in the form of a distinct module or via
Al-inspired features in T&I technology) could be possibly perceived as a positive sign

towards reforming translator and interpreter training.

It is also purposeful to consider the ethico-legal undertones of this reality. In essence,
we could look at academic integrity as forming an intersection with the ethical, legal,
and deontological agenda of considerations in the field of Al. Such an approach has
been already introduced in the literature (e.g., Kumar, Eaton, Mindzak, and Morisson
2023), showing that higher education has been concerned about the impact of the
convergence between Al and academic integrity. Academic integrity lies upon a value-
centered framework; the International Centre for Academic Integrity’s (henceforth
ICAI) delineates academic integrity as “a commitment to six fundamental values:
honesty, trust, fairness, respect, responsibility, and courage” (ICA12021: 4). The values
mentioned in ICAI’s definition of academic integrity bear close resemblance with the

core ethical principles that need to be in effect to ensure trustworthy Al utilisation%®,

105 See Table 7 for useful links.
106 See Table 7 for useful links.
107 See Table 8 for useful links.
108 See Table 13 for useful links.
109 See: High-Level Expert Group on Artificial Intelligence. 2019. Ethics Guidelines for Trustworthy Al
Brussels: European Commission and section 2.3.
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This type of principle agreement is another proof of the convergence existing between
general and specialised*'°Al frameworks in an array of sectors of human activity*!!.
That being said, it becomes obvious that the process of breathing Al ethics into the
principles’ agenda of academic integrity will only be successful when a unified ethical,

legal and deontological set of guidelines will come to life.

110 Frameworks targeting at specific domains, e.g., Al in medicine, Al in education.
111 See section 2.3 for a detailed analysis.
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Chapter 5

Analysis

The design of our research follows the MMA. As mentioned in the chapter on
Methodology*'?, the MMA type is used for the purposes of our work is the ED. By
default, ED necessitates a hybrid type of data (or data collection methodology), i.c., a
combination of both quantitative and qualitative, one of which is the guiding approach
whilst the other serves as a supportive source of data. In our case, the leading
component is the quantitative type to which the qualitative component is embedded to
facilitate the stages of data collection, analysis, and interpretation of findings.
Quantitative data are collected via closed-ended questions, whereas qualitative data are

gathered by using open-ended and contingency questions.

Regarding the procedural aspect of the research, we utilised a tripartite set of web-based
surveys. Specifically, we designed three questionnaires to address the three different
cohorts of our study, namely T&I professionals, educators, and students. Our research
aims to study whether and to what extent Al has been integrated into the T&I market,
professional life, and education of future translators and interpreters by gathering
information about the knowledge and attitudes of the population to which the study
applies. To this end, each questionnaire was tailored to the knowledge of the group of
participants to whom they were intended. Tailoring as well as careful sample selection
are central to ensuring that the respondents can answer the questions (Kitchenham and
Pfleeger 2008). Another feature of our questionnaire design is anonymity, which is key
to minimise the possibility of gathering data of poor or lower validity and/or accuracy
(Adams and Cox 2008). In doing so, we are also aware of a serious shortcoming that
anonymity may bring about in relation to the quality of our findings, i.e., limited

richness and adequacy of data (Murdoch ef al. 2014).

112 See chapter 3.
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Since our ED is characterised by the prevalence of quantitative data, the data analysis
stage is informed by the process of quantitising. Quantitising is a data transformation
strategy in which qualitative data are converted to and thus, interpreted as quantitative,
i.e., they are numerically and statistically represented (Teddlie and Tashakkori 2009,
see also Caracelli and Greene 1993). We deployed this strategy for two reasons: (1) to
compensate for inherent limitations of open-ended and closed-ended questions*® and
(2) to simplify the process of interpretation and pattern recognition in our qualitative

data (Miles & Huberman 1994, Ryan & Bernard 2000, Sandelowski 2001).

The following subsections are concerned with the analysis of the data from our
questionnaire. The analysis is organized in two levels; the first involves the analysis of
each questionnaire separately to help us explore, de-code and interpret each cohorts’
views on the synergy between Al and T&I. The second level focuses on examining at
the macro-level the findings from all three questionnaires to identify commonalities
and/or deviations among the data. Demographic questions, although integral to all three
questionnaires, are not included in the question total for each survey to facilitate the

statistical representation of both question type distribution and (in)valid answers.

5.1 Surveying T&I Professionals

5.1.1 Profiling the Professionals

The questionnaire addresses professional translators and interpreters (Appendix I)
offering their services within the T&I industry. It consists of 17 questions of closed-

ended (9), open-ended (1), and contingency (7) type (Figure 16).

Figure 16 Question type allocation in professionals’ survey

113 See chapter 3.
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contingency
questions

open-ended
questions

The participation rate is significantly low since the total number of answers amounts to
4. The demographic data for this group of respondents are collected through a set of 9
questions to assist us in the process of profiling our sample. The findings show that the

participants are primarily males (75%) (Figure 17).

Figure 17 Gender identification of participants
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With regard to their professional identity, 50% of them are “community/public service
interpreters specialising in medical/healthcare interpreting”, with the remaining
responddents (50%) self-identifying as “cultural mediator with (some) professional

experience in medical/healthcare interpreting” (Figure 18).
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Figure 18 Professional identity
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Questions 3 and 4 concern the respondents’ workplace and their employment
relationship, respectively. Based on the responses, at least 75% of the professionals

work at reception camps, in addition to working in other places (Figure 19).

Figure 19 Workplace
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Concerning their employment relationship, the preponderance of participants (75%)
provides their services within the context of a permanent employment contract, whilst

25% are self-employed (Figure 20).

Figure 20 Employment relationship
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The following three questions (5, 6, 7) emphasise the cohort’s educational background,
i.e., whether they have received formal education in their field of specialisation and
place of studies. The data reveal that 25% of the participants have received formal
education in the field of their specialisation, whereas 25% attended seminars and 50%

gained specialisation whilst working as professionals in the T&I industry (Figure 21).

Figure 21 Participants’ formal education
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When asked about the place of their undergraduate studies, our data suggests that the
majority (75%) has studied abroad (Figure 22a). Additionally, when asked whether they
have studied (regardless of the level of studies) or received training abroad, the data

show that all of the participants provided a positive answer (Figure 22b).

Figure 22a Undergraduate studies in Greece
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Figure 22b Studies abroad
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When asked to specify the place of studies or training along with the level and field of

studies (Question 8), we received the following answers (Table 16):

Table 16 Information about the respondents’ studies

Level of studies Field of studies Place of studies
Undergraduate studies Mathematics Turkey
Undergraduate studies Not specified Egypt

Not specified Theology and Philology Iraqi Kurdistan
Secondary education Child Psychology Iran

Lastly, the sample profiling phase concluded with Question 9 regarding the years of
professional experience with specialisation in medical/ healthcare T&I. As shown in
Figure 23 below, the participants have zero professional experience in

medical/healthcare translation and cultural mediation respectively, 1-5 years in
medical/healthcare translation and community interpreting, 5-10 years in all three lines
of profession (i.e., community interpreting, translation, cultural mediation), and 10-15

years in cultural mediation.
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Figure 23 Years of professional experience
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5.1.2 Familiarisation with Al

In Question 10, the participants were asked to evaluate their familiarity with AI’s
potentialities (Figure 24). Half of the respondents (50%) responded negatively, while

the remaining percentage answered ‘Yes’( 25%) and ‘Somehow’ (5%).

Figure 24 Familiarity with Al
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Question 11 addresses the respondents who provided a negative answer to Question 10
(25%). Respondents were asked to explain their choice. In numerical representation,
the answers provided in this question are two and mention: (1) lack of knowledge on

how to use Al and explore its potential (2) lack of knowledge of the very nature of Al

5.1.3 Al literacy

Question 12 sets out to measure the cohort’s degree of literacy in Al-inspired
technology based on a scale from 1 to 5 (Likert Scale) (Figure 25). The data suggest

that 50% consider themselves as being relatively Al-iliterate whereas 50% are close to
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highly Al-literate. This percentage is statistically insignificant given that only 2 out of

the 4 respondents answered the question since it was not a mandatory one.

Figure 25 Al literacy

Molo Bewpeite OTL eival To eninedo ypappatiopoL cac otnvy TN oTov TOHEA TNG HETAPPACNG Kal
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In Question 13, the participants assess the ability to consult and/or use Al tools before,
during, and/or after the translation and/or interpreting task they have been assigned.
The information we gathered from this question reveals that 50% of the professionals,
who answered this question (i.e., only 2), avoid Al tools in all three stages of task
performance, whereas the rest has occasionally recourse to the Al-inspired tools.

(Figure 26).

Figure 26 Use of Al tools
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Question 14 addresses the respondents who answered ‘Yes’ or ‘Sometimes’ in the
previous question. They are asked to choose among several functions that are available
in Al tools. We observe that we received only one answer, according to which (1) term
extraction and management, (2) speech-to-text conversion and (3) text-to-speech
conversion are the most commonly preferred functions (Figure 27). It is worth noting

that low participation is one of the shortcomings of non-mandatory questions, as in this
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case, which renders results statistically insignificant, hence difficult to assess as such

or in relation to other topic-related questions.

Figure 27 Preferred functions in Al tools
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Question 15 addresses only those who provided a negative answer to Question 13 and
asks for an explanation was to whether recourse to Al tools is not a option (voluntary
or involuntary). In this case, the only explanation provided by the respondent was that

‘there was no need for using Al tools up until now’.

5.14 Alin T&I

Question 16 examines how professionals assess Al integration in the context of medical
T&I service provision on a scale from 1 to 5. This question yielded one answer (3/5),

namely that there is a limited integration of Al in the said filed (Figure 28).

Figure 28 Al integration in medical T&I service provision
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5.1.5 Al and quality of services

Question 17 aims at gathering information about how the respondents assess Al’s
influence on the quality of their services. Only one respondent answered this question.
The participant was of the opinion that Al integration negatively impacts the quality of
interpreting services. This is further justified in (Figure 29) where the respondent
claimed that because Al tools are currently of poor quality, they can contribute in

decreased provision of interpreting services on the job.

Figure 29 Quality of services and Al
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Question 19 is interested in gaining insight into the respondents’ views about Al’s
effectiveness when working into Greek compared to the rest of their working languages.
One respondent assessed Al’s effectiveness as standing at 4 on a scale from 1 to 5

(Figure 30)
Figure 30 AI’s effectiveness
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5.1.6 Access to Al

Question 20 asks the respondents if they have access to or can afford Al tools. Again,
only one response was submitted (Figure31) stating that the said participant does not

have access to Al-inspired tools.

Figure 32 Access to Al tools.
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Question 22 aimed at collecting data as to whether the respondents were willing to
invest in Al technology (if it was affordable) to increase their productivity,
effectiveness, and quality of services. Once again, only one response was given, i..e,
and would state a participants willingness to explore such a venue (‘yes’ answer)

(Figure 33).

Figure 33 Attitudes towards buying Al tools
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5.1.7 Al and Humans

Question 24 targeted the repondents views on whether Al will replace the human
medical translator/interpreter and other types of language service providers in the
medical/healthcare domain (Figure 34). As shown below, 66.7% of the responses are ‘I

don’t know/can’t predict’ while 33.3% (1) is ‘Yes’.

Figure 34 Al vs. Humans from the point of view of professionals
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5.1.8 Ethical considerations about AI-medical T&I synergy

Question 26 (an open-ended question) invited participants to share their views as to
whether legal and ethical prerequisites should be enforced to achieve harmonised
integration of Al in the field of medical T&I. There have been three answers: 1) ‘I don’t
know’, 2) ‘I don’t have an opinion’ and 3) ‘Yes, because it is important to ensure
confidentiality in medical/healthcare-pertinent issues. Therefore, access to sensitive

content (i.e., translation data) should be legally and ethically outlined.

5.2 Surveying T&I Educators

5.2.1 Profiling the Educators and Trainers

This questionnaire consists of 13 questions, i.e., 8 closed-ended, 3 open-ended, and 2
contingency questions (Appendix II), and addresses T&I educators and trainers in
Greece. The total number of responses received was 10. At the sample profiling section,

we were interested in identifying the gender of the respondents. As illustrated in Figure
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35, the majority of respondents (70%) are females, 20% identify as males and 10% do

not wish to answer the question.

Figure 35 Gender of the survey sample

Mwg npocdlopifeate Pe BAon To PLAG;
10 anavTtAoelg

@ AvBpac
@ Tuvaika
Agv emBUPW va amaviiow

5.22A41in T&I

In Question 2, asked participants to express their position as to whether they are in
favour of or against Al integration in the practice of T&I, and thus in T&I education
and pedagogy (Figure 36). The data show that 90% of the participants hold a positive
view on Al integration in the T&I fields mentioned.

Figure 36 Al in T&I pedagogy
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5.2.3 Familiarisation with Al (Educators)

Question 3 is intended to measure participants’ familiarity with AI’s potentialities in
T&I education. The answers to this question are coded as follows: 1) 60% responded

“To some extent’, 2) 20% responded ‘Yes’, and 3) 20% responded ‘No’ (Figure 37).
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Figure 37 Al potentiality in T&I pedagogy
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5.2.4 Use of Al technology

Question 4 explores the use of Al-powered technology by educators in the context of
the T&I courses they deliver. The response rate to this question is estimated at 80% and

indicates that 62.5% of the educators do not utilise Al technology (Figure 38).

Figure 38 Al technology and educators
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5.2.5 Views on Al integration in the curriculum of T&l education in Greece

Question 5 was created to gauge the respondents’ understanding of the presence of Al
in the T&I education and training using a Likert scale from 1 to 5. The question was
answered all the respondents and the data suggest the following: 50% believe that Al
integration has only been achieved partly (3), 30% believe that Al is barely integrated
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in the T&I curriculum (option 2 on the 1-5 scale) (i.e., hardly), whereas 20% of them
believe that Al is ‘not at all’ integrated (Figure 39).

Figure 39 Al in T&I education
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Question 6 aimed at gathering information as to the educators’ thoughts on the
advantages and disadvantages found in a Al-inspired T&I training context. From the 9

responses received, we found the following (Table 17a, 17b):

Table 17a Advantages of Al integration

keeping up with the speed of task completion | assistance in ensuring
current state of affairs in | (37.5%) quality of services
the profession (37.5%) (12.5%)

Table 17b Disadvantages of Al integration

(over)relying lack of agility on | privacy and institutional
uncritically to AI | the part of Al confidentiality contraints
(75%) users (50%) issues (12.5%) (12.5%)

Question 7 set out to thematise the main constraints in the process of embedding Al
technology in the T&I curriculum. To this end, we provided respondents with a set of
what we considered as possible impediments based on the corresponding literature and
field experience. The data yielded are illustrated in Figure 40. The most popular answer
would associate the absence of Al in T&I curricula with the lack of sufficient
infrastructure to support Al-inspired technology integration (80%). Other reasons
included technological literacy of both students and educators (60% respectively),
curriculum design and overall orientation (40%), constant tool updating (40%),

institutional constraints (40%), cost of Al tools (60%), and legal issues (40%).
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Figure 40 Hindrances in Al integration into T&I education

Katd tn yvwn cag, mnola eivat ta Bacikd edmodia mtouv Suoyepaivouv Tnv opdr) evoWHATWON TNG
TN cta npoypdappata ornoudwyv petappaocnc kal/r diepunveiag;
10 anavthoeLg

6 (60%)
6 (60%)

QO TEXVOAOYIKOS YPAUHATIONOCT. ..

O TEXVOAOYIKAG YPauUATNauadg T. ..
KatahANAES UTTOBOPES (EPYAOT. . . 8 (80%)

4 (40%)

To mTpdypappua aTToudv, N PIA...

H Siapkrigc eEEAIEN Twy epYTAE]. .. 4 (40%)

Epmadia oe eTriTebo BeCHIKS 4 (40%)
To KOATOG TWV EPYAAEIWV 6 (60%)

4 (40%)

Ta vouiké ZNTAPATA TTOU EYEIPEL.. .

5.2.6 Al in T&I education

Question 9 offered participants the opportunity to suggest ways to smooth Al
integration in T&I education and training. Out of a total of 7 responses, it became
obvious that further training is considered on of the key factors in paving he way for Al
integration in T&I education and training following by seminars and allowing free

access to such tools. See Table 18 below:

Table 18 Ways to facilitate Al embedding in T&I education

seminars (28.5%) | more training (42.8%) free access (14.28%)

5.2.7 Al's added value

Question 10 collected information concerning the cohort’s opinion about the added
value that Al can bring to future professionals (i.e., current students of T&I). As shown
in Figure 41, 90% of the respondents perceived Al as an integral component that shapes
the ‘new’ technology-infused professional identity of translators and interpreters; 80%
acknowledged AI’s contribution to enhanced quality of service, whereas 60% believed

in the broad scope of AI’s in the field of training and education.
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Figure 41 AI’s added value
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5.2.8 Al and the Man-translator/interpreter

Question 11’s goal was to examine how educators and trainers perceive the possibility
of an Al-inspired T&I curriculum in relation to its impact on professional translators
and interpreters’ deskilling and role as service providers. The respondents seemed to
believe that Al ‘maybe’ be to blame for deskilling and devaluation of the
translator’s/interpreter’s role downgrade (80%), whilst 20% of the respondents
associated Al had a more positive outlook on the relationship between technology and

professional status. (Figure 42)

Figure 42 Al and deskilling of professionals
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5.2.9 Al, Ethics and Deontology

Question 13 referred to the participants’ opinions as to the ethical and legal prerequisites

for proper Al integration in T&I education and pedagogy. The data indicate that all 10
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respondents prioritised safety and cyber security (100%), data protection (90%) and
transparency (80%) (Figure 43).

Figure 43 Ethical and legal requirements for Al-infused T&I education
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5.3 Surveying T&I Students

5.3.1 Profiling the Students

The questionnaire focused on exploring the attitudes of students of translation and/or
interpreting in Greece concerning Al and its use in the field of T&I (Appendix III). To
that effect, we designed a total of 16 questions, 7 closed-ended, 8 contingency
questions, and 1 open-ended question. Concerning the number of responses, 12 students

answered our questionnaire.

First, we are interested in profiling our respondents. To this end, Question 1 provided
information about their gender (Figure 44); specifically, we observed that all

participants identified themselves as females.

Figure 44 Gender identification
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Questions 2, 3 and 4 were focusing on the respondents educational background and
helped us gain insight into the level and specialisation of participants’ T&I studies as
well as the educational institutions where they study. In Question 2 students stated their
level of studies (Figure 45); The data showed that 58.3% were postgraduate students

and 41.7% were undergraduate students.

Figure 45 Level of studies

Moto sivatl To eninedo onouvdwyv oou;
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Question 3 aimed at gathering related to the translation or interpreting course(s)
respondents might have taken throughout the course of their studies. The answers to
this question featured homogeneity, as all respondents claimed having taken translation

and/interpreting courses (Figure 46).

Figure 46 T&I course(s) attendance

‘Exelc mapakoAoudroel/mapakoAouBeic autr TV nepiodo padnua i pabnpata HETAPpAcng Kaw/n
dleppnveiag oto mMAaiolo Twv oToLdWY Gov;
12 anavtioelg
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Lastly, Question 4 provided participants, who responded positively to Question 2, with
the opportunity to share specific information about their T&I courses. The findings are

summarized in the tables below (Figure 47a, 47b and Table 19).

Figure 47a Institutions

Figure 47b Level of studies

LEVEL OF STUDIES

Postgraduate

Table 19 Programme of Studies (per title)

Title & Place Percentage
MA Programme ‘Translation and 33.3%
Interpreting Studies’, NKUA

MA Programme ‘Translation and 50%
Interpreting Studies: English, Greek,

Russian’, NKUA

(level not specified)Foreign 8.3%

Languages, Translation and
Interpreting, specialisation in
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interpreting in two directions, i.e.,
English-Greek and German-English

(level not specified) Consecutive and 8.3%
simultanous interpreting in the
English-French direction

5.3.2 Al and You
Question 5 asks respondents about whether they are aware of what is AL. As shown in

Figure 48, 91.7% of the respondents are aware of what Al is.

Figure 48 Concept awareness
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12 anavinoelg

@ Na
® Oy
Aegv gipan oiyoup@

Question 6 encouraged students, who answered positively to the previous question, to
provide their own definitions of Al, the purpose of this question being to gauge their
understanding of what Al is. From a total of 12 responses collected, the results are the
following: 75% of respondents see Al as a stimulation of the human brain and its
capacity to process information, 2) 8.3% define Al as a technology-informed
programme that performs tasks quickly, 3) 16.6% provide irrelevant answers (i.e.,

advantages of utilising Al-powered technology in T&I).

Question 7 reformulates Question 6, this time focusing on the synergy between Al and
medical T&I. The responses collected showed that 50% of the students are not aware

of any such synergy, compared to 8.3% who are and 41.7% who are in doubt (not sure)

(Figure 49).

115



Figure 49 Al in medical T&I
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Question 8 addressed those who provided either a “Yes’ or ‘I’m not sure’ answer and
asked them to interpret how they perceive the relationship between medical-oriented
Al and T&I. According to the data, the responses are divided into two categories as to

how Al interacts with the medical T&I domain (Figure 50).

Figure 50 Students’ views about Al in medical T&I

Term extraction, mediating agent
Translation in doctor-
memory, text patient
synthesis encounter

Al in
medical
T&l

Question 9 examined the degree of students’ familiarisation with using Al technology
in T&I. The analysis indicates 41.7% of positive responses, against 33.3% of ‘I am not

sure’ and 25% negative responses (Figure 51).
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Figure 51 Students’s familiarity with the AI-T&I synergy
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This section ends with Question 10 which addresses those who provided positive or ‘I
am not sure’ responses. The respondents were asked to give examples in support of their
previous answers (Figure 52). As showcased in the figure below, most answers mention
ChatGPT (28%) and Al-powered translation technology (27%). However, it is
important to mention that the responses involve mainly examples focusing on the
practice of translation; interpreting-related examples were rarely found in the data.
Specifically, only one respondent refers to the use of ChatpGPT for obtaining

information pertaining to interpreting tasks (namely Refugee Reception Centers).
Figure 52 Students’examples

Post-editing
8%

Refugee reception i

ChatGPT
23%

Parallel corpora
8%

Phrase
7%

Al-powered
translation
technology
23%

Term extraction
8%

Wordfast
7%

Google
Translate
8%
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5.3.3 Working with Al

Question 11 set out to gather data concerning whether students use or have been
introduced to Al tools in the context of their T&I studies. It constitutes the core of a
series of subsequent questions producing a cascading effect in data collection. The data
illustrated in Figure 53 show that 41.7% of the respondents provided a ‘Yes’ answer,
33.3% opted for a ‘No’ answer and 25% were not sure that the tool they were introduced

to fell under the Al-powered category.

Figure 53 Al in the classroom

‘EXELC XpnolyoTolnoel oTe epyaAeia TN 1) oo £xouv deifel TETold epyaleia TN o Kdmolo amnod ta
pabnpata petdagppacnc ) dlepunveiag mou £XELG TTAPUKOAOLBNOEL WE TWPC;
12 anavtnoelg
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Question 12 encouraged the participants who submitted a ’Yes’ answer to give
examples of such tool(s). Only 5 out of the 12 students answer this question and their
answers: mostly identify the following tools: Phrase (37%) and Wordfast (27%) (Figure
54).

Figure 54 Naming Al tools

Al tools

Phrase Wordfast mMemsource ®Trados mDeepL mGoogle Translate
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Question 13 asked the same cohort to assess their experience whilst making use of the
Al tools they indicated in Question 12. The data showed that 40% of the sample
assessed their experience as ‘Very satisfying’, another 40% believed that their
experience was simply ‘Satisfying’, whereas the remaining 20% thought of their

experience as being practically a ‘Waste of time and money’ (Figure 55).

Figure 55 Experience with Al
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Question 14 allowed for further elaboration on the previous one. The collected data
showed that three respondents (60%) considered that Al tools do not always ensure
high-quality output. One of them mentioned that the tools they have used lack
pragmatic, stylistic and contexual knowledge. On the contrary, the remaining 40%
recognised Al’s contribution during a translation task, i.e., the creation of translation

memories, glossaries, and time-saving.

Question 15 addressed the participants who claimed they were ‘not sure that the tool
they used was Al-powered. This question received three answers, from which two were
invalid, while the remaining one echoes the data shown in Question 12. Concerning the
invalid responses, one respondent answered “I am not aware of any tools of this sort”

and the other respondent answered "cat tools” which is a very general response.

5.3.4 Assessing Al

Question 16 helped us discover students’ attitudes toward Al in terms of four variables,
namely functionality, usability, accuracy, and speed [Figure 56). From the total of 12
respondents, 66.6% of the respondents viewed Al tools as being highly functional,
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16.6% graded Al tools’ functionality as ‘Good’, whereas and 8.3% said that Alis
‘Satisfactory’ or ‘Quite disappointing’ respectively. In terms of usability, 50% of the
respondents opted for ‘Very Good’, 25% chose ‘Good’, 16.6% assessed Al’s usability
as being ‘Exceptional’ and the remaining 8.3% found AI’s usability ‘Quite
disappointing’. Regarding accuracy, 41% chose the option ‘Very Good’, 25% opted for
'Good’ and another 25% chose the 'Satisfactory’ option; only 8.3% said that Al was
'Disappointing’. Lastly, the speed of Al technology was found to be ‘Exceptional’ by
66% of the respondents contrary to 16,6% who said it was ‘Good’ and "Very Good’

respectively.

Figure 56 Assessing the Al experience
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a B Ecciperikry M MoAU kaAn Kahf M kavorronmkr] M Apkera amoyonreutkry Il AmoyonteuTikn 12 p
6
4
2
0 |
NeImoupyIKéTNTa EuxpnoTia Akpipeia Tayutnta

5.3.5 AI or Humans

Question 17 was designed so that students would report and reflect on their attitudes
towards utilising Al technology to assist translation or interpreting tasks. The majority
of students (75%) were in favour of incorporating Al technology in their T&I tasks to
ensure higher quality of completion, whilst 25% argue that they it may be too early to
say whether Al could help in this particular context (i.e., “I do not know yet” answer)

(Figure 57).
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Figure 57  Attitudes towards Al  technology during T&I  tasks
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Question 18 addressed participants who provided an ‘In favour’ answer to Question 17.
Specifically, they are asked to explain the reasons that informed their response as to
their opinion regarding incorporating Al tools during task performance. Students’
answers (9 in total) allow us to classify the most frequently appearing reasons in the

data (Table 20):

Table 20 Reasons ‘in favour of” Al

Reason Times of appearance
Assistive/supportive role 4
Efficiency of services 4
Speed of task completion 5

Question 20 was aimed at those who answered by ‘I do not know yet’(in Question 17).
As in Question 18, students were asked to give reasons to support their choice. The
reasons provided by the sample of respondents in (3 in total) are listed in the table below

(Table 21).
Table 21 Reasons ‘I do not know yet’

Reason Times of appearance

1. Concerns regarding the 2
replacement of the human
translator/interpreter by Al

121



2. Not experienced enough to 1
answer this question

Reason 1 is particularly interesting in terms of the way respondents express the ideas
that fall under this category. Respondents base their arguments on the need to reassess

the power of the human brain when comparing it to Al

5.4 Emphasising the ‘bigger picture’

In this section, the analysis emphasizes creating a taxonomy of ‘meanings’. This is
achieved through a holistic examination of the data we collected during the
implementation of the web-based survey across the three different groups of
participants. In this section we will examine the data from a discursive viewpoint,
contrary to the quantitising, statistics-based approach that was used in the previous
sections. Our analysis builds on the framework of discourse tracing and shifts towards
a qualitative, emic approach to data analysis. The aim is to pay close attention to the

outlook of the selected groups of people'

that comprise the survey’s participants as to
Al-assisted T&I. To this end, we are interested in tracing and documenting the
commonalities and/or the deviations in the attitudes and views of the respondents with
respect to the synergy between T&I professional practice and education/training and
Al-inspired technology. The data used in the discourse analysis phase originate from

the contingency and open-ended questions of the survey.

The quantitative data of the survey reveal commonalities rather than deviations in the
respondents’ answers. The commonalities can be classified under two categories, i.e.,
ethical and deontological prerequisites and advantages and disadvantages of Al
Ethical and deontological prerequisites constitute a prevalent thematic pattern in both
the questionnaire design and the research. During the data coding phase that preceded

the statistical analysis of our study, we found that two groups of respondents, namely

114 T&| professionals, educators and students in the field of T&I.
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professionals and educators, maintain a common line of reasoning regarding the ethical
prerequisites that should be enforced to ensure proper Al integration in the T&I
professional practice and education. This observation allows us to create taxonomies of
the shared themes governing their argumentation. Specifically, both groups emphasised
four common prerequisites for successful and trustworthy Al embedding in T&I*: 1)

Data privacy, 2) Confidentiality, 3) Data Protection, and 4) User responsibility.

The second point of convergence concerns attitudes towards Al’s strengths and
weaknesses 6. In this case, a different combination of respondents was involved,
namely educators and students. Both cohorts were asked to evaluate the use of Al-
powered technology in T&I. Their answers reveal a consensus as to the main
advantages and disadvantages of Al-assisted T&I. Regarding the advantages,
educators, and students identify the following facets of Al: 1) speed of task completion,
2) enhanced efficiency of services, 3) Al’s decisive role in the construction of the new
professional identity of translators and interpreters. Finally, the two cohorts share and
express the same concerns about the impact of Al on T&I. Their arguments build on the
‘human vs. AT’ controversy; they stress the need to guard against the substitution of the
human brain by Al as well as the underestimation of human capacity. Discourse-wise,
the analysis showed that there are common thought patterns among the three categories
of T&I (professionals, educators, and students) that corroborate existing work. The
ethics-related data yielded from professionals and educators are consonant with prior
literature focusing on delineating the Al-pertinent ethical imperatives that should be
enforced to facilitate the synergy between T&I and Al technology. Specifically, the
ethical requirements highlighted by these two groups of respondents echo Floridi et. al
(2018) and Gerke et al.'s (2020) statements as to the importance of the concepts of
‘explicability’ that relates to ‘User responsibility’, data protection, privacy and
confidentiality. Furthermore, the data we collected from the educators’ cohort validate
the work of Kenny and Doherty (2014), Massey and Ehrensberger-Dow (2017), Kenny
(2020), Horvath (2022) and Li (2023), who claimed that T&I literature has highlighted

115 See Appendix | (question 26) and Appendix Il (question 14).
116 See Appendix 11 (question 6) and Appendix 111 (question 18).
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the integral role that translation technology ethics should enjoy in T&I pedagogy.
Finally, the discoursal elements regarding students and educators’ attitudes towards the
advantages and disadvantages of the integration of Al in T&I supported previous
studies on the evaluation of the Al efficacy. As shown in the literature review, previous
research findings (e.g., Khanna et al. 2011, Borner et al. 2013, Khoong et al. 2019) have

also highlighted the same strengths and weaknesses.
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Chapter 6

Limitations

Besides its novelty, especially for the Greek tertiary educational world, this study is
subject to a considerable number of limitations. Firstly, the participation and response
rates of the survey are statistically low which makes the generalisation of the findings
impossible. However, the limited sample size is not surprising or unheard of in such
type of research; we were aware of the possibility of having a restricted pool of
respondents since the T&I industry in Greece represents a very small portion of the
Greek service market. Therefore, recruiting large numbers of participants would be
rather impossible. Among the three groups of participants, professionals displayed the

lowest participation rate, as only 4 respondents took part in the survey.

Another aspect to consider is non-responsiveness. Non-responses are critical limiting
factors and, indeed, posed difficulties throughout the analysis phase of our study. One
reason behind the non-responsiveness is perhaps the non-obligatory modeling of some
questions, mainly belonging to the contingency type of questions, in the questionnaires.
In turn, this allowed respondents to avoid providing answers to non-obligatory. Similar
to non-responsiveness, invalid questions, being a shortcoming of the open-ended
question type, distort the interpretability and overall quality of our findings. Although
the questions were tailored to tap the expected background knowledge of the targeted
respondents, we identified invalid and/or irrelevant responses in all three

questionnaires'?’.

Thirdly, the absence of triangulation restricts the credibility and validity of our findings.
As in the case of limited sample size, we were also aware of how our choice of survey

would affect the quality of our analysis. Unfortunately, conducting interviews Such a

117 See Appendix IV.
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triangulation method is time-consuming and the process of organising research

interviews is highly demanding.

Lastly, limitations are observed in our findings concerning the integration of Al in the
training curriculum of tertiary education institutions''®. These refer primarily to the
confined scope of inquiry in relation to the limited sources we consulted. As a result,
the collected data rely solely on research in three web-based resources!'®. Thus, they

cannot be considered fully representative or credible.

118 See Section 4.4.

1191 jst of EMT members 2019-2024, https://www.hotcoursesabroad.com/
https://www.findamasters.com/
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Chapter 7

Conclusion

The present study aimed at exploring Al’s potential in T&I in the medical context and
the ethical implications that underly its integration in the field. To this end, the research
examined AI’s integration on two levels, i.e., professional settings and education and
training in the field of T&I. Both contexts are of primary importance for the facilitation
of the study since they comprise the core of the T&I industry. To explore these settings,
we focused on three groups of agents who interfere directly with T&I, namely
professional translators and interpreters, T&I educators and trainers and students of
T&I. Professional translators and interpreters are witnessing the major technological
breakthrough that Al-inspired technology brings about in their professional reality. The
new Al-influenced state of affairs has reshaped the professional identity of T&I service
providers. As far as they are concerned, educators and trainers play a pivotal role in
realising the reform of the T&I profession, keeping up with the developments in
translation and interpreting technology, and most importantly, preparing student
translators and interpreters for entering the industry. Lastly, student translators and
interpreters are the third group of agents examined in this study. The exploration of their
point of view contributes equally significantly to laying the foundations of proper Al

integration in T&I.

To facilitate the examination of the objectives, the study was based on a combination
of qualitative and quantitative approaches to research organised within an embedded
design for data collection. The research instrument of the study consisted of surveys,
especially web-based questionnaires. The survey addressed three groups of population,
namely professional translators and interpreters, T&I educators and students, with the
aim of observing their attitudes and opinion towards Al-mediated T&I. Besides the
limiting factors of the research, the analysis of the data shows that there are points of
convergence among all groups of respondents. Such points relate mainly to the
participants’ evaluation of AI’s advantages and disadvantages during the performance
of translation and/or interpreting tasks and the emphasis on the ethical, legal, and

deontological prerequisites that should be enforced to ensure ethical use of Al
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Apart from the survey-based data, the study offered insights into the global agenda of
ethics and deontology with regard to both general and field-specialised Al applications.
This data type was collected via a systematic review of the existent literature. The main
goal of this literature review was to create a basis for the composition and/or
amendment of the Greek Al-oriented ethical guidelines and the Greek Code of Ethics
for professional translators and interpreters by placing emphasis on ethically and legally

framing trustworthy Al use.

In this study, the synergy between Al and T&I pedagogy was investigated both through
the web-based surveys and as a distinct field of inquiry. Regarding the latter, we
conducted a world-wide research focusing on representing statistically the degree of Al
integration in tertiary education institutions offering T&I MA programmes. Although
limited in scope, the findings show that only 9.52% of the universities included in our

sample have a direct Al orientation in their MA programme’s curriculum.

Due to the absence of triangulation, our findings cannot be confirmed in terms of
validity and credibility nor can they be generalised. However, the significance of the
present study lies in the multilevel exploration of Al applications in the domain of T&I.
Moreover, it displays a high degree of novelty based on the up-to- date research in the
country. Future research can utilise the insights of this work regarding the ethical
agenda of Al as a basis to inform an in-depth exploration of the ethical, deontological

and legal environment within which Al develops and interacts with T&I.
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Appendix I

Questionnaire (Professionals)

Teyvnty Nonpoovvny (TN) oty latpukn) Metagpacn ko Aeppnveia,
(Emayyelparicg)

[MotdVTog TOV GUVIECHO, GUUUETEXETE OE £pEVVA OXETIKA pe TN BEon mov Katéyetn TN
OTNV 10TPIKN UETAQPOCT) Kol JEPUNVEIR, TOCO GE EMMES0 TMPOKTIKNG OGO Kol O

eminedo exmaidevong.

To epouaToAOYl0 0amoTeELEl HEPOC UETOMTUYIOKNG EPELVNTIKNG OTPIPNg OV
mpaypatonoleiton 6to Metantuyokd Ipoypappo Xmovddv ot Metdopaon kot

Aeppunveia tov Tpunuatog Ayylkng l'Adooag kot @rroroyiag tov EKIIA.

[Ipotov mpoPeite ot cvumAnpworn Tov epoTHUATOAOYioL, Bo Béhape vo cog
dwPePaidoovpe 6Tl dev CLAAEYOVUE TTPOCOTIKE dedopéva katl dev mpofaivovue og
KOTOYPOPT] TOL TPOPIA TV GUUUETEXOVT®V/GLUUETEYOLGMOV. H d1evBuvon

NAEKTPOVIKOD TOYLOPOLEIOV GaG dev amoOnKeVETOL OO TO GVGTNUO Y10, LEAAOVTIKT
xpnomn, kabag cefopacte to amoppnto. Av embupeite va emkowvmvioete omevbeiog

padi pog, petafeite 6to TEAOG TOV EPMOTNUATOAOYION Y10 TANPOPOPIES EMKOVOVIOG.

Edv embBopeite va cuvdpdpete oty €pguva pog, mapakoreiote va AdPete vmoyn to

egng:

® Yl VO TPOYMPNGCETE GE KAOE EMOUEV EPATNON, TPEMEL VO ATOVTIGETE LTIV
nmov mpomyeitar. MOVo peEPIKES €PMOTNCES OVOIKTOD TUTOL OgvV  &ival
VROYPEMTIKES. Ot TEPIoCOTEPEG EPMTNOELS Elvat KAEIGTOD TOTOV (TOALOTADV
EMAOYDV) KOl GUUTATPOVOVTOL YP1YOPO.

e Qo ypelaoteite mepimov 10 AenTA Y10 VO GUUTANPADGETE TO EPOTNUATOAOYLO, EAV
01 TEPLGCOTEPES OO TIG AMAVTNOELS oag givort «Oyw» .

e Qo ypelaoteite mepimov 15 AenTA Y10 VO GUUTANPADGETE TO EPOTNUATOAOYLO, EAV

ot amavtioelg oag eivor «Naw , «E&aptdtan, 1 TapOpotes.
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Oo Oféhape vo GoG ELYOPICTACOVUE €K TOV TPOTEPMV YO, TN CLUUETOYN OCOC.
Omol0dMTOTE TAPAUTPNON CYETIKA LE TO EPMTNUATOAOYIO Elval EVTPOCIEKTN, KOOMDC

umopel va suuPaiet 6t PEATIOON TOV GTO TAAIGIO LETAYEVESTEPTG EPEVVOG.

To wpo@ik cog

1. [Todg mpocdiopileote pe Pdon 1o OAO;

o Avdpag
o Tvvaixka

o Agv embBoud vo amavom

o AMl\o:

H enayyelpotikn cog o10tnTo
2. Elote :
Enélre 0ha 6Ga 1oybovv.

o  Metappaotc/-pra pe €10IKELON GTA LATPIKA/GTOV VYEIOVOUKO KAAOO
o Kowotikog/-n Atepunvéag pe €18ikenon ota 1Tptkd/cTov vYEloVoKO KAASO0
o IoMtopkdc/-q pecorapnmc/-tpo pe (Kamow) meipa GTO 1OTPIKA/GTOV

VYELOVOLIKO KAAOO

oV araocyoreiote
3. Amacyoleiote o€:
Emi\éEte OMa 600 1oyhovy.

o Kévipa Ynodoyng Metavactov/-piodv Nocokopeio kot Kévipa Yyeiog
o Aowmovg Dopeic Yyelag ko Yysovopkov Evoagépoviog tov Anpociov
Topéa
o Aouotg Popeic Yyeiag kot Yystovopikov Evolapépovtog tov Idiwtikod Topéa

o AMl\o:
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Yyéom epyaociog
4. Eiote:

o Avtoamacyorobuevoc/-n (€xm ™ dkn pov entyeipnon)
o Me oyéon épyov/Agitio IMapoyng Ymmpeowwv MicBwtdg/-1 pe pdéviun oyxéon
gpyaciog

o  Mepkag amacyorovuevos/-n EBeloving/-pla

Ymovdég

5. Eyete MaPet Tomikn| ekmaidgvon 6tov KAGOO €101KEVONG GOG (ONA., OG LETAPPUCTAS/ -

PG, SLEPUNVENS, K.0.K.);

o Xg mPOmTLYLOKO EMITEOO

O Xg UETOMTLYLOKO Mimed0

O Xg MPOTTUYLHKO KOl LETATTVYLOKO EMITEDO
O Xg ENYYEALOTIKO eMimESO

o AM\o:

Toémog omTovo®V

6. Exete ohoxAnpdoel mpontuytokés omovdég otnv EALGSq;
Nat

O

7. Eyxete omovddoet 1 ekmondevtel 610 e£mTEPKO;

o N

o On

8. Edv m ambvinon ocag otmv mponyovuevn epaton nrov "Not", mopakorodpe
OVOQEPETE TN YOPO OTNV omoio. @ortnoate, devkpwvilovtag to eminedo GTOLOGV

(TpomTLYLOKO, HETATTLYLOKO | AAAO) KoL TN PVON TOV GTOLODV GOG

(m.x. latpikr) Metdoppaon, Alepunveia, K.0.K.).
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Erayyelpotikn gpmerpio
9. [T6ca ypdvio emaryyeALaTIKNG epmelpiog StobéTeTe;

EmiléEte OMa Ooa 1ohovV.

0 ém 1-5€ém | 5-10€mm | 15-20 20-25 [Tavo
£ ém and 25
£

Qg
UETOPPUCTNG/ -~
plo pe ewdikevon
GTO. 0TPIKA

Q¢ KowoTIKOC/--
N oepunvéag ue
gwikevon  ota
WTPIKA

Qg

oM TIoUIKOS/-
- 1
pecorapntng/--
plo pe meipo ota
0TPIKEL

Elowkeiowon pe Tig véeg TEYvoloyieg Kar yPNoGN TEYVOLOYI®OV 7OV £YOVV

gvoopatocel Ty TN
10. Eiote e€owceriopévog/-n pe tig dvvaromteg mov mopéyet n TN ot
HETAQPOOT Kot TN dlepunveia;

o N
o On

o Koatd xbmowo tpoéTO

11. Edv armavmooate "Oyl", mopaxariovue eEnynote yarti.
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I'pappatiopog ety TN

12. [Towo Bewpeite 6Tt givor to eminedo ypappoTicpov cag oty TN otov Topéa

NG LETAPPOONG KO TNG dlepunveiag;*

EEQIPETIKA XaKNAO MoAv vynho

13. Xpnowonoteite ka/ 1 cvppovieveste gpyareio TN mprv, katd ™ Odpkeln
KOUT HETO TN UETOQPOACTIKY €PYOCio KoL TNV OOCTOAN Olepunveiag mov £xete

avaAdfet | Tov cag Exel avarebet,

o Nu
o Op
o Mepég popég

14. Edv n amdvinon ocag otnv mponyovpevn gpotnon Ntav "Nar" 1 "Mepikeg
Qopég”, moleg elvar ot KOpileg Aettovpyieg mov alomoteite ota epyareion TN

TOV PN CLOTOLEITE;
Enélre 0ha 6Ga 1oybovv.

o E&aywyn oporoyiog 1 drayeipion ko enelepyacio 6pov

o Anuovpyia SiyAwcowv KoV TOAYAOGCHOY YAOGGAPLOV
o  Mnyovikn petappoocn

o Xuvtoaén kou petempédela (post-editing)

o Tlapappaocn 61N YAOGGA-6TOYXO0 Anpovpyia mepiAnyng

o Agrovpyieg 010 mhaiclo petatpomg opiag oe Keipevo
o Agrrovpyieg 610 TAAIGLO HETATPOTNG KEWEVOL GE OpUATDL

o AMlo:

15. Edv amavioate "Oyt", mapoakarovpe eEnynote yloti.
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H TN ot Metdopoon kot Aweppnveia

16. Bdoet g epumnepioc cag, o oo Pabud motevete 6tin TN €yl evoopatmbel oto

TAQIG10 TNG TTOPOYNG VINPESLDV LUTPIKNG LETAPPOONG Kav/n depunveiog;

1 P E |4 IE

Kaforov ITAqpwg

TN kot [Howotnta Yanpeowov

17. Tlog emnpealer n TN v TOW0TNTO TOV DINPECIOV TOV TOPEYETE GTOVGS

TEAATES GOG;

o

18.

Oetkd
Apvnrikd
Ovdétepa

Agv ypnotponowd v TN, emopévmg avt 1 epdTNOoN dev LE 0popd

[TapaxaAiovpe dOGTE PEPIKE TOPASETYLATO Y10 VO OLTIOAOYNGETE TNV

amAvINGY GOC.

19. Me Bdon v gunepio oag, méco amotereopatiky eivoar 1 TN otnv EAAnvim
YADGGO GUYKPITIKA [E TIG GAAAEG YAMOOEG Epyaciag oag;™
1 2 3 4 5
AvVOmOTEAEGUATIKT [Switepa

OVOTTOTEAEGILOTIKT
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IIpocPaon ota epyareio TN

20. Mg v 10010 COG ®G EmayYEAROTIOG 1oTpkdc/-  dlepunvéag Ko
HeTOQPOCTIG/pla, Exete mpdsPfaon o€ epyarein TN amd tovg epyodoTed/- pleg cog M

EXETE TNV OIKOVOLIKT SLVOTOTNTA VO TOL OTOKTHOETE; ™

o Nai, &y TpoécPoon

o Oy, dev &y mpdsPoaon

o Nat, £ TNV 0IKOVOUIKT) dUVATOTNTA

o Oy dev &y TV oKovouIK SuvaToTnTA

o E&aptdton

21. E&v n andvinon oy tponyovuevn epatnon ntav "Oxt..." 1 "E€aptdaton”,

napaKaiovpe eEnyeiote Toug AdYOLG.

22. Eav to epyodeio pe evoopotopuévn TN ftav mpooitd, Oo enevdvate oe avtd
TPOKEUEVOD VO, OVENGETE TNV TOPAYOYIKOTNTA GOG, TNV ATOTEAEGUATIKOTITA GOG KO,

KOT' EMEKTOOT, TNV TOLOTNTA TOV TOPEYOUEVOV VINPECLDV;

o N
o On
o Agvyvopilo
23. [TapaxaAovpe dITIOAOYNGTE TNV ATAVTNOT] GOG.
TN ka1 AvOpmmog
24. [Twotevete mog 1 TN Ba avikotaomoer tov dvBpomo otV 10TPIKN

LETAQPOCT)/OEPUNVELD KOL TO GUVOPY| ETAYYEALOTOL

o Nou
o On
o Agvyvopilw/Aev pmopd va TpofAiym

25. [TapaxaAoOpe ATIOAOYNGTE TNV OTAVTNOT GOG
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Agovtoloykoi mpofinuotiopoi ¢ mpog T ocvpumopeven TN Kot woTpknig

NUETAQPOONGS KoL dlepunveiac,

26. [Tiotedete 0TL B TPEMEL VO VTTAPYOVY VOUIKA KOl OEOVTOAOYIKA TPOUTALTOVLEVL
v Vv evoopdtomorn e TN oty doknon g 1oTpikng LETAPPUOTS Kot SlEPUNVELNG;

Edv vay, mowa gtvan T ev Adym mpoamattovpeva; [og Ba ennpéalav to £pyo cag;

Evyoapotieg

Evyoapiotoipe yio tov xpdvo mov aplepmcate 6T GUUTANPOGT TOV EPOTNLLATOAOYIOV.

I'vopilovpue 611 0 }pOVOC 6ag vt TOADTILOG KOL T) CUUUETOYN OOG LOG TILA 1O10UTEPWG.

Ot amovTNGELS GOG ATOTEAODYV GIUOVTIKO KOUUATL TNG EPEVVAG LLOGC.

Edv evdwopépeote va pabete meplocdTepa GYETIKA LE TO OMOTEAEGLOTO TNG EPEVLVOG,
pumopeite va  emkow®VNoETE pe TNV gpeuvitpir Xpvoovia ['dtolov, oto
chrysoulag@enl.uoa.gr, kou v emPriémovca e, Ap. Evppoctdvn Dpdykov, cto

effiefragkou@enl.uoa.gr.
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Appendix 1T

Questionnaire (Educators)

Teyvnm Nonuoovvn (TN) oty latpikn Metdopaon ko Atgpunveio (AdoKTIKO

TPOCGMOTIKO)

[MotdVTog ToV GUVOECHO, GUUUETEXETE OE £PEVLVA OXETIKA pe TN BEomn mov Katéyetn TN
oTNV WIPIKN HETAPPAOT Kol dlepunveio, TOG0 o€ €MMEdO MPAKTIKNAG OGO KOl OE

eMinedo exmaidevong.

To epouaToldYl0 0amoTeELel HEPOC UETOMTUYIOKNG EPELVNTIKNG OTPIPNG 1OV
npoypatonoleitor oto Metamtuyokd IIpoypappe Xmovddv otn Metdepoon kot

Aeppunveia tov Tpunuatog Ayylkng N'Adooag kot drioroyiag tov EKIIA.

[Ipotov mpoPeite on cvumAnpworn Tov epoTNUATOAOYioL, Bo BéAape va cog
dwPepardoovpe 0Tl dev CLAAEYOLUE TPOCMTIKE dedopéva katl dev mpofaivovpe og
Kataypoen Tov  TPogik TV  cvupeTexdviov/coppeteyovomv. H o d1evbuvon
NAEKTPOVIKOD TOYLOPOUEIOV GaG dgV amodnKevETOL OO TO GVGTNUO Y10, LEALOVTIKN
xpnomn, kabag cefopacte to amoppnto. Av embupeite va emkowvmvioete omevbeiog

pali pag, petafeite 6to TEAOG TOL EPMOTNUATOAOYIOL Y10 TANPOPOPIES EMKOIVOVING.

Edv emBopeite va cuvdpapete oty €pevva pog, mapakareiote vo AdPete vedyn ta
egng:

® Yo VO TPOY®PNOETE G KAOE EMOUEVT EPDTNOT, TPEMEL VAL ATAVTI|GETE VTNV
nov ponyeitat. MOvo Alyeg EpOTAGEIS AVOIKTOD TUTTOL dEV £V VITOYPEDTIKES.
O eprocdtepeg epwTOELS Eivol KAEIGTOV TOTOL (TOAAOTAMY EMAOYDOV) Kot
GUUTANPOVOVTOL YPTYOPO.

e Oa ypelaoteite mepinov 10 AeTTA Y10 VO GUUTANPOCETE TO EPOTNUATOAOY10, EGV
01 TEPLGCOTEPES OO TIG AMAVTNOELS oag givort «Oyw» .

e Oa ypelaoteite mepinov 15 AeTTA Y10 VO GUUTANPDOGETE TO EPOTNUATOAOY10, EGV

ot amavtnoelg oag eivol «Naw» 1) TapOLOLES.

Oo Oéhape vo Gog ELYOPICTACOVUE €K TOV TPOTEPMY YO, TN GULUUETOYN OCOC.
Omo10dMTOTE TAPAUTPNON CYETIKA LE TO EPMOTNUATOAOYIO Elval EVTPOCIEKTN, KOOMDC

pmopel va supufPdiet 6t PEATIOOT TOV GTO TAAIGLO LETAYEVESTEPNG EPELVOG,.
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To wpo@ik cog
1.Ilog mpocdiopileote pe faon to GOAO;

o Avdpoag
o Tvvaixka

o Agv embBoud vo anavinom

o AM\o:
TN ot Metdopaon kot m Aepunveio

2. Tadoceote vgp ™ TN otV TPOKTIKN TG UETAPPAONG Kol dlepunvelag Kat, Kot

EMEKTAGT], TN SLOACKAAID KOL TNV TOUSUY®YIKT TOVG;

o N

o Op

Eowkeioon pe Tnv TN

3. Eiote e€oiketmpévor/-e¢ pe tig dvvatdtmreg mov mopéyel 1 TN ot ddackaiio Kot

TNV TAOAYOYIKT GTOV XMPO TNG LETAPPAOTG KAt TNG Olepunveiog ;

o N
o On

o Katd xdmowo tpémo

TN ko Xpron

4. Xpnowomnoteite gpyareion TN oto pdOnuo (1 oto padbnuota) petdepaong ko

JlEpUNVELNG TTOL TPOCPEPETE;

o N
o On
o Mepég popég
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H dmoyn cog oyetika pe v eveopdtoon g TN 611 O100KTIKI TG HETAPPACTS

KoL otepunveiog

5. Xe mowo Pabuod motevete 6T TN €xel evoopatmBel 6To TPOYPAUUATO GTOVOMV
OV GTOYEVOVV GTNV EKTAIOELON KOl KATAPTION SEPUNVEDY KOl LETAPPATTMOV/-TPLOV

otV EALGO«;

1 |2 E |4 E
KafdAov ‘ AmoAdTtog

6. Katd ™ yvoun cog, mowo givol To TAEOVEKTILATO KO TOLOL TO LELOVEKTILOTO, TTOV
yapoktnpilovv éva Tpdypappa otovddv oto onoio TN arotedel onpoavtikod ctoryeio

™G 0100.0KOALNG;

7. Katd ™ yvoun cog, mota gival ta Bacikd umddio mov dueyepaivovy v opon

evooudtoon e TN oto Tpoypappato rovdav HeTdepacns Ko/ diepunveiog;
EmiéEre Ola 6oa 1oybovv.

o O 1ervoloyIKOC YPAUUATIOUOSTMV EKTOOELTOV/-TPUDV

o O 1gvoroyKdS YPAUUATIOUOG TV POTNTOV/-TPUDV

o KatdAinieg vmodopés (epyactnpro Kot TpOSRacTt 6 AOYIGUIKA)

o To mpdypappa crovd®dv, N EIA0coPia Kol 0 TPOCAVOTOMGIOS TOV
TPOYPALUATOS GTTOVODV

o H dwpxng e€EMEN tov epyolreiov kot 1 KavoTTd pov va cupPadilom pe tig
TPEXOVGES KOl TIC LEALOVTIKEG TAGELG

o Eumodw og eminedo Oeopikod

o To kdotog TV epyoreimv

o Ta vopwd (nmuoata mov gyeipet n xpron Toug

8. Eav ot emloyég oty mopandve epdton 0ev 60 KAAvyay, ovapépate GALovg

Adyoug.
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Evoopdtoon ™g TN omnv eKmaidgvon TV HETUPPACTOV/-TPLOV KOl TOV

olEpunNvév

9. Tlowovg tpdmovg mpoteivete mote va emtevydel 1 evoopdtoon g TN omyv

EKTOIOEVOT TOV LETAPPACTOV/-TPLOV KO TOV JEPUNVEWDV;

IpootiBépevn a&io g TN

10. ITown, xotd TN yvoun cog, dvvator va givor n mpootiféuevn oiio yioo v
emayyeMLOTIKY] €EEMEN TV amo@oiTtV €VOG TPOYPAUUOTOS GITOLOMV OV  EXEL

evoopatowcel v TN ;
Enélre 0ha 6Ga 1oybovv.

o Bektiotonoinon vanpeciov

o Efoweimon pe mm "véa" emoyyeApotikny ToutdTTO OV OMUIOLPYEL 1M
TEYVOLOYIKT €EEMEN

o  Aw@oponoincm oTic TPocPePOUEVES VI PESiES (LEYAADTEPO EVPOG)

o AM\o:
TN ko1 AvOponog (neta@paoctic/-pro, deppnviog)

11. ITotevete 011 Eva TPOYpOE GTOVd®V pe Pactkd Tuimva v TN Ba propodoe va
odnynoet oe vmofdduion Tov POAOL KOl TOV TPOCOHVIOV TOV UEALOVIIKOV

EMOYYEALLOTIOV LETAPPAOTG KOL SIEPUNVELNS;
o N
o On
o 'lowg

o AMl\o:

12. Eqv n amdvinon cag otnv mponyoduevn epdtnon Ntav "AAAo", mapakaAodue

OlEVKPIVIOTE.
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TN, HOu1 kon Agovtoroyio

13. Tow etvon Ta NOKd KoL VOUIKE Tpoamattovpeva yio v eloaywyn g TN ot
OWOOKTIKY KOl TNV OO0y ®YIKN TNG SIEPUNVELNG KOt TG LETAPPOONG;

EméEre Oha 6Ga 1oyvoLvV.

o Awpaveo

o E&nynowomrta (m TN zmpénet va givor eEnynoyun, vo ETITPENEL GTO XPNOTN-
avOpomo va £xel TANP1 ekdVa TG Asttovpyiag TV cvotnuatwyv TN)

o Aocopdieln ka1 KvBepvoaospdieia

o AmoteAecpatikdTnTo

o XZuvaiveon HeTd amd evnUEP®ON

o EvBbvn kot vmoypedoelg xpnom

o Atkoog/mOuds akyopdpog

o Ilowvmra dedopévav

o Ilpooctacia dedopévov

o Idwoktnoia dedopévov

o AMl\o:

14. Tloteg eivon o1 nOkég ko vopukég mpoektdoelg g eloaywyns g TN o1 S10aKTIKY|

KOL TV OO Oy @YIKN TNG OlEPUNVELNG KOl TNG LETAPPAOT|S;

Evyoaprotieg

Evyoapiotoipe yio tov xpovo mov aplepdcate 6T GUUTANPOGT TOL EPMOTNLATOAOYIOV.

I'vopilovpe 611 0 YpOVOS 6ag elvar TOAVTILOG KOL ) COUUETOYN COG LOG TULH WOOUTEPWG.
Ot amovTNoELS GOG ATOTEAODYV CIUOVTIKO KOUUATL TNG EPEVVAG LLOGC.

Edv evdwpépeote va pnabete meplocdTepa GYETIKA e TOL OMOTEAEGLOTO TNG EPEVLVOG,
UTOPELTE VO ETIKOWVOVICETE e TNV epevvnTpa. Xpvoovia I'dtciov, 610
chrysoulag@enl.uoa.gr, kou v emPArémovca g, Ap. Evppocvvn ®pdykov, oto

effiefragkou@enl.uoa.gr.
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Appendix 11

Questionnaire (Students)

Teyvnm Nonpootvn (TN) oy latpikn Metdppaon kot Atepunveio (Portntéc)

[Motdvtog Tov cOHVOEGHO, UTOPEIS VO CUUUETAGYELS OTNV £PELVA GYETIKA e TNV BEom
mov kotéxel M TN oe exmodevtikd mpoypdupato peTdepacns kot depunveiog
TPOGPEPOUEVH. TOGO GE TPOTTLYLOKO OGO KOl GE UETOMTUYIOKO EMIMTESO GTOVODV GTNV

EXrddo.

[Tpotov TPOYWPNGELS OT GUUTANPDGT TOV EPOTNUOTOAOYIOV, 6 Befatdvoupie OTL dev
GLAAEYOVTOL TOL TPOCMTIKE GOV OEOOUEVE Kol OEV KATAYPAPETOL TO TPOPIA Gov. H
devBovvon nAektpovikov tayvopopeiov cov dev amodnkevetal and T0 GVGTNUA Yo
HEALOVTIKT] YpnNom, €kTdg av embuueic va emkowvmvnoelg ancvbeiog pali pog (yu

TANPOPOPIES EMKOWVOVING, 0EG OTO TEAOG TOL EPMTNUATOAOYIOV).

To epotnpatoAdYlo 0moTEAEL LEPOG LETATTUYIOKNS EPEVVITIKNG ATPIPNG GTA TAAIGLN

0V Metantuylakov [Ipoypappatog Zmovdmv Metdppoong kot Atepunveiog tov

Tunparog Ayylkng I'docag ko ioroyiog tov EKITA. Edv embBupeig va cuvopdpietg

™V épevva pog, AdPe vtoym cov ta e&ng:

® Yl VO TPOYMPNOELS O KADE EMOUEV] EPMTNOT|, TPEMEL VO OTOVTNGELS VTV
7oV TTponyeital.

e Oa ypelaoteic mepimov 10 Aemtd Y10 VO GUUTANPADOGETE TO EPOTNUOTOAIYI0, ECV
01 TEPLGGOTEPES OO TIS AMOVTNGELS 6oL givarl «Oyw» .

e Oa ypelaoteig mepimov 15 AenTA Y10 VO GUUTANPADGELS TO EPMOTNUATOAOY10, EAV

ol amavINGELS 6oL etvar «Nawy , «Agv glpon otyovp@» 1 TapOHOLES.

Oo OELapE VO OE EVYOPIOTICOVE EK TOV TPOTEP®V Y10 T GLUUETOYN cOL Kot Ha

O&hapLe TN YvoO U 0OV Kot KUPIMGE TIG TPOTAGELS MG TPOG T EPMOTILLOTO TOV OECaLLE.

Oa OfAale VO OE ELYOPICTICOVUE €K TOV TPOTEP®V YO T GUUUETOYN GOUL.
Omol0dMTOTE TAPAUTPNON CYETIKA LE TO EPMOTNUATOAOYIO Elval EVTPOCIEKTN, KOOMDC

umopel va cupuPdrel otn Pertioon Tov 610 TAAIGIO LETOYEVESTEPNG EPELVAG.
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To wpo@ik cov
1. Ilog mpocdiopilecar pe Baon 10 pUAO Gov;

o Avdpoag
o Tvvaixka

o Agv embBoud va avoeipm

o AMl\o:

Eninedo omovomv
2. ITowo €ivol To enminedo omwovVdOY GOV;

o Iltvyio

o Mertoamruylokd Aimhopa Edikevong
o  Awoaktopikd Almhopo

o Metaddaktopikd

0 Xmovdég eoTloUEVEG 0TV Metdppaon Kaun T Atepunveia

3Exelg mopaxorovOnoev/mapakorovdeic avty v mepiodo uddnua 1 pobniupoto

UETAPPAONG KOUN SlepUNVELNS GTO TAOIGLO TV GTOVIMV GOV

o N
o On
o AM\o:

4. Edv amdvinoeg "Nat", ddce pog Heptkég emmAéov Aemtopépeleg (m.y., TITAOG Ko

KatevBvvon omovddv 1 e€edikevon, 1dpvpa, K.0.K.)

H Teyvnt Nonpooivn (TN) kan Ecv
5. I'vopileg i eivou n TN;

o N
o On

o Aev gipon ciyovp@
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6. Edv n oamdvinon cov oty mponyovuevn epodtnon ntav "No" 1 "Asgv eipon

olyovp@", dMGE TN 01K GOV EpUNVELaL.
7. I'vopileg i eivon n TN oy wtpikn petdepoon Ko oepunveio; *

o N
o On
o Aev gipo ciyovp@
8. Eav n amdvinon cov otnv mponyovuevn epatnon nrav "No" 1 "Agv sipo

olyovp@", dace T d1KN GOV EpUNVEia.

9. Eloat e€owcetopév@ pe M yvopilelg 6Tt £l ) SuvaTOTNTO VO, YPTGLLOTOLEIS TNV

TN ot petdepoon kot t dteppunveia;

o Nu
o On
o Agv gipon oiyovp@

10. Edv andvinoeg "No" 11 "Agv gipor olyovp@" oty mponyovpevn epdtnon,

dwoe pepkd mapadeiypata epappoyns g TN ot petdepoon kot T depunveia;

Aovievovtog pe v TN

11."Eyeig ypnowonowmoet moté epyaieio TN 1 cov €xovv deilel tétown epyareio TN oe
Kémowo omd to podnuaTe HETdepoons 1 olepunveiog mov £xelg mapakoAovdnoel mg

TOPA;

o N
o On

o Aev gipon BEPoar@ 6t empodxeto Yo epyoreio TN

12. Eév n amdvinor cov oty mponyovpevn epatnon ntav "Nat", avdeepe 10 1) Ta

epyoareio(-a).
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13. Ilec mwg agloroyeic v eumelpia cov amd ™ ypnon tov epyoreiov TN.

1

2

3

4

5

Eéapetika
KOVOTIOUTIKY
(6&1le n emévdvon
Yo TV amOKTNoN
TOV EPYOAEIOV)

YroatdAn xpdvov
KoL YpNUATOV

14. [epiypaye pe Alya Adyta pe v eumeipio cov pe v TN.

15. Edv n amdvinon cov oty mponyoduevn epmtnon nrav "Aev gipon BEPor@" 6t

* gnpoxerto yuo gpyareio TN", avapepe to gpyadreio yio o omoio dev elcan

olyovp@ o611 avikel otnv Kornyopio g TN.

A&roroynon

g TN

16. Qewpeic ev yéver ypriona tétowa epyoieio; [Towd ivar n yvoun cov oyetikd pe

AELTOVPYIKOTNTA, TNV EuYPNOTIO, TNV OKPIPED Kot TNV TaDTNTO TOL EPYUAEIOV/T®V

epyoreiov. Andvinoe Bacel 66V VOUILEIS aKOUN KoL AV gV EYELS KAVEL YP1OT TOV

epyorelv aVTOV.

Eéapetikcn | [ToAv Ko\ | Ikavomomtt | Apketd Amoyontev | [Tohd
KOAT -KN OmOYoN- | -TIKM| OTOYONTEVTKN
TELTIKN
Agrtovpywotnra
Evypnortia
Axpifeln
Toyvnta
TN 1 AvOpomoc;

17. Eloar vép N katd g ypnong epyoieiov TN og péoov vmootnpiéng evog

LETAPPOCTIKOD £PYOL 1 LLOG OTOGTOANG dtepunveiag;

o Ymép

o Koatd

o Aegvyvopilo akdpa
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18. Edv n andvinor cov otnv mponyovpevn epmdtnon nrav "Ynép", e&fynoe tovg

Adyoug.
19. Edv n andvinon cog oty tponyoduevn epwtnon ntav "Katd", e&nynoe tovg
Adyoug.
20. Edv n andvinon cov otnv mponyovpevn epotnon nrav "Agv yvopilo akdpa”,
eEnynoe tovg AdYouG.
Evyapotieg

€ ELYOPIGTOVUE TOAD Y10 T GLUUETOYY| GOL!

Evyopiotodpe yio tov xpovo mov aplEpmGES 6T CLUTANPMOOT TOV EPMTNUATOAOYIOV
pag. I'vopilovpe 611 0 ¥pdvog Gov eivarl TOAVTYLOG KO 1) GUUUETOYN] GOV HOG T

WOTéEPOC.

Ot amovTNGELS GOV OTOTEAOVY CUAVTIKO KOUWUATL TNG EPEVVAG LOC.

Edv evdopépecat vo pndbeilg meplocdTepa GYETIKA LE TOL AMOTEAEGUATO TNG £PEVVAG,
pumopeic  vo  emkowvovincelg pe v gpgvvitpue  Xpvoovia ['dtolov, oto
chrysoulag@enl.uoa.gr, kou v emPrénovca g, Ap. Evppocovn ®pdykov, cto

effiefragkou@enl.uoa.gr.
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Appendix IV

Invalid answers

Figure 58 Professionals

Percentage of invalid answers (Professionals)

18%

valid answers M invalid answers

All invalid questions (3 in total) belong to the ‘contingency questions’ type.

Figure 59 Educators

PERCENTAGE OF INVALID ANSWERS
(EDUCATORS)

invalid answers

valid answers

The types of the invalid answers detected in the survey are two, i.e., contingency

questions (2 out of 3) and open-ended (1 out of 3).
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Figure 60 Students

Percentage of invalid answers(Students)

mvalid answers M invalid answers

The analysis identified two invalid answers to the survey’s questions; Both are found

in contingency questions,
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