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ABSTRACT

In this thesis, the dataset GeoQuestions1089 is presented for benchmarking geospa-
tial question answering engines. GeoQuestions1089 is the largest such dataset avail-
able presently, comprising 1089 questions, their corresponding GeoSPARQL or SPARQL
queries, and their answers over the geospatial knowledge graph YAGO2geo. GeoQues-
tions1089 is used to evaluate the effectiveness and efficiency of geospatial question an-
swering engines, including GeoQA2 (an extension of GeoQA developed by our group),
the system of Hamzei et al. (2021) and ChatGPT.

SUBJECT AREA: SEMANTIC WEB

KEYWORDS: Knowledge Graphs, Dataset, SPARQL, Geospatial Question Answer-
ing Engines



ΠΕΡΙΛΗΨΗ

Στην παρούσα διπλωματική, παρουσιάζεται το σύνολο δεδομένων GeoQuestions1089 για
τη συγκριτική αξιολόγηση μηχανών απάντησης γεωχωρικών ερωτήσεων. ΤοGeoQuestions1089
είναι το μεγαλύτερο τέτοιο σύνολο δεδομένων που είναι διαθέσιμο επί του παρόντος και
περιλαμβάνει 1089 ερωτήσεις, τα αντίστοιχα ερωτήματα GeoSPARQL ή SPARQL και τις
απαντήσεις τους πάνωστον γράφο γεωχωρικής γνώσης YAGO2geo. ΤοGeoQuestions1089
χρησιμοποιείται για την αξιολόγηση της αποτελεσματικότητας και της αποδοτικότητας των
μηχανών απάντησης γεωχωρικών ερωτήσεων, συμπεριλαμβανομένων του GeoQA2 (μια
επέκταση τουGeoQAπου αναπτύχθηκε από την ομάδα μας), του συστήματος τωνHamzei
et al. (2021) και του ChatGPT.

ΘΕΜΑΤΙΚΗ ΠΕΡΙΟΧΗ: ΣΗΜΑΣΙΟΛΟΓΙΚΟΣ ΙΣΤΟΣ

ΛΕΞΕΙΣ ΚΛΕΙΔΙΑ: Knowledge Graphs, Dataset, SPARQL, Geospatial Question An-
swering Engines
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The Dataset GeoQuestions1089

1. INTRODUCTION

1.1 Problem Statement

Recognizing the limitations of existing geospatial datasets, the study takes proactive steps
to create a new dataset. Following the construction of this new dataset, is evaluated
by comparing it against existing geospatial question answering systems and language
models.

1.2 Project Scope

The thesis is primarily focused on two key aspects: firstly, the construction of theGeoQues-
tions1089 dataset, and secondly, the evaluation of three prominent geospatial question
answering engines: GeoQA2, the system developed by Hamzei et al., and ChatGPT.
The initial emphasis of the thesis lies in meticulously constructing the GeoQuestions1089
dataset. This involves gathering and curating a comprehensive collection of geospatial
questions covering a wide spectrum of topics and complexities. Subsequently, the focus
shifts to evaluating the performance of the identified QA engines.

1.3 Aim and Objectives

The overarching aim of this study is twofold. Firstly, I aim to construct and meticulously
curate the GeoQuestions1089 dataset, which serves as the foundation for evaluating geo-
spatial question answering engines. This involves gathering a diverse range of geospatial
questions covering various topics and complexities. Secondly, my aim is to evaluate the
performance of three prominent geospatial question answering engines: GeoQA2, the
system developed by Hamzei et al., and ChatGPT. To achieve these aims, specific ob-
jectives have been outlined, including assessing the engines’ proficiency in interpreting
and responding to different categories of geospatial questions, identifying their strengths
and weaknesses, and providing insights for potential enhancements.

1.4 Thesis Layout

In the Thesis Layout section, I provide an overview of how this study is organized. It starts
with the Introduction, where I explain the importance of geospatial question answering
systems and outline the study’s objectives. Then, the Preliminaries section covers essen-
tial background information. Next, the Related Work section discusses previous research
in the field, setting the stage for our investigation. The Main Work section focuses on the
core contributions, including constructing the GeoQuestions1089 dataset and evaluating
key question answering engines. Following this, the Evaluation section presents our find-
ings. Finally, the Conclusions and Future Work section wraps up the study, summarizing
our results and suggesting areas for future research in geospatial question answering.

M.A. Pollali 12
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2. PRELIMINARIES

2.1 Answering questions expressed in natural language over knowledge graphs

Users are often interested in posing geospatial questions to search engines, question an-
swering (QA) engines and chatbots. Examples of such geospatial questions are: “Which
rivers cross London?”, “Is there a Levi’s store in Athens?” and “Which countries border
Greece, have the euro as their currency and their population is greater than the popula-
tion of Greece?”. In this thesis, I deal with the problem of answering such questions over
geospatial knowledge graphs i.e., knowledge graphs (KGs) which represent knowledge
about geographic features or simply features in the terminology of GIS systems [25, 27].
Geospatial knowledge in KGs is encoded using latitude/longitude pairs representing the
center of features (as e.g., in DBpedia and YAGO2), but also more detailed geometries
(e.g., lines, polygons, multipolygons etc.) since these are more appropriate for model-
ing the geometries of features such as rivers, roads, countries etc. (as in Wikidata [51],
YAGO2geo [19], WorldKG [8] and KnowWhereGraph [14]).

The development of the above geospatial KGs has given rise to geospatial QA engines for
them. Examples of such systems are the GeoQA engine developed by our group [32, 31]
and the systems of [2, 40, 12, 23, 55]. To evaluate the effectiveness and efficiency of these
engines, there is currently only one benchmark: the GeoQuestions201 dataset proposed
by our group [32] and used in comparing GeoQA with the systems of [11, 12] and [23]. In
this thesis we go beyond GeoQuestions201 and make the following original contributions.

AI team and I present the benchmark GeoQuestions1089, which contains 1089 triples of
geospatial questions, their answers, and the respective SPARQL/GeoSPARQL queries.
GeoQuestions1089 is currently the largest geospatial QA benchmark and it is made freely
available to the research community1. In addition to simple questions like those present
in GeoQuestions201, GeoQuestions1089 contains semantically complex questions that
require a sophisticated understanding of both natural language and GeoSPARQL to be
answered. Furthermore, it expands the geographical area of interest, by including ques-
tions about the United States and Greece. This expanded list of countries of interest intro-
duces additional challenges that QA engines must overcome. In this way, we contribute
to a long-term research agenda towards QA systems with geospatial features.

Using GeoQuestions1089, we evaluate the effectiveness and efficiency of geospatial QA
engines GeoQA2 and the engine of Hamzei et al. [12] and find that although GeoQA2
emerges victorious, mainly because of its disambiguation component, neither engine is
able to process complex questions caused by both a limited vocabulary of geospatial
relations and a template-based approach to query generation. We stress here that the
competitor engine of Hamzei et al. has been designed to target YAGO2geo and therefore
cannot answer questions such as “What is the length of the Awali river?” because the
entity yago:Awali_(river) appears in YAGO2 but not in YAGO2geo meaning that it is
lacking detailed geospatial information which is expected by the query generator of the
engine.

We show that the pre-computation and materialization of entailed, but not stored explicitly,
topological relations between entities in geospatial KGs can lead to substantial savings
in geospatial query processing time. We show experimentally that this can speed up
question answering for both engines studied.

1https://github.com/AI-team-UoA/GeoQuestions1089

M.A. Pollali 13
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2.1.1 The GeoQA2 pipeline

GeoQA2 takes as input a question in natural language (currently only English is sup-
ported) and the union of KGs YAGO and YAGO2geo, and produces one or more an-
swers.2 Question answering is performed by translating the input question into a set
of SPARQL/GeoSPARQL queries, ranking these queries, and executing the top ranked
query over the YAGO2geo endpoint3. In Figure 2.1 we illustrate the conceptual view of
the GeoQA2 pipeline, which contains the following components:

• Dependency and constituency parse tree generator

• Concept identifier

• Instance identifier

• Geospatial relation identifier

• Property identifier

• Query generator

Figure 2.1: The conceptual architecture of the GeoQA2 system

The order in which these components are called in the pipeline is important because some
components use the output generated from other components to perform their task. The
dependency parse tree generator must be the first in the pipeline as all the other com-
ponents annotate the respective nodes of the dependency parse tree. The functionality
of the concept, instance, and geospatial relation identifiers does not depend on any other
component in order to perform their tasks, thus they can be called in any order in the
pipeline. The property identifier uses the outputs from the concept and instance identifi-
ers, thus it must be called only after these two components. The query generator uses

2To avoid being tedious, this section will only refer to YAGO2geo when referring to the union of YAGO2
and YAGO2geo would have been more appropriate. Later on, when we present the dataset GeoQues-
tions1089 and evaluate GeoQA2 using it, we will distinguish these two KGs since doing so will be important
for our discussion.

3http://pyravlos2.di.uoa.gr:8080/yago2geo

M.A. Pollali 14

http://pyravlos2.di.uoa.gr:8080/yago2geo


The Dataset GeoQuestions1089

the outputs from all the other components in order to generate queries so it is the last one
in the pipeline. Below we present each one of these components in detail.

Dependency parse tree generator. This component carries out part-of-speech tagging
and generates a dependency parse tree for the input question using the Stanford CoreNLP
toolkit [26]. The dependency parse tree is produced in CoNLL-U format [29].

Concept identifier. This component identifies the types of features (concepts) present
in the input question and maps them to the corresponding classes of the YAGO2geo on-
tology. These concepts are identified by the elements of the question that are tagged as
nouns (NN, NNS, NNP, NNPS) by the dependency parse tree generator. Then, these
elements are mapped to the ontology classes using n-grams.

Instance identifier. This component identifies the features (instances) present in the input
question. These can be, for example, the country Ireland or the Corfu island or lake Loch
Ness or County Mayo. The features are identified by the elements of the question that
are tagged as (proper) nouns (NN, NNS, NNP) by the dependency parse tree generator.
Then, these elements are mapped to YAGO2geo resources using an entity recognition
and disambiguation tool.

Geospatial relation identifier. Similarly to the previous modules, this module first iden-
tifies the geospatial relations in the input question, based on the POS tags {VB, IN, VP,
VBP, VBZ}, generated by the dependency parse tree. Then, it maps them (or their syn-
onyms) to the respective spatial function of the GeoSPARQL or stSPARQL vocabulary.

Property Identifier. The property identifier module identifies attributes of types of features
and attributes of features specified by the user in input questions and maps them to the
corresponding properties in YAGO2geo. For instance, for the question “Which village
in Rhodes has the biggest population¿‘, the “population“ attribute of the type of feature
“village“ is required.

Query generator. This module generates the formal query using handcrafted query pat-
terns, templates, and the outputs of the previous modules. In particular, the query gener-
ator reformulates the annotated (by the previous components of the pipeline) dependency
parse tree and parses it in traversal order. From this process, it identifies the pattern of the
question and, then, the respective template. Finally, the GeoSPARQL or SPARQL queries
are generated from the templates and the resources identified from the previous modules
of the pipeline. If the user question does not match any of the patterns, a message is
passed to the query executor that no query has been generated.

2.2 Summary

The thesis will present the benchmark GeoQuestions1089, comprising 1089 triples of geo-
spatial questions, answers, and their respective SPARQL/GeoSPARQL queries. Notably,
GeoQuestions1089 stands as the largest geospatial QA benchmark available to the re-
search community, and its data is freely accessible4.

Distinguishing itself from its predecessors like GeoQuestions201, GeoQuestions1089 in-
corporates not only simple questions but also semantically complex queries demanding a
nuanced understanding of both natural language and GeoSPARQL for resolution. Addi-
tionally, it broadens the geographical scope by including inquiries about the United States
and Greece. This expanded coverage introduces new challenges for QA engines, thereby

4https://github.com/AI-team-UoA/GeoQuestions1089

M.A. Pollali 15
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contributing to a progressive research agenda aimed at enhancing QA systems with geo-
spatial capabilities.

M.A. Pollali 16
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3. RELATED WORK

3.1 Encyclopedic Question Answering Datasets

The datasets WebQuestions [1] (6K questions), SimpleQuestions [3] (100K questions),
both targeting Freebase1, were the first considerably large datasets that appeared in the
literature. WebQuestions was created in a forward manner: 100K questions were ran-
domly selected by using the Google Suggest API and, then, by manually keeping the
ones that could be answered by Freebase. SimpleQuestions, on the other hand, was
created in a backward manner: a set of facts from Freebase were shortlisted and, then,
manually annotated with relevant questions by English speakers. In terms of structural
complexity, both datasets were simple, containing only factoid questions i.e., questions
with a unique answer that can be derived from a single fact (triple) in Freebase. In 2016,
WebQuestionsSP [54] (5K questions) was generated from WebQuestions, by providing
SPARQL queries for the questions that the annotators could fully process to find the an-
swers (SP stands for Semantic Parsing). Then, WebQuestionsSP was used to generate
the benchmark ComplexWebQuestions [42] (35K questions) by sampling question-query
pairs and automatically creating more complex SPARQL queries. From these queries,
a set of questions was generated automatically by using 687 templates, and, then, the
resulting questions were manually reformulated. ComplexWebQuestions contains com-
position questions, superlatives, and comparatives.

Three other significant benchmarks that contain complex questions are the LC-QuAD [45],
LC-QuAD 2.0 [46] and QALD-9 [47] datasets. The LC-QuAD dataset (5K questions) tar-
gets DBpedia. Similarly to SimpleQuestions, it was created in a backward manner: the
queries were generated semi-automatically by extracting sub-graphs containing triples
within a 2-hop distance from a seed entity. The generation of the questions was facilitated
automatically, using templates, and, then, refined manually. LC-QuAD was later exten-
ded to form LC-QuAD 2.0 (30K questions), which contains questions, their paraphrases,
and their corresponding SPARQL queries. QALD-9 was generated manually as part of
the latest QALD challenge2. It targets DBpedia 2016-10 and contains 558 manually cre-
ated questions with counts, superlatives, comparatives, and temporal aggregators. The
questions are available in 11 different languages and each question is annotated with a
manually specified SPARQL query and its output.

[4] presents KQA-Pro, a dataset for complex knowledge base question answering includ-
ing around 120K natural language questions. In KQA-Pro, the Knowledge-oriented Pro-
gramming Language (KoPL) was defined to describe the reasoning process for solving
complex questions. A KoPL program is composed of symbolic functions which define the
basic, atomic operations on a KG. In this way the KoPL provides a more explicit reason-
ing process, making human understanding easier, by dividing the question into multiple
steps. The questions of the dataset are paired with both KoPL programs and SPARQL
queries. The dataset was produced by following the pipeline of [52]. First, a large num-
ber of ⟨canonical_questions, KoPL, SPARQL⟩ triples was synthesized, and then the
canonical questions were paraphrased to natural language questions via crowd-sourcing.
The knowledge graph was built by taking the entities of FB15k-237 [44] as seeds and
aligning them with Wikidata via Freebase IDs. For the question generation, there are 2
stages: 1) the locating stage where a single entity or an entity set with various restrictions

1SimpleQuestions were later reformulated to target also Wikidata [7].
2http://qald.aksw.org/

M.A. Pollali 17
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are described, and 2) the asking stage where specific information about the target entity
is queried. For every stage there are some pre-defined strategies and each strategy is
paired with a specific template. The last step of this pipeline is paraphrasing manually the
question. This task was assigned to workers in Amazon Mechanical Turk.

[17] proposed ParaQA, a question-answering dataset with paraphrase responses for single-
turn conversations. ParaQA contains 5000 question-answer pairs with a minimum of two
and a maximum of eight unique paraphrased responses. ParaQA was built using a semi-
automated framework for generating multiple paraphrase responses for each question
using back-translation. The dataset generation workflow consists of 6 modules. The
framework as input requires at least one available verbalized answer per question. To
cover this need, VQuAnDa [18] is used as the first step to generate the initial responses.
Then, 3 modules are used to provide new verbalized sentences: 1) a named entity recog-
nition model is used to classify named entities into predefined categories, for instance,
persons, organizations, locations, etc., and replace them with different words such as “the
organization”, “the person”, “the country” etc. 2) a gender identification module which re-
places the question entity with their corresponding pronouns e.g., “he, she, him, her”. 3)
a verbalization template that interchanges the head and tail triple information to generate
more diverse responses. After assembling sufficient answers for each question, a back-
translation [34] transformer-based model is used to paraphrase the given answer. The
last step is to rectify and rephrase the answers to sound more natural and fluent which is
done through a peer-review process. In this way, the answers’ grammatical correctness
is ensured.

[36] proposed amachine reading comprehension system for question answering over doc-
uments about climate change, as well as a climate change dataset CCMRC. Climate Bot
applies machine reading comprehension over climate change documents to expand the
benefits of question-answering interfaces to this area. CCMRC dataset is a manually an-
notated, publicly available resource for training question answering and machine reading
comprehension applications, having 21k question-answer pairs and 7.400 paragraphs,
extracted from trusted data sources. The climate-bot consists of a retriever which is a
dense passage retriever [20] capable to retrieve documents relevant to the user’s ques-
tion, a reader which is an ALBERT [21] model responsible for extracting the text span
from the document that answers the user question, and a user interface where the user
can ask questions and receive the most relevant documents along with highlights of the
answer to the question inside the document. The CCMRC climate change dataset was
formed by taking documents from various data sources and asking Amazon Mechanical
Turk workers to manually write questions and highlight the corresponding answer inside
that document.

[16] studies the generalizability of question answering over KGs. This kind of generalizabil-
ity was introduced by [10] where three levels of generalization were defined for KGQA. The
first type of generalization is independent and identically distributed (i.i.d.) where the ques-
tion follows schema items that have been seen before in training data. The second type
is the compositional generalization consisting of compositions of schema items seen in
training data. Lastly, the zero-shot generalization consists of schema items and even do-
mains not seen before inside the training dataset. The author investigates existing KGQA
datasets and their ability to generalize. To achieve the previous task, a novel method
was developed for cost-effective re-splitting datasets to effectively train the generalization
ability of KGQA systems. To evaluate the generalization of a dataset, three different sub-
sets have to be created for testing i.i.d., compositional and zero-shot generalization. This
can be done by sampling candidate questions for each level of generalization in a des-

M.A. Pollali 18



The Dataset GeoQuestions1089

cending way, from the highest level (zero-shot) to the lowest level (i.i.d.). TeBaQA [50],
BART [22] and HGNet [5] models were used to examine 25 popular KGQA datasets and
their generalization ability and the results verified the assumption that KGQA datasets are
not sufficient to train KGQA systems for higher levels of generalizability.

3.2 Leaderboards

[30] presents an extensive evaluation analysis of the state of the research in KGQA. 100
papers and 98 systems were evaluated on 4 datasets focusing on LC-QUAD [45] and
QALD [48] series. A central and open leaderboard was proposed for KGQA benchmark
datasets as a focal point for the community along with an up-to-date overview of all avail-
able demos orWeb services for KGQA. The analysis shows that the evaluations presented
in the papers were overwhelmingly coherent and lack of open-source implementations.

[49] introduced GERBIL QA a novel benchmarking platform for QA systems. This plat-
form relies on the foundations of GERBIL [35] framework for benchmarking named entity
recognition and entity linking systems. GERBIL QA offers 8 metrics for benchmarking QA
systems as well as 6 novel sub-experiment types. There were 6 existing QA systems in-
tegrated into the platform as well as 22 QA datasets to evaluate those systems (QALD-1
to QALD-6 and NLQ).

3.3 Geospatial Question Answering Datasets

All aforementioned datasets contain encyclopedic questions, while some of them contain
also geospatial questions. However, as the datasets are too large, NLP techniques are
required to extract them from the full dataset, and, then, check manually that the extracted
questions are indeed geospatial (for instance, the question “when was Washington elec-
ted” may, falsely, be identified as a geospatial question as Washington is both a state and
a person), which is a considerably time-consuming process. A dataset marginally relev-
ant to the geospatial domain is POIReviewQA3 (20K questions), which contains questions
about POIs. It was created by retrieving questions from the “Ask the community” service
of Yelp business pages4 and, then, by manually filtering the ones for which answers are
identified in the respective reviews. The dataset contains only pairs of questions with their
answers.

Currently, the only datasets focusing on the geospatial domain areGeoQuery [43], GeoAnQu [53]
and GeoQuestions201 [33]. GeoQuery [43] contains 880 handcrafted factoid questions
about the U.S. Geography in natural language paired with the corresponding queries in a
formal query language (Prolog). GeoAnQu is a corpus of 429 geo-analytic complex and
non-factoid questions manually extracted from research papers containing GIS analysis,
and GIScience textbooks.

GeoQuestions201, created for the evaluation of GeoQA [33] by the UoA group participat-
ing in DA4DTE, targets the linked geospatial dataset built from DBpedia and the parts of
the datasets GADMandOSM restricted to the United Kingdom and the Republic of Ireland.
It contains 201 manually crafted factoid, simple and complex questions, with the respect-
ive stSPARQL/GeoSPARQL/SPARQL queries and answers. GeoQuestions201 was used

3http://stko.geog.ucsb.edu/poireviewqa/
4https://blog.yelp.com/news/qa/
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as basis for the construction of GeoQuestions733. It has also been used to evaluate the
engines proposed by hamzei2021place,DBLP:conf/www/HamzeiT022 and by [23].

The benchmark GeoQuestions733 5 was more recently developed by our group too. It is
the largest QA benchmark focusing on the geospatial domain over a specific KG (YAGO2geo),
that contains factoid, simple and complex questions that may contain aggregates and su-
perlatives. Additionally, it is the only one that contains, also, the respective queries and
answers. For these reasons, its development is vital for the development and evaluation of
geospatial QA systems and we expect that it will be eagerly taken up by other researchers.

3.4 Temporal Question Answering Datasets

[6] presents Event-QA, a dataset that contains 1000 semantic queries and the corres-
ponding English, German and Portuguese verbalizations for Event-KG, an event-centric
KG with more than 970 thousand events. What makes this dataset unique compared
with the others is the focus on temporal expressions. The authors proposed an approach
for automatically generating an event-centric QA dataset containing complex and diverse
queries given a KG. For each query to be generated, the Event-QA pipeline includes the
following steps: 1) random query type selection (i.e., ASK, SELECT, or COUNT), 2) Event
extraction by selecting an event node from the KG at random, 3) Seed relation selection
from the list of all relations involving the previously selected event, 4) Query graph gen-
eration in the form of a sub-graph of the knowledge graph, 5) Semantic query generation
combining query type, query graph and optionally temporal constrains, and 6) query verb-
alization for each SPARQL query (manual annotations).

[15] proposed a benchmark called TempQuestions consisting of 1271 temporal questions
with gold-standard answers. The authors define temporal questions as questions that
contains a temporal expression, a temporal signal, or whose answer is of temporal nature.
To create the temporal-questions-only benchmark, temporal questions from existing KG-
QA datasets (Free917, WebQuestions, ComplexQuestions) were collected. The creation
method followed a two-stage strategy. First, a combination of existing taggers (SUTime,
HeidelTime, Standford CoreNLP), dictionaries, and lexicosyntactic patterns were used
for automatic temporal question detection on the datasets. Then, manual inspection took
place by a human expert who went over each question to remove non-temporal questions.
In addition, the human expert verified whether existing gold answers were incorrect or
noisy.

[38] introduced CRONQuestions a large Temporal KG-QA dataset that consists of both
temporal KG and accompanying natural language questions requiring temporal reasoning.
The temporal KG was constructed by taking all facts with temporal annotations from the
WikiData subset. The final KG was formed by filtering out some instances, adding some
important history events and converting timestamps to years. The authors ended up with
a KG of 328k facts, 125k entities and 203 relations. To generate the QA dataset, a set
of templates was created for temporal reasoning. At first, 30 templates were created
and then by using annotators and the monolingual paraphraser [13] they produced 654
templates. Those templates then were filled up with entities from WikiData to generate
automatically 410k unique question-answer pairs.

5https://figshare.com/s/3fc3e8c04c0c2bdeb584

M.A. Pollali 20

https://figshare.com/s/3fc3e8c04c0c2bdeb584


The Dataset GeoQuestions1089

Ta
bl
e
3.
1:

Q
A
be
nc
hm

ar
k
co
m
pa
ris

on
ov
er
vi
ew

Q
A
B
en
ch
m
ar
ks

Q
ue
st
io
ns

D
om

ai
n

Q
ue
st
io
n

Ty
pe
s

6
K
no

w
le
dg

e
B
as
e

Fo
rm

al
La
ng

ua
ge

A
ns
w
er
s

Pa
ra
-

ph
ra
se
s

G
en
er
at
io
n

M
et
ho

d
W
eb

Q
ue

st
io
ns
SP

[1
]

4,
73

7
Si
m
pl
e

Fa
ct
oi
d

Fr
ee

ba
se

SP
AR

Q
L

3
7

M
an

ua
lly

C
om

pl
ex
W
eb

Q
ue

st
io
ns

[4
2]

34
,6
89

C
om

pl
ex

Fr
ee

ba
se

SP
AR

Q
L

3
7

Se
m
i-

au
to
m
at
ic
al
ly

Q
AL

D
-9

[4
7]

40
8

Encyclopedic

C
om

pl
ex

N
on

-fa
ct
oi
d

D
Bp

ed
ia

SP
AR

Q
L

3
7

M
an

ua
lly

KQ
A-
Pr
o

[4
]

12
0,
00

0
Si
m
pl
e

C
om

pl
ex

Fr
ee

ba
se

W
ik
id
at
a

SP
AR

Q
L

Ko
PL

3
3

Se
m
i-

au
to
m
at
ic
al
ly

Pa
ra
Q
A

[1
7]

5,
00

0
Fa

ct
oi
d

N
on

-fa
ct
oi
d

C
om

pl
ex

W
ik
id
at
a

D
Bp

ed
ia

SP
AR

Q
L

3
3

Se
m
i-

au
to
m
at
ic
al
ly

C
C
M
R
C

[3
6]

21
,0
00

Pa
ra
gr
ap

h-
ba

se
d

Q
ue

st
io
ns

Tr
us
te
d
cl
im
at
e-
ba

se
d

da
ta

so
ur
ce
s

-
3

7
M
an

ua
lly

LC
-Q

uA
D
2.
0

[4
6]

30
,0
00

Fa
ct
oi
d

N
on

-fa
ct
oi
d

C
om

pl
ex

W
ik
id
at
a

D
Bp

ed
ia

SP
AR

Q
L

7
3

Se
m
i-

au
to
m
at
ic
al
ly

G
eo

Q
ue

ry
[4
3]

88
0

Si
m
pl
e

Fa
ct
oi
d

G
eo

qu
er
y

D
at
ab

as
e

Pr
ol
og

7
7

M
an

ua
lly

G
eo

An
Q
u

[5
3]

42
9

Geospatial

N
on

-fa
ct
oi
d

C
om

pl
ex

na
-

7
7

M
an

ua
lly

G
eo

Q
ue

st
io
ns
20

1
[3
2]

20
1

Fa
ct
oi
d

C
om

pl
ex

G
AD

M
O
SM

D
Bp

ed
ia

SP
AR

Q
L

st
SP

AR
Q
L

G
eo

SP
AR

Q
L

3
7

M
an

ua
lly

G
eo

Q
ue

st
io
ns
73

3
73

3
Fa

ct
oi
d

C
om

pl
ex

YA
G
O
2g

eo
SP

AR
Q
L

st
SP

AR
Q
L

G
eo

SP
AR

Q
L

3
3

M
an

ua
lly

Ev
en

t-Q
A

[6
]

3,
00

0

Temporal

M
ul
til
in
gu

al
Si
m
pl
e

C
om

pl
ex

Ev
en

tK
G

SP
AR

Q
L

3
7

Au
to
m
at
ic
al
ly
-

M
an

ua
lt
ra
ns
la
tio
ns

Te
m
pQ

ue
st
io
ns

[1
5]

1,
27

1
Si
m
pl
e

C
om

pl
ex

Fr
ee

ba
se

SP
AR

Q
L

3
7

Se
m
i-

au
to
m
at
ic
al
ly

C
R
O
N
Q
ue

st
io
ns

[3
8]

41
0,
00

0
Si
m
pl
e

C
om

pl
ex

W
ik
id
at
a

-
3

3
Se

m
i-

au
to
m
at
ic
al
ly

M.A. Pollali 21



The Dataset GeoQuestions1089

3.5 Complex Sequential QA Benchmarks

[37] introduced the Complex Sequential QA (CSQA) dataset containing 200k dialogs with
a total of 1.6M turns. Unlike existing QA datasets which contains simple questions that can
be answered from a single KG triple, the questions in CSQA dataset require larger sub-
graphs of the KG. The dataset was created through a semi-automatic process involving
in-house and crowdsource workers. First annotators were asked to come up with ques-
tions that can be answered from a single tuple in the knowledge graph. Then, based on the
initial pilot, workers on Amazon Mechanical Turk created subject and object based ques-
tions for each of the relation in KG. The next step was to identify types of questions which
require logical, comparative and quantitative reasoning over a subgraph in the KG. For
each one of these types of questions, several templates were identified in order to modify
the simple question and create logical, comparative and quantitative questions. In-house
annotators created templates for converting simple or complex questions to conversa-
tional questions. The authors also proposed a model for CSQA task which is a cross
between a state of the art hierarchical conversation model [39] and a key value based
memory network model for QA [28].

3.5.1 VQA datasets

[24] introduce a large-scale, remote sensing VQA dataset named RSVQAxBEN and built
from the Sentinel-2 images and land cover classes of the BigEarthNet dataset.6 In addi-
tion to the larger number of samples, the dataset introduces new objects of interest (land
cover classes) with a new form of complexity (logical formulas).

Figure 3.1: Example of type of questions (yes/no and land cover questions)

To create a baseline for the dataset, they used a VQA model that contains a feature ex-
tractor for the image (ResNet-152 pre-trained on ImageNet) and one for the question

6https://rsvqa.sylvainlobry.com/
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(skip-thoughts architecture, pre-trained on the BookCorpus dataset). Each feature ex-
tractor produces a 1,200 dimensional feature vector, and the two vectors are then merged
with a point-wise multiplication and passed to a multi-layer perceptron for the prediction
of the most probable answer. The accuracy for evaluation of the dataset is defined as the
ratio between the number of correct answers and the number of questions for the three
classes. Specifically, it can be seen that, while the performance on yes/no questions is
79.92%, land cover questions show a poor 20.57% and global questions have a 69.83%.

BigEarthNet is a well-known remote sensing dataset developed by the TUB group par-
ticipating in DA4DTE. [41] present the latest version (BigEarthNet-MM7) which contains
590,326 pairs of Sentinel-1 and Sentinel-2 image patches. BigEarthNet-MM makes a sig-
nificant advancement for the use of deep learning in remote sensing. For example, the F2

score obtained for the Agro-forestry areas class when transfer learning from IMAGENET
is applied was 2.13% but when direct learning from BigEarthNet-MM for multi-modal multi-
label image classification was applied was 71.87%. BigEarthNet-MM is suitable to assess
deep learning methods for: i) learning from class-imbalanced multi-modal data (since the
land cover/land use classes are not equally represented in BigEarthNet-MM); ii) trans-
fer learning (since BigEarthNet- MM currently contains only pairs of images from a small
number of European countries); and iii) also on unsupervised, self-supervised and semi-
supervised multi-modal learning for information discovery from big data archives.

7https://bigearth.net/
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4. THE GEOQUESTIONS1089 DATASET

4.1 GeoQuestions1089 dataset

The GeoQuestions1089 dataset consists of two parts, which I will refer to as GeoQues-
tionsC (1017 questions) and GeoQuestionsW (72 questions) both of which target the union
of YAGO2 and YAGO2geo. GeoQuestionsC is the union of the datasets GeoQuestionsT
and GeoQuestionsF .

To develop GeoQuestionsT , AI team asked each M.Sc. student of the 2020-2021 Know-
ledge Technologies course of our department to formulate 21 question-query-answers
triples targeting YAGO2geo. AI team asked students to include in their questions one
or more features and various kinds of geospatial relations: distance relations (e.g., near,
at most 2km from), topological relations (e.g., in, borders, crosses) or cardinal directions
(e.g., east of, northeast of). Also, they were asked to have questions for all four countries
covered with official data by YAGO2geo: USA, Greece, United Kingdom and Ireland. Fi-
nally, one more constraint was that the generated GeoSPARQL queries for three of their
questions should be with one, two and three aggregate functions, respectively. In at least
one of these three cases, the students were asked to provide a question which can be
mapped to an advanced GeoSPARQL expression like a nested query or a not-exists fil-
ter. In this way, we wanted to target questions that were more complex than the ones
in GeoQuestions201. To obtain the answers, the students were asked to run their Geo-
SPARQL queries in a YAGO2geo endpoint that we provided. The questions gathered were
factoid, simple/complex and, in some cases, with aggregations (e.g., counting), comparat-
ives, or superlatives. The resulting dataset contained 615 questions targeting YAGO2geo.

To develop GeoQuestionsF , we asked third-year students of the 2020-2021 AI course
in the same department to write 50 questions targeting the subset of OSM and the in-
foboxes of Wikipedia, imagining scenarios related to traveling or to generating geography
questionnaires for students or TV games. The only constraint was that simple but also
complex questions should be produced (examples of simple questions from GeoQues-
tions201 and complex questions from GeoQuestionsT were given). In total, we gathered
9,335 questions. From this set, we randomly chose 1200 questions, for which we hired
six M.Sc. students of the same course to clean them and translate them into SPARQL or
stSPARQL/GeoSPARQL using YAGO2geo. Because this crowdsourcing effort was less
restrictive than that of GeoQuestionsT , some questions didn’t have answers in YAGO2geo
alone. However, they could be answered using the union of YAGO2 and YAGO2geo KGs.
After this, the students ran the queries in the YAGO2geo endpoint and stored the answers,
when these existed. The resulting dataset contained 402 questions, 280 questions tar-
geting YAGO2geo and 122 questions targeting the union of YAGO2 and YAGO2geo.

The dataset GeoQuestionsC was checked by the authors of this paper. Each question
(query) was checked both grammatically and syntactically, using Grammarly (1) and Quill-
Bot (2). When necessary, and because some queries required exorbitant compute re-
sources to be answered in reasonable time, we rerun the queries against the endpoint
using materialized relations. The resulting set contained 1017 question-query-answer
triples.

GeoQuestionsW consists of the elements of GeoQuestionsC whose questions originally
1https://www.grammarly.com/
2https://quillbot.com/

M.A. Pollali 24

https://www.grammarly.com/
https://quillbot.com/


The Dataset GeoQuestions1089

had spelling, grammar or syntax mistakes. In GeoQuestionsW , we include the original,
incorrect questions with the end goal of benchmarking how capable QA engines are at
handling incorrect input.

Extending the categorization of [32], we can see that the questions of dataset GeoQues-
tions1089 fall under the following categories:3

A. Asking for a thematic or a spatial attribute of a feature, e.g., “Where is Loch Goil loc-
ated?” . In GeoQA2, these questions can be answered by posing a SPARQL query
to YAGO2geo. Google and Bing both can also answer such questions precisely.

B. Asking whether a feature is in a geospatial relation with another feature or features,
e.g., “Is Liverpool east of Ireland?” . The geospatial relation in this example question
is a cardinal direction one (east of). Other geospatial relations in this category of
questions include topological (“borders”) or distance (“near” or “at most 2km from”).
In GeoQA2, these questions are answered by querying YAGO2geo using the de-
tailed geometries of features for evaluating the geospatial relation of the question.
Google and Bing both cannot answer such factoid questions, but can only return a
list of relevant Web pages. The recently deployed chat feature of Bing gives more
information by saying that “Liverpool ... is located on the eastern side of the Irish
Sea”.

C. Asking for features of a given class that are in a geospatial relation with another fea-
ture. E.g., “Which counties border county Lincolnshire?” or “Which hotels in Belfast
are at most 2km from George Best Belfast City Airport?”. The geospatial relation
in the first example question is a topological one (“border”). As in the previous cat-
egory, other geospatial relations in this set of questions include cardinal or distance
(as in the second example question). In GeoQA2, these questions can be answered
by using the detailed geometries of features from YAGO2geo for evaluating the geo-
spatial relations. Google and Bing can also answer such questions precisely in many
but not all cases (e.g., they can answer the first question but not the second).

D. Asking for features of a given class that are in a geospatial relation with any features
of another class, e.g., “Which churches are near castles?” . Arguably, this category
of questions might not be useful unless one specifies a geographical area of interest;
this is done by the next category of questions.

E. Asking for features of a given class that are in a geospatial relation with an unspe-
cified feature of another class, and either one or both, is/are in another geospatial
relation with a feature specified explicitly. E.g., “Which churches are near a castle
in Scotland?” or “In Greece, which beaches are near villages?”. Google and Bing
both cannot answer such questions precisely.

F. As in categories C, D and E above, plus more thematic and/or geospatial character-
istics of the features expected as answers, e.g., “Which mountains in Scotland have
height more than 1000 meters?”. Google and Bing both give links to pages with lists
of mountains of Scotland with their height.

G. Questions with quantities and aggregates, e.g., “What is the total area of lakes in
Monaghan?” or “How many lakes are there in Monaghan?”. Google and Bing both

3For comparison purposes, for each question category, we comment whether the search engines Google
and Bing can answer such questions after having tried a few examples.
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can answer precisely the second question but not the first. For the first question both
return pages with lists of lakes in Monaghan. The chat component of Bing attempts
to answer the first question but fails.

H. Questions with superlatives or comparatives, e.g., “Which is the largest island in
Greece?” or “Is the largest island in France larger than Crete?”. Google answers
the first question accurately but Bing does not and instead gives a list of links to
related pages. The chat component of Bing can answer the first question precisely
(Crete). Both engines cannot answer the second question; they only give links to
relevant Web pages. The chat component of Bing is able to answer the second
question precisely. (Corsica is larger than Crete).

I. Questions with quantities, aggregates, and superlatives/comparatives, e.g., “Which
city in the UK has the most hospitals?” or “Is the total size of lakes in Greece larger
than lake Loch Lomond in Scotland?”. Google can answer the first question precisely
but Bing fails and returns a list of best hospitals in cities of the UK. Both engines
cannot answer the second question.

Table 4.1 describes GeoQuestions1089 giving numbers per type of question.

4.2 Comparison to GeoQuestions201.

GeoQuestions201 contains mostly simple questions that can be answered with simple
queries. For that reason, the state of the art geospatial QA engines are able to answer a
significant portion of it correctly, as was shown in [12] and confirmed by our own experi-
ence while developing GeoQA2.

GeoQuestions1089 includes numerous complex questions that require both solid natural
language understanding and advanced SPARQL features (nested queries, not-exists fil-
ters, arithmetic calculations) to be answered. For example: “How many times bigger is
the Republic of Ireland than Northern Ireland?” or “What is the population density of the
municipality of Thessaloniki?” or “How much of the UK is woodland?” or “Is Belfast closer
to the capital of the Republic of Ireland or the capital of Scotland?” or “Which islands
don’t have any lakes but have forests?”. Additionally, GeoQuestions1089 is targeted on
YAGO2geo, enabling easier comparison of engines that target this KG. Furthermore, be-
cause YAGO2geo also includes data about the United States and Greece, new challenges
arise that must be dealt with by a good QA engine. For instance, some Greek entities lack
English labels, which makes disambiguation more difficult. All in all, GeoQuestions1089
is a more varied and more challenging dataset that uses a much wider array of SPARQL
functionality in its queries compared to GeoQuestions201.
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5. EVALUATION

The dataset GeoQuestions1089 is used to benchmark the QA engines GeoQA2, the one
by Hamzei et al. [12] and ChatGPT. The exact versions of the engines used are available
in the repository of GeoQuestions1089. We ran the experiments on a machine with the
following specifications: Intel Xeon E5-4603 v2 @2.20GHz, 128 Gb DDR3 RAM, 1.6 TB
HDD (RAID-5 configuration).

5.1 Methodology and metrics.

The question answering engine that is being evaluated attempts to generate a query for
each natural language question in the dataset. If the generation is successful, the query
is then processed by the transpiler that rewrites the query using materialized relations,
and it is then sent to a geospatial RDF store that executes the query over our knowledge
graph. The result is compared to the gold result included in GeoQuestions1089. To accept
an answer as correct, it must match the gold result exactly. We do not consider partially
correct answers (e.g., when computed answers are a proper subset of the ones in the
gold set) as correct. Likewise, we do not consider a superset of the answers in the gold
set as correct. We chose to not use F-score because the correct number of returned
answers/entities for each query varies greatly, which biases the metric towards certain
kinds of questions.

5.2 GeoQA2

To evaluate GeoQuestions1089 in GeoQA2 we set up three Strabon endpoints. In the
first two we store YAGO2 and YAGO2geo respectively. These endpoints are required
by GeoQA2 to generate queries. In the third endpoint, which we use for retrieving the
answers to our generated queries, we store YAGO2, YAGO2geo and its materialization.

Tables 5.1 and 5.2 show the results of the evaluation. The column “Generated Queries”
gives the percentage of questions for which GeoQA2 was able to generate a query. The
column “Correct Answers” gives the percentage of questions for which the query that was
generated was able to retrieve the correct set of answers. Finally, the column “Correct
Answers*” shows the same percentage computed over the set of questions for which a
query was generated.

We observe that the complexity of the structure of the question affects significantly the per-
formance of the system. For instance, GeoQA2 performed decently in answering rather
simple questions (i.e., geospatial relation between two features), while it has difficulties
in answering more structurally complex questions (i.e., questions with a combination of
superlatives and quantities, questions with more sophisticated syntax or vocabulary). In
addition, we see that GeoQA2 is a robust engine, meaning that it loses only a small per-
centage of its effectiveness when the input questions contain spelling, grammar or syntax
mistakes.
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Table 5.1: Evaluation of GeoQA2 over
GeoQuestionsC .

Category Generated
Queries

Correct
Answers

Correct
Answers*

A 84% 47.42% 56.45%
B 76.25% 58.99% 77.35%
C 79.21% 44.38% 56.02%
D 56% 12% 21.42%
E 80% 31.85% 39.81%
F 66.66% 16.66% 25%
G 74.13% 32.18% 43.41%
H 71.12% 26.05% 36.63%
I 84% 20% 23.80%
Total 76.99% 38.54% 50.06%

Table 5.2: Evaluation of GeoQA2 over
GeoQuestionsW .

Category Generate
Questions

Correct
Answers

Correct
Answers*

A 82% 47.05% 57.14%
B 81.81% 54.54% 66.66%
C 85.71% 57.14% 66.66%
D 50% 33% 66.66%
E 88% 0.00% 0.00%
F 36.36% 0.00% 0%
G 50.00% 0.00% 0.00%
H 100.00% 0.00% 0.00%
I 50% 50% 100.00%
Total 72.22% 34.72% 48.07%

5.3 Hamzei et al

In a similar vein to the evaluation of GeoQA2, the generated queries of the engine are
processed by our transpiler before being sent to the Apache Jena Fuseki endpoint whose
answer is compared to that included in GeoQuestions1089. To communicate with the
Fuseki endpoint we use Apache Jena’s own SPARQL-OVER-HTTP scripts to make sure
that queries are sent and results are returned correctly. Tables 5.3 and 5.4 show the results
of the evaluation.

We make three main observations. First, we see that as questions become more com-
plex, the effectiveness of the engine drops dramatically, as was the case in our evaluation
of GeoQA. The more complex the question, the less likely it is that the query generator
is able to construct the proper GeoSPARQL query, with the most extreme example being
questions of type I. Second, the system severely underperforms in questions of Category
A, which is one of the simpler categories. This is caused by the lack of a dedicated step for
named entity disambiguation. For example, if given the input question “Where is Dublin
located?” the engine of Hamzei et al. [12] will return the location of every place named
“Dublin” in the KG, instead of the location of the capital of the Republic of Ireland. This
leads to an explosive increase of returned answers. Moreover, there is no mechanism for
ranking the returned answers in accordance to their relevance, so even taking the first 3
answers as candidates doesn’t significantly change the picture. Instead of a dedicated
disambiguation step, the engine relies on the automatic resolution of disambiguation dur-
ing query execution, which is an approach that works well for category B questions. In the
original evaluation of their system, the authors disregarded toponym disambiguation, but
we consider it a core part of question answering. Third, the system can handle spelling,
grammar, and syntax mistakes without performance loss.

The main weakness of the engine of [12] is the lack of a dedicated disambiguation step.
This leads to answers that contain numerous irrelevant results, i.e., the system is lacking
precision. The other significant weakness is the rule-based approach to query generation
that is unable to deal with complex queries.
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Table 5.3: Evaluation of the system of Hamzei et al. [12] over GeoQuestionsC . Because the query
generator of the engine was not designed to work with entities that do not have detailed

geometries, we also provide statistics for the subset of questions that target YAGO2geo only.

Category GeoQuestionsC
GeoQuestionsC
without YAGO2 Questions

Generated
Queries

Correct
Answers

Correct
Answers*

Generated
Queries

Correct
Answers

Correct
Answers*

Type-A 89.71% 10.85% 12.10% 88.88% 12.50% 14.06%
Type-B 95.68% 53.23% 55.63% 95.52% 55.22% 57.81%
Type-C 97.75% 30.33% 31.03% 97.41% 32.90% 33.77%
Type-D 100% 12% 12.00% 100% 12% 12.00%
Type-E 99.25% 7.40% 7.46% 99.25% 7.46% 7.51%
Type-F 79.16% 4.10% 5% 76.19% 4.76% 6%
Type-G 98.27% 11.49% 11.69% 97.94% 13.01% 13.28%
Type-H 97.18% 7.74% 7.97% 96.49% 7.89% 8.18%
Type-I 92% 0% 0.00% 95% 0% 0.00%
Total 95.77% 18.97% 19.81% 95.53% 20.67% 21.63%
Table 5.4: Evaluation of the system of Hamzei et al. [12] over GeoQuestionsW

Category GeoQuestionsW
Generated Queries Correct Answers Correct Answers*

A 88.23% 17.64% 20.00%
B 100.00% 54.54% 54.54%
C 100.00% 35.71% 35.71%
D 100.00% 0.00% 0.00%
E 87.50% 0.00% 0.00%
F 90.90% 0.00% 0.00%
G 100.00% 0.00% 0.00%
H 100.00% 0.00% 0.00%
I 100.00% 0.00% 0.00%
Total 94.44% 19.44% 20.58%

5.4 ChatGPT

Finlay, in this section we would like to evaluate whether search engines like Google and
Bing could answer questions like the ones of the dataset GeoQuestions1089. Given the
popularity of chatbots like ChatGPT, Gemini and Copilot, it is also interesting to consider
how these chatbots perform on the same task; this is what we do in this section. For our
detailed study, we selected ChatGPT since it is currently the most popular of these chat-
bots. Our evaluation is done through the OpenAI API utilizing the GPT-3.5-turbo model.

Table 5.5 display the results of the evaluation. ChatGPT was given each question three
times and the most precise answer of the three was selected manually and compared with
the gold answer in GeoQuestions1089. The table column “Correctly Answered” presents
the percentage of questions that are answered correctly i.e., their answer is the same as
the gold one. The table column “Partially Correctly Answered” indicates the percentage
of questions that are answered partially correctly i.e., the response closely approximates
the correct answer, yet does not achieve full alignment with the gold standard.

During the evaluation of ChatGPT, several key findings emerged regarding its perform-
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ance. ChatGPT demonstrated excellent proficiency in answering simple “yes or no” ques-
tions (e.g., the Category B question“Is Kythira within Attica?”). However, due to the inher-
ent limitations of the OpenAI API, which cannot provide precise coordinates, the majority
of the answers generated by ChatGPT for other categories of GeoQuestions1089 were
only approximate. For example, for the question “Where is Kilkenny located?”, the Chat-
GPT answer was “Kilkenny is located in the southeast of Ireland. It is the county town of
County Kilkenny and is situated on the River Nore.”. In Table 5.5, we label this answer as
partially correct because it lacks precision. The correct answer in GeoQuestions1089 is
the polygonal geometry of Kilkenny, something that we cannot get from ChatGPT since
this chatbot does not know about geometries.

Another example is queries containing vague terms such as “near” e.g., “Which bays are
near Doolin?”. In these cases ChatGPT struggles to interpret the exact criteria for prox-
imity leading to partially correct responses. In this example, while it identifies some bays
in the vicinity, not all relevant ones are included in the answer.

More importantly, when ChatGPT is faced with complex questions, particularly those re-
quiring nuanced understanding or synthesis of information, it often falters in providing
accurate responses, highlighting its limitations in handling intricate questions and under-
scoring the need for further refinement to enhance its performance. An example of such
a complex query is “How many lakes overlap with Greek municipalities?”. For this query,
ChatGPT replies “To accurately answer your question, I would need access to up-to-date
geographical data regarding Greek municipalities and lakes. Unfortunately, as a text-
based AI, I do not have real-time data capabilities.” Naturally, the answer to this question
in GeoQuestions1089 is the exact number of such lakes. Another example of a com-
plex question is “How many canals in England are west of villages in Camrbridgeshire?”.
For this query, ChatGPT replies “To determine how many canals in England are west of
villages in Cambridgeshire, I need more specific information such as the name of the vil-
lages. Could you please provide the names of the villages in Cambridgeshire that you are
referring to?”. Naturally, the answer to this question in GeoQuestions1089 is the exact
number of canals.

If we examine Table 5.5, we will see that as we move from simpler question categories
to more complex ones, the performance of ChatGPT on the question answering task be-
comes worse. An exception is Category H (questions with superlatives or comparatives)
which are easy to understand and ChatGPT has the required knowledge to answer them
correctly.

Finally, we observed that in questions regarding population statistics, ChatGPT provided
inconsistent answers in each call of the API, indicating variability in its response generation
process (e.g., for the question “What is the population of Alabama?”).
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Table 5.5: Evaluation of ChatGPT over GeoQuestions1089

Category Correctly Answered Partially Correctly
Answered

Category A 15.4% 59.4%
Category B 61.4% 0%
Category C 31.3% 51.1%
Category D 23.8% 52.4%
Category E 18.8% 63%
Category F 4% 8%
Category G 6.3% 3.4%
Category H 38.7% 0%
Category I 4% 0%
Total 22.6% 26.4%
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6. MY CONTRIBUTION

My input to the GeoQuestions1089 dataset is extensive and diverse. Above all, I re-
arranged every question in the completed version on my own initiative, making sure that
each was carefully checked and arranged before being added to the dataset. To guaran-
tee the correctness and applicability of each question, this task required close attention to
detail. I was able to provide a strong basis for the dataset by supervising this procedure,
which laid the framework for further research and assessment.

I also contributed significantly to the writing of the queries required to get responses from
the YAGO2geo endpoint. Not only did creating these searches need in-depth knowledge
of the dataset and the underlying knowledge network, but it also required proficiency with
SPARQL and GeoSPARQL. Because of my experience, the questions were both effective.

In addition to writing the queries, I was in charge of executing them at the endpoint and
storing the responses. Technical expertise and meticulousness were required for this
undertaking to guarantee precise and seamless operation. Through the implementation
of this stage, I enabled scholars and practitioners in the area to assess and analyze the
dataset by providing access to its answers.

Ultimately, my participation in the assessment stage is a noteworthy component of my
input to the thesis. My contribution to the benchmarking of the GeoQA2 and Hamzei et
al. engines was significant. To evaluate the performance of these engines, a thorough
evaluation method has to be meticulously planned and carried out. I also took responsib-
ility for conducting all the tests and getting the responses from ChatGPT to make sure the
evaluation was completed correctly and completely. My work in this area were essential in
advancing the research overall by offering insightful information about the strengths and
weaknesses of the individual question-answering systems.
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7. CONCLUSIONS AND FUTURE WORK

I presented the dataset GeoQuestions1089 and evaluated theQA enginesGeoQA2, Hamzei
et al. [12] and ChatGPT using it.

AI team of NKUA and I plan to extend the dataset by utilizing semi-automatic techniques
as it has been done e.g., in LC-QuAD 2.0 [9]. This will allow us to train geospatial QA
engines using deep learning techniques with the hope that they will be more effective
than the ones evaluated.

Additionally, we are actively engaged in advancing GeoQA by addressing several key
areas: making GeoQA able to handle spatiotemporal questions, utilizing Large Language
Models to improve query generation and natural language understanding, and utilizing
state-of-the-art Entity Linking systems. By pursuing these avenues of research and de-
velopment, we anticipate significant advancements in the effectiveness and usability of
geospatial QA systems like GeoQA. Our ongoing efforts underscore our commitment to
pushing the boundaries of geospatial information retrieval and enabling more intuitive and
efficient access to geospatial knowledge.
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ABBREVIATIONS - ACRONYMS

RDF Resource Description Framework

SPARQL SPARQL Protocol and RDF Query Language

OWL Web Ontology Language

LLMs Large Language Models
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APPENDIX A. FIRST APPENDIX
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