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Abstract

One special trait of astrophysical jets is their enhanced structural stability, as their total
length can be many times their initial radii. Although it is established from previous
studies that instabilities develop along their flow, it is not fully understood how they affect
the outflow properties. This thesis focuses on this specific scientific question, thus the
stability properties of astrophysical jets are studied.

The term astrophysical jet involves a family of outflows that share the same formation
and propagation mechanisms, i.e. an accretion digk is formed around a massive object
which accretes into this central engine, leading to the creation of these cosmic outflows.
The physical quantities describing the jets span over an extended value range. For example,
there are jets originated from protostars (YSO jets) which are non-relativistic with total
lengths of ~ pc. On the contrary, there are jets originated from the accretion of matter
into a supermassive black hole (AGN jets) which are relativistic and they travel distances
~ kpc.

Throughout this thesis the dynamics of these outflows are described by the relativistic
magnetohydrodynamic (RMHD) set of equations which consists of the equations of Maxwell
coupled with three continuity equations for mass, momentum and energy and Ohm’s law
in the case of infinite conductivity. Finally, in order for the system to close an equation
of state for the plasma is included. In order to study the stability properties of the jets
the linear stability analysis methodology is utilized. This methodology requires to insert
small perturbative terms in the set of equations that describe the dynamics of the outflow
and expand the equations regarding terms up to the first order. The resulting linearized
system of equations is essentially a boundary conditions problem. The thesis focuses on
the unstable solutions of this system and their properties.

In terms of outflow configuration, the main point of interest is around mildly rela-
tivistic magnetized astrophysical jets. These jets are typical in the case of AGN outflows.
They carry magnetic field usually characterized by a helical topology, and their rotation is
slight or non-existent. Two main kinds of instabilities emerge from this type of jets. The
first one is related to shear in the velocity profile or when two fluids with different velocity
values are in contact. This is the Kelvin-Helmholtz instability. The second instability is
associated with the existence of the magnetic field in the outflow, they are called current-
driven instabilities. Depending on the jet configuration these two types of instability may
emanate, evolve and affect the initial configuration. The effect on the outflow varies, the
initial outflow may be disrupted and evolve into a new quasi-steady state or be destroyed
entirely.

The thesis at hand studies the stability properties of relativistic magnetized astro-
physical jets. The configurations that are probed include cylindrical outflows carrying
helical magnetic fields with bulk flow velocities corresponding mainly to mildly relativistic
jets. The first configuration for which the stability properties are presented is a two-
component jet, most commonly known as a spine-sheath outflow. Alongside the results
from the linear stability analysis, there are also numerical simulations that examine the
non-linear evolution of the perturbed outflow. The results from the two different method-



ologies are in agreement, while the most important parameter affecting the intensity of the
instabilities is magnetization. The second configuration is a single-component magnetized
mildly relativistic jet. The stability profile of this specific configuration is characterized
by the existence of the magnetized Kelvin-Helmholtz instability which is generalized in
the relativistic regime for a cylindrical outflow geometry. The stability analysis success-
fully identifies the regulating parameters of the mode’s behavior, while it is shown that
under specific circumstances the Kelvin-Helmholtz instability of a cylindrical jet can be
approximated by the corresponding results of a Cartesian counterpart.
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ITepirndn
Ewcaywywxég onpeioelg

Ov actpoguotxol midaxeg elvol €0TIAOUEVES EXPOEC TAUCUATOC OL OTOLEG EXXVOLY amd Wia GU-
unayn Tnyn. Iotopixd 1 medTN xaToUYEYPUUUEVY Avapopd Ao TEOGYUCIXOU Tidaxa eviomiCeTon
10 1918 and tov Curtis (1918) n onola nparyuatonoidnxe oto napatnentiplo tou Lick, otov
evepyo yohollo M87. O Poacindg unyavionos dnuiovpylas Twy mddxwY anoteheiton and tny
TeocEé@NoY VANG amd éva xeVTEWd Halnd oVTIXEUEVO, UE amOTENETHA VoL BNUtovpYElTaL -
CTWOUEVT] EXEOT) AMOTENOVUEVT amtd €va T0c0oTO auTHS TNg UANG. H mouwahoyoppla oty
TWV XOOUXOV OVTIXEWEVODY VoL EXTETUUEVT X0t APopd EVal UEYIAO TOCOGTO TV DOULXWY
ototyelwy tou anoptilouy Ty Ohn dladacio. T'io Topdderyua To xevipnd GOUA GTO oTolo
mpoonintel 1) OAN umopel va efval Evag TpwTONo TERAS, BITAG CUC THUNTA ATOTEAOVUEVA amtd uia
ACTEWY) UEAAUVY| OTI Xal €VOL GUVOBO COUA E(TE EVOY Ao TEQU VETPOVIWY UE €VaL GUVODO GOUA
X peEAavY) omn) aoTexg 1 yohollaxhc xAlpoxag. ‘Ocov agopd TNy expor| UTdeyouv Bidpo-
pa puoLxd peyédn to omolal TIC XATATAOGOVY GE BL8PopeS xoTnyopies, 6mwe N TodTNnToL (UN
OYETIOTIXEC-OYETXIOTIXES), 1) TuxvoTNTa (ehagpeeic-Bapeic expoéc) 1 v mapousio xou TNy
EVTUOT Loy YNTIXOV TESIWV. 1oty ATOTEAECUA O TORUHUETEIXOS YWEOS TV PUOIXGY PEYEVWY
TWV TOEXWY EVOL EXTETOUUEVOS Kol TOAUGEIIUOC oV Xo TO (PUOLXO TAXCLO TOU TEQLYPAPEL XAl
OLETEL TNV cuuTeplpopd Toug ebvan To Blo. Kotd autd tov tpdmo Oha autd tar avTixelueva
ONULOLEYOLY ULal UEYBAT) OIXOYEVELX POV TOL TaEOLCLALOUY €T TNE 0UGIAUC TOGOTIXES Xou O)L
TIOLOTIXEC DLapOpES.

Av xou 1) EMC TALOVIXT XOWVOTNTOL TTOL UEAETE, TOL GUYXEXPWIEVA AVTIXEUEVAL EYEL VOL TTOQOU-
OLAOEL ONUOVTLXY TEOODO0 TEVE GTNY XATAVONOT) TWV UNYAVIOUMY TOU BIETOUY TNV GUUTERLPORY
TOUC, OPXETE EQMTHUOTA TUEUUEVOUY UXOUO AVOLY TA YioL Tot omtola Bev €yl eméhdel 1 TAoNS xa-
Tavonor Toug. ‘Evo amd to avorytéd awtd Jépota lvon 1 Yoo Tnelo Tixy| EUC TAUELN QUTWY TWV
AVTIXEWEVOY, XoOS TO GUVOAXO U X0 TO 0Tolo UToEOLY Vo PTAGOoUY Eival TOAATALCIO TNG
oxtivag Toug. AuTO TO YEYOVOS €0YETOL OE AVTIOIUO TOAT) UE TOL ATOTEAEGUOTA CYETIXWY TELQ0-
HATWVY OF BLATALELS EQYATTNELOXOU TAAOUATOS OOV TUEATNREITOL TOCO 1) AVATTUEY Ao TADELDY
0G0 1AL 1) YPNYORT XATAoTROPT TN OYETXNE exporic. Emnpooiétwe, n Unupln actodeidy
€yel emPBefouwiel xou 0TV TEPINTWON TWV XOCUXOV TUOAKWY UE TN XENOT XATIAANAWY TTopa-
meRoewy. Me autd Tov tpdmo o epdTnua Yivetow cagéc: Iotol eivan exelvol ol anocBes tixol
TOEAYOVTES OL OTIOLOL ETUTEENOLY GTIC UG TEOYUOIXES EXPOEC Vo GLVEY(CouY va BladibovTtan Top’
6Tl oL aoTddeleg LTdEYoLY X emdEOVY Tavw otnv por H nopoloa epyastia mpoomadel va
otaheuxdvel mavég uolxég Blepyacieg mou €youv cTadepononTxy enidpaoT) ETL TV EXPOWY
XL OAANAETLOPOVY UE TIC DIEYEPUEVES 0O TAVEIES UE TETOLO TPOTIO GTE Ol EXPOES VAL OLATNEOVY
TNV HOXEOCXOTILXY| TOUG OOUN.

OcwpenTixd vRoBadpo

H 8idaxtopuxn] Slatpif3r) EMIXEVTRMVETAL TIEVL GE EXPOES OL OTIO(EC TPOEPYOVTOL UTO Tal XEVTEX
evepYdV yoholloxdv mupivev (active galactic nuclei; AGN). Ilpdxetton yio nidaxec ov o-
molol mpogpyovtal and mpoopdenon VANG ot uio UTEPUEYEDN PeEAAVH] OoTH NG TAEEWS TWV
10% — 109 Mg, 1 ToOTnTo BLB00HC TOUC Efvol GYETUOTIN EVE €V YEVEL PEPOLY Loy VNTIXG.
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medio. X T0 cUYXEXPWWEVO TAXUGLO 1) BUVAUIXT] TWV TUXWY TEPLYEdPETUL amd Eva GOVORO Un
YEOUUUIXDY BLopopix®y eEI6MOEWY, TI¢ eEICMOELC TNS WEATAS OYETIXIOTIXNG Yoty VN ToUBpodu-
voic (relativistic magnetohydrodynamics; RMHD) (Vlahakis, 2023). Ou eZiodoeic avtée
amoteholvTaL and TiC Téooepic e€lowoelg Tou Maxwell yio Tov niextpopoyvntioud, Teelg &1
owoelc dathpnone Yy ta peuotd (Swathenon wdlac, opufic xou evépyetac), v eiowon tou
Ohm Yewpdvtag dmeipn oywyuoTnTa xou v TéAEL pior xataotatiny e&loworn mou xAelvel To
oLYxexEWévo clotnua e€looeny. To guoxd peyédn tou ev AOYw CUCTAUATOS ECUPTWVTAL
T000 and YWEES PETUPBANTEG OGO %on amd TOV YEOVO.

Ta yovtéha TV abLTdpaxTwY TOAXWY TOU YENCOTOoWOVTAL eivor XUAVOELXA XoL o-
EIOLUUETEIX, OUCLUCTIXA Ol EXPOEC EVAL GUUUETEES WS TNV altwoutioxn xou TNV a&ovixy
oievduvon, dg = 0, = 0 . Erlong ta povtéha dewpoliviar mwg slvon xou otdoya, d; = 0
. Loy anoTEAECUN AUTOY TWY UTOVECEMY To PUOLXE UEYEDT TV TUOAXWY AUTOV EEURTOVTOL
ATOXAELG TIXG. Xou LOVO oo TNV xLhvdpixt| axtiva. Edo mpémel vor avagepdel 6Tl Tor HovTEAQ
aUTA elval 0TO EOWTEPIXO TOUC GE LOOPEOTIO BUVAHEWY Xou Bploxovton oe toopponio mieong
UE TO TEPIBAAAOV TOUG, OTOTE Tol adLoTdpax T HoVTEN elvan evotadelc Aboelc 1opponiog Tou
UG THUATOC.

Foe v uerétn tov aotadeiov emiéyeton vo axorovdndel n avdiuon yeouuxnc cu-
otddewac (linear stability analysis) twv Swpdpwy povtédwv. H pedodohoyio auth opilet tnv
ELOAYWYT| UXPWV SLOTAURAXTIXWY 6pwY 6T0 cLo TN e€lowoewy e RMHD, xau ev cuveyeia
OTNV avanTLEN TOUC XEATOVTAS 6poUS €n¢ TewtNe Taéng. Ot dlatopayés autés AOY® TV
UTOVECEWY TOU POEOVY TOL HOVTERN TWV TUOEXWY UTopoLy va avahudoly xotd Fourier, ondte
o efvan avdhoya evde extdetinol bpou Tou éxel Ty wopeh oc el kFFMmO=wl bnoy o k ebvou
TEOYHOTIXOC xou 0 M etvor axéponog aptdudc. Me autd tov tpoto ol edlowoelc e RMHD pe-
TATEETOVTOL UG UEPXES DLAPORIXES OE ONXES DLUPOPIXES UE UETUBANTY TNV XUAVOEWXT oxTival
xat Unopoly ev yével va Abboly. Mia emmiéov mapadoy | etvar mwe ol actddeleg elvon ypovo-
eZ0PTOUEVES OTOTE XAl TO » €lvor €vag pLyadixog aptiuog. Me autd Tov TpoTo TO TAGTOS TWY
Srortopary v amoxtd Ty poper o em@lteilkztmé=Re(w)t) = 4roy 10 npdto exdetind mapéyel
™V TAneogopla edv 1 Ao ebvor aotadfc (Im(w) > 0) xou au&dvetar To TAGTOC TG UE TOV
xeovo. Avéloyo ou unéhoiteg Moelg yopaxtneiloviar ¢ evotadelc (Im(w) < 0) X oplaxd
evotadeic (Im(w) = 0). Ot Moelc Tou EVOLPEPOUY XaL UEAETOVTOL GTNY TapOUoH £pYooia
elvar povo ot actadeic.

To clhoTnua TV ELIOMOOEMY UETA TV YROUUXOTOINGY| TOUG UToEEL Vo Ypa@pTel wg €val
opoyevée Ypopuuxd dopopd cvotnua (Vlahakis, 2023) to omoio ev ouveyeio Aoveton. E-
il Tne ouctag mpdxelTon Yoo TNV eTlAUOY evog TROPAAUATOC oplaxady cuvinxay. To onueio
evdlagpépovtog elvon tpla. To mpdTo elvar o d&ovag Tou Tidoxa, 6N CUVEYELX 1) TEPLOY Y| TOU
BeloxeTtan aoLUTTOTING PaxELd amd TNV TEQLOY T TNG EXPONG Xl TEMXE TO 1) ETLPAVELN DLETAUPTC
Tou Tidaxa Ye To mepBdAlov Tou. Ta TV meploy | Tou dEova 1 ADoT| TEEREL VoL Elvol OO,
EVG YL UEYIAES AmOOTAOEL amd ToV oo oL AUoelg mpémel va efvon opahéc xau @divoucec.
Y10 6plo Tou Tidaxa ot Aboelg mpEmel va elvon cLVEYElS, 1 oyéon BlaoTopds xdle acTadolg
TEoOTOL BiveTtar and TiIc uTodriple ADGELC Ol OTOIES IXUVOTIOLOUY TIC OPLIXES GUVITXES.

H egapuoyn tne nopoamdve yedodoroylac anoteieiton and tny e&edpeon AIGEWY Yol TOV
TBaxar xat To TEPYSHAAOY TOU EEYMELOTA XU TNV EMLTUY T EQUOUOYT TWV OPLIXDY CUVITXMY.
‘Ocov agopd to mepBdihov autd Jewpeiton vo ebvar oTtotind, Ye oToadepr) TUXVOTNTA XoL O-
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vahoyo av elvon LBEOBLVAUIXO 1) Ay VN TIoUEVO UTopel var Exel plor otodept| Tleon 1 otodepd
poryvnuxd medlo to onolo amotelelton POVO And GUVIGTOON TORIAANAT, GTOV dEova Tou Tda-
xa. Yo Tic mapovoeg UTOYESELS TO Blapopnd cUCTNHUN XATAATYEL o Wia Btapopiny| e€lowon
Bessel 6nou ot Aoeic tou eivon e€ionoeic Hankel npdtou eidouc. H emhoyy| tng Abong mpo-
XOTTEL AMO TNV ACUUTTOTLXY) CUUTERLPORE TWY CUYXEXPWEVKY cuvapThoewy. ['o anoctdoelg
TOU TEVOUV OTO AMELPO Ol €V AOY® GUVIRTHOELS OVAUTORIGTOOY XUHUATO TTOU ATOUUXEUVOVTAL
amé TNy TNY1 SnuLoueYiag TOUg xaL €YUV UELOVUEVO TAATOC, OTIOTE 1) GUVORELUXT CUVUTXY EXEL
neettan. Enl tng ouvclag pe auth v emioyy| anoxheleton T0 GeVplo Vo EpyovTan SLaTapay €S
amo TO AMELRO TOL VoL eMNEEdlouy TNV apyxn expor. T'a To ecwTepnd Tou TdAxa 1) EEEVEEDT
AVIAUTIXOY AOOEWY elvon eEAEETIXG OTIAVLAL, Yot AUTO TOV AOYO YENOWOTOLO0VTAL UTONOYIO Ti-
x€¢ poutiveg Tou PBeloxouv apriuntxd tig Adoelg exel. Ev téhel edv ixavomoleiton 1 cuvoptax)
cuvixn otnv empdvelo dlemapnc Tiduxo-tepBdANOVTOC TOTE TEoOXELToL Yio Wia Véo oo Tord)
AOGT TOU CUCTHUATOC.

MeAétn evotdidciag oyeTixtoTixol midaxa anoteAoLuevo and 800 cuVL-
CTWOEC

To mpwTto YovTéLO Yo To oTtolo avahlETOL TO TEOMIA eLc TAYELNG TOL amoTEAELTAL ad BLO PépT,
1 TATENG TEPLYPOPY| TOU adlaTdpaxTou Hovtélou Tidaxo mopoucidletar otny epyaocia “Rota-
tion and toroidal magnetic field effects on the stability of two-component jets”, Millas et al.
2017, Monthly Notices of the Royal Astronomical Society, Volume 470, Issue 1, p.592-605
(Millas et al., 2017). Yto nopondve mhoioto yeAethHONXE 1 Yoouuxs euc el TOU GUG THUO-
TO¢ xou €V ouveyela, ta ooy IEvTa anoteAéopuata cLYXEINXAY PE aVTIOTOLYES TELOOIAOTATES
TPOGOUOLOOELC Ol oToleg Tparypatomotfunxay and tov Ap. Anuriteto Mriiha. AvoluTtixdtepa,
T0 HOVTENO TOL Yperotponotiinxe anotekeiton and S0 cuvioThoes, wia yeryoen apar (T.y.
nhextpoviwy - tolitpovieny) xUAVSpIXY EoY| evTomouévn 6NV TEploy Y| Tou dZova Tou midoxa,
n omofo mepheieton amd pla Papltepn (T.y. MAextpoviwv — TewToviwy) xat Beadltepn ou-
Vo Tooo TG exponc. Ta cuyxexpuEva HOVTEAA TOU UOAG TIEQLYRAPNXAY CUVIVTWVTUL GTNY
BBhoypagla we “spine — sheath” povtéha mddxwy. OAOXANETN 1 €xpO0Y| MEQIBAAAETAUL Ao
OTATIXO O AUy VATIOTO PECO PE TUXVOTNTO CUYXEIoLUN TN Teploy e Tou dgova.

Lot Ty avdduor ypouixhc evotddetag 1 Bactxy] TUpdUETEOSC EVOLUPEROVTOS HTAY 1) o
yviTion tou midoxa. Ou apyinéc OAOXANEOOELS aPopolY LBEOBLVAUIXEC A)CELS OTIC OTolEg
oTodloaxd augdveton 1 Eviaon Tou payvnTixol nediou. Evioylovtog tny yoryvition, nopatnpee-
fton pelwon Twv ypovixdy xAdxwy avdntuéng twv actodeldy (aotodéotepes dopés) xodwe
xa 1) OmoEdn xaL EVOLVAUMOT NAEXTEOUAYVATIXWY a0 TOVEWDY 1 OTWS aAmavIOvIoL 6Ty Pi-
Bhoypaplio current-driven. X0u@wva ue autéd 10 oTiBo oL BUTUPUYUEVES NAEXTEOUOY VITIXES
ouvduele apyiCouv va yivovTol cuYXEIoWES UE TIC AVTIOTOLYES ABEAVELIXES DUVAUELS XoIOC 1|
poryviTion tou midaxo audveton. Ot A)oES TOU aPopolY UXEEC TWES TNG UAYVATIONG XU-
etapyolvTan and xvnTixée actadeieg tonou Kelvin — Helmholtz. Avelopthtwe Tne TWhAC Tng
MOy VATIONG OL TIEPLOYEC OTIC OTO(EC OL ACTAVEIES QaivovTal VoL €YOUV TNV PEYIO TN EVTAOT €-
tvan oL 800 empdveleg Slemaphc PETAEY TOU EOWTERLXOV-eEmTEPXOD TBaxa Xou ToU eEMTEPXOD
oo e to mepBAhoy Tou. Autd onuaivel Twe 1 EvTovr dlatopoy | TNS aBLATdEOXTNG Boung
avopéveTon Vo topatneeitar YOpw amd T 800 CUYXEXPWUEVES ETLPAVELES.

Ot opriuntinéc TPOCOUOLOOELS TaEATNEOVVTAL Vo EVOL GE YEVIXY) GUUGOVIO UE TNV YEo-



uery avdhuom xou emBeouwvouy ot cavorontxd Bodud to tpoliepiévta amoteAéoUaTa TG
avahUTXAG MERETNG.  Luyxexpléva, ol ypdvol avdntuing twv actadewdy (7 ~ 1/Im(w))
Beloxovton o€ piot xoAf) cuoyETion PETOE Twy 800 pedodoroyidy. Axdua, To eldog Tng o-
otdieiac (Kelvin — Helmholtz 7 current — driven) mou xuptopyel xou o tpdmog nou auth ee-
AMooeton, XS Yo TOUC ¥pOVOUC ToU Loy UEL 1) YRoUUIXY| TeoaEY Lo, Belyvouv va Beloxovtat
o€ GUYXALOY UETUED OVOAUTIXDY UTOAOYLOUMY X0l TEOCOUOLOOEWY. Ol emupdveleg diemaprg
OVTWS TaPoLCIALoLY eVTOVOTERT EEEMEN TWV Ao TadEWdY oTNY TEploy ) Tou auTég Peloxovial oe
oudgwvia e TV TEOBAedN amd TNV YeETN YeouuxAc suctddetag. O midoxeg dev gaivovton
VOU XOTAC TREPOVTAL EVIEANS, OV Xl TORATNEETOL plot amd TIC 6U0 CUVCTWOES Vo ENNEEALETON
TEPLOGOTERO amd TNV GAAT. EK meénel var onuewwdel Tt lowg yeetdlovton oaxour ueyoldTER
YEOVIXd Olac TAUNTA Yior Vo Ttopatnendel exTETOUEVY amodlopYdvemor) Tou Tduxa, oV XL To
YEOVIXAL Blac THOTAL TTOU €y 0UV 10T Xahuglel elvol GE TEMTN TEOGEYYLOT| LXUVOTONTIXAL.

Mehétn Yeoppixne EVoTAVELUC VEAUC ABLATALAKTY] XATACTACTS

‘Eva and ta {nroueva elvon vor xardiepwiel pio véo adlatdpaxtrn xotdotacy 1 onola @Eépet
NV LUToYEaPY| TNG EVVLYRUULOTC X0 ETITAYLYOTE ToU TBaxo ool opyxd oTEdLL UTopE NS TOU
midaxa. O midonag Yempeitar Twe etvar xUAVOEIXE AEIGUUHETEIXOS XU OTAGHLOC XAk 1) DUVOULXT
Tou meplypdpetar ond Tic edlowoelg Tne RMHD. Enlong o niSaxag etvan xpbog (undév depuinn
nleon) eved To yayynuxd nedio mou @épet €xel T6o0 alipoudionh 660 Xt TONOEDY CUVIOTMO.
O x0pleg €€loGOELC TOL YENOYLOTOOVOVTOL EVAL 1) AXTVIXT] CUVICTWOO TNS EEI0WONG 0pUng Xou
n e&iowon wo-nepotporc tou Ferraro (Vlahakis, 2004; Komissarov et al., 2009) n omofa
OUVOEEL TOL TEOPIA TV QUOIXDY PEYEVWY PE TNV TEPLOTEOPT XovTd oTr Bdon tou midaxa. H
OXTVIXT) CUUTERLPORS TV QUOIXKDY UeYEDDY BeV emdEyovTan xoplog utodeong exTog and Tny
alouvdaxy) ouviotwon tng tayvTnToc. H oyéon nou €yel emheyel yioo Ty meprypagn Tng
QUEAVEL YROUUIXE UE TNV oXTIVAL YLol ATOCTACEC XOVTA oTov d&ova xou piivel avdhoya Tou
AVTIOTEOPOU TNG OXTIVOC YId AMOGTACELS Haxpld and Tov dova. H elowon opunc uetd and
OAEC AUTEC TIC TOEADOYES XATAAYEL OE Eva TOALWVLKO Teitou Baduol 1o omolo €yel oe xde
Tepintwon pla mporypotixh AOon ondte mavTa Blvel pio xotdoTaoy WoppoTiag.

To povtého mou emiéyetar va yehetniel 1 euctdela Tou elvon acVevidg TEQIG TEEPOUE-
VO, UE OYETIO T ToUTNTa xatd tnyv Stediuvon tou dZova (topdyovtac Lorentz tne td€eme
5-10) xou ebvon 1oyLEd Loy vNTIopévo xovTd oto dpto tou midaxa. H mopapetpind pehétn emxe-
VIPWVETOL GTO AOYO TUXVOTHT®Y TOU LBROBLVAUIXOU TEPYBAAROVTOC TOU TBAUX (WS TEOS TNV
avtioTolyn T TNS TUXVOTNTOC UETEOVUEYN OToV dEova TN EXPONC, 0 AGYog autde cupfo-
AMleton pe to oluforo 1. H emhoyh TV yioo auTh TNV TUedUeTEo opytxd Tédnxe vo etvon
0.01 xou 100, ouctacTixd autd dnuoupyel évay midoxa o onolog etvan 100 @opég muxvoTEPOg
1) apatdTEROC amd To TEEBAAAOY Tou avticTorya. Méoa 6To pdoua Twv Aioewy Yo n = 0.01
mpoxUnTeL pla Ao 1 omola tapouotdlel pio ypoupuxh e€dptnon petald tou Im(w) xar tou
xupotopriuol k, n Ao mapatneeiton vo otadeponoteiton Yoo K ~ 0.1 — 1 eved 1 ypauux)
e&dptnom dev qofveton vor Eyel xdmoto dve 6plo. Axdua, ot tipég mou howfdver to Im(w) eivou
AVIAOYES 1 X0l UEYAUADITERES TNG LOVASAG. AUTO oNUAiVEL TS OL YPOVIXES XAlHoXES avamTUENG
NS CLYXEXPWEVNE ADOTG efval GLUYXEICLUES 1) Xa UIXPOTERPES TOL YEOVOL TOU YEEWILETAL TO PWS
va Statpédet Ty axtivar Tou TBoxa (To w PeTEIéTal GE HOVADES To UTNTOS TOU PWTOS WS TEOS
v axtiva Tou midaxa). H ouyxexpwévn Aon dev eivan tapoloa oTic oyéoelc Slaonopdc yia
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n = 100, ondte yio nidoxeg mou elvar apaldTEROL TOU TERLBAANOVTOC 1) GUYXEXPUIEVT doTddELaL
otadepornoteiton. AZ{ler va onueiwdel mog yiot To Tapdy HovTELo eEAEY Y INXaY 1000 a&ICUUUE-
Tpwéc Satapayéc (m = 0) 600 xaw un aliovupetpwéc (m = —1, 1) xar 1 ouyxexpévn Ao
Begdnxe xou yior TIC TEELC TWES TNG TUEUUETEOU M.

Melétn tng yevixevuevng oyxetixioTixng aotddeiag Kelvin-Helmholtz

Apywd ta yopaxtneloTind authc g Véog aotdlelog (my. yeouuxomta w — k) xou omo-
TENEOUATOL TTOU OVOPEQOVTAL TOEAXATw TUUTILOUY TN CLUYXEXEWEVT Abom pe pio actddeta 1
omola €yel yehetniel extetauéva otny BiBhoypapla, Ty actddela Kelvin-Helmholtz. o va
peretnUel 1 aotdielor auTH) LloVeTETOL Widt ATAOTONUEVT EXBOYY| TOU TEKTOU UOVTEAOU YL TO
omnolo evioTloTnxe To omolo divel peyahitepn eheudepia xou aveloptnotio PETAED TV PUOLXWY
peyedwv. Ev ohlyolc mpdxeiton yio €vo povtého Ue oTodepd TROPiA Yior TNV TUXVOTNTO XU TOV
nopdyovta Lorentz ywplc nepiotpopun xivior. To nohoedée poyvntind nedio etvon otadepd
XOVTA GTOV GEOVOL X0l UELWVETAL GOV TNV aVTIG TROPT oxXTiVAL GTO TETEAY®VO £V 1) allwoudiaxy
CUVIGTOON AVEAVEL YROUUUIXE UE TNV oXTIVOL XOVTA GTOV GEOVOL X0l UELOVETOL TV aVTIoTEORT
oxtiva yiot To utdholto Tou Tdaxa. §2¢ Teog TNV xatao TaTixy| e€lowor auTh EAEYETOL Vot Efvon
n Taub-Matthews (Mignone &McKinney, 2007), n onolo autocuvenoe Bploxel Tic owotég
ToyVUTNTES MY OU Yiot OAO TO QAGUN VEQUOXPATUDY TOU TAACHUATOC.

H ropopetounn uehétn apopd TEGoERIC TapUUETEOUC oL oToleg ebval o tapdyovtag Lorentz,
0 AOYOG TUXVOTATOVY TERIBAAAOVTOS (C TTROG TNG EXPONS, 1) AXTIVAL TOU TUENVAL TOU Y VITIXOU
nedio (n oxtiva yor Ty omolo 1 a€ovif CUVIGTMOoA TOU Hory VATIXOD TES{OL TapaéVEL O To-
Oepr)), N poryvition tou midoxo. Axdun, eléyytnxe av undpyet dapopd otny enidpaon g
ac Tdielog TavVe oTNY OLdTadn €4V To TEQBAAAOY elvon LBEOBUVOLXO 1| May VITIOPEVD. Apyixd
N ouYxexpWEVN Moo emPBeBandveTar Xot Yol To VEO povTého Tidoxa Yo Eval EVPOC TWY VLot
t0 m. Iopatnpeiton nwg Ti¢ mo actodelc Aoelc T ToEoLaLdalouy AgLOUUUETEIXES doTAdELES
pue m = 0. T autd TOV AdYO 1 avdhuoT o emixevipwiel pévo oe Acelg mou €youy m = 0.

H nopapetomny| yerétn mopouctdlel TWES YpOVIXOY XAMUdxwy e&ENéne Tne aotdielog,
oL ornoleg etvan Eavd cuYXEIoWES UE TO YPOVO TOU amaUTE(TOL Omo TO P Vo SLTREEEL TNV
oaxtivor Tou Tidaxa.  I'evixd, 1 Adon nopouctdlel TOAD pxEéS XAPoxES avamTuEng OTaY O
mldaxag elvon TUXVOTEROC TOL TEPUSEANOVTOC, LoYLEA Loy VNTIOUEVOS, UETEIWS OYETIXOTINGS
X0l VoL ETUIXEATEL 1) TOROEWSTNC CLVIGTOGCN TOU Py VNTixoL Tediou évavtl tng mohoewols. To
poyvnTiopévo mepl3dAhov mepautépr otadeponolel TNy Véo AOon o cUyxpior HE TO xadopd
udpoduVoXs. Erniong, aviixataotdinxe 1 TOAOEWHC CUVIGTOOCO TOU HoyVNTIXOL Tedlou amd
Yepuixn tieon Ue Topouoto axTivixd Teogih woTe vo dlatnenUel (Blar n xoTavour| TG GUYOAXTHG
Tleong, Yevixd ta cuunepdopota Oev dhhalovy G OYEOT UE TA TEOTYOUUEVAL.

O Baowdtepog moapdyovtag mou ennpedlel Ty e€EMEN g aotddelog eivon 1 ywvia Tou
oynuotiler To xupatdvuoua tne actdlelag ue Ty dStedduvorn tou payvnTixol mediou. ‘Ot
oauth N yovia elvar tepinou opdoyovior TOTE 1 TdomN Tou UoryvrTixol nedlou dev emnpedlel
Waktepo TV €€EMEN TN aoTdlElag eV OTav 1) Ywvio auTh ebvar undevixy| ot 1 TdoT TOu
TEOOU ATOBLUVAULWVEL XAl OE UEPIXES TEQITTOOELS oTolepoTotel Ty actdeta. Enlong oe oyéon
HE TNV TorOTNTO TNE PONG, €AV AUTH EXPEICTEL GE LOVADES TOU YRTYOROU oY VNTOUXOUGTIXOU
x0OuoTog toTE 1) oo Tdiela oTardepomoteiton dTay 1) por| efvar TOAD O Yeryopen N apYT) o€ OyEoT

vil



HE TNV CUYXEXQWIEVT Tory DTN TOL.

Emniéov 1 aotdideio auty| umopel va yopaxtneioTtel wg Tomxn aotdielo apol ol AOGELS Tou
CUGTAPTOC TTAPOLGLALOLY Tol HEYIGTA TOUC XOVTE GTO OpLO TOU THUOUXA, EVE YIo TI UTOAOLTEG
TWéS TS oxTivag oL ADoELS €youv oueAnTé TN o€ oyéon Pe TNV Tn oto uéyioto. Ta
aroteAéopota autd emiPBefonwvovtar xou Ye TN Ypnon tne pevoodoroyiag WKBJ ndve oto
6plo Tou Tidoxa, 1 omoio umopel va Bpel ToTES AUCES VO Blapopxol cuoTthpatog. H
oUyxhion petagd tng WKBJ xou tng mijpoug aptiuntuixrc yetdodoroylog etvar mapamdve omd
IXOVOTIOLNTIXH).

Axoun n yerétn avadexviel Ty oLVdEaN TNg xUAWSEIxC actdielog ye to Kopteolavo
10000vVopo. ‘Otay €vol GUVOAO YUEAXTNELC TIXWY UNXWY TOU UG TARATOS Efval TOA) ueEYAAUTERO
e axtivag Tou Tidoxa TOTE anoteAécuata Tou TpoxUTTouy and Kapteolovy| yewuetpio Tou
{Blou povTEROU CUUTITTOLY Ue To XUALVOEIXE amotehéopota. Autd onuaivel Twg UTO TS xa-
Tdhhnheg cuvinixec 1 Kelvin-Helmholtz amed tnv yewuetplo Tou idoxa xan cupmeplpéoeton
cav 10 Kopteoiavd 10060vouo, onote xou 1 tTomxotnta Tng Abong emPBefoumdveton xou YEow
AUTOU TOU ATOTEAEGUATOC.

ITpoocopowwoeig tng oxstixiotixrc Kelvin-Helmholtz

[o var eheyydet n un yeauuxn e€€MEn tne mpoavagepdeicos aotdidetag Tporyuotonotuinxe yio
OELPA BLOOIOTATWY APLIUNTIXOY TEOGOUOIWoEWY. Ol TEOCOUOWDOELS TpaypaTtoToldnXay Ue
™V yeron tou xwdixa PLUTO (Mignone et al., 2007). Ta povtéha tou yenotponotfidnxoy
OTIC TPOCOUOOGELS Efval axeBKg Tar (Bl UE AUTE TOU YENOLLOTOLAUNXAY XL YL TNV UEAETT
NG YPouUxAC evoTtadetag.

[ tov xplo/Veppoduvopund midoxa mapatneinxe cuu@wvior YPOVIXOY XAWIXWY o-
VATTUENS TNE ADomng YeTalld ypouuxng avdAuong xou mpocopoiwong. Ot 1dtocuvoptioelg Tou
YeouuxoL oplou TapotneolvTaL Xou oTNV aprduntxy diadixacto, eved 1 Aoon auavouévou Tou
Yeovou Telvel o pio véa nui-evotady) Aor omou xuplopyeitar and Ty Uoedn oteofilov o
omofog emPidver yio peydhoug ypovoug (~ 100 crossing times) xou o omofog diopoppivel pon
UE BLopopeTixd UépT. 2XTov %00 Tidouxa 0 oTEOBLNOC BeV EMPBLOVEL U€YEL TO TEAOS TNG TEOCO-
polwaong, odhd undpyel EvBelln Twe 1 aELdunTiXY Bidyuon Tou xWdxa eMNEEALEL €V TEAEL TNV
e€éMEn tou. H e xatdotaon tou midaxa delyvel vo dlatnpeel otolyela cuyxpotnuévng po-
NG, UE MEYIANG 2hipoanog poryvnTind medlar xou dour| mapduola expowy TUTou spine-sheath. e
OAEC TIC TPOCOUOUMOELS TORATNEELTOL BLOYXWOT) TOL B X avEnom TNE TG TNG axtivag
TOU GLVOEOL TOL 1) omola o€ xauio TEPTTWST Bev EeMEPVA TO BITAGCLO TNE VEYXAC TG

Ye eninedo ponyv evépyelag mapatneeiton 1 petatpony| poric Poynting oe pot| evépyelog
pdloc. Autd onuaivel g N aoTEVEIL CUV UNYAVIOHOS UETATEETEL TNV POT) EVEQYELNG TOU
oyetileton pe To poryvnTixd medlo o por) EVERYELNC TOU apopd TNV XVNTIXYH xou TNV Vepuixt
evépyela. O midoxeg v apywd xuplapyolvtal and pory Poynting ev télel xatalrfyouv va
xuplopyoLvToL amd pot| evépyetag wdloc. H ocuvolunr| evépyelo twv mddxwy dev dlatnpeeiton
%x0O¢ oL ExpoEg EXTEUTOLY Eva U€pog TNG Teog To mepi3dAlov Toug. Ilopdia autd 660 pe-
YOAGDVEL 0 xuPoTaELdUdC TN AOoNG 1) EXTEUTOUEVT eVEpYEta UelwveTan. O puludg petatponic
ToU £VO¢ elboug pofigc oTNV GAAT gaiveton vo cuoyetiletan pe TN Unoedn oTeofilwy oTnV po).
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Ye yevixéc ypauués ol oTedfllol emiTayUVouY Tov pUIUO PETATEOTNC.

I'evixevon tng actddelac

Téhog, unhpée mpoonddeia yevixevong Tng Aoong. o va yivel auto yetagépinxe n aouvéyela
NG TayOTNTAC amd TNV EMLPAVELN TOL Tdoxa oe pio ambdoTaon uéoa oty expor|. o var yovte-
romondel 1 petdfacn oto mpopih TG ToUTNTUC YENOWOTOLETOL Uidt YEVIXELUEVT AOYIoTIXT)
ellowon, el Tng ouciog TEOXEITAL Yior Yol OLYUOELDY) XoUTUAY OTOU UE GUVEYY| TPOTIO GUVDEEL
0Vo aouunTwTxéc TWés. H napoloa oyéon yenowonoulnxe 16c0 yia To Tpogih Tng ToyLTN-
TAC GO0 oL YLoL TO TROYIA TNG TUXVOTNTAC Xt TEpypdpet Wia yetdBaon o éva and ta 500
HEYEDN 1) xou oTar BV0 YOpw OE it GUYXEXPUIEVY OO TIOT omd TOV GEoVaL.

Auté o omolo emPBefoucyinxe etvon apyxd 1 Orapdn g LTS peAétn aotdielag. H mpotn
TOEAPETEOS TTOU BOXWAC TNXE efval To TAATOC Tou Ypeeldleton Yol vor ohoxAnewiel 1 uetdfoo
e ToyvTnTag. ‘Oco uixpobvel autd 1o TAdTOg xou 1) petdBaon mhnowdlel va yivel acuveyng,
TOTE 1) CUUTERLPORA TNG AUOTNG YIVETOL TUPOUOLN UE TNV CUUTEELPORE NS ALoNG OTay 1) a-
ouveyel g TaydTNTag ebvan 6To Gplo tou Tdoxa. ‘Oco 1 meploy ) AUTH UEYUAWVEL, TOTE 1|
Yeouuxt| e€dptnon tou Im(w) pe tov xuyatapiud Taet va toyDeL xou oL UEYEAOL XupoTaptdyol
tetvouv va otadepomointolyv. Ilapdha autd ot yeovixée xhipoxes avamtuéng g oo Tddeiog
TOPOUEVOUY GUYXPICWIES UE TOV YPOVO TOU YEEWILETOL TO PuG Vo SLTREEEL TNV oxTival TOU
nidaxa. H andotaon nou yiveton n yetdBaon ennpedlel actevide to anotehéoyota.

To mpogih tng muxvotntag eniong dev emnpedlet oe peydho Bodud Tta anoteAéopato.
Autéd 1o omolo eivon onuavTind elvar oG oL expoég e oTadepd TEoPIA TuXVOTNTAS Elvol TLO
actodelc and Tic avtioTolyeg Ye PeToforr) Tou mpogih Toug. Axdun, €dv To mepBdAAOY elval
UBEOBLVOULXO 1) oY VITIOUEVO OEY emneedlel TNV cuuTeptpopd Tng aotdielag. Ta aroteréoua-
ToL GLUVNYOPOVY OTO YEYOVOS OTL 1) YOVio HETAEY TOU Pty VITLXOU TEG{OU %ak TOU XUUaToeLriuol
elvon {owg 0 o oNuaVTINdS TapdyovTag xat 1) Ty mou AauBdver tailel xadoptoTixd polo Yia
Tov UG avanTtuéng tne aotdieiag. o ywvieg ol moleg etvon uixpéc 1 aotdielo anoduva-
H@veTaL, EVO Yio xdeteg yYwviee ouufoatvel to avtideto. To anotéhecpo autd elvon TapodUoLO
HE EXEIVO TOU HOVTEAOU TIOU 1) AGLVEYELN TNE TayTNTAS efval 6To dpto Tou TdoxAL.
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Chapter 1

Introduction

Astrophysical jets are collimated plasma outflows, propagating away from the vicinity of
their formation region. Historically, the first jet to have been ever observed is that of the
MB87 galaxy in the early 20th century (Curtis, 1918). The mechanism for the creation of
these objects consists of the accretion of matter into a massive central object, achieved
through the formation of a disk around the central engine. Even though this mechanism
seems to be universal the physical parameters observed for the central object and the
subsequent jet span over a wide value range. Regarding the central objects there may be
protostars in the case of Young Stellar Object jets (YSO), supermassive black holes in the
case of Active Galactic Nuclei (AGNs) jets, binary systems of either neutron stars, white
dwarf-star in cataclysmic variable binary systems, neutron star—black hole or more lately
observed, binary system of stellar mass black holes. All of these systems create outflows
with different traits, e.g. YSO jets tend to be non-relativistic with lengths of ~ pc and
central objects with masses ~ Mg, while the AGN jets are relativistic with lengths of ~
kpc and central black holes with masses of ~ 10% — 10°M,. This dissertation focuses on
AGN jets and particularly their stability properties. Therefore the introduction gleans on
the recent advances made on the study of these outflows regarding both observations and
theoretical /numerical methodologies.

Fundamentally two main components form the extragalactic jets. First is the matter
of the outflow which in most cases is an electron-positron or electron-proton plasma. Next
are the magnetic fields which affect many processes occurring in the outflows through their
interplay with the inertial component. These two components are involved in the multi-
phase life cycle of an astrophysical jet. Initially, there is the accretion of magnetized matter
into the central body which leads to the formation of the jet. The first stage for the jet
evolution consists of the acceleration and collimation process, where the outflow through
complex dynamical phenomena achieves certain direction, shape and flow properties such as
density distribution, velocity profile etc. Next, the jet propagates away from the vicinity of
the central object. This propagation transpires in different scales and through dissimilar
environments. First, the jet travels into the environment of the galactic center, then
through the intergalactic media and finally into the extragalactic environment. These
media differ significantly in terms of physical properties, meaning that when the outflow



interacts with each one of them, it is affected accordingly. Also, special focus should be
given to the zones of transition from one kind of medium to another as there is a high
probability that the jet is modified in these regions. Finally, the jet decelerates and stops
at its termination area, whose properties and morphology heavily depend on the jet’s
characteristics.

All the above phases are extensively studied as they are equally complicated and affect
greatly the final state of the outflow and what we observe. The stage of the jet formation
is crucial, as the traits of the outflow on larger scales are defined by the accretion disk
properties, the feeding procedure of the central object (in the case of AGNs a supermassive
black hole) and finally the acceleration and collimation processes.

1.1 Brief summary of AGN jets observational literature

Detailed observations are valuable for someone to properly study and explore the physics
of jets. They quantify the values of the various physical quantities of the jets and, there-
fore provide constraints to the theoretical models that attempt to explain the mechanisms
behind their formation and propagation. Jets emit in a very broad range of the electro-
magnetic spectrum extending from radio up to y-rays. Each component is attributed to
different types of physical phenomena, for example, the radio continuum emission is as-
sociated with the synchrotron radiation of the jet particles following the field lines of the
magnetic field. Therefore analyzing the whole radiation spectrum provides information
about different physical processes. This section mainly focuses on observations about the
structure of the jet along and perpendicular to the propagation axis, the velocity field,
the structure of the magnetic field and the overall morphology of the outflow as these jet
properties affect its stability behavior.

The total length of these cosmic outflows is noted to be on the scale of kpc. For
example observations from radio up to x-rays for the jet of NGC 2663 reveal a total length
of ~ 355 kpc (Velovi¢ et al., 2022) or in the case of M87, the jet reaches a length of the
scale of ~ kpc (Pasetto et al., 2021). A very important observation is when a jet’s shape
is changed while it propagates. This is usually quantified by associating the width of the
jet with the traveled distance measured from the central engine. Commonly a power law
relation w o ¥ is used, with w being the jet width and r the distance from the central
source. When k = 0 the jet is cylindrical, when k& = 0.5 the jet is parabolic and for k£ > 1
the jet is hyperbolic or conical if the equality holds. The distance at which the transition
occurs is equally important, as it can reveal aspects of the jet-environment interaction
there.

Many recent studies have revealed that a common pattern is for the jets to have
initially a parabolic or quasi-parabolic shape and eventually transitions into a conical
shape. VLBI observations of NGC 315 reveal such a transition occurring at r ~ 0.58 pc
(Ricci et al., 2022). These transitions may not be always observed, as in the case of the
NGC 2663, where the shape of the jet seems to have a constant width for its entire length,
congsistent with a low-density environment on Mpc scales.



Many surveys have tried to provide a definite answer around the collimation profile of
jets by analyzing large samples of jetted galaxies. Kovalev et al. (2020) studied observations
from MOJAVE at 15GHz, 2cm from VLBA and archival data from NRAO for a sample
of low redshift AGNs. They studied the jet width profile as a function of the projected
distance from the jet core. For the jets that showcase a shape transition, this usually
involves a quasi-parabolic jet transcending into a conical shape. The vast majority of the
sample does not show clear evidence for a shape transition. This result could be influenced
by the small viewing angles or large scale factor of 8 pc mas™' for a typical source of the
sample and does not necessarily mean that such a transition actually does not exist. This
also leads to carefully consider the parameter of the proximity of the sources. Pushkarev
et al. (2017) probed the shapes and opening angles of AGN jets using radio observations
at 15GHz and 22cm from VLBA. Using a single power law BL Lacs and quasars have a
conical shape as the median k = 1, the galaxies are close to parabolic shapes with median
k = 0.68. The difference could be attributed to the proximity of the latter cosmic objects
and their larger viewing angles. In the survey it is noted that regarding sources with known
physical parameters the calculated median length ~ 6 kpc. In general, a large number of
sources in the sample present intrinsic opening angles between 0°.1 and 1°.3, this indicates
a very high degree of collimation. Boccardi et al. (2021) note that mostly radio galaxies
present parabolic expansion, contrary to BL Lacs where the profiles are mainly conical.
Yet, once more it is noted that the collimation zone may not be resolved properly, thus
leading to this difference.

The transition in the shape of the outflows can provide valuable information for the
status of the flow or the surrounding medium. In some cases the distance where the
shape transition is observed can be associated with a change in the configuration of the
surrounding medium. For example Nakahara et al. (2020) observe and study the width
profile of the NGC 1052 radio galaxy. The galaxy hosts a two sided jet which showcases
a transition at ~ 10% gravitational radii. Both jets are initially cylindrical and transit
to a conical structure. The transition site coincides with the distance at which the high
density ionized region in the center of the galaxy is terminated. Regarding NGC 315 the jet
transforms from a parabolic to a conical shape at ~ 5-103 gravitational radii. The transition
does not coincide with the Bondi radius of the central object, but a plausible scenario is
that an ADAF disk having an outer radius ~ 10® gravitational radii confines the jet up
until that point, after this distance the jet becomes conical. Another scenario assumes
changes in the pressure profile of the environment leading to changes in the collimation
profile of the outflow (Boccardi et al., 2021).

Nonetheless, there are also observations in which there can be no association of the
jet collimation profile with the surrounding medium. In their survey Kovalev et al. (2020)
comment that for the majority of their sample the distance at which the transition occurs is
observed at 10° — 10 gravitational radii. Due to the fact that the status of the environment
at these distances from the central object is similar for these sources, the transition is
probably situated in the vicinity where the magnetic and plasma energy fluxes becomne
equal. This means that the transitions can also be triggered by modulations of a jet’s
internal properties and not only on a change of an external factor. An intrinsic process
can also be attributed to trigger the jet shape transition of the NGC 4261 radio galaxy.



The jet is observed to have a parabolic shape that evolves into a conical counterpart. The
transition occurs at ~ 10* gravitational radii, while the Bondi radius is estimated to be at
~ 7-10° gravitational radii (Nakahara et al., 2018). Also, it has been suggested that the
more powerful a jet is the farther from the central engine the transition occurs (Boccardi
et al., 2021).

Nonetheless, the collimation process and the resulting jet profile may be more complex.
For example Casadio et al. (2021) studies the acceleration and collimation zone (ACZ) of
the BL Lac jet. This study also notes that the higher the energy of the jet the farther
the ACZ extends. In general, the jet is conical from ~ 0.9 pc up to ~ 30 pc. There is a
zone of rapid expansion followed by a second collimation zone. This intermediate stage can
be accredited to a possible modulation in the status of the environment or an alteration
in the intrinsic properties of the jet. The jet expands freely after the Bondi radius, as a
result under-pressure is created into the outflow and the jet recollimates. Therefore, if the
resolution of the observations suffices the whole process of collimation may be multi-phase
and more complex than a single smooth collimation stage.

In general, an important factor affecting the collimation of the outflows is the possible
acceleration that the same jet zone may undergo. In Pushkarev et al. (2017) they note
that sources undergoing accelerated motion experience enhanced collimation rate, their
median exponent of the power law is calculated to be k = 0.73. On the other hand
non-accelerated sources present £ = 0.91. A large number of sources is accelerated in
the parabolic region of the outflow. Regarding NGC 315 the shape of the jet is initially
parabolic and transcends into a conical counterpart, during this parabolic phase the the jet
experiences the acceleration and during the conical phase the velocity seems to be constant
(Ricci et al., 2022). Park et al. (2021) also analyze VLBA observations of NGC 315,
alongside archival data from HSA and VLA. Once more they note that the jet transforms
into a conical shape from a parabolic one at ~ 10° gravitational radii. The observations
indicate acceleration for the parabolic component of the outflow, after the transition the jet
decelerates. Both studies assume that the acceleration probably occurs due to Poynting flux
conversion into kinetic energy flux. Interestingly, the jet undergoes a second acceleration
phase at kpc scale, the final velocity value is calculated to be ~ 0.85c¢.

Distant objects seems to also exhibit similar behavior. Okino et al. (2022) analyze
radio observations for quasar 3C273. The data are radio observations at 86GHz from
GMVA| 15/22/43 GHz from HSA and 1.7 GHz from VLBA. The jet is initially parabolic
and transcends into a conical /hyperbolic flow at ~ 10% — 107 gravitational radii. This
distance does not coincide with the sphere of gravitational radius of the super-massive
black hole. The jet is accelerated to relativistic velocities before the break of the jet
shape. Lister et al. (2021) conducted a survey on a sample of 449 AGNs observed from
1994 until 2009 from VLBA at 15.4 GHz. Most notably 60% of the sample show traces
of acceleration and non-radial motion. Therefore, these processes are not rare but are
observed for numerous sources.

The jet acceleration should not be regarded as a smooth single phase process. Sources
which are sufficiently resolved provide detailed observations indicating the complexity of
this mechanism. For example, in the case of NGC 315 the jet obtains terminal value of



B =V/ec~ 0.9 around ~ 0.6 pc, suggesting fast acceleration on sub-pc scale. Interestingly,
the jet seems to decelerate at ~ 10 pc down to 5 ~ 0.4 and at larger scales of ~ kpc the
velocity of the outflow increases again to 8 ~ 1 (Ricci et al., 2022).

Another jet which has been extensively studied is the jet of the M87 galaxy. Mertens
&Lobanov (2016) analyzed the velocity field of the M87 regarding scales of 100-1000 grav-
itational radii. The analysis suggests that the outflow exhibits stratified structure perpen-
dicular to the axis of the jet. The jet becomes conical at kpc scales and it has become
kinetically dominated already at few parsecs from central engine. Park et al. (2019) also
focuses on the kinematic properties of M87 in the collimation zone based on observations
made by KAVA on scales < 20 mas. At = 0.5 mas velocity is & 0.3¢, while at =~ 20 mas
the corresponding value is ~ 2.7c. The velocity field is found to be quite disperse. Below
1 mas the velocity is subluminal and its value increases with distance. The jet accelerates
in the collimation zone and the authors discuss that the probable scenario is the magnetic
acceleration mechanism. There is a chance that the velocity profile is stratified at < 20
mas.

The observations suggest that jets which show such complicated internal structures
may be composed by more than a single flow component. For example, regarding the
MS87 the first component is a slow subluminal flow wrapped around a fast relativistic
counterpart Mertens &Lobanov (2016). The same model of a two component outflow for
the jet of the M8T7 is also suggested by Park et al. (2019). These two component structures
are widely known as the spine-sheath model where a fast inner core is surrounded by a
slower and denser counterpart in general. These two components may vary significantly in
terms of physical properties and may affect the observations, depending on the component
that dominates the emission of the jet. For example in Paraschos et al. (2022) there is
a 2 decade review of 3C84 using observations at the radio frequencies. Observations at
different wavelengths reveal different components of the outflow, consequently when they
are combined a stratified jet structure is uncovered for both the Lorentz factor and the
collimation profile respectively. The authors also suggest that the acceleration for this
source is probably driven by the conversion of the Poynting flux into kinetic energy flux.

The internal structure of jets can also be probed by observations on the magnetic
field carried by the outflows. This information can be extracted by analyzing the polar-
ization of their emission. Pushkarev et al. (2023) conducted a polarization sensitive multi
epoch survey from MOJAVE at 15 GHz including archival results from NRAO, totaling 436
sources. 5.3% show no signs of polarization where among the polarized sources the radio
galaxies are the least polarized. A key result is that the analysis of the linear polariza-
tion component reveals magnetic field structures that maintain their large-scale structure
as the separation from the central core increases. The polarization maps alongside the
EVPA patterns suggest the existence of helical magnetic fields which show signs of shear
interaction with their ambient medium for parsec-scale AGN jets.

The existence of helical magnetic field is also confirmed by other studies, in many cases
this magnetic field topology is associated with spine-sheath configurations. Pushkarev et al.
(2005) observe signs of spine-sheath structure in the polarization pattern of four AGN jets
(3 BL Lac and one blazar objects). The magnetic field orientation observed is the element



that supports this claim, as it is transverse near the jets’ central ridge line and is roughly
longitudinal at the edges of the jets. This pattern is detected at some distance from the
base of the flow. Similarly, Gabuzda et al. (2014b) finds evidence of polarization that
indicates towards a spine-sheath configuration of 8 AGNs. The orientation of the magnetic
field of the outer jet is longitudinal with respect to the line of sight direction, while the
inner counterpart has transverse orientation. The RM gradients support the existence of
a helical magnetic field. Also, evidence of persisting RM gradient profiles is provided by
the works of Contopoulos et al. (2009); Gabuzda et al. (2012); Christodoulou et al. (2016),
in which the magnetic field creation and subsequent topology is explained by the model
of the cosmic battery (Contopoulos &Kazanas, 1998). In a similar work in Lisakov et al.
(2021) the jet from 3C273 presents persistent RM gradients of slices downstream the core
(up to 500pc deprojected). There is evidence of an oversize sheath wrapped around a
narrow single jet. The sheath seems to be disconnected from the jet and has no significant
variability.

Nonetheless, there have been observations of small-scale field structures, hinting to-
wards turbulent flow patterns. Gabuzda et al. (2014a) note that the RM gradients in the
jet of 3C380 suggest the existence of a helical magnetic field. At 0.7 arcsec from core there
is a conical shock where the field seems to become randomized and no systematic RM
gradients are observed beyond this point. While this fact antagonizes the helical structure
of the magnetic field, the spine-sheath scenario facilitates the co-existence of well-ordered
and turbulent flow components in the same outflow. Kravchenko et al. (2017) focuses on 20
AGN jets showing both significant polarization and RM gradients. The authors note that
the jets, per se, carry a well-ordered magnetic field (poloidal or toroidal) while sheaths have
no preferred magnetic field orientation. Nonetheless, both ordered and random structures
for the magnetic field of the sheaths are noted.

Finally, Laing (2015) provides details on kinematics and dynamics of kpc-scale jets in
radio galaxies associated to their polarization properties from SKA1-MID results. Laing
(2015) notes that in kpc scales jets on average are highly relativistic and intrinsically
symmetric. The analysis categorizes the jets using the Fanaroff-Riley dichotomy (Fanaroff
&Riley, 1974). FRI jets expand and recollimate to conical flows at distances rg ~ 2 — 15
kpc from the nucleus. At =~ 0.1rp a high emissivity region with ~ 0.8¢ and uniform
transverse profile emerges. From = 0.2r¢ until ~ 0.6rg the flows decelerate, the majority
of the deceleration occurs near the boundary of the jet. The magnetic field is longitudinal
near the AGN and mostly toroidal after the recollimation. FRII jets are either mildly
relativistic (8 ~ 0.5 — 0.7;y =~ 1.2 — 1.4) or have two components with a relativistic spine
surrounded by a much slower sheath which dominates the jet emission.

In summary, extragalactic jets display total lengths on the scale of ~ kpc. An impor-
tant number of sources present a change in their shape, most commonly from a parabolic to
a conical configuration. These transitions occur at distances that may be associated with
analogous changes in the status of the environment such as the Bondi radius or the dis-
tance of the gravitational effect of the galaxy. On the other hand, there are various sources
that can not be associated with any relevant distance, therefore internal processes of the
jet are assumed to influence the shape transition. The parabolic section of the outflows is
usually linked to their acceleration, hence this section of the jets is also referred to as the



acceleration and collimation zone. Observations of the structural complexity of the ACZ
lead to the scenario of observing multi-component outflows, widely known in the literature
as spine-sheath jets. There is evidence based on observations of polarization maps and
the subsequent RM gradients that the outflows carry large scale helical magnetic fields.
Nonetheless, this type of observation is not universal and there are counter examples of
jets that do not show strong evidence of linear polarization or significant RM gradients.
This indicates that possibly the large-scale structure is not valid, and that the field has
become randomized. In the case of multiple component jets there is the possibility that
well-ordered and small-scale magnetic fields may co-exist. This is achieved if one of the
flow components is ordered while the other is a turbulent, randomized counterpart.

1.2 Theoretical modeling of jets

The observations discussed in section 1.1 are the test that the various models need to
explain and replicate. There are different phenomena at different length scales that are
utilized in order to formulate the models. Also there are different theoretical frameworks
and different methodologies regarding the various stages of the jet formation and evolution.

1.2.1 Black hole matter accretion- Jet launching region

The first stage involves the accretion of matter into the black hole and the formation of the
outflows. Theoretically the mechanism for the creation of jets requires a magnetized disk
threaded by a poloidal magnetic field which accretes into the central engine. The rotation
of the disk/central object creates a toroidal component which enables the formation of
the outflow. For example in the literature this magnetic launching scenario was analyzed
in the seminal publications of Blandford &Znajek (1977) and Blandford &Payne (1982).
Similarly, Sauty &Tsinganos (1994) study the jet launching using meridionally self-similar
models and Chantry et al. (2018) expand these models by including general relativity.

The scales that are relevant to this phase of a jet’s evolution are of the order of
the gravitational radius. At these scales and near the central object the effects described
by the general theory of relativity are not negligible. One of the most successful ways
to study the evolution of these systems is through the utilization of general relativistic
magnetohydrodynamics (GRMHD) numerical codes. GRMHD schemes can evolve self-
consistently the system and provide important results that can be compared with the
theoretical models and the existing observations. A summary of the most recent results
regarding GRMHD simulations is provided.

In most cases the initial configuration requires to place a torus of magnetized plasma
in hydrostatic equilibrium at some specific distance from the central engine, usually in the
range of a few tens of the gravitational radius. Alternatively an already formed disk can
be initialized by specifying its configuration and properties. One of the key elements in
the initialization process is the choice for the initial magnetic field configuration. For a
torus, in most cases, the magnetic field is defined via the toroidal component of a vector



potential, thus the magnetic field lies purely on the poloidal plane. A similar choice is
usually made in the case of an already existing disk, where only a poloidal component for
the magnetic field is considered.

The distribution of the magnetic field seems to be an important parameter. As an
example Dihingia et al. (2021) studies the accretion process of thin magnetized disks in
a modified Kerr-Schild metric for an axisymmetric flow. Initially the magneto-rotational
instability (MRI) transports angular momentum and drives turbulence. The disks are
threaded by a poloidal magnetic field and is characterized by the inclination of the field
lines relative to the equatorial plane. The toroidal component of the magnetic field is
created by the rotation and the subsequent winding of the poloidal magnetic field. As the
inclination increases (field lines become more vertical) the disk becomes less magnetized.
In the limit of very weak and vertical magnetic field the BZ (Blandford-Znajek; BZ) jet is
not well developed. In general a multiple component outflow is formed, i.e. the rotation of
the black hole drives the outflow and three regions are noticed, a low density funnel near
the rotation axis followed by a disk-wind at the off equatorial part of the domain and finally
the high density accretion disk near the equatorial plane. The topology of the magnetic
field directly affects the jet properties. The wind density is associated with the inclination
of the magnetic field in the disk, the higher the inclination the sparser the wind and the
magnetic flux that it carries. The inner funnel is always less dense than the wind and has a
parabolic shape while when the field is more inclined the funnel is more turbulent and vice
versa. The higher the initial magnetization the faster the jet becomes at long distances
away from the BH. The disk-wind has velocities of the order of 0.1 — 0.2¢ and its field lines
become mainly azimuthal.

In the case of initializing simulation box without a preexisting disk, the torii carry
a magnetic field aligned with the poloidal surface (e.g. see Tchekhovskoy et al., 2011;
Moscibrodzka et al., 2016; Chashkina et al., 2021). The topology of the magnetic field inside
the torus is indicated as an important factor. Chashkina et al. (2021) notes that initial
configurations with no alternate polarities is the most efficient, as any possible phenomenon
that can disrupt the accretion process (for example sites of magnetic reconnection in the
disk) are minimized. Once again in these works the MRI amplifies and enables the accretion
into the central object. In most cases and especially in 2D simulations, the disk becomes
magnetically arrested (MAD) meaning that the accumulation of magnetic flux near the
event horizon disrupts the accretion process. This is manifested through fluctuations in
the accretion rate of mass/magnetic flux into the central engine or subsequently with
fluctuations in the output of the outflow. The above phenomenon is mediated and the
accretion rates become smoother when the simulation are 3D. This is due the freedom the
plasma has to also move in the toroidal direction and overcome any flux barrier which
in three dimensions is not homogeneous around the entire disk circumference (Chashkina
et al., 2021; Chatterjee et al., 2019).

The magnetization of the disk near the launching region can also be characterized as
the energy reservoir of the resulting jet. Near the jet base the disk is highly magnetized,
this builds up the energy of the jet for the magnetic acceleration mechanism to be efficient.
The conversion of the Poynting flux into mass energy flux is a crucial and viable mechanism
for the jet to accelerate (Chatterjee et al., 2019; Tchekhovskoy et al., 2010). In order for the



jets to sustain this acceleration, the poloidal field lines must show differential bunching;
that is, the number of field lines must decrease with increasing distance from the axis
(Tchekhovskoy et al., 2009; Dihingia et al., 2021), this result has also been discussed in
works studying models of magnetic acceleration of AGN jets (e.g. see Komissarov et al.,
2009, and references therein). This bunching leads to spine-sheath configuration for the
outflows. Most importantly, the magnetic field topology may vary between these two
components, especially in the case where one component may carry a well-ordered field
and the other may show signs of turbulence. This last result is linked to the observations
and serves as a possible mechanism for observing different topologies at different separation
levels from the core.

Another important parameter for the formation of the outflow is the spin of the
central engine. In Curd &Narayan (2023) the asymptotic behavior of the velocity field
is associated with the black hole spin. For a highly relativistic outflow a spinning black
hole is required, while a non-spinning counterpart provides a mildly relativistic jet. Similar
results are also observed in Nakamura et al. (2018). Moreover, Nakamura et al. (2018) note
that as spin value increases the poloidal magnetic field lines bunch towards the jet axis,
therefore self-collimation mechanism of magnetic nozzle effect becomes important. The
energy extraction from the central engine requires high spin parameters (Tchekhovskoy
et al., 2011; Moscibrodzka et al., 2016). In addition these works indicate that the spin
value also affects the magnetization, the shape and the topology of the magnetic field of
the outflow.

Another important parameter is the mass loading of the outflow, especially in the case
of a two component jet. The sheath is usually noted to show higher mass loading rates than
the spine, this result explains the different traits noticed for the two components (spine is
light and fast while the sheath is dense and slower). Along the central object spin and the
shape of the magnetic field line (magnetic nozzle effect) the mass loading rates can also
modify the velocity profile of the outflow, with higher rates leading to slower flows (Huang
et al., 2020).

As was mentioned previously, all these mechanisms refer to length scales in the scale
of the gravitational radius. Ideally, someone would like to simulate the launching of the jet
self-consistently and watch its evolution until its termination point. This kind of work has
not been done up until recently as they are computationally demanding and require a hefty
amount of storage capacity. Nonetheless, as the resources that are available evolve such
works begin to appear in the literature. For example in Lalakos et al. (2022) the Event
Horizon scales are bridged with the Bondi radius scale using 3D GRMHD simulations. The
Bondi radius is set to be 103 times the gravitational radius. The gas density is uniform for
distances greater than the Bondi radius, and there is a cavity for distances smaller than
this. Initially, the magnetic field is parallel to the axis of the black hole rotation and the
accretion is matter dominated. The main result is that the emerging outflow overpowers
the environment’s pressure and is not disrupted when its energy is sufficiently high. This
leads to outflows that can preserve their alignment along the polar axis, whereas weaker jets
can be reflected more easily. At asymptotic timescales the accretion becomes magnetically
arrested, meaning that only a small portion of the matter is accreted into the BH (~ 2%),
the rest escapes through the outflow. The jet, in its initial phase, is cylindrical and later



on becomes parabolic. No shape transition is noted at the Bondi radius.

To summarize, the GRMHD codes probe the accretion process and the eventual
launching of the jet. The magnetic field configuration of the initial torus or disk is an
important factor. It can affect the accretion rate of the matter and the accretion rate of
the magnetic flux into the central engine, which in turn affects the properties of the out-
flow. Moreover the spin of the central engine is also a key parameter, high spin values are
required in order to extract energy from the central engine. When the generated outflows
consist of two components, an inner funnel (spine) surrounded by a disk wind (sheath) are
observed. The funnel density is lower and the velocity higher in comparison to the sheath.
The acceleration involves the conversion of Poynting flux into mass energy flux. Therefore
the magnetization of the jet near its base is crucial, as the higher the magnetization the
higher the asymptotic Lorentz factor can be. An important element for the magnetic accel-
eration mechanism is the bunching of the magnetic field lines on the poloidal plane. This
mechanism requires the field lines to accumulate near the jet’s axis and become sparser
towards the jet’s boundary. This acts as a magnetic nozzle effect and accelerates the flow
even more. This result is in accordance to theoretical models on the acceleration of MHD
outflows and the application on various types of collimated flows (e.g. see Li et al., 1992;
Contopoulos, 1994; Vlahakis &Konigl, 2001, 2003a,b; Vlahakis, 2004; Komissarov et al.,
2009).

Finally, an alternate approach to study the accretion process and the launching of the
jet has been available through the evolution of the computational methodologies. Particle-
in-cell (PIC) simulations probe these processes by assuming the matter to consist of indi-
vidual particles that interact with each other respecting the electromagnetic forces and any
collisional processes. This way the evolution of the system depends only on the interac-
tions of the particles and disregards any assumptions that any other theoretical framework
makes, such as the MHD. For example this kind of studies can be found in Parfrey et al.
(2019), Kin et al. (2023).

1.2.2 Propagation of jets through astrophysical environments

The first stage in an outflow life cycle is the accretion process, and its subsequent launching
in the vicinity of the central engine. The observations clearly indicate that these cosmic
flows extend to distances up to the scale of kpc. This means that the jets need to travel
through vast spaces characterized by different physical traits. This propagation may affect
and accordingly modify the characteristics of a traveling jet.

Apart from theoretical calculations the use of numerical schemes are very efficient in
order to study the propagation of extragalactic jets through their respective surrounding
media. In most cases an outflow is set to travel through various kind of environments,
which are modeled using actual observational data.

For the jet propagation mainly two scenarios are prevalent in the literature. Either it
occurs in a pre-existing empty funnel or in a symmetric ambient medium relative to the
launching area. In the first case the funnel walls define the shape of the jet (Barniol Duran
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et al., 2017; Bromberg &Tchekhovskoy, 2016). Usually these outflows are axisymmetric,
the evolution of the jet inside this funnel does not show strong evidence of deceleration
and it can travel to large distances with ease as the resistance and the feedback from the
environment are minimized. These funnels can be created by intermittent jet launching, or
when merger ejecta move prior to the jet, for example this could be the case of a supernova
explosion when two neutron stars merge. The shock wave is capable of creating this kind of
sparse environments, therefore the jet that follows after the merging event can propagate
through a funnel-type environment.

The jets that have to propagate through an ambient medium are usually referred to
as headed jets throughout the literature. Essentially the jet needs to drill through the
environment and naturally this process takes place on the head of the jet. The results of
various simulations regarding the processes at this portion of the outflow may vary greatly.
In the case of three dimensional simulations the head can wobble, this leads to higher
drilling efficiency, smaller rates of deceleration for the jet head and higher propagation
rate for the entire outflow Perucho et al. (2019). This drilling process and the wobbling is
fueled by three dimensional asymmetries on the jet head or three dimensional instabilities
occurring there. In some cases the phenomena associated with the drilling process may
lead to possible bending of the jet head Mukherjee et al. (2020). This means that two
dimensional simulations can not replicate these results and usually show less efficient jet
propagation with more stable jet heads.

This part of the jet is a very dynamical component of the outflow. Due to the drilling
process there are also shocks that form there. The shock and/or the instabilities heat up
considerably material that passes through this region and creates a backflow that engulfs
the jet. This new component is more commonly refereed to as the jet cocoon, and essentially
is an overpressured hot plasma component in contact with the main jet. This cocoon is
an extremely important element of the entire configuration. Firstly, it provides pressure
support to the jet and helps it to collimate (Gottlieb et al., 2021a; Barniol Duran et al.,
2017; Pavan et al., 2023; Urrutia et al., 2023). Through the jet head momentum or energy
from the jet can be transferred towards the cocoon or the environment (Rossi et al., 2020;
Bromberg &Tchekhovskoy, 2016). The aforementioned shock is able to transform magnetic
or kinetic jet energy into thermal energy of the cocoon, while the efficiency of the conversion
is affected by the wobbling of the jet head (Barniol Duran et al., 2017; Perucho et al.,
2019). The jet head in most case decelerates, this deceleration is mainly driven by internal
or cocoon-driven instabilities (Perucho et al., 2019) alongside the baryon loading of the
outflow (Gottlieb et al., 2021a).

Apart from the jet head, internal shocks can also form in the propagating jets through
recollimation of the outflows. Recollimation patterns are a chracteristic of an overpressur-
ized configuration. Such a jet expands radially until the pressure becomes smaller than
the corresponding pressure of the environment. The surrounding medium pushes the jet
back until the two competing pressures are matched. At that point the jet recollimates
and a shock is usually formed, thus as the flow passes through this shock it heats up and
its pressure increases possibly leading to a new recollimation cycle Fromm et al. (2018);
Massaglia et al. (2016); Urrutia et al. (2023); Matsumoto et al. (2021). These shocks may
be viewed as bright spots inside the flow, and also may introduce a certain level of vari-
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ability Pavan et al. (2023); Mukherjee et al. (2020). This process may repeat several times,
thus the outflow shape exhibits a diamond-like pattern. Jets in pressure balance with their
environments do not exhibit similar behavior.

The jet propagation is heavily influenced by the magnetic field carried by the out-
flow. For purely hydrodynamic outflows the initial laminar flow turns into turbulence after
crossing a shock, as for example in the case of an outflow that has been recolimmated
(e.g. see Massaglia et al., 2016; Matsumoto et al., 2021; Yates-Jones et al., 2021). Weak
magnetic fields helps the jet to remain collimated at great distances from the central object
(Massaglia et al., 2019). These weak fields are in the range of o ~ 0.01, where o is the
magnetization and it is defined as the Poynting flux over the mass kinetic energy flux. Jets
having even smaller ¢ behave similarly to the the purely hydrodynamic counterparts.

As it is mentioned above, slightly magnetized configurations exhibit enhanced stability
and propagation properties. First, the turbulence is suppressed and even the instabilities
are weakened when the magnetization value is appropriate (Massaglia et al., 2019; Mat-
sumoto et al., 2021). When the magnetization decreases the dissipated energy stored in
the cocoon increases and the material of the interface between the jet and the cocoon is
mixed more intensely (Gottlieb et al., 2020). Moreover simulation results show that as the
magnetization increases the baryon loading in the jet head halts due to the presence of
magnetic pressure (Gottlieb et al., 2021b). Some studies also suggest that the magnetiza-
tion of the environment may be beneficial for the jet’s integrity even when the jet is purely
hydrodynamic. In this case, as the magnetization of the environment increases the Lorentz
factor of the jet increases and the number of recollimation shocks decrease, the jet may also
become magnetized through the interaction with the surrounding medium (Garcia-Garcia
et al., 2023). It is noted that the topology of the magnetic field of the jet in most cases
becomes helical, even when the injected magnetic field may be purely azimuthal or poloidal
(e.g. see Mukherjee et al., 2020; Soares et al., 2023). It should be highlighted that any
further increase in the value of the magnetization start to have a negative effect on the
stability profile of the jet. This is due to the kink type instabilities, usually current-driven
instabilities, that tend to disrupt the overall linear shape of the jet. This disruption in-
cludes disposition of the axis, bending of the whole outflow and in some cases destruction
of the outflow (e.g. see Massaglia et al., 2022; Soares et al., 2023). Therefore, the benefi-
cial existence of the magnetic field needs to be constrained by limiting the magnetization
value in the proper value range. Nonetheless, the mechanisms involved in the phenomena
discussed above are not fully understood. The existence of magnetic fields in some cases
may enhance the stability profile of the outflows but does not fully suppresses the effect
that various kind of instabilities may have on the wide variety of configurations. In most
cases the severe destabilization of the initial outflow eventually occurs.

The magnetization is not the only parameter that affects the propagation of the out-
flows. The power of the jet and its opening angle also influence the propagation of the
outflows. In general the higher the power of the jet the more stable it becomes. This
means that the jet propagates farther (Massaglia et al., 2022), it is less prone to instabili-
ties (Barniol Duran et al., 2017; Mukherjee et al., 2020; Tchekhovskoy &Bromberg, 2016)
and fro mainly hydrodynamic flows the number of recollimation shocks decrease as the
power increases (Mandal et al., 2022). Decrease in the value of the opening angle enhance
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the propagation and the overall stability of the jets in general.

The really interesting point is that the interplay of these three parameters is seemingly
the crucial factor shaping the jet properties. More powerful jets or narrower jets require
smaller magnetization value in order for the flow to remain intact. Low power jets or
wider jets require stronger magnetic fields for enhanced stability properties (Gottlieb et al.,
2021a,b). In low power jets high magnetization may lead to sharp bends due to kink modes,
while as the power increases less bending is observed and the collimation of the jets becomes
enhanced for increasing magnetization values. Enhanced stability in high power jets is also
provided by relativistic effects such as time dilation (Bromberg &Tchekhovskoy, 2016).
These effects are able to suppress various kind of instabilities (Mukherjee et al., 2020).
Finally, the FR dichotomy of extragalactic jets is associated with the jet power value,
simulations of high powered jets are more frequently observed as FRII outflows while low
powered jets as FRI counterparts (Massaglia et al., 2016; Tchekhovskoy &Bromberg, 2016).
Nonetheless there are also other parameters, apart from the jet power, that possibly affect
the type of a jet. Such example is the density of the jet, as low density jets tend to form
FRI type of outflows (Massaglia et al., 2016).

The configuration of the environment, especially the density profile, can greatly affect
the collimation and propagation properties of the outflow. The simulations confirm that
steep changes in the density profile of the environment ensue modifications in the shape of
the outflow (Barniol Duran et al., 2017). As the density of the environment increases the
jet propagation is inhibited (Massaglia et al., 2022), the Lorentz factor of the jet decreases,
while the energy and the density values of the cocoon are increased (Perucho et al., 2022).

To summarize, the propagation of the outflows through the ambient medium of the
host galaxy or the intergalactic medium radically affects their properties. Regarding the
jet environment the value and the spatial distribution of the density profile are the most
important parameters. The denser the environment the greater the inhibition of the prop-
agation rate is. Discontinuities in the density profile may create transitions in the shape
of the jet or possibly ensue instabilities or asymmetries to the flow. The shock residing
at the jet head shocks material both of the environment and the outflow and creates a
surrounding cocoon full of thermal gas. This cocoon helps the collimation process of the
jet while extracted energy from the jet is absorbed by the cocoon in the form of internal
gas energy. The magnetic field possibly carried by the jet enhance its stability and aid it to
propagate farther compared to purely hydrodynamic counterparts. This scenario is valid as
long as the jets are slightly or moderately magnetized. In the case where the magnetization
increases even further the configurations are disrupted due to kink modes introduced by
current-driven instabilities. Apart from the magnetization, there are also other parameters
affecting the jet properties. The studies note that the power carried by the jet and the
opening angle at the injection site are also important. The more powerful a jet is the more
stable it becomes. Enhanced stability is also observed as the outflows become narrower.
The interplay of these three quantities is noted to be important regarding the behavior of
the propagating outflow.
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1.3 Instabilities of astrophysical jets

Instabilities are ubiquitous during the whole life cycle of an astrophysical jet. As it is
mentioned in sections 1.2.1 and 1.2.2 the role of instabilities is of utmost importance
in order for the jets to form and propagate through their respective environments. For
example during the launching of the jet the magneto-rotational instability enables the
accretion of matter and magnetic flux into the central engine. During the propagation phase
the accumulation of magnetic flux near the jet head triggers kink instabilities, resulting to
the propagation efficiency to be affected. The simulations also suggest that on the interface
of the jet and the pressurized cocoon various kind of instabilities emanate and evolve.

In general instabilities that act upon an outflow tend to change its properties and
transform the initial configuration into a new one. The outcome of this transformation
may range greatly in terms of the structural integrity of the initial jet. For example a
new altered quasi-steady/steady state outflow may arise or the initial flow can be totally
disrupted. Apart from the large-scale structure of the jet the instabilities may influence
many aspects of the configurations. For instance they can alter the energy distribution of
the outflow or introduce shocks and various other features such as blobs into the flow.

There are two main methodologies one can utilize in order to study the various kind
of instabilities. The first one, which is also introduced in section 1.2.2, involves numerical
algorithms which evolve the configurations self-consistently. This can be achieved by intro-
ducing small perturbations in the unperturbed outflow state and then the numerical algo-
rithm provides the onset and the evolution of the instabilities. Apart from the numerical
schemes there are also semi-analytical methodologies such as the linear stability analysis.
This method requires to introduce small perturbative terms into the equations describing
the dynamics of the configuration and then generate either analytical or semi-analytical
solutions which describe the evolution of the perturbed system. Thorough presentation of
the linear stability analysis is provided in chapter 2.

There are various kind of instabilities that are associated with astrophysical jets.
Among the many types there are two specific instabilities that are prominent in astro-
physical jets and have been studied extensively in the literature. The first one arises when
there are strong shear layers in the velocity profile of the outflow or two fluids with different
velocities are in contact, this is the Kelvin-Helmholtz instability (IKKHI). The second one
is associated with the existence of magnetic fields in the outflow, they are called current-
driven instabilities (CDIs). Below there is a brief overview for the Kelvin-Helmholtz and
the current-driven instability. In general these two instabilities are expected to affect
mildly relativistic configurations carrying magnetic fields with weak to no rotation and a
quasi-cylindrical or cylindrical geometry. This thesis focuses on this kind of configurations,
therefore the interest is focused on the KHI and the CDI.

Begelman (1998) and Das &Begelman (2019) note that CDIs are driven by the current,
which is parallel to the total magnetic field. Currents that are perpendicular to the total
magnetic field are categorized as pressure driven, similar to those that are affected by
the gradient of the thermal pressure. They also mention that current-driven effects are
dominant when the poloidal magnetic field prevails over the toroidal counterpart.
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The interplay between the components of the magnetic field is important regarding the
evolution of the instability. Appl et al. (2000) highlighted that for a force-free column the
CDI growth rates strongly depend on the pitch value of the magnetic field measured on the
axis of the jet when the poloidal magnetic field is dominant. The shear of the pitch profile
across the jet is important when the magnetic field is mainly azimuthal, highly sheared
profiles reduce the instability growth rate. The same conclusion about the shearing of the
magnetic field profile is also validated by Begelman (1998), Das &Begelman (2019) where
strong gradients of the poloidal magnetic field tend to stabilize the CD modes. Moreover
the same study highlights that the strength of the poloidal field also affects the locality of
the modes, i.e. a strong poloidal component may transform localized solutions to global
counterparts. Finally, the growth rate positively correlates with the magnetization of the
outflow (Bodo et al., 2022).

In similar fashion Bodo et al. (2013) note that for a jet with a non-zero axial veloc-
ity field a purely longitudinal magnetic field does not trigger CDIs, while highly sheared
counterparts have a stabilizing effect on the configurations. Moreover when the profile of
the poloidal component of the magnetic field is constant the kink solutions tend to mainly
affect the boundary of the jet. These surface solutions present dispersion relations pro-
portional to the wavevector, similarly to the KH modes (Sobacchi &Lyubarsky, 2018). In
the static case surfaces on which k - B = 0 holds nurture CDIs, as the magnetic tension is
absent there. This relation can provide a proper estimation for the triggering wavelength
value of the mode. Lastly, Sobacchi et al. (2017) note that the kink solutions are also
strongly correlated with the Lorentz factor, the higher the value of the Lorentz factor the
more stable the jet becomes.

Apart from the magnetic field profile, non-constant profiles of other quantities may
also regulate the behavior of the CDIs. For example, Mizuno et al. (2011) study a force-
free sub-Alfvénic jet with helical magnetic field which shows sheared profile for both the
velocity and the magnetic field. It is established that the ratio consisting of the width of
the velocity shear over the radius of the magnetic field core affect the evolution of the kink
mode. As this ratio increases so does the instability e-folding time, therefore the solution
needs larger time intervals to grow. Also Singh et al. (2016) notice that radially decreasing
density profiles enhances the instability growth rate. On the other hand, increasing density
profile leads to more stable counterparts and favor fast and smooth large scale flows.

The non-linear evolution of the CDI includes a variety of phenomena such as energy
dissipation and bending of the outflow/plasma column among others. Bromberg et al.
(2019) note that the kink mode acting on force-free jets transform these configurations into
jets attaining a minimal energy state. The electromagnetic energy dissipates into internal
energy of the gas, this dissipation occurs mainly on current sheets and more prominently
through magnetic reconnection events. Interestingly the pitch of the magnetic field affects
the rate of dissipation. The process stops when the jet is in a new minimal energy state
compared to the initial configuration.

The non-linear evolution of a force-free jet in Bodo et al. (2022) shows the emergence of
turbulence in various parts of the jet, and the decrease in the electromagnetic energy carried
by the jet which transforms mainly into the thermal counterpart. Higher magnetization
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Figure 1.1: Kelvin-Helmholtz instability acting on a cloud formation in the sky above the
city of Athens. The picture was taken from the premises of the National and Kapodistrian
University of Athens.

leads to stronger current sheets in the non-linear phase. It should be noted that the
existence of a poloidal magnetic field in the environment suppresses the evolution of the
mixing and leads to more stabilized configurations. Mizuno et al. (2012) note that a
poloidal magnetic field component without a strongly sheared profile suppresses the non-
linear evolution of the kink mode, while the coupling of different wavelengths is crucial for
the survivability of the jet in the non-linear phase, especially for rotating jets.

O’'Neill et al. (2012) probe a force-free configuration in comparison to configurations
which include pressure and rotation. The force-free constant pitch column saturates in
the non-linear regime while the counterparts having thermal pressure lead to much more
turbulent configurations. The rotation seems to hinder a little bit the deformation of the
pressure carrying jets, nonetheless their evolution is more or less similar. In every config-
uration magnetic energy transforms into kinetic energy, then dissipation transforms these
components into thermal energy. The existence of a poloidal component for the magnetic
field saturates the CDI, while the plasma temperature does not affect its development.

Regarding the KHI the fundamental quantity is the velocity difference on the boundary
of the two media. In terms of a moving flow against a static environment, it has been noted
that extremely large differences in the velocity shear tend to stabilize the KH mode (Ferrari
et al., 1978, 1980; Osmanov et al., 2008). In the case of ultra-relativistic outflows the same
result applies, thus jets with high Lorentz factors are more stable than mildly relativistic
counterparts (Ferrari et al., 1981).
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Bodo et al. (2004) derived an analytical expression for the dispersion relation of the KH
mode in the relativistic regime of a fully hydrodynamic configuration. The two media have
opposite velocities and equal density values. Most importantly, the KH mode is stabilized
when the relativistic Mach number surpasses a specific threshold, which equals to /2.
This threshold is modified by the angle the mode’s wavevector forms with the velocity
field. Essentially, the results of the classic Newtonian configurations are generalized to the
relativistic regime. Thus it is established that whenever the velocity difference of the two
media becomes sufficiently large the KHI is stabilized.

The presence of magnetic fields is crucial for the development of the KH mode. A
magnetic field that is parallel to both the velocity field and the wavevector tends to stabilize
the KH mode (Ferrari et al., 1980, 1981). Osmanov et al. (2008) also confirm that the
direction of the wavevector is critical for the resulting growth rate of the mode. When its
direction is parallel to the magnetic field then higher velocity contrasts and strengthened
magnetic fields stabilize the mode. It should be noted that increasing the velocity difference
between the two flows eventually stabilizes the mode in both non-relativistic and relativistic
regime regardless of the magnetic field strength or the wavevector direction.

In this fashion Chow et al. (2022) probe a planar vortex-sheet interface where a
magnetized moving flow is in contact with a hydrodynamic static medium. It should
be highlighted that the magnetic field has two components, one parallel to the velocity
field and one that is perpendicular to the surface of the interface. In Chow et al. (2023)
they set in contact two flows that are symmetrical with respect to the separation surface.
Once more, the angle of the wavevector and the magnetic field is important. When this
angle becomes almost orthogonal then the tension of the magnetic field is minimized and
the instability is strengthened.

Berlok &Pfrommer (2019a) and Berlok &Pfrommer (2019b) probe the properties of
the KHI in Cartesian and cylindrical geometries when shear is added in the velocity and
density profile respectively. They note that when the region of the velocity shear increases
then KH mode stabilizes regarding small wavelengths. Similar transitions of the density
profile moderately weaken the KH mode. The KHI is stabilized when simultaneously the
flow is subsonic or supersonic and the magnetic field is strengthened. If the same occurs
when the velocity is trans-sonic the KHI is enhanced. The hydrodynamic configurations
present higher mixing rates than the magnetized counterparts. This last result is also
supported in Borse et al. (2021) where the existence of a helical magnetic field can damp
the effects of the KHI, especially the evolution of the emerging vortices on the surface of
the outflow. From a technical standpoint 3D simulations show increased rate of dissipation
and mixing as the azimuthal motions caused by the KHI are not affected by the tension of
the magnetic field (parallel to the velocity field) contrary to the 2D counterparts.

It should be noted that the two modes, KHI and CDI, are able to coexist and may
affect at the same time the unperturbed outflows. For example, Cohn (1983) probe a
non-relativistic magnetized jet surrounded by a magnetized environment. In the case of
supersonic flows the velocity discontinuity drives the instabilities and small wavelengths
are the most unstable. The instabilities associated to the magnetic field are dominant
when the velocity of the jet becomes sufficiently small. For these cases denser jets tend to
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be more unstable.

Under certain circumstances the modes can not be distinguished from one to the other
(Bodo et al., 2013). Nonetheless, there are ways to identify each solution, for example the
KHI is insensitive to the sign of azimuthal wavenumber (Bodo et al., 2019). Therefore,
the dispersion relation that does not change when the sign of the azimuthal wavenumber
is modified hints towards the KHI. Kim et al. (2015) probe jets without current sheets on
the boundary surface of the jet in the non-relativistic regime. In Kim et al. (2016) the
same configuration is studied when the velocity profile is sheared. For both papers the jets
show enhanced stability when they are current sheet free on the boundary in comparison
to jets with current sheets on their surface. Also the velocity shear further enhances the
stability of these jets. In Kim et al. (2017) and Kim et al. (2018) they repeat the study
of this current sheet free configuration in the relativistic regime. The main finding is that
the relativistic counterparts are more stable than the Newtonian counterparts while the
non-existence of current sheets on the boundary still enhances the stability of these jets.

Briefly the magnetic field is important for both kind of instabilities. Especially the
provided tension by the field can drastically change the development of the instabilities
discussed above. For the CDIs the strength and the shear of the poloidal component of
the magnetic field is also an important factor. Apart from these the density ratio of jet
over the density of the environment and the shear of the density profile also affect the
CDI. For the KHI the most important parameter is the velocity jump on the boundary
surface of the two media. In the case of the magnetized Kelvin-Helmholtz the angle of
the wavevector and the magnetic field seems to be a key factor regarding the instability
evolution. An important result highlighted throughout the literature review is that for
both kind of instabilities the relativistic outflows tend to be universally more stable than
the non-relativistic counterparts.
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Chapter 2

Theoretical framework

2.1 RMHD set of equations

Throughout this chapter the theoretical framework and the necessary tools in order to
conduct linear stability analysis on cosmic outflows is established. The outflows of interest
are assumed to consist of fully ionized, quasi-neutral, collisionless plasma. The outflows are
assumed to be magnetized, i.e. carry electric and magnetic fields. The bulk velocity field
is assumed to be relativistic. Throughout this thesis the system of equations describing
the dynamics of these cosmic jets is the ideal relativistic magnetohydrodynamics set of
equations, commonly abbreviated as RMHD (e.g. see Vlahakis 2023). This set consists of
mass, momentum and energy continuity equations alongside Maxwell’s and Ohm’s laws.

0
g (vpo) = =V - (vpoV) , (2.1)
7P0 <§t LV v) (V)= -VP+ JE +J x B, (2.2)

0 1 /0

- . e . P 2.
<8t+v v)g - <at+v v) : (2.3)
V.B=0, (2.4)
V-E=J,

oB
VXE——E, (2.6)
oE

VxB=J-2 (2.7)
E=-V xB. (2.8)

B, E, J and J° are the magnetic field, electric field, current density and charge
density respectively. The Heaviside-Lorentz unit system is adopted, hence magnetic and
electric fields are over v/4m. Also, J, JY are multiplied with v/47/c and v/4m respectively.
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V is the outflow velocity field over ¢, v = (1 — V2)71/2 is the Lorentz factor and pg is the
rest mass density times ¢?. P is the gas pressure and ¢ is the specific enthalpy over c?.

Equation (2.8) is derived by Ohm’s law when the conductivity is assumed to be infinite.

In order to close the system of equations (2.1)-(2.8), an equation of state is utilized,
provided in the general form by £ = £(©), where © = P/py. The theory of relativistic
perfect gases provide the relation between £ and © (Synge, 1957):

£(0) = Ky (1/0) (2.9)

where Ko, K3 are 2nd and 3rd degree modified Bessel functions of the second kind. Equa-
tion (2.9) under specific assumptions can be approximated by alternative formulas. In this
thesis two common expressions are used. First one is the ideal eos (equation of state),
which is widely employed in the literature. The relation is provided by:

r
£=1+5—6, (2.10)

where I' is the constant polytropic index. The index value depends on the value of ©. So,

when the gas is relativistically hot, © > 1 = I' = 4/3, whereas when the gas tends to be
near-cold/cold © — 0 = I' = 5/3. In this case the sound velocity is given by

3 _ E (2.10)
pos
2= (F—l)ﬁ(ﬁ—l) (2.11)

C

The drawback in equations (2.10),(2.11) is that when the temperature of a jet varies
greatly and transcends between the two regimes, then the constant I approximation is not
sufficient. A proper correction is provided by another approximation of equation (2.9),
usually referred to as the Taub-Matthews eos and the corresponding formula is given by

(Mignone &McKinney, 2007):
S 9
f(@):§®+\/1®2+1. (2.12)

The advantage of (2.12) is that for both © > 1 & © < 1 the Taub-Matthews equation
yields equation (2.10) with the correct I' value. Equation (2.12) inherently provides &
and c¢g for © values that can not be assigned to neither of the two extreme cases. The
corresponding sound speed is given by:

, O dg/de

=TT T (2.13)
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2.1.1 TUnperturbed outflow state

The aim of the linear stability analysis is to introduce small perturbations into a jet con-
figuration and observe the evolution of the various instabilities that arise and modify the
initial state of the outflow. The outflows are assumed initially to be cylindrical, steady-
state (0; = 0) and every quantity depends solely on the radius w, which is translated to
0 = 0. = 0. The assumed coordinate system is cylindrical where w, ¢ and z are the cylin-
drical radius, the azimuth and the axial coordinate respectively. The radial components
for both the velocity and the magnetic field are always assumed to be zero, By =V = 0.
The most general forms for the velocity and the magnetic field are given by V =V, 2+ V¢q5
and B = B,z + B¢<;3 respectively. In order to filter any other dynamical phenomena the
initial jet setup needs to be dynamically stable and in force balance with the surround-
ing medium. This is achieved when the unperturbed physical quantities obey the radial
component of the momentum equation (2.2):

B2 o E2 ’Y2V2 dIl
I w¢ —=0. (2.14)

w

The first term is related to the magnetic field tension, the second one is the centrifugal
term and finally the third one is related to the force exerted by the total pressure. The
total pressure is denoted with II and the quantity is provided by:

B? — B2
M=———+P. (2.15)

In order to establish a new unperturbed state, a common strategy is to choose the
profiles for every quantity apart from one and then solve equation (2.14) with regards
to the remaining quantity. For example, in Bodo et al. (2013, 2019) where a cold jet is
assumed (£ = 1), equation (2.14) is solved with regards to V;, while every other quantities’
profile is defined by the authors. In the following chapters a variety of unperturbed models
and their derivation is presented.

2.2 Linear Stability Analysis

2.2.1 Linearization

In order to study the stability properties of the outflows in the linear regime, equations
(2.1)-(2.8) and the equation that closes the system need to be perturbed. This is achieved
by inserting small perturbations for every physical quantity

Q(TD, o, 2, t) = QO(W)+5Q(W7 é, 2, t)? (216)

where Qg and dQ) are the unperturbed quantities and the small perturbations respectively.
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Since the zeroth order quantities depend only on the radius, the perturbations can be
analyzed into Fourier parts, 6Q(w, ¢, z, t) = Q1(w) expli(—wt+ kz+ ma¢)] where |Q1‘ <
|Qol

If it is assumed that the growth of the instabilities is time-dependent then the tem-
poral approach is adopted, so w = Re(w) + ilm(w) is complex, while k is real and
m is integer. Modes with Im(w) > 0 are unstable and modes with Im(w) < 0 are
characterized as stable. The equality Im(w) = 0 corresponds to marginally stable so-
lutions. This can be seen by inserting w into equation (2.16) which takes the form
0Q = Q1 exp[Im(w)t] exp[i (—Re(w)t + kz + m¢)]. The time dependent amplitude is the
product @1 exp[Im(w)t], so in the case of unstable modes the complex amplitude grows
exponentially in the linear regime.

The linearization process is quite demanding and tedious. The final form of the
linearized system consists of ten equations, which are analytically presented in Vlahakis
(2023). A useful overview of the full system is presented by equation (2.17). This form of
the system is achieved after the proper algebra has been applied to the initial linearized

set of equations
d 1 (Fuu F
B Lo 11 12 by _ 0, (2.17)
dw \ o D \For Fa) \y2
V1w

where y1 = i® 1=, yp = II; + %% and wy = w — kV, — mVy/w. y; is associated
to the Lagrangian displacement, a physical quantity that measures the deviation of the
flow’s field lines with respect to their initial position. 15 is associated to the total pressure
perturbation. These two variables are the unknowns of the system, while the F & D
coefficients (functions of w) consist of unperturbed quantities, their respective derivatives
and factors related to the Fourier transform. See appendix A for a brief but more detailed
overview of the linearization process.

2.2.2 Boundary conditions

The problem at hand is a boundary conditions problem. In order to find the unstable
modes, boundary conditions have to be imposed to the solutions of system (2.17). There
are three points of interest in the computational box. The first one is the axis of the jet,
where the solutions are required to remain finite. The exact same condition also holds for
very long distances from the jet, so as @w — oo the solutions need to vanish. From this
point on-wards jet’s radius is denoted with w;.

The final point of interest is the boundary surface of the jet. As the environment and
the jet have most likely different configurations, this means that the solutions are going to
be different for the two media. The physically acceptable solutions are the functions which
are continuous on the perturbed boundary surface of the jet. This statement is expressed
with:
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(2.18)

yl‘w—rw; = yl‘w—)w;f ’

y2|w—>w; = y2‘w—)w;f ’ (219)

2.2.3 Numerical procedure

The computational domain consists of two distinct areas. The first one is the jet @w < w;
and the second one is the surrounding medium @ > w;. The environment is considered
to be static, with a constant profile for its density. The pressure can be either thermal
or magnetic and the corresponding profile is also assumed to be constant. In the case
of a magnetized environment the magnetic field has only a z-component. Under these
assumptions (2.17) yields a Bessel differential equation provided by (2.20)

WQH;/ + wH/l + ()\2132 — m2) M, =0, (2.20)
where A is given by:
(14 U3) | @eo/beoz)? = U3/ (14 U3)| [ oo Rieos)? = 2

. .
(24 U3) [(@eoheos)? — U3e/ (2 +U3)]

(2.21)

with U3 = (B? — E?)/(po&) being the Alfvén four velocity, we, = y(w — kV;) and keo, =
~v(k—wV,) are w and k in the co-moving reference frame respectively. Due to the fact that
the environment can be either purely hydrodynamic or magnetized \? greatly simplifies
to A% = (weo/cs)? — k2., or A2 = (weo/va)? — k2, respectively. v4 = U%/(1+ U%) is the
Alfvén three velocity.

The solution of (2.20) is a Hankel function of the first kind (e.g. see Hardee, 2007),
iy (Aw) = Jpn (Aw) +1Y,, (Aw) with J,, and Y, Bessel equations of first and second kind

respectively. The choice of H,(,P is based on the asymptotic behavior of the function for
w > wj, as it represents a wave propagating away from the jet with diminishing amplitude

Hﬁi) x w12 exp(iAw). It is required that there are no perturbations originating from
large distances away from the jet, which are able to affect the configuration. It should be
noted that Im(\) > 0 for the function to diminish at infinity.

The system for the jet’s interior (2.17) is perplexed, making the effort to find analytic
solutions very demanding. Nearly every configuration is treated numerically, so a shooting
method is utilized to find the unstable modes. The integration starts from a point in the
proximity of the axis and ends on the boundary of the jet, where the boundary conditions
(2.18) and (2.19) are applied between the numerical solution and the analytical expression
of the environment.
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Technically, the boundary conditions (2.18) and (2.19) consist of four components as
the eigenfunctions are complex functions of the radius. Thus, the numerical procedure
must match [Re(y1)], [Im(y1)], [Re(y2)], [Im(y2)], where [-] denotes the jump on the
discontinuity surface for the quantity in the brackets. As the differential system (2.17) is
linear, there is the option to multiply the solutions with a complex constant. This eases
the numerical procedure as two of the four boundary conditions can always be fulfilled.
Suppose that for @ > @w; the solution is yo1(@), yo2(w) and for w < w; the numerical
integration provides y1, yo. If yo(w = @) = c+id and yo2(w;) = f+ig then by modifying
the solutions for @ > w;,

cg+df +i(dg —cf) _cg+df +i(dg —cf)
92+f2 Yo1, Y2 92 +f2

Y1 = Yo2 » (2.22)

both [Re(y2)] = 0, [Im(y2)] = 0 are automatically satisfied. The other two conditions
which are yet to satisfied can be written as

cg + df
9>+ f?

d
Im [yl(w = w;)} = ;ijfﬁ

dg —cf
9>+ f?
dg —cf
g+ f?

Re [yl(w = wj—)] = Re [yo1(w = @;)] — I'm [yo1 (@ = @;)] ,

Im [yo1(w = ;)] + Re [yo1 (@ = @;)] -

At this point the solution algorithm is complete. The implementation of the algorithm
into a numerical code has been fulfilled by professor N. Vlahakis. In general, the program
utilizes a shooting method in order to produce the dispersion relation of each mode. There
are two main modules, the first one traces the solutions for a specific k£ value, which is then
used as an initial guess for the iterative module which generates the dispersion relation.
The code accepts as input the profile of the jet’s physical quantities , the values of k, m
and the setup of the environment. The solutions for the environment are analytical as was
shown previously, hence for @ > w; there is no need for numerical integration. Next, the
w-plane in which the first module searches for possible solutions needs to be defined. In
order to trace the possible solutions on the plane, the difference of the eigenfunctions on
the boundary of the jet is usually plotted.

Figure 2.1 depicts the w-plane for specific values of k, m. Horizontal axis shows Re(w)
and vertical axis Im(w) respectively. The quantities are normalized for the jet’s radius light
crossing time. The lines are contour plots of the difference between the eigenfunctions on
the boundary of the jet. The value of the contour is set to zero, hence every time the
orange and green lines cross, a possible solution is pinpointed. As an example, in figure
2.2 the eigenfunctions of a solution for a jet without current sheet on the boundary of the
outflow (Sinnis, 2016) are plotted along the radial direction. Note the continuity of the
functions at @ = @, as well as the diminishing amplitude for the solutions as w — oo.

The second module carries out the iterative process which generates the dispersion
relation for each mode. The initial guess provided by the previous step is given as input,
and then the program numerically integrates the solutions from the axis until the boundary
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Figure 2.1: Plot of w-plane, horizontal axis is Re(w) and vertical axis is Im(w), in jet’s
radius light crossing time for a specific k value . Orange and green lines are contour plots
of real and imaginary parts of [y;] respectively. The value of every line in the w plane is
7ero.

of the jet, where the boundary conditions are applied. If the match on the boundary surface
is accomplished, the routine keeps this solution as the new initial guess and reiterates for
a new slightly different &k value.

Section 2.2 briefly showcases the steps and the outline of the underlying mathemat-
ical processes needed for someone to conduct linear stability analysis on a cylindrically
symmetric outflow. For a more detailed and extensive analysis on the expressions, their
derivation, and the boundary conditions on the rotation axis, see Vlahakis (2023).

2.3 WKBJ approximation

As was demonstrated in section 2.2, the numerical methodology provides the eigenfunctions
of the linearized system of equations for both the jet and the environment entire cross
section. Due to this fact these solutions are also referred as global solutions. Someone,
however, could be interested to probe the local properties of the system at some specific
radius. This can be done by applying the WKBJ approximation on system 2.17. At this
point, it should be noted that instead of the differential system 2.17, the solutions can be
obtained by expressing one eigenfunction in terms of the other and solve a second degree
differential equation with respect to the independent eigenfunction. Such an example is
provided by equations (2.23) and (2.24). The eigenfunction y; is found by solving the
differential equation:
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Figure 2.2: Eigenfunctions’ plot across the outflow. Solid lines represent real parts of the
eigenfunctions and dashed lines the imaginary counterparts.
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while the corresponding y» is given by:
Dy, + F.
Yy = — LTI = uo (2.24)

for details on the derivation of equations (2.23) and (2.24) refer to Vlahakis (2023).

WKBJ assumes that y; o exp(ikmw) and requires kaHw > 1, kg is assumed to
be complex. Essentially by demanding ka‘ ‘w > 1, the eigenfunction y; rapidly varies
across the jet in comparison with the physical quantities of the background.

The coefficients of differential equation (2.23) consist of F;;/D, i,j = {1, 2} and their
respective derivatives. Hence, it is required to know the expression of the F factors in order
to be able to solve equation (2.23) and find y2 by using (2.24). The analysis below assumes
that the jet does not rotate and has constant velocity in the z-direction, i.e. Vg = 0 and
constant V. The expressions for F variables are given by:
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Finally, D is provided by:

6%
w

D:

Wzo [(1 + Ui)wgo — (Ko - UA)Q] [(Cz + Ui)uﬁo - Cz(kco : UA)Q] ) (2.29)

where ke, = v (kK —wV,) 2 + EQAS. Next, if y; o exp(ikzw) is inserted into (2.23) then the
w

equation transforms into:

Fiz (DY Fi1Foo — FroFor . Fia (Fir)

k2 — i = = ke — — | — =0. 2.30

=D (7:12> [ D2 D (.7:12>] (2:30)

Equation (2.30) is a quadratic equation with respect to k. The solutions are provided
by:

—B++VB? - 4AC
fi = , (2.31)
2A
D - '
where A=1, B = —Z}Z—;Q(]__w) and C' = — f11f22D2]:12]:21 + % (2) . Equation

(2.31) provides the value of the radial wavenumber k.. The value of k., defines the prop-
erties of the approximated eigenfunction. This can be seen as kp = Re(kg) + ilm(ky) =
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y x eRelbe)we—Im(k=)@  The first factor is an oscillating term while the second factor is

an exponential growth term with respect to the radius. For Im(ky) < 0 the eigenfunc-
tion increases exponentially as the radius increases, while for Im(k5) > 0 the solution
diminishes as the radius increases. When Im(ks) = 0 then the solution has a non radius-
dependent amplitude across the jet. Moreover, if Re(ks) = 0 the solution is non-oscillatory
along the @ direction, but shows an exponential increase or decay accordingly to the value
of Im(kx). Thus, the different roots of equation (2.31) may be associated with solutions
which present different traits. For a detailed analysis of the WKBJ approximation applied
on the RMHD set of equations see section 4 of Vlahakis (2023).

2.4 Linear stability analysis in Cartesian geometry

The linear stability analysis can also be conducted for different type of outflow geome-
tries. In section 2.2 the analysis presented assumes cylindrical geometry. Linear stability
analysis in Cartesian geometry also provides insightful and important results regarding as-
trophysical outflows. As an example, if the wavelengths of the instabilities invoked by the
fluids in contact are significantly smaller than the rest of the characteristic length scales
of the system, then the results of the Cartesian geometry can be an efficient and accurate
approximation of the corresponding results in cylindrical geometry.

It is assumed that two fluids are in contact, their interface coincides with the y — z
plane, therefore the % direction is perpendicular to the respective contact surface of the
two media. The first fluid is considered to be the "jet", so it is assumed to be a magnetized
relativistic fluid. The unperturbed velocity field is of the form V = V,§ + V.2 and the
respective unperturbed magnetic field of the form B = B,y + B.Z, so throughout this
section B, = V, = 0. The second fluid is considered to be the "environment", thus it is a
static fluid that can, in general, include both a thermal pressure component and magnetic
fields. Also, for the environment B, and V,, are also assumed to be zero. Every unperturbed
physical quantity either in the "jet" or in the "environment" is considered to be constant.
Also, the configuration is stationary, i.e. 0; = 0. Finally, the two media are initially in
pressure balance.

2.4.1 Linearization in Cartesian geometry

To linearize the system of the RMHD set of equations (see section 2.1) the quantities are
needed to be perturbed as showcased below:

Q(%%%ﬂ :QO‘F(SQ(%%ZJ) (232)

The perturbation can be analyzed into Fourier parts 6Q) = Q1 exp[i(—wt + k - r)], where
k-r=kyx+kyy+k.z, Qois the unperturbed quantity and @1 is the complex amplitude
of the perturbation. This kind of analysis of the perturbation into Fourier parts is doable
as the zeroth-order quantities are constant and do not depend on t or any spatial variable.
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This means that the differential equations become algebraic if the perturbation are inserted
into the system. The terms involving differential operators are transformed into algebraic

terms following:

V-6Q =ik -6Q,
V x 0Q =ik x 6Q ,
Véd = ikdd,
00Q

, 06D .
W = —ZW6Q, ﬁ = —Z(A}(;(b,

(D-V)6Q = i(k - D)sQ, (D -V)6® = i(k - D)6d.

0Q, 6® are random perturbations of a vector and a scalar quantity respectively. Also, D

is a random vector of the Cartesian space.

The linearization of the Lorentz factor yields:

n=%Vo-Vi).

The linearization of the three conservation equations yields:

k-V
(2.1) = v1p00 + YPo1 = VP00 o !
P
(23) =& = —
P00

(2.2) = —iw (&70Vo + & Vo + &V1) = —ikPy + JYEq + J1 x By .

where wg = w — k - V. The linearization of the Maxwell’s equations yields:

(24) =ik-B; =0,

(25) =ik -E; =J;,

(2.6) = k x E, =iwBy,

(2.7) = iwE| + ik x By = Jy .

(2.33)

(2.34)

(2.35)
(2.36)

2.37
2.38
2.39

)
)
)
2.40)

(
(
(
(

It should be noted that equation (2.37) is fulfilled automatically by equation (2.39). The

linearization of the ideal Ohm’s law yields:

(2.8):>E1:—VXBl—‘/iXB.
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Also, equation (2.13) is used to relate the the perturbations of the quantities with the
speed of sound. An alternative formula to equation (2.13) is given by:

PRNCY;
s T 1-dO/dt

e © \ d¢
m‘(l‘fcz)dﬁ

=

1dP Pd d
=S P (o o ) dto (2.42)
poo dt Pgo dt ocz ) dt
where d/dt = (0/0t +V - V). The linearization of equation (2.42) yields:
P P S 2.36
71—7/)01: <1— 20>§1(:>)
PoL  Poo 580
Py = cipor - (2.43)
Then equation (2.36) combined with equation (2.43) yields:
2
c
& = 5750[)01 (2.44)

P00

There are numerous ways to treat the above linearized system of equations. It is opted to
express every perturbed quantity in terms of the perturbed velocity field. If the expression
for v1 is inserted into (2.34) the latter becomes:

k-V
por = poo = = —2poo(Vo - V). (2.45)

Equation (2.45) provides the relation of the perturbed density with V;. Immediately, if
equations (2.43) and (2.44) are combined with equation (2.45), then the expressions for P;
and & with the perturbed velocity field are provided. Equation (2.39) using (2.41) yields:

(k-V1)B—(k-B)V,

wo

B = (2.46)

The final two relations involve the expressions for J{ and J;. These formulas are given by:

3 =i{ v Bo) - V)| ke BV - B | (2.47)
Ji= " (k- V1)(Eo+k x By) — (k-Bo)(Vo x Vi +k x V1) —iwVy x By.  (2.48)

wo
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The three components of the linearized momentum equation can be expressed via V1.
In order to proceed with the linearization process, from the y and z components of the
momentum equation both Vi, and Vi, can be expressed in relation to Vi,. In order to
simplify the calculations, the system can be solved in the co-moving frame of reference and
then transport back to the observer’s frame.

Vvly,co wgo [CEUAy(kco : UA) + Cgky,co - UAz(kco X UA)x] - Czky,co(kco : UA)2
km,co‘/lac,co a wélo(l + sz) - wgo [cg(kCO ' UA)2 + (Cg + Ui)(ks,co + kg,co)] + C%(kg,co + kg,co)(kco ' UA)2 7
(2.49)
‘/12,00 wgo [CEUAz (kco : UA) + Cgkz,co - UAy(kco X UA):E] - Czka,co(kco : UA)2
kx,covlz,co a wélo(l + Ufl) - wgo [Cg(kw : UA)2 + (Cg + Uzl)<k23,co + kg,co)] + C§<k33,co + kg,co)(kw ’ UA)2 7
(2.50)
where k = kot i4ko2, koo = b+ (— 0 k-Vo—w)10V0, Boeo = 20+~ (By-Vo)Vo
Yo+ 1 ’ Yo o+1
andUy = M. The z component of the momentum equation using (2.49), (2.50) yields:

vE&opoo

ke, k2 1+U3 kZ,(1+U3)

Ua keo)?\ (wlhy w2 UZ+E+EUa ko) k2, AU keo)?
w2_ co co A s s co s -0

(2.51)

the first parenthesis provides the dispersion relation for the Alfvén waves. The second
parenthesis provides the dispersion relation for the fast/slow magnetosonic waves. For an
alternative derivation of equation (2.51) and the corresponding expressions in the observer’s
frame the reader can refer to Appendix C in Vlahakis &Konigl (2003a). The Alfvén waves
generate stable solutions (e.g. see Osmanov et al. 2008), therefore only the fast/slow
magnetosonic dispersion waves contribute to the unstable modes.

The perturbations for the density and the thermal pressure in dependence solely on
V1 are given by:

Polco  _ P00Wco [W?:o(l + Ule) — (ko - UA)2]
k%CO‘/lvaCO wéo(l + U,%) - wgo [Cg(kco : UA)2 + (03 + Ufl)(kg,co + k%,co)] + Cg(kg,co + k%,co)(kco ’ UA)2 ,
(2.52)
Pl,co _ Cgfopoowco[wgo(l + U/zl) - (kco)2 : UA]
kx,co‘/lm,co wélo(l + Ui) - wgo [cg(kCO ’ UA)2 + (Cg + U,%)Ufgg,co + kg,co)] + C§<k§,co + kg,co)(kw ) UA)2 '
(2.53)
The three components of the magnetic field:
le,co _ _Bco : kco ’ (254)
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Bly,co _ NBly,co
kx,co‘/la;,co DNBly,co ’
Blz,co - NBlz,co
kx,co‘/lar,co DNBlz,co .

(2.55)

(2.56)

where

NBiyco = \/é%{wéoUAy(l + Uﬁ) - w?o(UA : kCO)[kwaEl + Cz(kywo +Uay(Ua - keo))]
+ cgky,CO(UA : k00)3} )
NBi:co = V/€0poo{waoUnz (1 + UR) = wig(Ua - keo)lkzcoUZ + 2 (kzo + Unz(Ua - ko))
+ ksco(Ua - keo)},
DN Biy,co = DN Bz .co = Weo{weo(1 + U3R) — wiolci (keo - Ua)® + (c2 + UR) (kj o + k2 o)
+ (K] o+ K2 o) (ko - U a)]} -

The corresponding perturbations for the electric field:

Ela:,co _ V gOpOO[wgo<c.g + UE}) B (kco : UA)2C§](UA X kco)z
k;x,co‘/lm,co wélo(l + Uf}) - wgo [Cg(kCO ’ UA)2 + (Cg + Ui)<k33,co + kg,co)] + C§<kg§,co + kg,co)(kco ) UA)2 7
(2.57)
E1yco
4‘/1%0 == Bz,007 (2'58)
lz,co
Elz co
= _By o - 2.59
Viz,co ¥ ( )

Where (a x b), is the z-component of the cross product between two random vector quan-
tities @ and b. Finally, the expression for J{ and J; are provided by:

J?,co _ Sopoo(keo X Beo)a{wzo(1 + UZ}) — Wool(keo - Ua)*c + (5 + fo)kz + cikeo - Ua)*K?]}
“/1%00 wélo(l + fo) - wgo [cg(kCO ' UA)2 + (Cg + Ui)(kico + kg,co)] + cg(kg,co + kg,co)("’CO : UA)2 7
(2.60)
Jla:,co _ prOO(Cz - 1)(kco X Bco)m
kx,CO‘/Yl%CO wéo(l + U,%) - wgo[cg(kco : UA)2 + (Cg + U,%)(k:?;,co + kg,co) + Cz(kgzj,co + kz,co)(kCO ’ UA)Q] .
(2.61)

For J1y,co and Ji. ¢, the expressions are lengthy, so the nominator for the y component
is given by:
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V €0p00{w060(1 + Uzl)UAZ - w;:lo[UAzcg[(UA ’ k00)2 + Ui(kz,co + kg,co)]—i_
Unzkoo(1+U3) + (1+ UR)kycokeo X Beo)a) + wiol(U a - keo) [z cokico(c + UR) + ks co(Ua - keo)*+
UAZCEkgo(kCO : UA)] - Cng,CO(UA : kco)3kzo]}klx,co‘/1x,co (262)

The nominator of the z component is the same as equation (2.62) if the subscripts y and z
are interchanged. The denominator is common for both quantities and is exactly the same
as the denominator of JRCO.

2.4.2 Boundary conditions

In the Cartesian geometry there is only one surface of interest, on this surface the solutions
from the "jet" and the "environment" must fulfill the boundary conditions. Unlike the
cylindrical counterpart, in the planar configuration there is no axis of symmetry or rotation.
This means that the analysis of the expressions near the axis of the jet (e.g. see section
3.1 in Vlahakis 2023) is not applicable to a Cartesian configuration. Both eigenfunctions
must be outgoing with respect to the boundary surface and with diminishing amplitude as
‘l“ increases, i.e. there can not exist any in-going perturbations from the infinity.

On the boundary surface the eigenfunctions must be continuous. The first eigenfunc-
tions is the Lagrangian displacement, which is defined as:

y1 = iVig/wo, (2.63)

and the second one is the total pressure perturbation which is given by:

yo = Il +11; =
yp=Ilgy+ P +By-B1—Eqy-E. (264)

This form of yo arises from the fact that the unperturbed physical quantities are constant
valued. Also, from the pressure equilibrium of the unperturbed configurations the unper-
turbed total pressure is a continuous quantity, [IIo] = 0. Subsequently, the continuity of y,
on the boundary surface is simply the continuity of the perturbed total pressure, [II;] = 0.

2.4.3 Numerical procedure

The expressions for the various physical quantities in section 2.4.1 are analytical. They
depend on the unperturbed physical quantities, w and k. This provides the opportunity
to derive analytical dispersion relations, and specify exactly the parameters that affect the
unstable modes. Similarly to section 2.2.3, there are two fluids with different properties
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in general. For both components the expression for the total pressure perturbation is
required, which is provided by equation (2.65):

m_ NI
km‘/lz,co B OpOODNHI ’

(2.65)

where

NTL = wip( + U (1 4+ UR) —w[Ud + & + A1+ UD]Ua - keo)® + (U - koo
DN = weo{wey (1 + UR) — wio[e (keo - Ua)? + (5 + UR) (Ky o + K2 o)+

co Y,co

(K2 oo + k2. 00) (Ko - U 4)?]} .

The final element in order to be able to find the dispersion relation is to define the
value of the normal wavevector to the boundary surface, k,. This can be achieved by
utilizing from equation (2.51) the dispersion relation of the fast/slow magnetosonic waves.
If this relation is solved with respect to k2:

(1+ Ui)wﬁo — (ko - UA)ZCEWEO
wgo(cg + Ui) - Cg(kco ’ UA)2

B2 — (1+ Ui)wéo — (ko - UA)QCEWEO
T wgo(cg + Ui) - Cg(kco : UA)Q

2 _
kco_

- (kg,co + kz,co

). (2.66)

All the prerequisites in order to be able to generate the dispersion relation are completed.
Equation (2.66) showcases that k, is complex. The required behavior of the solutions at
infinity, which was discussed in section 2.4.2 can be fulfilled by imposing Im(k,) > 0 for
x>0 and Im(k;) < 0 for z < 0.

The respective configurations of the "jet" and the "environment" modify accordingly
the eigenfunctions, the perturbations of the physical quantities and the expression of k.
When applying the boundary conditions, instead of using the complex constant as was
shown in section 2.2.3, the ratio of y2/y; can be used. When following this approach
the complex constant vanishes and the boundary condition is simply [y2/y1] = 0. For
configurations in planar geometry the utilization of the ratio when applying the boundary
conditions is favored.

2.4.4 Cold jet - Hydrodynamic environment example

As an example, the derivation for the dispersion relation for a cold jet which is in contact
with a hydrodynamic environment follows. The jet is cold (¢s = 0) and the velocity
field is assumed to only have a z-component. The environment is static (V. = 0) and
unmagnetized (Bg, = 0), subscript "e" denotes the quantities of the environment. For this
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particular example the propagation for the waves is assumed to be along the z-direction,
meaning that k, = 0. Next, the expressions for the ratio of the eigenfunctions ys/y1 must
be determined. Regarding the environment the expression for k2 simplifies to:

2
K2, = ch — k2. (2.67)

For 11y . the magnetic field terms vanish. The expression for the eigenfunction is given
by:

2
m, — &ePo0,e : w Vi, =
w w2, — k2
w
Hl,e = éepUO,eTVxl . (268)
xT,e
The eigenfunctions ratio is given by:
Pe —ifo,epoo,eui- (2.69)
Yle k:me
For the jet the expression for k2 is provided by:
14+ U3
2= AU s g (2.70)

T 2 y,co z,c0 *
UA

The expression for the eigenfunctions ratio regarding the interior of the jet can be
derived for a non-zero value for k, and then simplify the expression by setting k, = 0. The
total pressure perturbation is provided by:

P00 wao(1+U3) — Ua - keo)?
I, = U keViz,co =
' A (1 +UA) UA(kgg co+k§ co) e
1 . kCO wgo:kgoUQ
Weo U k2 ’
2/{72 o k
I = P00 UA = (UA ) Vix co =
Weo ks
kco 2
11, = 20072 koo [IjA/UA) Vie.co - (2.71)
Weo i

From the pressure equilibrium form the unperturbed configuration, the product poonl can
be expressed in terms of the physical quantities of the environment.
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[[H()]] =0=

B? — E?
0 0 - PO,@ =
2
U2
pOO7A = O0,ep00,e =

poolU3 = 260.¢p00.c -
Finally, the total pressure perturbation becomes:

_ 2@O,ep00,e (kco X UA/UA)2

11
! Weo ka

Viz.co - (2.72)
The eigenfunctions ratio for the jet is provided by:

Y2 (kco X U'A/UA)2

22 = —2i00.¢p00e 2.73
" 0,00, T (2.73)
The dispersion relation is derived by equaling (2.69) and (2.73).
[v2/p1] = 0=
. koo xU4/U4)? ) w?
- 2Z@0,e,000,e( alUa)” _ —1£0,e£00,e 7 =
ky kx,e
(kco X U'A/[]A)2 EO e w2
= . 2.74
kx 260,8 k:p,e ( )

The dispersion relation corresponding to the configuration given in this section is equation
(2.74). The relation is compact and quite simple, nonetheless it is arduous to find analyt-
ically the relation w = w(k). This difficulty roots in the fact that w exists in k, k; . and
kco, thus it is very laborious to express w in terms of k explicitly. In most cases, the roots
of the dispersion relation are still found numerically. Nonetheless, equation (2.74) provides
a detailed overview over the physical quantities from which the stability properties of the
configuration depend on.

The analysis above is utilized in the thesis to validate if the results provided by the
linear analysis of a Cartesian configuration is able to successfully approximate the results
of a corresponding cylindrical configuration.
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Chapter 3

Linear stability analysis of a
relativistic two component
magnetized jet

3.1 Jet modeling

The stability analysis focuses on a two-component cylindrical outflow surrounded by a
static, unmagnetized external medium. The analysis presented throughout this chapter
has been published in the article Sinnis et al. (2023). The simulations and the respective
analysis in section 3.3 was conducted by Dr. Dimitrios Millas.

For the modeling of the flow, parameters appropriate for an AGN jet are adopted.
This description is the same as in Meliani &Keppens (2009); Millas et al. (2017), with a
slightly modified toroidal velocity and magnetic field component.

The jet has a radius @; and consists of two parts, an inner one @ < w;, and an outer
win < w < w;. Both parts have constant poloidal velocity corresponding to a Lorentz
factor of v, in =~ 30 and 7, oyt =~ 3 respectively (equation 3.1).

. <
‘/Z(w) _ {'Uzm7 W > Win (31)

Vzout;, Win < W < Wj

The toroidal velocity and magnetic field components are given in equations 3.2 and 3.3 for
both jet regions.
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" tvin /2
vd)in( w y WS Win
Vo(w) = " o2 (32)
Vgout (;@) , Win < W < Wy
( ain/2
b¢m< w , < Wip
By(w) = N o2 (33)
bd)out (;ﬂm> , Win < w < wWj

The exponents «a;, = 2 and oy = —2 determine the behavior of the toroidal com-
ponents: a linear increase up to the inner radius, followed by a 1/w decay. The toroidal
velocity profile is continuous at @ = w@;y, choosing Vg, = Vgour = 0.01; the same holds for
the magnetic field, where by, is determined by the magnetization parameter:!

B;
o=—5- (3.4)
Y= Po
at w = w,,. The quantities are expressed in Heaviside-Lorentz units. A piecewise constant
density profile (equation 3.5) is used; the ratio of the components is arbitrarily defined via
the kinetic luminosity of the jet.

L0,in s w < Win
pO(w) = g Poout;, Win < W < Wy (35)

PO,med, W > Wi

First the number density of the external medium to n,,eq = 1072 cm™3 is fixed. For
a kinetic luminosity of ~ 10%¢ ergs/s and for the inner part contributing to 1% of the flux,
the values for the comoving density are po.in = 6.9 pomed and poour = 1.2 X 10* P0,med-

The pressure distribution is calculated via an initial total force balance in the radial
direction. The effective polytropic index is T'¢f i =~ 4/3 for the inner jet and the external
medium and Tefysoue >~ 5/3 for the outer jet. In the simulations, a Taub approximation
is used? for the energy equation (Mignone &McKinney, 2007), having a smooth transition
from I'c sy = 4/3 in the relativistic temperature regime to I'.y = 5/3 in the non-relativistic
ones.

!Notice that the definition of ¢ as in Millas et al. (2017) is followed; not to be confused with other
definitions existing in the literature.

2The specific enthalpy ¢ is given by (¢ — p/p) (€ — 4p/p) = 1. The effective polytropic index is defined
dlnp

as Feff =
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Finally, an initial pressure equilibrium between the inner and the outer jet is assumed
and also between the outer jet and the environment by appropriately calculating the initial
thermal pressure profile.

3.2 Linear stability

3.2.1 Method

The methodology for the linear stability analysis conducted on the configuration presented
in 3.1 is analyzed in section 2.2. There is only one difference that should be highlighted.
Apart from the boundary of the jet at @ = @, there is also another tangential discontinuity
surface situated at w = w;,. This implies that for the interior of the jet there are two
separate regions (inner and outer jet) for which the differential system (2.17) is numerically
integrated.

Also, there are two surfaces at which the boundary conditions are going to be applied.
The first one is the boundary of the jet, as was discussed in 2.2.2. The second one is the
inner jet radius w;,. On this surface the eigenfunctions of the system need to be continuous,
similarly to the jet’s boundary. Alongside equations (2.18) and (2.18), simultaneously
equations (3.6) and (3.7) must be fulfilled.

y1|w:wi_n = y1|w:w;£ > (36)

V2l = V2l et o (3.7)

3.2.2 Results

The stability properties for the specific cases of the unperturbed state analyzed in section
3.1 are studied. Configurations with magnetizations (o) equal to 0.01, 0.1, 1 and 10 are
probed, and the study focuses on modes having maximum Im(w). These modes are the
fastest growing, and naturally they are expected to have the most significant impact on the
jet structure. As for m cases with m = 0, +1 are considered, known in literature as pinch
and kink modes respectively. Especially m = +1 cases are very interesting and important,
as they exhibit displacement of the jet’s axis, possibly leading to severe implications for
the structural integrity of the outflow.

Dispersion relation

The first case has low magnetization, ¢ = 0.01, and the resulting dispersion relation is
shown in Fig. 3.1. Essentially, such low values for ¢ mean that a hydrodynamic jet is
analyzed. In this case the perturbations will manifest mainly due to kinetic mechanisms
(dominant at the interfaces) rather than being magnetically driven.
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Figure 3.1: Dispersion plots for o = 0.01 jet configuration. The figures show the real and
imaginary parts of w (in units of ¢/w;) as functions of the wavenumber k (in units of @;).
Different colors refer to different oscillation modes. Solid lines are Re(w) while dashed lines
represent Im(w). The specific solutions are indicated by different colors in order to be able
to distinguish them. The rule is that among the solutions which are of interest, the mode
having the highest values for Re(w) is depicted by red, the next one by green then blue,
black, purple. From top to bottom the results correspond to m =0, m =1, and m = —1
respectively. The red diamond represents the first solution that was analyzed in sections
3.2.2 & 3.2.2, while purple diamond the secotid one respectively.
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Figure 3.2: Similar to Fig. 3.1 for ¢ = 0.1.
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o=1,m=0

Figure 3.3: Similar to Fig. 3.1 for o = 1.
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Figure 3.4: Similar to Fig. 3.1 for ¢ = 10.
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For every m the maximum Im(w) components are of the same order, having similar
numerical values. This means that the time periods needed for the perturbations to be-
come significant with respect to the unperturbed quantities is comparable for all m. The
maximums are located at k 2 8 (always the wavenumber is given in units of 1/w;).

The main difference is that for the pinch mode, m = 0, the dispersion curves do not
cover the whole range of k, while the opposite is exhibited for both kink modes m = +1.
For m = —1 we see a single curve spanning over the whole k interval, while, for m = 41 we
find different modes creating an equivalent effect. Thus, kink mode perturbations excite
both large and small wavelengths while m = 0 case is restricted only to large k.

Moving on to o = 0.1 quite similar plots (Fig. 3.2) are noticed. Pinch mode showcase
a cut-off around k£ ~ 0.6 — 0.8, m = 1 curves cover the whole k range and accumulate their
maximums for k£ > 3 creating a plateau with approximately constant Im(w) modes. Also,
m = —1 have a mode spanning over the whole k£ range and their maximums are also for
large k. In general, both figures 3.1 & 3.2 have many traits in common, even though the
magnetization has a tenfold increase.

Moving to a more magnetized structure in Fig. 3.3 results for ¢ = 1 are provided, a
case practically corresponding to an equipartition between electromagnetic and rest energy
densities carried by the jet. Comparing with the previous results for less magnetized jets
the dispersion plots are observed to behave, vaguely speaking, in the same fashion. The
numerical values for Im(w) are of the same order with the ones provided in the low o cases.
So, even though the magnetic energy density increased a hundredfold times, the stability
profile of the jet remains quite unchanged. This implies that current—driven instabilities
still may not be the main contributor as a physical mechanism. So, at first glance a
rather consistent state regarding jet stability properties have been ohserved for increasing
magnetization from 0.01 up to 1.

The last case is the most magnetized with 0 = 10. As can be seen in Fig. 3.4, this
configuration is the most unstable. Every m case has higher Im(w) values compared to
any previous case. So, further increase in magnetization over o = 1 significantly decreases
the perturbations’ characteristic growth timescale 7 ~ 1/Im(w). Also, in m = 1 plot
the emergence of a mode stretching over the entire domain of k is noted, likewise in the
previous m = —1 plots.

To give a better understanding on how the maximum growth rates correlate with
magnetization, in Fig. 3.5 the maximum imaginary part of w versus o is plotted. As can
be seen 0 = 0.01 and o = 0.1 are almost identical, reaching the same maximum for Im(w)
components. The o = 1 case seems to have slightly smaller values than the previous two
cases, pretty consistent with the trend set by the previous two cases nonetheless. Lastly,
the highly magnetized state is by far the most unstable, as the absolute maximum for
Im(w) is almost doubled compared to the lower magnetization counterparts.
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Figure 3.5: Plot for maximum Im(w) (in units of ¢/w;) versus o. For each magnetization
the maximum values for Im(w) are shown for every oscillation mode that have been found
and for every m case considered.

Perturbations of physical quantities

In this section the analysis attempts to determine if there are substantial differences in the
distribution of perturbed physical quantities with radius among the different configurations
that have been explored. Results for cases with 0 = 0.01 and o = 10 are presented, the least
and most magnetized cases considered, respectively. Also, for the azimuthal wavenumber
the analysis focuses on the most dangerous case in terms of displacement of the jet axis,
choosing m = 1.

In the dispersion plots the Fourier parameters corresponding to the most unstable
modes are found, i.e. the value of k for which the Im(w) is the highest for every mode. The
perturbed quantities presented are the density and the three components of the magnetic
field. To begin with ¢ = 0.01 plots, which are shown in Fig. 3.6. Note that this solution is
the one represented by a purple diamond drawn on the corresponding branch in Fig. 3.1.

There are several features on these curves worth discussing. To begin with, unequal
amplitudes for the quantities plotted between the inner and the outer part of the jet can
be seen (the density perturbation is non zero for @w < w;/3, but much smaller than in the
outer part of the jet). The spine seems to be less active in terms of instability intensity
than the sheath.

Furthermore, in the outer region it is noticed that the absolute values of the density
perturbations acquire their maximum values as @ — w;, meaning that as time passes,
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Figure 3.6: Plots for perturbations of various quantities versus w. Solid lines represent
the real part of the eigenfunctions and the dashed lines the imaginary counterpart. Top
left plot is density perturbation and top right is the toroidal component of magnetic field
perturbation. Bottom left and right the magnetic field’s perturbations in radial and z
direction are shown respectively. Once again, up to w/w; = 1/3 corresponds to the jet’s
core and for 1/3 < w/w; <1 to the jet’s sheath.

46



0=0.01, m=1

2
7.5 o] —
T s .
5 _
% 25 X
- =4
Q 0.0 ————— o
-6
-2.5
-8
2 8
6
& 0 t T
o o 4
=2 —
X x 2
~ N
o —4 @ O
-6 -2
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
r/rj r/rj

Figure 3.7: Plots for the same physical quantities’ perturbations versus w as in Fig. 3.6,
for the second case with ¢ = 0.01.

the regions near the jet boundary will be significant for the stability of the structure and
possibly will be the first to be disrupted. (Both the real and the imaginary parts of
the quantities’ support these conclusion as there are not important differences to their
respective distributions over the radius of the jet.)

Next a second case for ¢ = 0.01 is analyzed, the one having maximum Im(w) in
another solution branch, shown with the red diamond marker in Fig. 3.1. As can be
seen in Fig. 3.7, even though the solutions originate from exactly the same unperturbed
jet equilibrium, different branches incubate different solutions in terms of evolution and
characteristics. It is evident that the eigenfunctions are either located at @w ~ w; or have
a maximum at @ ~ 0.5w;.

Obviously, there are differences between the real and imaginary part of the solutions.
The real part for every quantity is largest at @w ~ w;,. The w < w;, area shows less
fluctuations compared to the outer part of the jet. The imaginary part of the quantities’
also showcase activity in the sheath. They are less localized than the real counterpart
but have an evident maxima at @ ~ 0.5w;, apart from Byg which is similar to the real
counterpart. Both the solid and the dashed lines are discontinuous on the inner boundary
of the outflow.

In general, the activity of this mode is expected to manifest mainly in the vicinity
of the inner boundary of the jet and up to distances of ~ 0.5z;. In essence, the solution
resides in the outer section of the outflow, the sheath. Also, the majority of the distributions
exhibit discontinuities at w = w;,, a trait which was inconspicuous in Fig. 3.6.
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Figure 3.8: Plots for physical quantities’ perturbations versus w, for high magnetization
configuration with ¢ = 10.

Although no particular kind of eigenfunctions is expected to dominate since their
values of Im(w) are similar between the two cases analyzed, the instabilities mainly affect
the outer part of the jet and the internal boundary surface. The two most unstable modes
do not affect the inner jet component. Probably, the instabilities have a kinetic character,
mainly due to the fact that the magnetization is very small. The regions most involved in
the destabilization process are the two interfaces separating inner and outer jet, and the
outer jet and the environment, respectively.

The final case corresponds to the high magnetization configuration (o = 10) exhibited
in Fig. 3.4 as a red diamond on the right edge of the middle box. Obviously, this distribution
is different from the first case of o = 0.01 (Fig. 3.6) but very similar to the second one
(Fig. 3.7). The perturbations become largest at w =~ w;,, the interface between spine and
sheath areas. This means that the instabilities should exhibit maximum activity around
this specific distance. So, perturbations affect mostly internal areas of the flow.

The perturbations exhibit significant discontinuities at w ~ w;,. Specifically, con-
sidering magnetic fields, both real and imaginary parts are discontinuous at this interface.
The density is discontinuous regarding only the real part, whereas the imaginary part is
continuous.

Also, it is useful in the process of studying the eigenfunctions to plot the total pressure
perturbation for the jet-environment system, similarly to Payne &Cohn (1985) in which
a purely hydrodynamic flow was studied. As a reminder, the relation for the quantity is
given by:
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Figure 3.9: The perturbation of the total pressure in the xz plane for the solution with
o =0.01 and k£ = 9.16.

§ll=6P+B-6B—E SE (3.8)

where 0 P is the thermal pressure perturbation, E the electric field and JF its perturbation.
In Figs. 3.9 & 3.10 the total pressure perturbation is presented on the xz plane (for ¢ = 0).
The solid lines represent the parts of the jet where the perturbation increases the total
pressure, while the dashed counterparts are areas with decreasing pressure. The plots show
both the whole jet (w/w; < 1) and part of the environment (1 < w/w; < 1.2).

Figure 3.9 showcases the solution with ¢ = 0.01 and Fig. 3.10 the solution with
o = 10. The quasi—periodic dependence in the radial direction is observed (as in Figs. 3.6
& 3.8) where the zero-valued nodes are located between the transitions from solid to dashed
lines and vice versa. In these two plots there can also be observed the wave propagation in
both the radial and z direction. These figures highlight the different excitation of the two
solutions, i.e. in Fig. 3.9 the whole domain is perturbed with interchanging over/under
pressure areas for the jet and the environment. In Fig. 3.10 this pattern is centered around
the inner boundary surface (w/w; = 1/3) while the propagation of the mode towards the
environment is diminished.

Next, the radial component of the Lagrangian displacement versus the radius is plotted
(Fig. 3.11, 3.12 & 3.13) for every case discussed previously. The first case for o = 0.01
is plotted in (Fig. 3.11). Both components of the Lagrangian displacement exhibit small
amplitudes in the core region, followed by larger values at the sheath. This means that,
in terms of movement, the jet’s core is fairly stable and will need more time in order to be
disrupted from it’s initial cylindrical shape compared to the rest of the jet.

For the second case (Fig. 3.12) the maximum of {1,ag, for the real part of the quantity
is located at w ~ w;/2. Both the axis and the surface of the jet display slight move-
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Figure 3.11: Plot for radial component of Lagrangian displacement. This is the low mag-
netization case with ¢ = 0.01. Black dashed line indicates zero displacement for the
perturbed configuration.
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Figure 3.12: Similarly to Fig. 3.11, but for the second case having o = 0.01.

ment, especially when compared to the maximum of the curve. So, the jet is expected to
have maximum displacement at w ~ w;/2 (surely not on the internal boundary surface,
although both interfaces are displaced as well). The imaginary counterpart is negligible
on the boundary of the jet and increases towards the axis. Contrary to the real part, the
quantity maximizes on the axis, meaning that regarding this component the maximum
movement of the flow lines resides in the inner part of the jet.

For ¢ = 10 (Fig. 3.13), the displacement at w ~ w; is small, indicating that jet’s
boundary will not get displaced from its initial position. On the other hand, towards the
jet’s axis the displacement of the flow becomes prominent, reaching maximum movement
for a small region adjacent to the axis. This analysis is valid for both components of the
Lagrangian displacement.

The similarity between the second case of ¢ = 0.01 and o = 10 is apparent for both
the perturbed physical quantities and the Lagrangian displacement. This could indicate
that the mode relies on the same physical mechanism, even though the magnetization is
increased 1000 times. In essence, the magnetization defined through equation (3.4) follows
the definition of Millas et al. (2017) and compares the electromagnetic energy density with
the rest energy density of the plasma. If one compares electromagnetic and plasma energy
densities the enthalpy should be included in the plasma part. The ratio of electromagnetic
to plasma energy densities is then o¢ = o/, where £ is the specific enthalpy. This leads
to both cases o = 0.01 and ¢ = 10 having o¢ < 1 (the actual values corresponding to
the maxima of o¢ in each case are o¢ ~ 5-107% and o¢ ~ 0.5, respectively). Even when
the highest magnetization o is considered, eventually the configuration is not strongly
magnetized because o < 1. Based on this fact it is logical to assume that the modes are
generated by kinetic type mechanisms and is not likely to be current-driven.
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Figure 3.13: Similarly to Fig. 3.11, but for the case having ¢ = 10.

In every solution that was analyzed the values of yo are much greater that y;, implying
that the instabilities are related to the total pressure perturbation which constitutes of both
the thermal and the magnetic components.

Analyzing every other mode included on the dispersion relation plots (apart from the
cases that have already been discussed), the conclusions remain the same. The two regions
of interest are the two boundary surfaces, in the sense that the maxima of the distributions
of the displacement and the perturbed physical quantities are located on these surfaces.
This result is consistent with the expectation that low magnetization configurations are
more unstable on the interfaces where the velocity is discontinuous.

Perturbed forces

Additional valuable pieces of information for the nature of the instabilities can be obtained
by looking into the perturbed forces and their spatial distribution across the jet. Focusing
on the radial component of the linearized momentum equation and listing the various terms,
we have the perturbed thermal pressure gradient (eq. 3.9), the force related to inertial
shearing effects across the jet (eq. 3.10), and the radial projection of the perturbation
of the Lorentz force (eq. 3.11). We omit the terms involving the toroidal components
of velocity, either zeroth or first order (o V¢2 or < VVig) because they are insignificant
compared to the rest of the terms, as Vy has a very small value.

92



— —— thermal
/' \_ Lorentz,
O.4< /' \' — - shear
/ \
/ \
0.2] F \
/ \
0.0] ————— ey
: / g i
\. i \ !
—0.2] \ / \ !
\ / \ !
\ 7 \ !
—0.4 N \ !
\ !
\
- O . 6 ] '\.J./

00 02 04 06 08 10
rir;
Figure 3.14: Plot of radial components of perturbed force densities across the jet over
&v. Solid line represents thermal pressure gradient, while dashed line Lorentz force and

dash-dotted line the shearing component of inertial forces acting upon the plasma of the
jet.

8fmn = —Vop (3.9)

S fsn = iv2Ep (mVy/w + kV,) 6V (3.10)
1

5fL:E(6J><B+J><6B)-z‘v (3.11)

The forces are calculated over £v regarding the cases analyzed in the previous sub-
section (3.2.2). For the weakly magnetized configuration depicted in Fig. 3.14 & 3.15 the
prominent type of force is inertial. Second in order is the pressure gradient force and the
weakest is the Lorentz force. The relative contribution for each force is consistent with the
low magnetization. Basically the same trends regarding the specifics of the distributions
as in 3.2.2 are noticed.

In Fig. 3.16,the same kind of forces acted on the jet with ¢ = 10 can be observed.
The Lorentz force becomes important. Obviously the pressure gradient is the weakest
(practically negligible). The shearing forces come second reaching roughly 40% of the
Lorentz force. Thus, for the highest ¢ a marginal dominance of the Lorentz force over
the other is observed. The electromagnetic perturbed forces in this case are aiding in the
destabilization process, contrary to the previous cases.

One last point of discussion is why different prominent forces between the second
case of low ¢ and the high o case are noticed, although the eigenfunctions behave quite
similarly. The answer lies in the way the perturbed forces are calculated. When a term
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Figure 3.15: Similarly to Fig. 3.14 for the second case of o = 0.01.
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Figure 3.16: Similarly to Fig. 3.14 for o = 10.
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of the momentum equation is linearized, the resulting function depends on both first and
zeroth order physical quantities. Therefore, while the eigenfunctions may be quite similar,
the resulting force is substantially affected by the unperturbed physical quantities. This
leads to different results, suggesting different physical mechanisms involved in each case.
This is also true for the calculation of the perturbed forces and the Lagrangian displacement
from y1, yo-

3.3 Numerical simulations

To check the validity of the analytical predictions mentioned in the previous section, a
series of numerical simulations using the relativistic MHD PLUTO code (Mignone et al.,
2007, 2012) were performed.

The default choices (unless stated otherwise) for the computational domain and its
resolution are as follows: on the z,y plane the domain is -0.29 pc< z,y < 0.29 pc with a
resolution of 356x356. Along the z axis we select 0 < z < 5\, where A is the wavelength
corresponding to the selected k. The full computational domain is thus determined by the
wavelength A of each perturbation and in principle is different for each case. It is opted to
extend the length of the box along the z axis up to 5\ in order to be able to capture other
potential instabilities. The resolution along the z axis is selected accordingly in each run so
that always almost identical scales §z ~ 0.0018 pc are resolved. The boundary conditions
on the x,y plane are open (outflow) and periodic along z.

A third order Runge-Kutta scheme is employed for time advancing with a third order
limiter (Cada &Torrilhon, 2009); an hil solver is used in all runs and reconstruction is
performed using the 4-velocity. To easily detect any displacement of the interface between
the jet components, a passive tracer around r = ry, is injected. The passive tracer is a
scalar quantity whose value is determined by a simple advection equation, as described in
Mignone et al. (2012).

The simulations are initialized using the eigenfunctions of the theoretical study, mul-
tiplied by an arbitrary constant c,. For every case, the time ¢; at which the instability is
expected to significantly modify the jet dynamics can be estimated, using the approximate
formula c,e™@ti ~ 1.

3.3.1 Cases with ¢ =0.01

First cases with very low magnetizations (¢ = 0.01) and different wavenumbers in the
perturbations are examined. Furthermore, for each case different values for the amplitude
of the perturbations are used. The time difference of the evolution of instabilities between
the various cases can be calculated (approximately) analytically and can be estimated via
simulations as well.
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Figure 3.17: Evolution of a jet with initial ¢ = 0.01, perturbation with k£ ~ 6.68 and
co = 1073, Shown here: density in log scale (left), Lorentz factor (middle) and the passive
tracer (right) at t=0,100 and 150 radial light crossing times. The jet is clearly unstable at
~ 150c.t., with the instability starting around 100c.t.

Case la: k£ ~6.68

First perturbations with wavenumber of £k = 6.68 are introduced. In order to be able to
verify the |Q1] < |Qol| condition there is the the freedom of multiplying the eigenfunctions
with a numerical constant, called here ¢,. The linearized system makes this option avail-
able, so for every simulation in this section the constant ¢, = 10~3 has been included. The
instability for this setup is estimated to develop approximately at ¢t ~ 110 radial (light)
crossing times (c.t.). In the following plots (Fig. 3.17, maps of the density (in log scale),
the Lorentz factor and of the passive tracer introduced in the interface between the two
jet components are presented.

A displacement of the jet axis after ¢t ~ 100c.t. is observed, very close to the theoretical
prediction. At the same time, the outer interface (between the jet and the external medium)
remains quite stable.

A useful test that allows to follow the evolution of the instability is the behaviour of a
perturbed quantity with time, e.g. p‘z)—po, where dp = p(t) —poo and po is the initial density.
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Figure 3.18: Evolution of péoi?o' The change in the density is small during the linear phase
and becomes significant after ~ 100 crossing times. The vertical line marks the expected
time the configuration enters the nonlinear regime based on the analytical calculation of
Im(w) (at this time coe™ ! = 1).

This quantity is integrated in the entire jet. The change is expected to be close to zero
before the development of the instability (~ 100 crossing times, given by the theoretical
prediction). The result is shown in Fig. 3.18, where it is observed that the change in the
density is significant after approximately 100 crossing times.

Case 1b: k£ ~9.16

For this case a different kind of perturbation is utilized, with k = 9.16, while keeping the
same values of o and ¢,. The instability is expected to develop around ¢ ~ 60 crossing
times near the interface between the outer jet and the external medium. The Lagrangian
displacement for this case was presented previously in Fig. 3.11 and shows that the insta-
bility in this case is expected to develop near the outer jet boundary. The evolution of the
jet is shown in Fig. 3.19.

It appears that the instability develops somehow later than the theoretically predicted
time. However, if the behavior of the interface between the sheath and the surrounding
medium is carefully examined, it can be found that the time estimate is verified. The
passive tracer introduced at the interface between the sheath and the environment shows
the development of instability around ¢ ~ 50c.t. (see Fig. 3.20, with an adapted color bar
to enhance the outer part). At the same time, the passive tracer inserted in the interface
between the inner and outer jet is very stable. The unstable pattern of the inner jet which
we observe at later times (Fig. 3.19, third row) develops after the initial displacement of
the outer interface.
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Figure 3.19: Evolution of a jet with initial ¢ = 0.01, perturbation with k£ ~ 9.16 and
co = 1073, Shown here: density in log scale (left), Lorentz factor (middle) and the passive
tracer in the outer jet (right) at t=0, 100 and 120 radial light crossing times. The jet
is clearly unstable at ~ 120c.t.. Notice now that the instability starts from the interface
between the outer jet and the environment.
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Figure 3.20: Tracer at the interface of the sheath with the environment. Notice now that
the instability starts from the interface between the outer jet and the environment rather
than the spine.

If the criterion of the density change is used again, it is found that it becomes unstable
significantly later compared to the estimation for the development of the instability (in
agreement with the density maps of Fig. 3.19). In this case (see Fig. 3.21), the change is
larger in the initial stages (compared to the simulation with k = 6.68), as there is strong
diffusion towards the environment. We remind here that the estimation of the time when
the instability starts to develop uses an arbitrary constant; this predicts quite accurately
the order of magnitude but does not exclude an offset.

3.3.2 Case2: 0=1£k~9.99

The magnetization is increased by an additional factor of 10. The thermal pressure for
Do = 2.5 and b, ;,, = 2.1 is kept positive for every value of . The instability is expected to
develop again near the interface of the two jet components, at an estimated time of ¢ ~ 70
crossing times.

Although it is observed (Fig. 3.22) that the inner jet becomes eventually unstable, this
happens at a later time. Moreover, the outer jet strongly interacts with the environment
and significant diffusion is noticed. Kelvin—-Helmholtz type instabilities might naturally
come to mind, but if it is indeed the reason needs to be further investigated.
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3.3.3 Case 3: 0=10k=10

Finally, the case with the largest value of ¢ is examined. To ensure again that the thermal
pressure is positive throughout the domain, parameters p, and b, ;, are assigned to values
Po = 8.275 and b,;, = 8. As mentioned in more detail in the discussion section, this
may not be the optimal choice of constants as it can potentially increase diffusion. The
instability is expected to develop around ¢ ~ 45 crossing times.

The development of the instabilities agree generally with the predicted time. Espe-
cially if one looks at the radial magnetic field or the radial velocity, where the deviation
from the equilibrium values (both zero) are more easily noted. The instabilities appear, as
expected closer to the inner boundary and once more the displacement of the jet axis is
noticed as the instabilities develop.

The evolution of 5—5 is presented in Fig. 3.25. The comparison with the density maps
given in Fig. 3.23 is not trivial here, as the instability seems to develop later than the
approximate prediction. Ideally, more frequent snapshots of the evolution are required to
determine the time when the jet becomes unstable using the % criterion. This empha-
sizes that the estimate is reliable as an order of magnitude, but the exact time can differ
depending on the value of ¢,.

3.4 Discussion

In this chapter the stability of two-component relativistic magnetized jets was investigated
both analytically and numerically, extending previous studies by including magnetic field
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Figure 3.22: Evolution of a jet with initial ¢ = 1 and perturbation with k ~ 9.99. Shown
here: density in log scale (left), Lorentz factor (middle) and the passive tracer (right) at
t=0,120 and 190 radial light crossing times.
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Figure 3.23: Evolution of a jet with initial 0 = 10 and perturbation with & = 10. Shown
here: density in log scale (left), Lorentz factor (middle column) and the passive tracer
(right) at t=0,50 and 90 radial light crossing times.
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Figure 3.24: The development of the instability seen in the case with ¢ = 10 via the radial
component of the magnetic field at t=>50 radial light crossing times.

Density change

0.01 4

0.00 A

—0.01 4

-0.02 1

6p/p(t=0)

—0.03 A

—0.04 A

—0.05 A

0 25 50 75 100 125 150 175
t (cr. times)

Figure 3.25: Similarly to Fig. 18 for the simulation with o = 10 and k£ = 10.
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and z-dependence. All cases include differential rotation between the two jet components
and a non-uniform, radial profile for all the physical quantities (density, velocity, magnetic
field, pressure). The analysis mostly focuses on low magnetization values (kinetic domi-
nated jets), since all jets profiles tested here lead to high enthalpy. Numerical simulations
of these two-component jets were performed, where the non-linear evolution of instabilities
with analytical predictions were compared.

The main result is that the linear approximation is verified by the independent numer-
ical simulations in a good extent. There was a quite good confirmation by the simulations
in the predicted timescales. Apart from o = 1 case, every other prediction linear ap-
proximation made was verified by the simulations. Also, the evolution suggested for each
different solution was also verified.

The instabilities that were analyzed seem to behave quite similarly, even though the
magnetization increases up to 10* times. The maxima of the Im(w) of the modes remain
the same, apart from the o = 10 case where an evident increase in these values is observed.
Except for the imaginary part of w, while analyzing the perturbed physical quantities and
the Lagrangian displacement it was observed that two specific areas of the outflow that
the majority of the destabilization process takes place. These are the two surfaces dividing
the configuration into inner-outer jet and outer jet-environment respectively.

An accumulation of the maxima of the distribution of these specific quantities were
noted, meaning that the initial configuration in terms of change of the profile of the physical
quantities and displacement is going to be mostly affected. There was not found any
correlation of specific modes with increasing magnetization. This was also verified by
modes that are not present in the main analysis but follow this derived trend.

The perturbed forces for ¢ = 0.01 are inertial in nature while for ¢ = 10 the inertial
and Lorentz forces are comparable in strength. In every case considered the maximum
of these distributions are located at the same two surfaces mentioned above. The fact
that the Lorentz force is not clearly dominant for such high magnetization value lies in
the relativistic correction to equation (3.4), which divides the current formula by specific
enthalpy. This results to smaller values for the parameter, which do not exceed o¢ < 0.5.
In general, the instabilities seem to be of kinetic nature.

The need to study using as much information that can be extracted from the analysis
in order to make conclusions as safe as possible for the physical mechanisms causing the
disturbances should be emphasized. This can be seen by the similar eigenfunctions that
the second case of low magnetization and the highest magnetization case have. This issue
originates from the fact that the unperturbed physical quantities affect substantially the
perturbed quantities that were examined.

In all cases examined here the evolution of kink modes was observed, which are in-
cluded in the initial perturbations via the choice of the azimuthal wavenumber m = 1.
This is evident especially via the displacement of the jet axis at the latest stages of the
simulations, e.g. in Figures 3.17, monitored via a passive tracer injected at the interface
of the two components.
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However, in all cases, the rapid development of modes with m = 4 was noticed as well,
which can be attributed to the use of Cartesian grid. This fact has already been reported
in various similar studies (Meliani &Keppens, 2009; Porth, 2013). To avoid completely the
effect of the Cartesian grid, combined with any boundary effects, one must use a larger box
in the radial direction. However, this increases the requirements in terms of computing
time or resources and the detailed study is beyond the scope of this work. The testing was
limited to the use of two different domains (—0.21 < x,y < 0.21 pc and —0.29 < z,y < 0.29
pc), using the second domain size for the actual production runs. The overall evolution of
the simulation is not drastically affected by the box size as long as it is larger than 2 jet
radii; however, some boundary effects can be avoided, especially in the high o cases, when
using bigger domain.

The instabilities appear to develop mostly near the interface between the inner and
the outer jet. This is, in general, consistent with the theoretical study and depends on the
profile of the perturbations. However, the case with £ = 9.16 is a notable exception, where
the Lagrangian displacement has a larger amplitude near the outer jet. This leads to an
unstable outer jet, a fact captured also in the simulations.

In all runs, and up to a certain extent, control over the growth time of instabilities
is maintained via the arbitrary constant ¢, in each perturbation. It was verified that the
time difference in the development of instabilities due to different values of ¢, are indeed
observed in the simulations and are in good agreement with the analytical predictions.

The differences in the observed times and predicted times of the development of in-
stabilities in the case with ¢ = 1 is not trivial to explain. It might be associated with
the numerical diffusion, though it does not apply to the case with stronger magnetic field
values (o = 10). Another alternative is the introduction of noise during the numerical
fitting of the eigenfunctions that are later used as initial perturbations. This process can
introduce small, artificial discontinuities that may eventually cause a deviation from the
full analytical solution.

To check the validity of the simulations from a more technical perspective, the sim-
ulations were also tested in lower resolution, 2002, where the same overall evolution was
noticed but with coarsened details. It must be highlighted, however, that for even lower
resolution, the diffusion can be important and quench the instabilities. The reference cases
(runs with ¢ = 0.01) were, in turn, tested in higher resolution, 4003, with no significant
differences as well. Last, all cases are also tested with a tvdlf solver, where no major
difference was observed.

In agreement with the results of Meliani &Keppens (2009); Millas et al. (2017), the
instabilities cause deceleration of the jet. The trend of less prominent deceleration, quan-
tified by the average Lorentz factor of the inner jet, with increasing magnetization is also
retrieved in all cases presented here (for instabilities that develop in the inner or the outer
interface alike).

The next steps are to examine jets with a more realistic pressure profile, in particular
modifying the constant p, to achieve higher values of magnetization while reducing the
enthalpy, to model relativistically cold jets as well. This will allow to explore a different
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category of jets (Poynting dominated flows) which, in principle, will behave differently
when perturbed.

Another aim is to examine different magnetic field and density profiles in order to
avoid steep transitions between different regions in the computational domain. This is
particularly important for high o cases, as the conditions we imposed here for ¢ = 10 lead
to a considerable gap in the magnetic pressure between the outer jet and the environment.

Finally, a parametric study is needed in order to model the power ratio between
the jet components, something related to the Fanaroff-Riley dichotomy. This can be a
complementary study on jet stability.
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Chapter 4

Cylindrical jet configurations based
on acceleration and collimation
processes

4.1 Derivation of unperturbed jet configuration

In this chapter the aim is to derive the behavior of the physical quantities for outflows
which are assumed to be cylindrical and the dynamics dictated by the ideal relativistic
magnetohydrodynamics (RMHD) set of equations (see for example Vlahakis 2023). Simi-
larly to chapters 2 and 3 the imposed symmetry on the system leads to the dependence of
the physical quantities solely on the radius, d5 = 9. = 0, while the system is also assumed
to be stationary, 9, = 0. The plasma resistivity is zero and finally the outflow is considered

to be cold, meaning that the thermal pressure of the jet is zero, P = 0 or equivalently

the specific enthalpy equals one, £ = 1 + ﬁg = 1 (T is the polytropic index). The
—1p
magnetic and electric fields have absorbed v/47 and we assume that the speed of light and

jet’s radius are equal to unity (¢ = w; = 1).

The main task is to derive profiles which are in accordance with the acceleration and
collimation processes taking place at the early stages of the outflow, in the vicinity of the
central engine. In order to do so, the radial component of the momentum equation (force
balance) needs to be solved,

B —E* 2V} 14(B%-E?)
——— —po +5 =0, (41)
w w 2 dw

where 7 is the Lorentz factor, pg the proper density, V the velocity, B & E the magnetic
and electric field respectively. Equation (4.1) is the simplified version of equation (2.14)
assuming zero thermal pressure. The magnetic field consists of two components B =
B¢<z3 + B.Z, the toroidal and z-component. The electric field is derived by Ohm’s law,
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E = —V x B. If the squared co-moving magnetic field is defined as F' equation (4.1) may
be formulated as:

F-B2 YV} L AE/2)

— =0. 4.2
. Po - doo (4.2)
The Ferraro’s law is also required:
0= E _ E& :X:Qw
w w B,

B
X:Vqs—‘/z?d’, (4.3)

z

where € is the angular velocity of the field lines and y = Qw the radius measured in
light cylinder length units. This equation connects the physical quantities’ profiles with
the rotation at the base (Vlahakis, 2004; Komissarov et al., 2009). Among the physical
quantities a desired behavior is only imposed on the velocity toroidal component

AX
Yo = L+ Ax?’

(4.4)

where A is a constant regulating the maximum value of Vy|mner = ﬁ/ 2. This choice for
Vg ensures that for distances near the axis x < 1 the profile is linear with respect to the
radius, Vy ~ x and for distances x > 1/ VA drops as the inverse of the radius Vg ~1/x.
This is the only assumption for any physical quantity that is required for the rest of the
solution. If equation (4.3) and the definition of the electric field are combined, then E can
be written as F = —xB,. So, when (4.4) is inserted into equation (4.3) and is squared the
equation yields:

<gzz)2 [F+ B2 -1)] =(x-V,)? &
@)2 420 -0 = 1 H/\/\X2>2 (15)

where the toroidal component of the magnetic field is expressed through F, Bé =F+
1

B2(x* —1). If V, is replaced with V2 =1 — Vd? — — then (4.5) becomes:
Y

1 w2 N[ F ) ) A2

The unknown of (4.6) is x, so obviously the above equation is polynomial with respect to
the variable. In order to bring the equation to a comprehensive form (4.6) is algebraically
manipulated into:
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A\ 2 2\ F 1
6= ) A= (1-=
* <'v> T [ 72 Bz 72
F 2 1—2)\ 1 F
2
A (A—24+ =2 1—-—)(1-=)=0. (47
+X[B§( +72)+ 2 ]+< 72)( BE) (4.7

Clearly this form of the equation is much easier to handle. One crucial element is that
there are only even powers of y, meaning that the equation can be reduced to a 3rd degree
polynomial of x2. This is really important as any 3rd degree polynomial is always solvable,
hence enables to have a proper solution in all cases. Furthermore, since this cubic equation
has real coefficients, there is always at least one real solution.

4.2 Outflow modelling

The goal is to produce new jet models as described in the previous section. The only
assumption made thus far is only for Vi (4.4) in order to formulate the equation providing
the radial profile of y. Observing (4.7) there are also other quantities and parameters
which must be specified in order to be able to fully solve the equation numerically.

Hence, there is also the need to define the behavior for F, B,, ~v as functions of radius
and specify the value for the parameter A\. The focus is on configurations having a fast
central component, engulfed by a slower one, with different in general densities. In terms
of asymptotic dependence on the radius the desired behaviors are:

constant, w <K w; constant, w K w;
F, B, x { J ¥ X { I

1/w?, w — w, constant, w — w;

The functions chosen that fulfil the above requirements are:
B} By Ya — Vb

= — B = = _—

(4.8)

where By, K, A, 7, and 7, are constants. Particularly, v, and 7, are the values of the
Lorentz factor on the axis and the boundary surface of the jet. y is normalised distance
given by y = w/wp. The new unit length, wy, can be calculated by (4.7) for w — 0 and
is given by:

2-A)(1-1/4% 1

oy = | JA-1/y") 1 (4.9)
A—12-(1-1/7%) %

where € is the value of Q on the axis of the jet. Density distribution is given by (4.2)

solved with respect to pg. The toroidal component of the magnetic field is provided by

By = —\/F + B2(x? —1). Finally, new unperturbed models can be produced for any
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choice of parameter values. One particular set of parameters is analyzed including ~, =
10, 7, =5, Q9 =100, K =10, Bo=1, A=0.99 and A = 10~%.

The above selection results to Vy|maez = 0.01 so that rotation of the plasma is not
important, V, < V.. The outlook of the model is summarized in Fig. 4.1. The solution
gives a constant profile for (2 near the axis and then drops to much smaller values near the
boundary of the outflow. As a result pg is constant near the axis going to its’ maximum
value at @ ~ 0.1z and then drops up until jet’s radius attaining a value pg|m; ~ 1074,

The magnetization (o) is defined as the electromagnetic energy density flow over the

. . . . . 1d j
kinetic energy density flow, or in the limit where Vi < V, = o ~ B;/(’yonﬁ) coid Jet,

Bg /(¥*po). The jet is kinetically dominated up to @ < 0.1co; while for larger distances
until the jet’s boundary magnetization increases reaching a maximum value of 0|4z ~ 12,
corresponding to a magnetically dominated part of the jet. This trend is heavily affected
by the decrease in the proper density in the outer region of the outflow.
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Figure 4.1: Plot of the unperturbed jet model generated for the parameters values in
section 4.2. From left to right for the top row Lorentz factor, proper density and Q\y are
presented, middle row Vj;, By and magnetization (o) and bottom row B, respectively.
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4.3 Linear stability analysis

The methodology to conduct linear stability analysis on a cylindrical outflow is presented
in section 2.2. The methodology is applied to the model of section 4.2. In figure 4.2 the
corresponding dispersion relation for the model is presented. The density ratio n which is
the density of the environment over the density on the axis of the jet is set to n = 100. The
general characteristics of the three different dispersion plots are similar. The maximum
values for Im(w) are obtained for £ < 10. This is achieved by numerous modes being well
localized around a specific k. These modes begin at k ~ 0.1 and are present up to k ~ 10.
The trend of these localized solutions continues also for & > 10. The values of Im(w)
through the various modes increase and reach an upper maximum which is approximately
Im(w)|maz ~ 0.2 for all three plots.

As for the solutions which are present over a big range of k, for m = 0 the values
of Im(w) (red colored mode) is below 1074, a fairly stable mode compared to the others.
For m = +£1 two components are observed, one that peaks at small £ and the other at
high k. The trend is also the same, so the high k£ solutions are more unstable compared
to their small wavenumber counterparts, but more stable compared to the localized modes
for k ~ 8 — 10.

The prevailing type of instability (maximum Im(w)) should be the same for either
m = 0,=%1 since the k values for which they manifest and the corresponding Im(w) are
similar. For these solutions the observed growth rates are comparable to the corresponding
values found in the literature, Im(w)|mqez ~ 0.1. The modes spanning across the dispersion
plot range (m = +1) are most probably of electromagnetic nature, as the value of m affects
both the shape and the values of Im(w). The axisymmetric case does not showcase a mode
similar to the one mentioned above. The localized modes which behave similarly for every
dispersion plot hints towards a kinetic instability, most probably Kelvin-Helmholtz due to
the difference in the velocity along the jet axis at the boundary of the outflow. Instabilities
based on the rotation of the jet are deemed as improbable due to the really small value of
V.

In figure 4.3 the dispersion relations for the configuration described in section 4.2 but
for n = 0.01 are presented. Beginning with the axisymmetric modes, the first observation
is that the existence of the localized modes persist. They can be located for £ ~ 10 at
the right end of the plot. The green colored solution could be of the same type and it
spans over k 2 0.5. The red colored solutions is more wide and cover a significant portion
of the domain. This mode possibly is not of the same type as the localized counterparts.
Nonetheless, this solution is effectively unstable for 0.1 < k& < 10.

Among those modes there is also another one which is depicted in blue color. The mode
presents a cut-off k ~ 0.35 and then the imaginary part of w increases monotonically with
k up to k = 10. The characteristic for the blue dashed line is the linear relation between
the two quantities, thus Im(w) o k. Also, the value of the Im(w) reaches a maximum
of ~ 1.75 > 1. This value for Im(w) ensues growth time scales which are comparable to
the time the light needs to travel the jet’s radius, this is a very rapidly growing mode. If
the Im(w) value between the blue and the green mode are compared at the wavenumber
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Figure 4.2: Dispersion plots for the model of section 4.2. Plots from top to bottom are
for m = 0,1, —1 respectively. Solid lines represent real part of w while dashed lines are
the imaginary counterpart. Different modes are represented with different colors. The
modes of interest have maximum Im(w) at every k of the domain range as they are the
modes which will have the smallest growth timescales and make their impact first on the
jet configuration. The unit of w is the inverse of the jet radius light-crossing time and the
unit of k£ is the inverse of the jet radius.
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Figure 4.3: Similar to Fig. 4.2 for a configuration having n = 0.01.

for which the green mode maxes out, the linear solution’s Im(w) is approximately x4 the
corresponding value of the green mode.

The non-axisymmetric solutions (m = =41) present similar results. The localized
modes seem to have become much less concentrated around a specific wavenumber. There
are two solutions which almost span over the entire domain (green and red colored modes
for m = 1, —1 respectively). The blue colored modes, which showcase the Im(w) o k are
also present for m = £1. This means that this specific solution is weakly dependent on the
value of m, at least for the three values that are included in these figures. The maximum
Im(w) is similar across the three plots, and the value of the wavenumber regarding the
cut-off is the same for m = 0, 1 and slightly higher for m = —1. This blue mode dominates
over every other mode for the wavelengths that the blue mode co-exists with the rest.

If this new solution is disregarded the conclusions drawn from figure 4.2 also apply for
the configuration with 17 = 100. Therefore, this new solution depends on the value of the
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n parameter. As the environment becomes denser the instability seems to weaken. The
linearity of the mode alongside the high values for the Im(w) assign an extra importance
to this specific mode. Such a rapidly growing instability is possible to outpace any other
mode and affect the configuration even before the rest of the modes have begun to emerge.
Already, the ratio of the environment’s density value over the jet’s counterpart on the axis
seems to be an important factor. For this reason the next chapter focuses on the study of
this specific mode and its properties.
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Chapter 5

Linear stability analysis of

relativistic magnetized jets
The Kelvin-Helmholtz mode

This chapter focuses on the stability properties of the blue colored modes shown in figure
4.3. The model presented in 4.2 is not suitable to be used for this task, as the change in
a single parameter value may affect numerous profiles of other physical quantities. This
means that it is difficult to isolate and measure the effect on the specific solution by the
change of a single parameter value. For this reason, this chapter adopts a new, simplified
version of the model presented in chapter 4.

5.1 Unperturbed state of the jet

The dynamics of the outflow are described by the ideal relativistic magnetohydrodynamic
(RMHD) set of equations (see, e.g. Vlahakis, 2004). The initial configurations are assumed
to be steady—state (9; = 0), cold (i.e. zero thermal pressure, P = 0), and cylindrically
symmetric (0, = 0. = 0), meaning that every physical quantity depends solely on the
cylindrical radius, w. The units system and formulation of the RMHD set of equations
adopts the Heaviside-Lorentz system as presented in section 2, or as in Vlahakis (2023),
hereafter V23. The units of length, time and velocity are the radius of the jet @, the jet’s
radius light crossing time w;/c and the speed of light ¢ respectively. The jet is required
to be in force balance across its radius. Thus the physical quantities of the system must
obey the radial component of the momentum equation (2.14).

In the case of a cold jet P = 0 and £ = 1. Generally, both the magnetic and the
velocity fields consist of two components B = B, + By & V =V, 4+ V4. Specifically, the
configurations of interest do not rotate (V; =0 & V, = /1 — 1/42) so the second term of
(2.14) vanishes. This gives a complete freedom of choice for the radial distribution of the
density.
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Case‘po‘n"y‘a‘wo‘ w
F 1 (10 2] 1]0.1]1.3440.68i
F5 1 511011 244+40.314

Table 5.1: The parameters for the fiducial cases examined. The unit for density is arbitrary.
The values of w correspond to k = 7. As a reminder 7 = p./po, where p, is the density
of the environment, The magnetization is defined in equation (5.3), and w( controls the
distribution of the magnetic field given by equations (5.1), (5.2).

The Lorentz factor and the density profile are chosen to be constant. For the magnetic
field components the following relations are adopted (as in Mizuno et al., 2012):

B:(w) = H(g(}wO)Q, (5.1)
By(w) = ———0__ & (52)

N _1—1-(@/@0)2@70’

where By is constant and represents the value of B, on the axis of the jet and w represents
the jet’s magnetic core. The magnetic field for the fiducial case (case F in Table 5.1) is
plotted in Fig. 5.1 (middle & bottom panels). Also in Fig. 5.1, the top plot shows the
magnetization which is defined in general by:

B? — E?
0

Equation (5.3) is used to find the value of By given pg and the value of o measured on the
boundary of the jet. Also, the Matthews—Taub equation of state is adopted.

The jet is assumed to be surrounded by a static environment. This creates a top-hat
profile for the jet-environment system as the jet has a constant velocity up to jet’s radius
which drops to 0 for the environment. The pressure of the environment can be hydrody-
namic or can only have magnetic field and zero thermal pressure (cold environment). In
the case of the magnetized environment the magnetic field is along the z-direction. Also
a constant value for both the density and pressure/magnetic field profile is assumed. The
environment is in pressure balance with the jet.

5.2 Linear Stability Analysis - Results

5.2.1 Parametric study of Kelvin—Helmholtz mode
Fiducial case

The methodology utilized to conduct linear stability analysis is described in section 2.2.
The blue colored mode of figure 4.3 is also verified for the model described in section
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Figure 5.1: Plots for the quantities corresponding to the fiducial case. The top plot is the
magnetization, middle and bottom plots are the toroidal and poloidal component of the
magnetic field respectively.
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Figure 5.2: Dispersion relation plot for KH mode (red colored solution). Solid line repre-
sents Re(w) while dashed line Im(w). This dispersion plot correspond to case F and the
environment is hydrodynamic.

5.1. The dispersion relation of the configuration for m = 0 can be viewed in Fig. 5.2,
where it is reminded that the units for w, k are c/w;, 1/w; respectively. Solid and
dashed line represent the real and imaginary part of w respectively and the specific solution
mentioned earlier is in red color. The dashed line values are Im(w) 2 1 for £ 2 10 meaning
that the instability growth timescales are comparable to the light crossing time of jet’s
radius. Additionally, the analysis in the present section reveals a number of traits for
this specific solution, such as mode’s locality and linear dependence of Im(w) on k among
others. These traits link to an established and well-studied instability in the literature, the
Kelvin—Helmholtz instability. In essence a generalized relativistic equivalent in a cylindrical
configuration is analyzed. For brevity’s sake the Kelvin-Helmholtz mode is denoted as KH
from this point on wards for this chapter.

The mode shows a linear relation of Im(w) with & (Im(w) o k) for k& 2 2. This
proportionality does not hold as k decreases, so the linearity stops at k ~ 2 and the mode
becomes stable through a cut-off at k£ ~ 1. It should be noted that every other mode has
Im(w) values which are much smaller compared to the KH solution. Such a solution is the
green-colored mode in Fig. 5.2. The mode starts at k ~ 20 and the Im(w) ~ 0.3 for & ~ 30.
At this wavenumber the dashed color line has value ~ 4, hence the KH mode is much more
unstable compared to the green-colored mode. Also, there are other solutions which can
be found for even higher wavenumbers but their respective Im(w) are not comparable with
the KH mode’s equivalent. KH instability will surely be the first to emanate and disrupt
the initial configuration, outpacing every other mode.
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Figure 5.3: Dispersion relation plot for KH mode (red colored solution) for case F when
the environment of the jet is magnetized. Solid line represents Re(w) while dashed line
Im(w).

In Fig. 5.3 the dispersion relation of the KH mode when the environment of the jet
is magnetized is plotted. The dispersion relation is quite similar to the respective one in
Fig. 5.2. The imaginary part is proportional to the wavenumber for k£ 2 2 and Im(w) 2 1
for k 2 10. The linearity stops for k ~ 2 and the mode stabilizes via a cut-off at k ~ 1.
The next solution is found for k > 20 and has Im(w) < Im(w)kp so it is not included in
Fig. 5.3. In both Figs. 5.2 & 5.3 other solutions apart from the KH mode are sparse. The
instability profile of the jet is KH mode dominated.

Apart from m = 0 the KH mode was also found for m # 0. It was opted to check
four other cases with m = 1, +3. In Fig. 5.4 Im(w)/vk? + m? for the KH mode versus
the corresponding m is plotted while &k = 7. For m %+ 3 the mode attains smaller Im(w)
values than the rest of the cases. For m = —3, Im(w) ~ 0.05 and for m = 3, Im(w) ~ 0.14.
Then for m = 0, £1, the Im(w) values are really close and approximately equal to 0.21.
It is noted that m = 0 is, by a small margin, the most unstable followed by m = 1 and
m = —1 respectively. As m increases the Im(w) decreases, the mechanism for this behavior
is discussed in section 5.3.

This linearity of Im(w) gives the chance to study the mode without having to plot the
solution for multiple wavenumbers. The results are easily generalized just by calculating
the difference in the value of Im(w) in relation to the change in k, so the analysis focuses
on this component.

In this section the parametric stability analysis is presented. Initially, the fiducial
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Figure 5.4: Tm(w)/vk2 + m?2 for KH modes regarding case F having m = 0, +1, +3 versus
m for k = m.

configuration is probed, which is denoted as case "F" and the configuration is described in
section 5.1. The density profile is constant and the parameter values are shown in Table
5.1. Parameter 7 is the ratio of environment’s rest mass density over the jet’s rest mass

density, n = pe/po-

This study focuses only on the axisymmetric mode, as it is the most unstable. For
the parametric study that follows the wavenumber is fixed to k = m, corresponding to
wavelength equal to jet’s diameter.

Dependence of KH mode on the density ratio (n)

The first parameter under consideration is the density rest mass ratio, . Both purely
thermal and magnetized environments are discussed, the corresponding results are depicted
in Figs. 5.5 & 5.6 respectively. The parameter spans over a wide value range from sparse
environments (7 = 1072) up to very dense counterparts (n = 10% — 103).

In Fig. 5.5 Im(w) versus n is observed for the thermal environment. For n < 1 a
plateau of constant Im(w) ~ 0.7 is formed, while from 7 ~ 1 up to n ~ 10 a small increase
in the value is noted. For higher ratio values the Im(w) decreases, and for n ~ 10% Im(w)
has dropped down to ~ 0.4. Hence, the increase in the environment’s density in general
stabilizes the mode, while for a wide range of the parameter value (n < 1) the mode seems
to not be affected by any change in 7.
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Figure 5.5: Plot of Im(w) versus density ratio n for case F and a jet with hydrodynamic
environment.
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Figure 5.6: Similar to Fig. 5.5 for for case F and a magnetized environment.



In Fig. 5.6 Im(w) versus 7 is plotted in the case of a jet with a magnetized environment.
Initially, a cutoff is noted at  ~ 1, then the Im(w) increases monotonically up until its
maximum value Im(w) ~ 0.6 for n ~ 30. After this maximum a decrease starts towards
higher . The maximum Im(w) for the magnetized environment is smaller compared to
the thermal equivalent.

Plots 5.5 and 5.6 suggest different mode behavior regarding the pressure providing
mechanism of the environment, with the magnetized one being more stable than the ther-
mal counterpart. When the environment is magnetized the KH mode is stabilized for n < 1.
The thermal environment solution spans over a greater n range and has higher maximum
Im(w). Clearly, the two different kind of environments lead to different results, setting
the physics of the medium supporting the jet as an important factor. In general, denser
environments stabilize the mode either by entirely eliminating it or sufficiently reducing
the Im(w).

Dependence of KH mode on the magnetization (o)

Moving on, the effect of the magnetization of the jet on the growth rate is studied. The
magnetization value is calculated for @ = w;, along every other quantity which is radius
dependent. The reason for making this choice is extensively discussed in sections 5.2.5 and
5.2.4. At this point it suffices to state that it has been observed that only the conditions
of the region around the jet’s boundary are important for the KH mode. First, Fig. 5.7
is examined, for which the environment is hydrodynamic. Clearly, the increase in the
magnetization leads to increase in Im(w). For ¢ < 1 and ¢ > 1 the Im(w) becomes
approximately constant. For ¢ < 1, Im(w) — 0 while for Im(w) > 1, Im(w) ~ 0.8. The
transition between these two extremes occurs at o ~ 1.

In Fig. 5.8 Im(w) versus o is presented for a magnetized environment. When o < 1,
Im(w) — 0 similarly to Fig. 5.7. As magnetization increases the imaginary part of w
also increases and reaches its maximum, Im(w) ~ 0.5, at ¢ ~ 1. Immediately after this
maximum a steep descent follows and the instability effectively vanishes at o ~ 4. Essen-
tially, the KH mode is active only for a specific range of o, contrary to the hydrodynamic
counterpart for which this range is much more extended towards the higher o values.

Also, the maximum Im(w) between the two cases is different, as the thermodynamic
environment shows higher Im(w) values compared to the magnetized equivalent. In general,
the magnetized environment seems to weaken the instability strength and even stabilize
the mode entirely for the highly magnetized jets.

Dependence of KH mode on the Lorentz factor ()

In this section the relation of Im(w) with the Lorentz factor is explored. In Fig. 5.9 &
5.10 the plots of Im(w) versus v for thermal and magnetized environment are presented
respectively. Specifically, instead of v the Im(w) is plotted versus the proper jet velocity,

=71
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Figure 5.7: Plot of Im(w) versus magnetization o for case F and a jet with hydrodynamic
environment.
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Figure 5.8: Similar to Fig. 5.7 for case F and a magnetized environment.
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Figure 5.9: Plot of Im(w) versus outflow’s proper velocity yuv for case F. Jet’s environment
is hydrodynamic. The plot incorporates a secondary axis on the top edge of the plot box.
The axis shows the proper fast magnetosonic Mach number.
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Figure 5.10: Similar to Fig. 5.9 for case F' and a magnetized environment.



Starting with the hydrodynamic environment (Fig. 5.9), the first remark is that the
KH mode is active for a specific velocity range. The mode disappears for yv < 0.5 and its
maximum is located near this cut-off with Im(w) ~ 0.7 for yv ~ 1. After the maximum, the
Im(w) decreases with increasing v, attaining value of Im(w) ~ 0.2 for yv ~ 10. This way the
effective range for the instability is set between yv = 0.5 and roughly yv < 10—15. The axis
on the top of the plot box shows the proper fast magnetosonic Mach number. The relation
providing this Mach number is given by Mg = yv/(yfvy), where v5 = (1 — vfp)*l/?
It can be shown that for a cold jet yyvy = /o (cf Appendix C of Vlahakis &Konigl,
2003a). For the fiducial setup ysvy = 1, hence the two horizontal axes are identical. We
see that the instability hinders for ultra—fast magnetosonic velocities, with its maximum
being close to Miqse ~ 1. In general, the KH mode is inefficient for both ultra—relativistic
and non-relativistic configurations.

In Fig. 5.10 the configuration with the magnetized environment is shown. Once more,
the mode lies in a specific range regarding the v value. Similar to Fig. 5.9 for yv ~ 10
the Im(w) ~ 0.2. The maximum is located at yv ~ 2 and has a value of Im(w) ~ 0.5.
As the flow velocity further decreases, a cut—off is formed, where the mode stabilizes at
~yv ~ 1. Hence, jets with v < 1 = v < 1.4 are not affected by the KH mode when the
environment is magnetized. The mode becomes most unstable for M;,s ~ 2 and vanishes
for ultra-fast magnetosonic velocities.

The magnetized environment affects negatively the KH mode, similar to sections 5.2.1
& 5.2.1. It decreases both the value of the maximum Im(w) and the 7 range for which the
jet is being affected by the mode.

Dependence of KH mode on the magnetic field components ratio (wg)

The next parameter to take into consideration is wgy. As can be seen in equation (5.4) |
wo is directly associated with the ratio of magnetic field’s components in the co-moving
reference frame

B, o
—_— = (5.4)
’Bqﬁ,co} w

In the central source frame the ratio equals wg/(wy). Changing the value of wy affects
which component of the jet is dominant over the other. In order to understand more clearly
the effect wy has on B,/ }B(b‘ we keep the z-component of the magnetic field constant and
vary only the toroidal counterpart. This way the effect By has on the KH mode can be
isolated. This is done by fixing the value of B;|w~w, to the one corresponding to the
fiducial case F. Then, the variation in wq only changes the value of the toroidal magnetic
field.

Fig. 5.11 presents the Im(w) versus wy for the hydrodynamic environment. For wy <
1, the Im(w) has an approximately constant value ~ 0.8. As w( increases the Im(w)
decreases, especially after cy ~ 0.1. At this particular value a cut-off is formed, leading
to the subsequent mode stabilization (Im(w) — 0).
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Figure 5.11: Plot of Im(w) versus magnetic field components ratio wq for case F. Jet’s
environment is hydrodynamic.

In Fig 5.12 the environment is magnetized. The two plots are quite different. For
wo = 0.05 the inhibition of the mode through a cut-off is noted. The growth rate becomes
maximum for wy ~ 0.1 with Im(w) ~ 0.5 and then decreases as wq further increases. For
both Fig. 5.11 and 5.12 the instability has already been stabilized when wg becomes equal
to 1. The hydrodynamic environment case has larger maximum Im(w) compared to the
magnetized counterpart. Essentially, for both scenarios it seems that when B,/ ‘B¢’ >1
the KH mode is stabilized.

5.2.2 Jet configuration with a thermal pressure component

The results of section 5.2.1 suggest that B, is an important regulator for the behavior of
the Kelvin-Helmholtz mode. Roughly, when B,/ ‘B¢‘ — 1 the mode becomes completely
stabilized. In order to test if the value of the B, is the main stabilizing factor, a modified
case F is formulated. The component of the magnetic pressure originating from B, is
replaced with an equivalent thermal pressure component, while the rest of the configuration
remains unaltered

P(w) = = 5 - (5.5)

Essentially, with this change the jet’s total pressure distribution is preserved. For this

86



0.51

0.4+

—~ 0.3 1

Im(w

0.2

0.1

0.0

10-1 100 101
Wo

Figure 5.12: Similar to Fig. 5.11 for case F' and a magnetized environment.

section only a hydrodynamic environment is considered. The KH mode was also confirmed
for this configuration. This result further expands the outflows which produce this specific
solution, including jets with thermal pressure components.

In Fig. 5.13 Im(w) versus wy is plotted. For wp < 1 the mode has a constant value
of Im(w) ~ 0.8. As wy increases Im(w) does not experiences any substantial change
until @y ~ 0.1. For this value the Im(w) sharply decreases until the mode is essentially
stabilized. The transition has already completed for @y = 1. The differences with Fig. 5.11
are subtle, hence the two cases present almost the same behavior.

Furthermore, wy can be associated with the ratio of the thermal pressure over the
B? — E?

magnetized counterpart, P/ (L

5 ), known in the literature as plasma (. The relation

is provided by:

2P wo
B; —E2 ‘w

Il

|
—~
\L
[\

B (5.6)

which is exactly equal to @3 on the boundary of the jet. This means that the mode is

present for a really wide range of § values. Beginning from negligible thermal pressure

over to thermally dominated configurations the KH solution is found. The mode initiates
B2 E2 B2 _ E2

from roughly P/(L) ~ 1075 up to P/(¢T

2
In Fig. 5.14 Im(w) versus 7 is plotted. The figure is essentially the same with Fig. 5.5.

)~ L.
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Figure 5.13: Plot of Im(w) versus wy for a jet with a thermal pressure component.

This means that the dependence of the mode on 7 disregards the existence of the B,
component.

In Fig. 5.15 Im(w) versus the Lorentz factor is plotted. This result is almost identical
to Fig. 5.9. The mode’s strength declines as v increases, and experiences a cut—off around
~yu & 0.5. The maximum is located at yv ~ 1 and has a value of Im(w) ~ 0.7. Similar to
the solution’s behavior regarding 7, the mode’s dependence on the Lorentz factor does not
seem to be affected by the presence of the thermal pressure component.

In Fig. 5.16 Im(w) versus the magnetization is observed. The profile of Im(w) stays
unaltered compared to Fig. 5.7. It should be highlighted that from 5.5 a change in the value
of o, also affects plasma (5, as P also changes. Nonetheless, there is a transition between
two constant values at ¢ ~ 1. For ¢ > 1, Im(w) ~ 0.8 while for 0 < 1 Im(w) — 0. It
should be noted that the difference in the values on the horizontal axis between Figures
5.7 and 5.16 is due to the value of the specific enthalpy which is not equal to 1 when the
jet includes a thermal pressure component.

Overall, the configurations with and without B, behave similarly. The profiles of
Im(w) versus the various quantities between sections 5.2.1 and 5.2.2 are similar. This
deduction implies that the presence of the thermal pressure is not a key factor for the
behavior of the mode and the mechanisms that inhibit or enhance the instability.
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Figure 5.14: Plot of Im(w) versus 7 for a jet with a thermal pressure component.

100 10!

0.7 1

0.6 1

0.51

3 0.4+

Im(

0.3

0.2

0.1

100 101
4%

Figure 5.15: Plot of Im(w) versus the Lorentz factor for a jet with a thermal pressure
component.
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Figure 5.16: Plot of Im(w) versus o for a jet with a thermal pressure component.

5.2.3 Alternative configuration, v =5

In this section an alternate configuration to case F is discussed. The setup is identical to
the previous case, apart from Lorentz factor which is set to v = 5. The new configuration is
denoted as F'5 and its parameters fiducial values are also summarized in Table 5.1 including
the corresponding w when k = 7. In Fig. 5.17 the dispersion relation for this modified
setup is presented. The KH is represented by the red lines. The Im(w) clearly increases
with k, but does not showcase a strict linear dependence on it. There are also numerous
solutions whose Im(w) become comparable to KH’s Im(w) value as k increases. Some of
them are o k (yellow and brown colored solutions) but as the blue colored mode ceases to
be linear for large enough k, it is possible that the rest of the modes behave similarly.

It should be noted that the physical mechanism of these new modes could be different
to that of the KH solution. This was probed via a multiple 7 test, where we increased the
density ratio to n = 100. This resulted to the elimination of the KH mode but didn’t affect
any of the other modes at all. This trait is typical of current-driven instabilities (Appl
et al., 2000) and these solutions could be linked to this type of instability.

Following the structure of section 5.2.1 the parametric study of the stability analy-
sis for F5 configuration regarding 7, o, and wy for both hydrodynamic and magnetized
environment is presented.
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Figure 5.17: Dispersion relation plot for KH mode (red colored solution) for the alternative
configuration (case F5), for which the Lorentz factor v = 5.

Alternative configuration—
Dependence of KH mode on density ratio ()

Beginning with the density ratio, in Fig. 5.18 and 5.19 the Im(w) versus n for hydrodynamic
and magnetized environment have been drawn respectively. Both plots resemble Fig. 5.5
and 5.6, except for a few details. In general, smaller Im(w) values are observed across the
whole n range. This could already be expected by the result of Im(w) versus 7 in section
5.2.1, where for 7y = 5 = yv ~ 5 the Im(w) is substantially smaller than the corresponding
value for v ~ 2.

In Fig. 5.18 a constant valued plateau for n < 1 is observed. As 7 increases, the
Im(w) also increases starting from n ~ 1 up to n =~ 20, where its maximum is reached. The
amount of total increase in Im(w) is substantial, whereas this trend in case F is almost
unobservable. Then as n further increases the mode begins to weaken and shows stabilizing
behavior for n > 1.

The figure for the magnetized environment, Fig. 5.19, seems to be almost identical
to Fig. 5.6. Apart from the smaller Im(w) values, the distribution in Fig. 5.19 has its
maximum slightly shifted towards smaller 7. The mode is stabilized at n ~ 0.2, which is
just a little less than the respective value in case F.
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Figure 5.18: Plot of Im(w) versus density ratio n for the alternative configuration F5. The
environment is hydrodynamic.
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Figure 5.19: Similar to Fig. 5.18 for case F'5 and a magnetized environment.
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Figure 5.20: Plot of Im(w) versus magnetization o for the alternative configuration F5.
The environment is hydrodynamic.

Alternative configuration—
Dependence of KH mode on magnetization (o)

Like section 5.2.1, the dependence of KH mode with the value of the magnetization at
w =~ w; is probed. In Fig. 5.20 the Im(w) versus o for the hydrodynamic environment is
plotted. Figures 5.7 and 5.20 are similar, presenting two constant Im(w) for o < 1 and
o > 1 respectively. The instability is favored by highly magnetized configurations, while
as o decreases the mode fades out. The transition between the two plateaus, similarly to
Fig. 5.7, occurs at o ~ 1.

Fig. 5.21 presents results corresponding to the magnetized environment. The mode
is stabilized for both ¢ < 1 and ¢ 2 20. The decrease for ¢ 2 3 is quite steep. The
maximum is located at o = 3, slightly higher than the corresponding value in Fig. 5.8.
The Im(w) values, in general, are smaller compared to the ones in Fig. 5.8. Overall, the
results regarding magnetization are in line with the results of section 5.2.1.

Alternative configuration —
Dependence of KH mode on magnetic field components ratio (wp)

Finally, the results for Im(w) versus wy for both hydrodynamic and magnetized environ-
ment are presented. Fig. 5.22 depicts results for the hydrodynamic environment. Likewise
Fig. 5.11, the mode is favored by small wy, specifically @y < 0.1. While wg decreases
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Figure 5.21: Similar to Fig. 5.20 for case F'5 and a magnetized environment.

further below 0.1, the mode showcases a slight Im(w) increase. This trait is not present
in Fig. 5.11. For wy 2 0.1, the Im(w) decreases rapidly until wy ~ 1, where the Im(w)
becomes negligible.

Fig. 5.23 shows Im(w) versus wp for the magnetized environment. Similar to the
hydrodynamic counterpart, Fig. 5.23 and 5.12 present substantial similarities. The mode
is stabilized for wg <« 1 and wg > 1, while the maximum is located at wg ~ 0.1, with
the Im(w) ~ 0.35. The maximum Im(w) is smaller than the corresponding value of case
F. The mode is effectively stabilized for wy ~ 10~2 through a steep descent.

5.2.4 Eigenfunctions

The eigenfunctions for the fiducial case (case F) are depicted in Fig. 5.24. The top panel
depicts y; and the bottom panel yo for kK = m. Both the real and the imaginary component
for each eigenfunction are shown. Beginning with y; it is observed that both the real and
the imaginary part have their respective maxima in the vicinity of jet’s boundary surface.
This indicates that the jet’s flow lines are going to be displaced mainly at w ~ w; area.
Lagrangian displacement diminishes for both w — 0 and @w — oco.

For g9 different traits are showcased compared to y;. Both components tend to present
their global maxima near the axis of the jet. As radius increases the eigenfunction’s
components decrease in value, but after a closer inspection it is noted that both real
and imaginary parts present local maxima in the vicinity of the boundary. So, both
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Figure 5.22: Plot of Im(w) versus magnetic field components ratio wy for the alternative
configuration F5. The environment is hydrodynamic.
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Figure 5.23: Similar to Fig. 5.22 for case F' and a magnetized environment.
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Figure 5.24: Plot of eigenfunctions of case F. Top plot show y; and bottom plot yo respec-
tively. Solid and dashed lines represent the real and the imaginary part of the eigenfunc-
tions.

eigenfunctions share the trend of localized activity at @w ~ w;. The heightened values of
yo for w — 0, could be due to the reflection of waves on the axis of the jet. So, the main
scenario is that the mode is mostly local, it is created on the boundary of the jet and
propagates towards the axis and the ambient medium.

In order to provide clearer evidence for the previous statement, in Fig. 5.25 the eigen-
functions for fiducial case and for k = 10 are plotted. Evidently, both eigenfunctions are
well established in the neighborhood of jet’s boundary. They diminish rapidly propagating
away from this surface, hence the mode’s maximum intensity is expected to be at w ~ w;.

Fig. 5.26 present the eigenfunctions for case F5. Both y; and y» present their maxima
near the boundary of the jet. Total pressure perturbation showcases evidence of possible
reflection similarly to Fig. 5.24. One important difference is that the mode does not
decrease rapidly as the radius changes from w;. Especially for Im(y2), the mode gradually
decreases towards jet’s axis while both eigenfunctions decrease smoothly as @w — co. This
result alongside the variation from the strict linear behavior in Fig. 5.17 could suggest that
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Figure 5.25: Similar to Fig. 5.24 for case F and k = 10.
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Figure 5.26: Plots of eigenfunctions for alternative configuration F5. Top and bottom plot
correspond to y; and yo respectively. Solid and dashed lines represent the real and the
imaginary part of the eigenfunctions.

as v changes the solution progressively transforms to a different kind of instability which
is related to a non-pure version of the KH mode.

5.2.5 WKBJ approximation

The analysis of the KH mode’s eigenfunctions in section 5.2.4 supports the idea that the
solution is localized, i.e. the mode emanates and affects mainly a specific portion of jet’s
cross-section and not the entirety of the configuration.

To further test this claim, the WKBJ approximation to zeroth order is applied on
the fiducial configuration, case F. The methodology is applied on the system of equations
at the jet’s radius, @ ~ wj. The results are generated solely for a configuration with a
hydrodynamic environment, but it has been confirmed that similar conclusions also apply
to the magnetized counterpart. In Fig. 5.27-5.30 the Im(w) versus n, o, v & wq are
presented respectively. Solid lines in figures represent the solution provided by the WKBJ
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Figure 5.27: Plot of Im(w) versus the density ratio n for the fiducial case F with hydro-
dynamic environment. This plot compares results from the WKBJ approximation and
the full numerical methodology. WKBJ solution is depicted with blue solid lines and the
numerical results are depicted with the orange dashed lines.

approximation, while the dashed lines are the fully numerical solution.

The main result is that the WKBJ predictions are in good agreement with the full
numerical counterpart. The best fit can be seen in Fig. 5.29 which depicts the Im(w) versus
~. Over the whole 7 range the solid and dashed lines are close, especially for v = 3.

Regarding ¢ and wy a good agreement between the two methods is noticed. The
overall solutions’ behavior is predicted correctly by the WKBJ approximation. It is really
important that the transitions in both plots between the stabilized and the non-stabilized
states is found to occur at the same parameter values. The least successful comparison
between WKBJ and the full numerical treatise is noted for the density ratio in Fig. 5.27.
The WKBJ methodology overestimates Im(w) for the majority of 7 range, nonetheless the
general behavior of Im(w) versus 7 is predicted correctly and the error is not more than
~ 20%.

It should be highlighted that the WKBJ prediction accuracy relies heavily on the value
of k. As k increases, the results from the two methods tend to be even closer. Fig. 5.31 is
similar to Fig. 5.27, but for £ = 10. The convergence between the two solutions is quite
good, and most importantly much better than the corresponding one for £ = w. The solid
line is able to follow the dashed counterpart more meticulously.
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Figure 5.29: Similar to Fig. 5.27 (case F) but for Im(w) versus proper velocity ~yv.
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5.2.6 Comparison with Kelvin—-Helmholtz instability in Cartesian geometry

Relativistic Kelvin—Ielmholtz has already been studied assuming Cartesian geometry for
a variety of configurations (e.g. Bodo et al., 1994; Osmanov et al., 2008; Chow et al., 2022,
2023). Results from section 5.2.1 suggest a possible relation between the Kelvin-Helmholtz
from the cylindrical jet and the Cartesian counterpart. As an example, the linear relation
of Im(w) with k is such an indicating element, as in the Cartesian geometry the Kelvin-
Helmholtz instability is characterized by Im(w) o k across the entire k value range. Hence,
it is interesting to compare the results for the cylindrical jet with KH results generated for
planar geometry.

For this purpose two planar flows in contact along the yz surface are assumed. The first
one is the "jet" which has relativistic velocity along the z-direction while the second one is
static and is considered to be the "environment". Essentially, the configuration of section
5.1 in Cartesian geometry is replicated. So, for the "jet" v = 2, pp = 1, P = 0, and for
the magnetic field equations (5.1), (5.2) at w = w; are adopted, i.e. B;|cartesian = B (@)
and By|cartesian = Bg(w@;). The "environment" is assumed non-magnetized, with constant
pressure and density profiles. Below parametric plots of Im(w) versus n, o & ~ for different
k values are presented.

The dispersion relation of the assumed configuration is presented in section 2.4.4.
Alternatively, one is able to obtain the Cartesian dispersion relation by approximating the
cylindrical system for @ >> 1. The cylindrical wavenumber components can be related
to the Cartesian counterparts as m/w — ky, k — k,. V23 discusses when the equations
give the corresponding ones for the planar geometry and the radial wavenumber is given
by ky = K (equation 53 in V23). The F symbols are provided by equations (54)-(57) in
V23, with the second term in Fa; /D omitted. The dispersion relation is given by equation
(2.74).

In Fig. 5.32 Im(w)/k versus o for case F and for k = 7, 10 is plotted. The solid line
represents the Cartesian solution while orange and green dashed lines represent the results
from the cylindrical system for kK = 7, 10 respectively. The solid line indicates stabilization
for the mode at o = 0.5. As o increases the value of Im(w) also increases. For o 2 10 the
rate of increase for Im(w) becomes smaller, and the Im(w) values form a plateau-like region.
The solid line overestimates/underestimates the Im(w) values for o 2 2 respectively. For
o < 0.5 both of the cylindrical results are not immediately stabilized like the Cartesian
solution does. When k = 10 it is noticed that the blue line is much closer to the cylindrical
counterpart, as the differences in Im(w) values of the two lines are much smaller. Briefly,
as k increases the solid line tends to approximate the dashed lines quite successfully.

In Fig. 5.33 Im(w)/k versus n for case F is plotted. Similar to Fig. 5.32 the solid line
is the result corresponding to the Cartesian geometry and the dashed lines correspond to
the cylindrical jet for £ = 7, 10. The Cartesian mode has two cut-offs with values yv ~ 0.1
and yv ~ 4 respectively. The cylindrical solutions present cut-off at yv ~ 0.2 — 0.5 while
they diminish gradually for increasing Lorentz factor values beyond yv ~ 1. As k becomes
larger the blue solid line starts to converge with the cylindrical solution, as observed also
in Fig. 5.32. For larger yv values the stabilization of the cylindrical mode becomes less
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Figure 5.32: Plot of Im(w)/k versus o for case F. The jet is surrounded by a hydrodynamic
environment. Solid line represents solution in Cartesian geometry and dashed lines in
cylindrical geometry for k = w, 10.

gradual, while the lower cut-off is closer to the Cartesian counterpart.

Similar to Fig. 5.32 and 5.33 Im(w)/k versus n is plotted in Fig. 5.34. This plot
includes an extra wavelength value, £k = 15, depicted with the red dashed line. The
Cartesian solution forms a plateau for Im(w) values when n < 1. For n 2 1 the Im(w)
values decrease until n ~ 20, where the KH mode fully stabilizes. The cylindrical solutions
also form a plateau for < 1 similar to the planar geometry. For n 2 1 the Im(w) decreases
but does not fully stabilize for n ~ 20. Once more, it is observed that as k increases the
Cartesian solution begins to approximate the cylindrical equivalent more precisely. In this
plot an extra wavelength (k = 15) is included to emphasize on the fact that increasing k
values further aids the Cartesian solution to follow the behavior of the cylindrical mode.

It is evident that the Cartesian geometry successfully predicts the KH mode of the
cylindrical geometry, and the quality of the prediction is enhanced as k increases. More
specifically, there are three length scales involved into the efficient approximation of the
cylindrical geometry by the Cartesian counterpart. The first one is the wavenumber k, the
second one is the & and the last one is the wavelength of the Hankel function’s argument
A which are defined and analyzed in sections 5, 5.1 of V23. The analysis indicates that
the cylindrical geometry can be omitted whenever k > 1/w;, &£ > 1/w; and A > 1/w;.
Hence, there are three length scale relations which need to be fulfilled simultaneously.
Each one of them needs to be much larger compared to the radius of the jet, this way the
curvature of the cylindrical jet can be discarded and the planar approximation is valid.
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Figure 5.33: Plot of Im(w)/k versus o for case F. The jet is surrounded by a hydrodynamic
environment. Solid line represents solution in Cartesian geometry and dashed line in
cylindrical geometry for k = w, 10.

5.3 Discussion and Conclusions

In this section a linear stability analysis was conducted on a cylindrical relativistic mag-
netized jet. The unperturbed outflow is in force balance with its environment, includes a
helical magnetic field and does not have thermal pressure. It was opted to study axisym-
metric solutions as they are found to be the most unstable. This model is a simplified
version of the model developed in chapter 4. The analysis aimed to further study and
understand the properties of specific solutions that were observed in section 4.3, and show-
cased instabilities” growth timescales comparable to the jet’s radius light crossing time.
Also, the solutions present a linear relation between Im(w) and k& (Im(w) o k) which is
typical of Kelvin-Helmholtz mode in Cartesian geometry. As wavenumber decreases the
solution vanishes via a cut-off at k ~ 1, thus the cylindrical counterpart does not extend
to k — 0. This is not the case for the Cartesian KH for which as ¥ — 0 = Im(w) — 0.

In order to fully understand the relation between this mode and the various out-
flow parameters a parametric study was utilized regarding the ratio of the jet’s rest mass
density over the rest mass density of the environment (n), the jet’s Lorentz factor (v),
the magnetization (o) and the ratio of the magnetic field’s poloidal component over the
toroidal component measured in the co-moving frame of reference (wg). Also, it was tested
whether the mode is affected by the environment’s pressure providing mechanism (thermal
or magnetic pressure) or by the presence of a thermal pressure component inside the jet.
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Figure 5.34: Plot of Im(w)/k versus 7 for case F. The jet is surrounded by a hydrodynamic
environment. Solid line represents solution in Cartesian geometry and dashed line in
cylindrical geometry for k =, 10, 15.

The mode is favored by jets which are denser than their environment. Im(w) di-
minishes with increasing 7, while it retains a constant high value for n < 1. When the
environment becomes magnetized, the plateau for Im(w) disappears and the mode is sta-
bilized for n < 1. For n > 1 the increased inertia of the environment is a prominent factor
for the stabilization of the KH mode.

Next the relation of Im(w) on the magnetization value was examined. In general
increasing o leads to more unstable configurations. The instability hinders when the con-
figuration becomes less magnetized. The change on o was done by properly altering the
amplitude of the magnetic field By. When the environment becomes magnetized, the mode
terminates via a cut-off at o0 &~ 4. The main element affecting this result is the presence of
the magnetic field in the environment. As o increases so does the external magnetic field,
in order to provide adequate pressure to support the jet. When the instability emanates
and starts displacing the field lines, the tension from the external magnetic field will be
more intense for large o values. Finally, for even higher o the jet can not overcome the
tension and the KH mode is stabilized.

The analysis continued by examining the dependence of Im(w) on the Lorentz factor
value. This parameter also affects the KH mode, as for non-relativistic velocities the
solution is stabilized. The same also happens for Lorentz factors v 2 8, as the Im(w)
gradually decreases with increasing Lorentz factor value for v 2 2. The maximum growth
rate for the KH mode is observed for v ~ 2. When the environment becomes magnetized
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the general behavior remains similar except for the small 4. The cut—off changes from
v ~ 1 to v ~ 1.4, stabilizing a group of mildly relativistic configurations. In general, the
magnetized environment hinders the mode. Similar result is provided by Fig.9 in Bodo
et al. (2013), which is quite similar to both Figs. 5.9 & 5.10.

In Fig. 5.11 and 5.12 the relation of Im(w) versus wy was analyzed. The physical
quantity related to wqg is the ratio of the magnetic field components measured on the
boundary of the jet in the co-moving frame, Bz/‘Bd)‘. The most important result is
the rapid stabilization of the mode when Bz/‘qu‘ ~ 1. The poloidal component of the
magnetic field fully suppresses the mode. Technically, it was opted to fix the value of B,
and change By. Alternatively, it could also be stated that when By becomes negligible
compared to B, the mode is weakened. The toroidal component of the magnetic field
seems to be an integral element of the KH solution’s generating mechanism.

At this point it is insightful to notice that our results can also be characterized by
the angle of the magnetic field with the wavevector k. For m = 0 the wavevector is always
parallel to the z-direction, essentially the angle measure is give by cos() = BZ/HBCOH,

where 6 = (B/C:,7<:) This angle can be related to the wy parameter through cos(f) =
wo/\/ 1+ w%. For case F the angle between B, and k is ~ 7/2.

In order to better understand the dependence on wy it is noticed that by changing wg
the angle between the magnetic field and the z-direction is also changed (or equivalently
the k). When wyp > 1 = cos(d) — 1, which means that the magnetic field tends to
align with the wavevector. In this scenario the instability needs to overcome the increased
tension provided by the aligned magnetic field, leading to the inhibition of the KH mode.
On the contrary, when B, | k the effect of the magnetic field’s tension on the instability
is minimized.

The magnetic tension effect also explains why the axisymmetric mode is the most
unstable as seen in Fig. 5.4. As ‘m‘ increases, the angle between the co-moving magnetic
field and the wavenumber decreases, hence the instability needs to overcome the increased
tension of the magnetic field. This leads to the instability inhibition and to smaller growth
rates.

The mode’s eigenfunctions present an exponential increase near the boundary of the
jet. This trait is found in both the jet and the environment near their common interface.
The mode fades out for w — 0 and @w — oo. The rate of descent for both directions is
quite intense, implying that the rest of the jet remains unaffected. This result establishes
the notion of the locality for the KH mode. The spatial range of the instability’s effect on
the configuration is local and exhibited mainly near the boundary surface of the jet. Also,
the KH mode profile is shaped by the local jet configuration at w ~ w;, while the rest of
the jet/environment are disregarded.

In order to test the locality of the KH mode a WKBJ approximation on the system of
equations (2.17) for w = w;. It was noticed that the WKBJ serves as an efficient proxy for
the mode’s w values. This behavior is enhanced when the k is increased. It is imperative
to highlight the fact that the WKBJ approximation does not take into consideration the
behavior of the solution near the jet’s axis nor towards infinity. This means that the
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provided efficiency of the WKBJ method reinforces the conclusions provided by the analysis
of the eigenfunctions.

Next, an alternative configuration was considered which has v = 5 compared to the
fiducial case which has v = 2. The results of section 5.2.3 only consider a hydrodynamic
environment surrounding the jet. In general, the parametric study reveals that the KH
mode in the alternative configuration is related to the corresponding mode for the fiducial
setup but they are not identical. It is evident that there are differences between the two
cases. First of all, in Fig. 5.17 the mode is not linear with respect to k and the w-plane is
full of other modes that are not present in the fiducial setup with v = 2. In Fig. 5.26 the
eigenfunctions are not concentrated around @w =~ w;j. y1, y2 extend with non-zero values
for w < w; while for w > w; the eigenfunctions diminish gradually as @ increases. On the
other hand, the WKBJ predicts correctly the growth rate of the instability. Moreover, the
parametric study suggests that the behavior of the alternative configuration’s KH mode
on the various parameters is in accordance with the corresponding results of the fiducial
case, besides the fact that the growth rates are in general smaller.

These results could indicate that the KH mode fuses with other type of instabilities,
such as the current-driven modes. This way the instability retains its traits even if they are
mildly modified compared to the fiducial case results. This phenomenon is also noted in
Bodo et al. (2013) where the KH and current-driven instabilities can not be distinguished
for a relativistic jet with a helical magnetic field.

Finally, a comparison was conducted between the KH mode in cylindrical and Carte-
sian geometry respectively. This was based on the existence of various common traits of
the KH mode in both geometries which are Im(w) o k, mode’s locality, the effect of the
angle between B, and k has on the instability and finally the decrease of the Im(w) while
Mytqs: increases. The analysis established a definite criterion regarding the characteristic
length scales of the system. This criterion demands simultaneously A, &, k > 1/w;.
Whenever this is fulfilled the cylindrical geometry can be discarded and the results can be
approximated by the Cartesian Kelvin-Helmholtz instability.

Various traits of the KH mode can be identified in publications studying the Cartesian
KH instability. For example the dependence of the mode’s intensity on the angle between
B, and k is also observed to be crucial in Osmanov et al. (2008); Chow et al. (2022, 2023).
The cut-off for small Mg, values is also discussed in Chow et al. (2022), where the "jet"
velocities need to be super-Alfvénic. High density contrasts between the two fluids lead
to stabilization of the KH mode Ferrari et al. (1980). Nonetheless, it has been shown in
section (5.2.6) that the cylindrical KH mode is not identical to the Cartesian counterpart
and the properties of the Kelvin-Helmholtz instability emanating in a jet are considerably
modified.

Furthermore, the Kelvin-Helmholtz instability could have substantial implication on
the phenomenology of the astrophysical jets. This is related to the non-linear evolution
of the modes. Most notably, the Kelvin-Helmholtz mode creates vortices on the bound-
ary layer of the jet and its environment. This layer is characterized by the velocity shear
between the two media. The vortices distort the field lines and twist them in such a way
that a variety of phenomena may be risen, such as turbulence. Moreover, this alteration of
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the magnetic field topology may create sites where field lines of opposite polarity may be-
come adjacent, triggering magnetic reconnection and subsequently for non-thermal particle
acceleration, as discussed in Sironi et al. (2021).

The non-linear evolution of the Kelvin-Helmholtz instability in astrophysical environ-
ments can be studied only numerically, through MHD simulations as e.g. Millas et al.
(2017); Berlok &Pfrommer (2019a,b), or particle in cell (PIC) simulations as in Sironi
et al. (2021). The plethora of phenomena regarding the non-linear phase of the Kelvin-
Helmholtz mode is of great importance. In the next chapter a series of simulations expand
the results of the linear stability analysis and the non-linear evolution of the KH mode is
studied.
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Chapter 6

Numerical simulations of the
Kelvin-Helmholtz mode

The linear stability analysis results are valid for timescales up to 1/Im(w). When the am-
plitude of the instabilities become comparable to the unperturbed quantities the analysis
ceases to predict effectively the jet evolution. Complementary to the linear stability analy-
sis (chapter 5), in this chapter the configuration that produces the KH mode is numerically
evolved. The results from the simulations can be compared to the corresponding results of
the linear stability analysis and they can be also utilized to study the non—linear evolution
of the solution.

The unperturbed initial state of the outflow is presented in section 5.1. The main
task is to utilize the simulations to study the non-linear evolution of the KH instability.
For the simulations the relativistic magnetohydrodynamic code PLUTO (Mignone et al.,
2007) is employed. The simulations are 2D and their geometry is cylindrical. For every case
considered a static grid of 512 x 256 points is incorporated unless stated otherwise. The
length of the box is set to 0 < w/w; < 4 and for the height to 0 < z < A, where A is the
wavelength of the instability. The modes are simulated for a fixed wavenumber k = 7 —
A = 2 unless another value is referred, hence z € [0, 2]. This choice for the grid setup ensures
that the grid cells are squares with an acme length of ~ 0.008. The boundary conditions
are axisymmetric and open (outflow) for the inner and outer cylindrical boundary surfaces,
while along z periodic conditions are used. The choice of k£ and the parameter values leads
to a growth timescale for the mode which is 7 ~ 10 crossing times (a crossing time is
the required time interval a photon needs to travel a distance equal to the jet’s radius,
wj/c). The simulations are run for t = 500 crossing times, which is roughly x45 — 50
the instability growth timescale. This way the simulations explore the jet evolution deeply
into the non-linear regime.

The selection of solvers depends on the jet configuration. For jets which include a
thermal pressure component the hlld solver is chosen, as it is the least diffusive. On the
contrary, for the cold jets due to technical issues the gforce solver is employed, which is the
second best in terms of numerical diffusion. In order to simulate a perfectly cold jet the
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code requires to introduce significant levels of diffusion. In order to minimize the effects of
numerical diffusion a constant thermal pressure component which is much smaller to the
magnetic counterpart is added, i.e. the initial plasma beta (8 = P/Ppqq) is small. The
constant pressure profile does not have any dynamic effect on the jet configuration. This
way the gforce solver can be employed and the effects of the diffusion on the jet evolution
can be contained as much as possible.

To destabilize the jet an initial perturbation is introduced in the radial component of
the velocity field through the relation

r—r.)?
(2[/2)> cos (kz) , (6.1)

0Veo = Cexp (—
which is a Gaussian centered on the boundary of the jet. The parameters of the pertur-
bation are set to C' = 0.01, r. = 1, L = 0.07. The value of C ensures that the initial
perturbation is in general small, and the value of L that the curve fades rapidly as w — 0
and w — oo. Equation (6.1) is not an eigenfunction of the system, but is located near
the boundary of the jet. This resembles the general behavior of the eigenfunctions, thus
even if the initial perturbation is not an exact eigenfunction, in general it approximates
the exact solutions.

The environment of the jet is assumed to be static with constant density and pressure
profile, while the pressure providing mechanism is considered to be purely hydrodynamic.

6.1 Cold jet

The first configuration to be investigated is the cold jet, the model is presented in section
5.1. In figure 6.1 the contour plots for the initial jet state are presented. The quantities
plotted on the top row and from left to right are the proper density and V. In the second
row there are V, and the thermal pressure. In the same order in the third row By and
B, are plotted respectively. In the bottom row the toroidal component of the vorticity
is shown. As a reminder the initial parameter space for the jet configuration is n = 10,
wop = 0.1, 0 = 1 on the jet’s boundary, v = 2 and finally P = 0.05 which corresponds to
B =0.1at w=1w,.

In the plot of V, the Gaussian perturbation located on the surface of the jet is noticed.
Also, at the bottom row the plot depicts the ¢-component of the vorticity. The quantity
is defined as (V x V)¢ = (VxV). #. The configuration has a non-zero vorticity layer
coinciding with the boundary of the jet. In figure 6.2 the jet quantities are plotted for
t = 30. This time instance is close to the transition from the linear to the non-linear
phase. The effect of this transition on the jet structure can be observed.

On the boundary of the jet a vortex is formed. Its rotation is clockwise, as the plots for
Vw and V, indicate. Vi shows a dipole-like formation of positive/negative radial velocity
near the center of the plot box. At this same spot the V, also presents a transition from
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Figure 6.1: Contour plots of the initial jet configuration. From left to right on the first row
the proper density and the radial component of the velocity are plotted. On the second
row is the z-component of the velocity and the thermal pressure. In the third row By and
B, are plotted. Finally, on the bottom row the ¢-component of the vorticity is shown.
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positive to negative values. The vorticity value calculated at this jet region is positive,
these observations suggest that the flow rotates locally. The density at the center of the
rotation presents a local minimum which is sparser than the initial density value. Apart
from the vicinity of the vortex the jet is,in general, not affected by the instability.

Both components of the magnetic fields retain their large scale configuration. By
possibly is moderately disrupted near its minimum, overall the profiles for the magnetic
field components are similar to their initial counterparts. The density profile remains
mostly unaffected, while the jet bulk velocity remains relativistic. Near the flow axis the
velocity decreases and the thermal pressure increases, specifically near the bottom of the
plot a high-pressure spot has emerged. Moreover, the jet has expanded from w; = 1 to
w; ~ 1.5. Overall, the vortex which is a dynamic component of the flow mixes the two
media but does not disrupts the entirety of the outflow.

Figure 6.3 presents the state of the jet halfway through the simulation. The jet
boundary has expanded to w; ~ 2, the initial radius is almost doubled. The jet quantity
profiles are featureless and quite smooth. The density profile is constant apart from a
low-density feature which does not coincide with any rotational movement. Near this
feature V and the vorticity profiles indicate local rotation, it is not clear if this motion is
associated to the minimum density feature. Except for these two quantities there are none
other which deviate from their respective constant background values. The existence of a
vortex at this region is not likely, a probable scenario is that this rotation is an echo of the
former vortex that resided at this flow neighborhood.

The V, profile is also constant for the jet’s interior and its value has decreased down
to V, = 0.6. Both of the magnetic field components have preserved their large scale
configuration. The only difference compared to their initial conditions is that the absolute
value of their amplitude has decreased, the jet halfway through the simulation is less
magnetized. It should be noted that the By has regained its initial radial configuration
along the entire jet and the perturbation near the axis of the jet observed in figure 6.2 has
vanished. The thermal pressure remains constant with small values apart from the vicinity
of the axis, where an increase in its value is noticed. The jet remains non-turbulent and the
outflow has been modified from its initial state but remains well-ordered regarding every
quantity.

In figure 6.4 the contour plots for the final jet state are presented. The important
element is that the outflow is still ordered and there is no presence of turbulence. The
boundary of the jet has not expanded noticeably from w; ~ 2. The density in the jet
seems to be constant and close to its initial value while for the environment and near the
jet boundary the density has decreased from py = 10 down to pg =~ 8.

The radial component of the velocity presents a small scale pattern with interchanging
regions of positive and negative velocity. The z-component of the velocity presents a quite
smooth profile along Z and @ directions. The velocity has decreased down to V, =~ 0.6 —
v = 1.25 while the environment remains static. At this point if the simulation box is
observed thoroughly, it could be noted that a new vortex starts to form at (w,z) ~
(2.3,1.3). This is evident in the two velocity plots where for V there is a dipole of
positive /negative radial velocity suggesting a clockwise local rotation. At the same spot
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Figure 6.2: Similar to figure 6.1 for t = 30 crossing times.
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Figure 6.3: Similar to figure 6.1 for t = 252 crossing times.
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the z-component of the velocity presents a higher/lower velocity interchange that agrees
with the local rotation pattern. The density at this same spot also has a local minimum
and the vorticity also suggests local rotational movement.

This vortex arises at ¢t ~ 500, while the first one was active from ¢ ~ 30 up to t ~ 100
hence the two vortices are not likely to be associated directly. The main reason behind
this new vortex is probably the onset of a new KH instability on the boundary of the jet.
Similar to the first vortex also this one will affect locally the outflow near w ~ 2 and will
change the local properties leaving the rest of the jet mostly unaffected.

In figure 6.5 plots for various jet quantities are presented. Top row has proper density
and V. Middle row depicts V. and thermal pressure, while bottom row shows By and B,
respectively. Dots with different color represent cross-sections for various z values of the
simulation box. The jet has been divided into 9 slices at z = 0, 0.26, 0.5, 0.75, 1, 1.25, 1.5,
1.75, 1.99. These plots provide an enhanced overview over the jets quantity behavior across
the simulation box in both directions. Whenever the slices coincide the jet has reached
the same state along its axis and the quantities only depend on the radius. In order to
further support this claim the mean value of the slices is plotted with a black solid line,
which also fits the already coinciding slices. This implies that the outflow has evolved to
a new quasi-steady state with the quantities being functions of w similarly to the initial
unperturbed state of the jet.

In figure 6.6 the mean profiles for the various jet quantities are presented. This mean
profile is calculated for the slices along the z direction which were discussed previously
and presented in figure 6.5. Essentially, the black line of figure 6.5 is plotted against the
respective line for the initial jet configuration. The blue line corresponds to ¢ = 0 and the
orange line to ¢ = 500. This plot eases the comparison between the initial and final jet
state and points out the important differences. Also, this plot is trustworthy due to the
fact that in figure 6.5 the slices coincide with each other, hence the mean profile represents
effectively the distribution of its respective quantity.

For every quantity, apart from V,, the different slices and their respective mean agree
with each other almost perfectly. The density of the jet present a local minimum at ~ 0.3
and slightly increases towards the axis and the boundary of the jet. For 0.4 < w < 2
the mean deviates from the slices. This occurs mainly due to the density profile for the
red, brown and purple dots (z ~ 0.75, 1, &1.25) which correspond to the low density
feature in the jet. In general, the mean density value of the jet at ¢t = 500 is approximately
the same with the initial respective value, pg ~ 1. Right after this region the jet is
connected to the environment through a zone in which the density increases rapidly. The
environment’s density value has decreased to pg ~ 8 and its slices are not overlapping each
other counsistently, instead the slices present an outgoing wave-like form.

The V, profile does not suggest a specific pattern for the radial movement of the
plasma for the jet or the environment. It should be noted that ‘Vw‘ < 0.08 which is
significantly less than the respective values for the z component, while it changes sign
rapidly across the jets radius thus its mean value is practically zero. This way the radial
movement is not a crucial factor at this point for the jet evolution. The V, profile is
approximately constant for the interior of the jet. The value is ~ 0.6 meaning that the jet
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Figure 6.5: Cross section plots for various jet quantities for t=500. Black solid lines
represent the mean of the slices shown. Different dots color represents different z value
slice.

117



— t=0

t=500
P Ve
10
81 0.0101
64
0.005 -
4
21 0.000 (1
oA
Vz Pth
41
0.8
3 -
0.6
0.4 2
0.2 1
[
0.0 1 o+—
By B
0 —— 10
-2 1 8
—4 1 6
—6 a1
-8 24\
-10 04 ¥ ____
w/w; w/
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has decelerated significantly compared to the initial profile. The environment has achieved
a non-zero velocity which is non-relativistic V, < 0.1, while V, — 0 as @w — oo. The two
components are connected through a high velocity gradient zone similarly to the density
profile. The respective gradient zones for the density and the V, profile coexist at @ ~ 2.

The mean value curve efficiently overlaps the slices regarding the V, profile.

The thermal pressure profile slices are coincident with their mean value. The quantity
profile peaks towards the axis of the jet. The quantity remains constant for 0.3 < w < 2
and the jet’s exterior. The pressure has increased for the jet interior whereas for the
environment its value has decreased.

Both components of the magnetic field are represented by their mean value across the
jet. Interestingly the magnetic field maintains its large scale structure up to ¢t = 500. It is
observed that By and B, expand radially to @ = 2 accordingly to the jet expansion. At
this distance the magnetic field vanishes, the environment remains hydrodynamic. Most
interestingly both components maintain their initial radial distribution apart from their
respective amplitude value. The overall magnetic field structure of the jet is preserved.

In order to properly monitor the jet expansion versus time in figure 6.7 the position
of the jet’s boundary is plotted against the time. The boundary position is defined as the
most outward cell of the mean density profile in the grid having po < 1.5. At the first
stages of the simulation the boundary seems to move inwards which is not accurate. The
reason behind this is the existence and evolution of the vortex at its early stages, where
the density profile fluctuates intensively, thus affecting this result. The jet boundary is not
displaced inwards at this extend.

The jet expands in three phases. The first one is during the instability’s linear phase
for t < 10. Then there is a second phase for 20 < ¢ < 100 and finally the final phase is
observed for ¢t = 100. The first phase is characterized by an almost instant expansion from
wj ~ 1 to w; ~ 1.4. Then there are two constant rate expansion stages, the transition
from the second to the final phase occurs at ¢ ~ 100. At ¢ ~ 100 the vortex is assimilated
by the rest of the flow and is not located on the jet boundary anymore. The jet expands
from w; = 1 to w; ~ 2.2.

In figures 6.8 and 6.9 the proper fast magnetosonic Mach number is plotted for ¢t = 0
and t = 500 respectively. The initial unperturbed configuration is sub-fast for w < 0.5
and w > 1, while the flow is super-fast for 0.5 < w < 1. At ¢ = 500 the entire jet has
become sub-fast magnetosonic apart from 2 hotspots near the new jet boundary which are
marginally super-fast. Even though both the magnetic field and the z-component of the
velocity decrease, the V, has a higher rate of decrease and the flow eventually becomes
sub-fast.

In figure 6.10 the energy is calculated and plotted as a function of time. The energies
are calculated along the z direction, the mass and electromagnetic energy fluxes are given
by £poy?V., E x B respectively. The electromagnetic energy flux or as commonly known
Poynting flux can be expressed only in terms of magnetic and velocity fields if the previous
definition is combined with the ideal Ohm’s law
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Figure 6.7: Jet boundary evolution versus time. The boundary is defined as the most
outward cell of the mean density profile having pg < 1.5.

1.476

1.75
1.312

1.50
1.148
1.25 0.984
N 1.00 0.820
0.75 0.656
0.492

0.50
0.328

0.25

0.164

0.000
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Figure 6.9: Similar to figure 6.8 for ¢t = 500.

Poynting flux = E x B
=B x (VxB),
=BV - (V-B)B.

Finally, if the flux is considered along the z-direction the above relation yields B2V, — (V -
B)B,. So, in figure 6.10 the orange and blue colored lines represent the mass and magnetic
energy flux respectively. The green colored line is their sum and corresponds to the total
energy flux carried by the outflow. Specifically the energies are computed by multiplying
the related flux expression with the radius in order to ensure that the flux near the axis is
not overestimated compared to the outer jet vicinity. Then this quantity is summed over
the @ < 2 region. Thus, the quantities depicted have units of power (energy per time), as
this summation is equivalent to integrating the energy flux in the cross-section of the jet.

Initially, the jet is Poynting dominated and for the first few crossing times the total
energy of the system is constant. The steep increase in the mass energy per time is
accompanied with a steep decrease in the electromagnetic energy per time and this indicates
the onset and the rapid evolution of the Kelvin-Helmholtz instability. The loss of the
electromagnetic power becomes more gradual for ¢ 2 30 while the gain of mass energy
also eases. The third phase begins at ¢ ~ 80 at which the jet reaches equipartition and
then becomes matter dominated. The jet seems to almost maximize its mass energy per
time right after the shift in the energies. The electromagnetic power continues to decrease
while the mass energy per time remains almost constant, it starts to decrease after ¢ ~ 300
crossing times with a much smaller rate in comparison with the electromagnetic energy
per time.
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Figure 6.10: Time dependence of jet’s energy per unit time. Blue, orange and green colored
lines represent the mass, magnetic and total energy per time.

In figure 6.11 the energies per time are presented for ¢ < 100 with an adopted time step
of t = 1, this provides a more detailed evolution of the quantities, especially for ¢ < 20.
This specific time interval includes the onset and the linear stage of the Kelvin-Helmholtz
mode. The total energy per time remains constant for ¢ < 10 and then decreases in value for
the rest of the simulation. The energies per time change smoothly following an exponential-
like pattern which indicates the linear phase of the instability. As predicted from the linear
stability analysis the mode initiates almost at the beginning of the simulation and proceeds
to the non-linear phase at ¢t ~ 16.

The rate of change for the energies per time has two distinct regimes. The first one is
from ¢ ~ 20 up to ¢t &~ 100 where the change is steep for both quantities. Then for ¢t = 100
and until the end of the simulation the rate of change for both energies per time becomes
smaller. These regimes can be associated with the morphological and dynamic processes
occurring in the outflow at these specific time periods. During the steep rate of change
the vortex is active in the jet and is located on the boundary of the jet. The mixing of the
two media is at its maximum intensity during this stage, which affects accordingly the two
powers. The vortex drags into the jet dense unmagnetized matter and pushes out to the
environment magnetized relativistic plasma. This exchange is of local nature and involves
parts of the outflow around the jet boundary.

For t 2 100 both dEpass/dt and dEna.g/dt become less steep and the jet preserves
these rates until the end of the simulation. As was observed in figures 6.3 and 6.4 the vortex
has been dissolved, thus the interchange of matter between the two media has weakened.
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Figure 6.11: Similar to figure 6.10 with final simulation time being ¢t = 100.

In general, the two distinct phases for the rates of change are associated to the vortex
feature. This claim is further supported by the analysis on the energies per time for the
jet which includes thermal pressure in the place of B, in section 6.2.

The total energy per time, which is reminded that is calculated for the w < 2 part of
the plane, decreases with time. This means that the box for which the power is calculated
emits power into the @w > 2 component. To verify this claim in figure 6.12 the energy fluxes
are plotted across the jet at specific z values. Both quantities have non-zero components for
w > 2, which indicates energy emission from the interior of the jet towards its environment.
Both energy fluxes for the environment and at ¢ = 0 are zero, as V = 0. The prominent
component for the environment is the mass flux and up to @ = 4 the values of the quantity
are non-negligible. On the contrary, the Poynting flux is mostly contained inside the outflow
(w < 2) while beyond this distance its value drops rapidly and becomes negligible almost
instantly near w 2 2.

The Poynting flux is contained inside the jet. This fact leads to the conclusion that
the Poynting flux converts into mass energy flux while the jet transports portion of the
mass energy into the environment.

6.2 Thermal case

This section includes the simulations of the jet which incorporates a thermal pressure
component as was introduced in 5.2.2. It is reminded that the thermal pressure takes
the place of the magnetic pressure generated by the B, by replacing P = B?/2 and then
setting B, = 0. This way the total pressure profile of the cold jet is also preserved to this
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modified equilibrium and the jet has B, and P. The simulation setup is identical to the
setup of section 6.1. For brevity’s sake this specific simulation setup is referred as thermal
jet/case throughout this chapter.

In figure 6.13 contour plots of the initial state of the simulation is shown. Top row
from left to right shows the proper density, V, and V., while in the bottom row in the
same order the thermal pressure, By and the ¢-component of the vorticity are depicted.
The thermal pressure value maximizes in the region of the axis and drops rapidly towards
the jet boundary. Apart from this quantity, the rest of the plots are identical to their
counterparts in figure 6.1.

Figure 6.14 is similar to figure 6.13 but for ¢ = 30 which is early in the non-linear
evolution phase of the outflow. The jet has expanded to @w =~ 1.5 and the proper density
does not showcase a smooth profile in both directions. On the axis there are a few spots
of high density, specifically at z ~ 1.5 there is a bright spot indicating high density value.

Vi profile presents a dipole formation of negative/positive value on the new jet bound-
ary, the velocity value is V; ~ —0.27 and V; ~ 0.3 which indicate strong local plasma
movement in opposite directions. For V, the maximum value is located inside the jet with a
value of V, =~ 0.85. Moving towards the environment the velocity decreases, until it meets
the part of the environment which is still static. At the point where the V,, presents this
dipole feature, the V, profile also presents a similar local pattern. There is a positive/neg-
ative value interchange, combined with the V, profile a clock-wise rotation at this spot
is indicated. Moreover, the proper density presents a local minimum, if this minimum is
combined with the rotational movement then the feature at this spot is probably a vortex.

The density still has its maximum value near the jet’s axis and decreases rapidly as the
radius increases. The toroidal component of the magnetic field is substantially perturbed
compared to its initial configuration. The minimum value in not effectively displaced
regarding its prior position, nonetheless the area of the minimum presents a wiggling shape
and increases near the upper box boundary. The magnetic field still increases towards the
new jet boundary and finally diminishes in the jet environment. Regarding the vorticity a
bright spot is noted at the vortex position, indicating strong rotational movement. This
observation further supports the rotating vortex scenario. Additionally, the quantity plot
reveals a number of secondary bright spots, smaller in size compared to the main vortex. If
these spots are also traced in pg and V,, V plots it can be deduced that these are a number
of smaller, secondary vortices which are mainly manifested near the outflow boundary. Due
to their smaller size their impact on the evolution of the jet could be milder juxtaposed to
the impact of the main feature.

In Fig. 6.15 the jet state is presented halfway through the simulation. The proper
density plot indicates that the jet boundary is located at @ ~ 1.5. The vortex is clearly
observed and its size has increased in comparison with its former state in Fig. 6.14. At
w = 2.3 — 2.4 and z =~ 0 a new smaller vortex has been formed.

The V distribution also indicates the position of the vortex, the velocity value due
to the rotation is Vz ~ 0.3. It should be noted that near the axis (@ ~ 0.1) there is
the emergence of interchanging positive/negative value pattern in the z-direction. This
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pattern has an equivalent "wavelength" of exactly 2x the box length. At the coordinates
of the vortex the V, presents a positive/zero value interchange, hence the vortex rotates
clockwise. At the position of the secondary vortex the same pattern is noticed, consequently
this feature also seems to rotate clockwise. Near the jet axis there is a core of high V,
value, which has a wave-like form. This pattern alongside the pattern in the V, profile
could indicate a possible new local rotation, this time with an anti-clockwise direction.

The thermal pressure profile is effectively not differentiated compared to the respective
plots in Figures 6.13 and 6.14. The maximum value of the quantity is located on the axis
of the jet and decreases rapidly as the radius increases. The By plot is similar to the V;
plot, i.e. presents the same wave-like disposition near its minimum. The quantity decays
as the radius increases, and in the eye of the vortex the magnetic field is zero, probably
due to the very sparse matter at this position.

The vorticity at this stage reveals with increased accuracy the regions of the jet that
rotate locally. First and most noticeable is the bright spot corresponding to the main
vortex which rotates clockwise, followed by the secondary vortex on the boundary of the
jet. The rotation on the boundary is also clockwise as (V x B) quﬁ > (0. Near the axis where
the wave-like disposition of the flow happens the vorticity reveals two spots with negative
value. The first one resides in the middle of the simulation box and the second one crosses
the upper box boundary. These negative values reaffirm the anti-clockwise rotation.

Finally, in Fig. 6.16 the state of the jet is presented for ¢ = 500. The jet in general
has not evolved significantly since ¢ = 252. The boundary of the jet has increased slightly
while the two vortices are still present in the flow. The wavelike disposition of the flow
lines near the axis of the jet is still present, while the patterns for the V, and the V,
are also still observable. The vorticity has four points of interest inside the flow, which
correspond to the same two clockwise rotating vortices near the boundary of the jet and
two anti-clockwise vortices in the neighborhood of the axis.

Even though this configuration showcases more formations and is dynamically more
complex compared to the simulation of the cold jet, the outflow does not transcend into
a turbulent state. The relativistic jet is clearly distinct from the environment while the
magnetic field maintains its large scale structure. The vortices do not dissolve and are
clearly distinguishable from the rest of the flow.

In figure 6.17 the dependence of the quantities on the radius is shown for various slices
of the simulation box and for ¢t = 500. The black lines represent the mean profile of the
6 slices. This Figure showcases a few important differences in contrast with Fig. 6.5. The
mean profile does not coincide with the profiles from the slice near the axis of the jet. The
sanie is also true when comparing the different slices between them. The reason behind
this inconsistency is the wavelike disposition of the field lines at @w <« 1. For the majority
of the quantities as w increases the profiles for different z values converge, therefore the
mean eventually overlaps the colored lines.

Nonetheless, the mean field generally acts as an efficient proxy in order to grasp the
evolution of the various quantities. The quantity mean profiles at ¢ = 0 and ¢ = 500 are
presented in Fig. 6.18. The jet expansion from w; = 1 — w; ~ 2 is indicated especially
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Figure 6.15: Similar to figure 6.13 for ¢t = 252.
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Figure 6.16: Similar to figure 6.13 for ¢ = 500.
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Figure 6.17: Cross section plots for various jet quantities in the case of P = B? /2 for t=500.
Black solid lines represent the mean of the slices shown. Different dots color represents
different z value slice.
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by observing the proper density profile. The density peaks towards the axis similarly to
Fig. 6.6. Then the main body of the jet (« < 2) retains approximately the initial density
value, pp &~ 1. When the radius increases further more there is a zone where the density
increases until it matches the corresponding value for the environment. The density of
the environment continues to increase in a significantly more gradual rate as w further
increases.

The V5 mean profile is irregular but it is more appropriate to analyze this quantity
using Fig. 6.5, as the mean field is not representative. The slices reveal the complex
structure of the outflow, for @ < 2 there are two radii values w =~ 0.2, 2 for which the
different z levels have different V,, values. The reason for this is the rotational movement
of the small scale vortices near the axis, and the main vortex at w ~ 2. The same applies
also for the local minimum in V at w & 2.5 which corresponds to the position of the small
scale vortex in the environment. The radial component of the velocity is non-relativistic
as }Vw} < 0.1.

The V, mean profile is representative of the quantity behavior apart from w ~ 2 where
the main vortex resides and a fluctuation around the mean value is observed. The jet in
general has decelerated except for a narrow lane at w ~ 0.5 where the flow has accelerated
slightly in comparison with its initial state. From this point outwards the velocity decreases
with a constant rate, at the vicinity of the boundary V, ~ 0.1. The environment is not
static anymore and propagates with non-relativistic velocities V, < 0.1, the velocity profile
keeps decreasing as the radius further increases.

The maximum of the thermal pressure decreases with time, while the peak is always
fixed on the axis of the jet. The toroidal component of the magnetic field is weakened
and has expanded following the jet expansion. The minimum seems to have become wider
compared to the initial state, this originates in the wavelike disposition of the flow lines.
If one looks carefully the By plot in Fig. 6.17, it can see that the maximum By for each
z level has not widened with respect to w, hence this is an effect of the averaging over
the different slices. Most importantly the magnetic field retains its large scale structure
similarly to the cold jet in section 6.1.

In figure 6.19 the position of the boundary of the jet versus the time is presented.
The expansion profile is different when compared to the corresponding profile in figure 6.7.
Initially, the minimum of w; ~ 0.25 is due to the same reason as in the cold case, in reality
the boundary of the jet never decreased so dramatically. The expansion consists of two
phases, the first one for ¢ < 80 — 90 and the second one for the rest of the simulation. The
two phases are correlated with the existence and formation of the vortex on the boundary
of the jet.

Figures 6.20 and 6.21 present the fast magnetosonic Mach number for t = 0 and
t = 500 respectively. The jet initially is super-fast near the axis and for 0.5 < w < 1. At
the final time instance the 0 < w < 0.7 portion of the jet remains super-fast. This happens
as the jet in this region does not decelerate intensively while the magnetic field weakens
significantly. The rest of the outflow (jet and environment) becomes or remains sub-fast.

In figure 6.22 the outflow energies per time are presented similarly to Fig. 6.10. Blue,
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Figure 6.18: Mean profiles for the thermal jet physical quantities with respect to the slices
along the jet for the z values presented in figure 6.17. The blue and orange lines correspond
to t = 0 and ¢ = 500 respectively.
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Figure 6.19: Jet boundary evolution versus time for the jet having a thermal pressure
component. The boundary is defined as the most outward cell of the mean density profile
having pg < 1.5.
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Figure 6.20: Fast magnetosonic Mach number for jet with thermal pressure for ¢ = 0.
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Figure 6.21: Similar to figure 6.20 for ¢ = 500.

orange and green lines represent the mass, electromagnetic and total energies per time. In
order to clearly depict the linear phase and the transition from linear to non-linear regime
figure 6.23 focuses on the ¢ < 100 part of the simulation.

The linear regime and the transition to the non-linear phase is pinpointed for ¢ < 12
which is in accordance with the linear stability analysis and comparable to the value for
the cold configuration. The mass energy per time overtakes the electromagnetic energy
per time early in the simulation, for ¢ < 10 which is during the transition between the two
outflow states. Then the mass energy per time still increases in expense of the electromag-
netic counterpart. The total energy per time after the transition to the non-linear regime
decreases. Beyond t = 100 every power component decreases in value. The jet remains
matter dominated until the end of the simulation and most importantly the jet transfers
power into its environment.

An important element is that the power evolution consists of two phases contrary to
figure 6.10 which consists of three phases. The dissimilarity emanates from the different
evolution of the two configurations. The vortices for the jet having a thermal pressure
component are present throughout the simulation run. The cold jet vortex is assimilated
by the rest of the jet, thus the third phase recorded in Fig.6.10 is not present in Fig.6.22.

Fig. 6.24 showcases the energy fluxes across the jet for slices with different z values
for t = 500. Different colored dots correspond to different levels and the black solid line
represents their mean profile. The amplitude of the Poynting flux is almost constant for
w < 2.5, the flux value is ~ 107°. Immediately after @ ~ 2.5 the flux drops substantially
and becomes essentially negligible as its value decreases to ~ 10730,

The mass energy flux is many orders of magnitude greater than the electromagnetic
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Figure 6.22: Time dependence of jet’s energies per time for thermal jet. Blue, orange and
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Figure 6.23: Similar to figure 6.22 while zooming into the ¢ < 100 range.
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Figure 6.24: Cross section plot for the mass and Poynting energy fluxes. Top plot and
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slices while the black line is their mean value profile.

137



counterpart. The flux is concentrated near the axis of the outflow having a value of ~ 10%.
As radius increases the flux diminishes and near the new jet boundary the value is ~ 1.
The environment has a non-zero value of 0.1 < Euss S 1. The mass energy flux is
transferred towards the environment. This could be the mechanism for the jet’s energy
loss, i.e. the instability transforms Poynting flux to mass energy flux and consequently this
flux is propagated towards the environment.

6.3 Thermal case, k = 10

The final simulation examines the non-linear evolution of the Kelvin-Helmholtz mode for
a jet with a thermal pressure component without B,. The setup is identical to the setup
of 6.2 except for the wavenumber which is £ = 10. This choice is based on the dependence
of the Kelvin-Helmholtz instability on k. In chapter 5 it was shown that as k increases
the Cartesian solution tends to behave similarly to the cylindrical counterpart. The mode
becomes more localized, meaning that the solution vanishes rapidly as w — 0 and w —
oo. Also, the Im(w) becomes larger, as a result the instability growth timescale further
decreases.

Therefore it is natural to investigate the non-linear behavior of the instability as the
wavenumber increases, and explore if there are important differences from the evolution of
the mode when k = 7. As a consequence of the change of the k value the box length along
the z-direction is decreased as the new wavelength is 27/10 ~ 0.628, thus z € [0,27/10].
The number of cells along the same direction is also decreased as it is preferred to preserve
the cell shape and size throughout the various simulations. This leads to a grid of 512 x 80
grid points, retaining a cell acme length of ~ 0.008.

The initial jet state is identical to the corresponding state in section 6.2 and is depicted
in Fig. 6.13. In Fig. 6.25 contour plots depicting the jet state at ¢ = 30 are shown. There
is no evidence of a vortex on the jet boundary while inside the jet there are two spots of
low density. Vi has two large regions of almost opposite value which cover a considerate
area of the jet. V. values have not changed considerably compared to its initial value.
Nonetheless the distribution of the V. inside the jet is not uniform, there are patches and
areas of the jet which have decelerated noticeably.

The thermal pressure peaks near the jet axis and decreases rapidly with increasing
radius. The toroidal component of the magnetic field has not evolved dramatically. The
vorticity presents two points of interest, one on the jet boundary and the second near the
axis. The first one reveal a clockwise rotating spot while the second one rotates counter-
clockwise. Interestingly, only the spot near the axis is associated with a low density feature.
The V,, pattern is associated with the two non-zero vorticity regions, as both spots border
with the area where the transition from positive to negative or negative to positive Vi,
occurs.

In Fig. 6.26 the jet evolution is shown halfway through the simulation run. Most
noticeably a feature of low density has developed which covers a considerable area of the
jet and is not located on the jet boundary. At the vicinity of the low density feature the two
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Figure 6.25: Contour plots for jet including a thermal pressure component when k = 10.
Top row and from left to right proper density and V are shown. In middle row V. and
thermal pressure are shown. Bottom row in the same order By and the ¢-component of
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velocity components present a transition from positive to negative V, value and from high
to small value for V,. This is indicative of local rotational movement. If this is combined
with the density profile, then the emergence of a rotating vortex is noted. The V. also
remains relativistic and shows a smooth profile for the entirety of the jet if the region of
the vortex is excluded.

The magnetic field preserves its large scale, the minimum is located near its initial
position. Near the start/end of the box the minimum By (purple colored strip) bends
outwards and shows sign of diffusion. The near zero-valued magnetic field oval shaped
spot at w =~ 0.5, coincides with the center of the vortex. This region has emptied of
matter, thus the magnetic field also diminishes. Finally, the vorticity in the vicinity of the
vortex indicates strong clockwise rotation. On the boundary of the jet there is a positive
vorticity strip, probably created by the intense gradient of V,, 95 V.

Finally, in Fig. 6.27 the final jet state is presented. The jet has not evolved consid-
erably in comparison to the jet state at t = 252. The vortex and the effect it has on the
outflow are apparent (V and V, characteristic patterns, zero By spot, vorticity pattern).
The jet seems to have entered a new quasi-steady state at least since ¢ = 252.

Figure 6.28 shows cross section plots for the quantities of interest for different z valued
levels. The black solid lines represents the mean quantity profile of these slices. For most
quantities the mean profile is a good proxy for the quantities’ distribution across the
jet. Figure 6.29 depicts the mean quantity profiles for t = 0 and ¢ = 500. The jet has
not expanded at the same rate as the configurations in sections 6.1 and 6.2. The jet is
separated by the environment by a steep change in both the density and V, profiles. The
density also peaks near the jet axis, while its value is comparable to the respective initial
value for the rest of the jet. The minimum in the mean profile at @w ~ 0.3 indicates the
size of the vortex.

For the V it is more appropriate to focus solely on the corresponding plot in figure
6.28 as the mean profile can not properly indicate the rotation of the vortex. This local
movement is grasped appropriately by the range of the maximum values in V profiles
observed for the different z levels. In the region @ > w; the pattern implies outgoing
waves of diminishing amplitude as radius increases. The jet has accelerated slightly near
its axis and has decelerated in a similar fashion for the rest of its radius. The environment
has accelerated to a non-relativistic velocity near the interface of the two media and remains
static for larger radii.

The thermal pressure profile for both time instances preserves its maximum on the
axis of the outflow, while the value of the maximum has decreased. The magnetic field
retains its large scale configuration, the quantity’s amplitude has decreased (the absolute
value) and the magnetic field has expanded following the jet’s expansion.

Figure 6.30 provides the expansion of the jet’s boundary versus the time, similarly
to Figs. 6.7 and 6.19. There are two expansion phases, the first one which includes the
linear phase, the transition to the non-linear phase and the early non-linear regime for
t < 100. The rest of the simulation is characterized by a single expansion phase for which
the jet radius does not change significantly. In total the jet radius increases from w; = 1

140



t=252.0

P Vg
0.6
11.28 0.1536
0.5 10.03 0.1152
8.78 0.0768
0.4
7.53 0.0384
03 6.28 0.0000
5.03 -0.0384
0.2 3.78 —0.0768
2.53 —-0.1152
0.1 1.28 ~0.1536
0.03
Vz Pth
0.882 12.27
0.5 0.784 10.92
0.686 9.57
0.4 -
0.588 8.22
034 0.490 6.87
0.392 5.52
0.2 - 0.294 417
0.196 2.82
0.17 0.098 1.47
0.000 0.12

By (V x V)¢,

4.050
3.375
2.700
2.025
1.350
0.675
0.000
—0.675
-1.350
—-2.025
0.5 1.0 15 2.0 2.5 3.0 0.5 1.0 15 2.0 2.5 3.0

w/wj w/w;

zfw;

z[w;

—0.015

—0.675
-1.335
—1.995
—2.655
—3.315
—-3.975
—4.635
—5.295
—5.955

Figure 6.26: Similar to figure 6.25 for ¢t = 252.

141



S
Vz
0.6
0.5
0.4
% 0.3 A
0.2
0.1
By
3
05 10 L5 2.0 25 3.0
w/wj

t=500.0

9.250
8.225
7.200
6.175
5.150
4,125
3.100
2.075
1.050
0.025

0.882
0.784
0.686
0.588
0.490
0.392
0.294
0.196
0.098
0.000

—0.015
—0.540
—1.065
—1.590
—-2.115
—-2.640
—3.165
—3.690
—4.215
—4.740

ol |

0.5 1.0

Ptn i

(V x V)¢,

15 2.0 2.5 3.0

w/w;

Figure 6.27: Similar to figure 6.25 for ¢ = 500.
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Figure 6.28: Cross section plot for jet physical quantities for different z value slices. Top
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line represents the mean quantity value of the jet slices.

143



— t=0

t=500
P Ve
10
0.000
8
—0.005 1
6_
4 —0.010 -
21 —0.015 |
o
Vz Pth
50
0-81 40
0.61 30 |
0.4 1 501
0.2 4 101
0.0 1 1 0] S
By B:
0,
0.04 A
-2
0.02 |
—4
0.00
—6
—-0.02
—8
—0.04 |
_10 4
w/w; w/wj

Figure 6.29: Mean profiles for the thermal jet physical quantities when k£ = 10 with respect
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lines correspond to t = 0 and ¢ = 500 respectively.

144



1.39

1.24

1.14

r bound

1.0 A

0.9 1

0 100 200 300 400 500

Figure 6.30: Jet boundary evolution versus time for the jet having a thermal pressure
component and k = 10. The boundary is defined as the most outward cell of the mean
density profile having pg < 1.5.

to @w; ~ 1.3. It should be noted that up until ¢ ~ 100 the inner vortex of the jet is forming,
while for ¢t 2> 100 the vortex has settled to a state similar to the state that is observed for
t = 500.

The expansion of the boundary versus the time could be translated into expansion
of the boundary versus the distance traveled by the jet after the onset of the instability.
This calculation comes with two caveats. The first one roots in the way the instability
is triggered. The perturbed equations are analyzed into Fourier parts with respect to ¢,
z and t. This means that the entirety of the jet is perturbed, so strictly talking the jet
expands uniformly due to the evolution of the various instabilities. The second caveat is
the final magnetosonic Mach number (essentially the jet velocity is ¢), as the translation of
the time into the distance traveled requires the jet to be super-fast magnetosonic. In this
case the frozen pulse approximation is valid and the flow evolution is time-independent.
The super-fast magnetosonic criterion is valid only for the configuration of section 6.3 until
t = 500. For the two other simulations the jet eventually becomes sub-fast.

Nonetheless, if the simulation box is assumed to be an initial local perturbation which
follows the jet flow, then the expansion of the jet boundary can be expressed in terms of
the propagation distance. This distance is calculated by assuming that the velocity does
not change substantially between two consecutive time instances, which is At = 3 crossing
times. In Fig. 6.31 the jet boundary expansion is plotted against the distance traveled
by the flow since the initiation of the instability. The plot also includes the symmetrical
counterpart of the boundary with respect to the jet axis, so the plot resembles the evolution
of the jet’s entire cross section.
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Figure 6.31: Jet boundary evolution versus distance traveled for the flow. Black, red and
blue lines represent the results for cold jet, jet with thermal pressure component included
and finally jet with thermal pressure component and k = 10.

The plot reveals different jet profiles for the different jet configurations. The cold
jet widens the most, followed by the jet with the thermal pressure component and the
configuration that remains most focused is the jet with the thermal pressure component and
k = 10. This plot clearly indicates that the non-linear evolution of the Kelvin-Helmholtz
instability can alter the jet’s ridge line profiles, while preserving a large scale magnetized
relativistic outflow.

Figure 6.32 shows the fast magnetosonic Mach number for ¢ = 500. The plot for t =0
is identical to Fig. 6.20. The jet presents a sub-fast region near the outflow boundary.
The rest of the jet is super-fast, this result is similar to the corresponding result of section
6.2. We remind that the entire jet at ¢t = 500 had become sub-fast, a significant difference
between the cold jet and a jet with a thermal pressure component.

Figure 6.33 presents the evolution of the jet energy with time, similarly to figures 6.10
and 6.22. In figure 6.34 the plot focuses on the t < 20 range, hence the linear phase and the
transition into the non-linear regime is resolved. The linear phase has already ended for
t = 5 and the transition into the non-linear phase takes place. The equipartition between
mass and electromagnetic energies per time occurs at t ~ 10. The total energy per time
for the whole range of figure 6.34 remains constant.

The plots in figure 6.33 seem to consist of two phases. One until ¢ = 100 and the
other for ¢ > 100 until the end of the simulation. This transition once more correlates
with the formation of the large scale vortex inside the flow. Around ¢ ~ 100 the phase of
the vortex formation ends, the flow feature takes its form and settles at the position at
which it is observed until the end of the simulation. The mass energy per time increases at
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Figure 6.32: Contour plot of fast magnetosonic Mach number for jet with thermal pressure
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Figure 6.33: Time dependence of jet’s energies per time for thermal jet when k& = 10. Blue,
orange and green colored lines represent the mass, magnetic and total energy per time.
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Figure 6.34: Similar to figure 6.33 for ¢ < 20.

the expense of the electromagnetic counterpart. This energy transformation seems to be
perfect and no substantial power losses towards the environment are noticed. This could
be verified from the total energy per time, which decreases over time, the loss rate is subtle
and the quantity is almost preserved.

Figure 6.35 shows cross sections of the jet for various z values regarding the energy
fluxes. Both type of fluxes present their maxima in the vicinity of the axis. The Poynting
flux essentially diminishes at @ ~ 1.5. The local minimum inside the jet for the green
and orange dots is caused by the vortex as By — 0 at its center. The mass flux energy
drops towards the jet boundary. In the immediate vicinity of the boundary surface the flux
decreases rapidly. The environment has non-zero flux near the jet boundary. This flux is
transferred from the jet, but it does not propagate towards greater distances.

6.4 Summary and Discussion

A series of numerical simulations were conducted in order to study the non-linear evolution
of the Kelvin-Helmholtz mode. The simulations assumed initial jet configurations that are
identical to the unperturbed jet configurations from chapter 5. Thus, there are simulations
for both a cold jet and a jet with a thermal pressure component. The radial component
of the velocity field is perturbed using a localized Gaussian centered on the boundary
of the jet (6.1). The wavevector of the initial perturbation is k = m, meaning that the
corresponding wavelength is equal to the jet’s diameter. Finally, an extra case is considered
for the jet with a thermal pressure component and wavenumber value of k£ = 10.

The first key result is that all the simulations preserve well-defined and structured
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Figure 6.35: Cross section plot for the mass and Poynting energy fluxes when k = 10. Top
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outflows until the end of their run. The stopping time ¢ = 500 crossing times is well within
the non-linear regime of the mode for every case considered. As a reminder, the growth time
of the Kelvin-Helmholtz mode for these configurations is ~ 6.8 crossing times for both the
cold and the thermal jet. This means that the simulation stopping time is approximately
x 70 the growth rate. For the thermal jet when k& = 10 the Im(w) =~ 2, the growth timescale
is &~ 2.3 crossing times. The simulation stopping time over the growth timescale is even
greater, approximately x217. Thus, for every simulation considered in this chapter there
is provided enough time to ensure that the non-linear regime is established and evolved
properly. It should be noted that the simulations verify the growth timescales provided by
the linear stability analysis.

In terms of jet morphology the simulations suggest that the the initial configurations
transform into two component outflows. There is a core followed by a layer which ensures
that the quantities are connected via a continuous and smooth transition layer from the
core towards the environment. These layers are characterized by gradients for the various
physical quantities, hence the initial step discontinuities on the boundary of the jet are
replaced by these smooth transitioning layers. Similar results have also emerged from
kinetic type simulations, such as in Sironi et al. (2021). These models are widely known
in the literature as spine-sheath jets.

The simulations phenomenology is associated with the existence of vortices in the
flow, which are verified for all three simulations. These flow features in the case of the
cold configuration are present until ¢ ~ 100, while for the thermal jets are active until the
end of the simulation. They are created near the boundary of the jet and they can remain
there or transition to other parts of the outflow. Primarily they mix matter in the region
in which they are active. On the jet boundary they mix or at least initiate the mixing of
the environment with the jet. Their number can vary and there can be more than one at
the same time present in the outflow.

The cold configuration decelerates and eventually becomes sub-fast, while the velocity
is = 0.6. The environment near the boundary has been accelerated to a non-relativistic
velocity of ~ 0.1. The thermal jet showcases a narrow strip where the jet preserves the
initial V, value. Then for the rest of the outflow until the transition layer the velocity profile
decreases gradually, the sheath shows a slightly different rate of change for V, compared
to the spine. The portion of the environment that is adjacent to the boundary of the jet is
also accelerated to a non-relativistic velocity, similarly to the cold jet. Finally, the results
of the thermal jet with k¥ = 10 are substantially differentiated compared to the fiducial
thermal configuration counterparts. The spine-sheath components are clearly distinguished
regarding every physical quantity. The rate of transition between the two media (spine-
environment) is high. The velocity for the jet core remains highly relativistic, portion of
the core has even accelerated. The majority of the jet is super-fast magnetosonic, contrary
to the other two simulations.

The magnetic fields for every simulation preserve their large scale, and for the cold case
preserve their spiral geometry. In general the intensity of the magnetic field diminishes over
time. This means that the jets become less magnetized. Also, the magnetic fields follow
the expansion of the jet (the magnetic field lines are frozen to the plasma), which explains
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a portion of the fields’ intensity decrease. Nonetheless, the survival of large scale magnetic
fields to such distances (300-500 pc) is something that can be verified by observations such
as polarization surveys on jets (e.g. see Gabuzda et al., 2014a; Lisakov et al., 2021).

The simulations also provide how the jet expansion rate depends on time. The three
simulations show different number of expansion stages and different expansion rates per
stage. The rate seems to depend on the jet configuration (cold/thermal) and the wavenum-
ber value. The smallest expansion is noted for the thermal jet with k¥ = 10. Next is the
thermal jet followed by the cold counterpart. Most interestingly, when the secular depen-
dence is translated to distance measured from the point of the instability’s onset, then the
profile of the jet’s boundary surface with distance is provided, w(z). All of the simula-
tions yield change in the profile of the jet, yet the outflows still remain collimated. This
transition in the profile of w(z) is crucial, as it is observed for a number of outflows. Pos-
sible mechanisms are the transition of jets through media of different physical traits, for
example such transition can occur at the Bondi radius of the host galaxy, as in M87 (e.g.
see Nakamura et al., 2018). Also, a sudden change in the intrinsic configuration of the jet
is also proposed, the existence of shocks in the flow could cause this kind of modulation
in jets physical quantities. These simulations indicate that Kelvin-Helmholtz instability
could also be a probable mechanism for this kind of transition regarding the jet’s profile.

The evolution of the energy against the time were calculated. All three simulations
show conversion of electromagnetic to mass energy per time. The rate of conversion seems
to be associated with the existence of vortices in the outflow. Especially for the cold jet the
conversion rate, which consists of three phases, is mainly affected by the vortex of the flow.
When the vortex is assimilated by the flow the rate changes significantly, while for the
configurations for which the vortices do not dissipate the conversion consist of two phases.
The first phase is always related to the linear phase of the instability and the transition
to the non-linear regime. The next phases dwell in the non-linear regime and they also
depend on the existence of these vortices.
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Chapter 7

(Generalizing the Kelvin-Helmholtz
instability

The aim of this chapter is to study the behavior of the Kelvin-Helmholtz mode in a cylin-
drical jet when the jump in the velocity value is not situated on the boundary of the jet.
In addition to the position of the velocity transition, the width of this transition can also
be studied as an extra parameter. This transition can be translated to a specific width in
which the velocity profile changes, thus the effect of this width on the Kelvin-Helmholtz
mode can be probed.

In order to modify the velocity profile, a generalized logistic function for the Lorentz
factor is introduced:

a— Vb

@) =7 + % (7.1)
This function generates a sigmoid curve, which can be manipulated by four parameters.
Ya, V» are the Lorentz factor values on the axis and the boundary of the jet. Throughout
this chapter the values for these two parameters are fixed to v, = 2 and v, = 1. Essentially,
the velocity discontinuity is transferred from the boundary to the interior of the jet. This
creates a portion of the jet moving with v = 2 followed by a static jet component which
is followed by a static environment. wop is the radius at which the transition occurs, this
sigmoid is centered around this point. Finally, u controls the rate of transition. As the
value of u increases the transition becomes steeper, this is showcased in Fig. 7.1.

The width of the transition region can be approximately calculated. The derivative
of the Lorentz factor is given by:

w—w1)

et
[1 + eﬂ(w—wl)}2 ’

dy
dw

—(Ya = (7.2)

The derivative is negative due to the decrease in the velocity profile. —C' is an arbitrary
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Figure 7.1: Lorentz factor profile when equation (7.1) is adopted. The parameters are set
to 7. =2, v =1, wy = 0.7. The blue, orange and green line represent p = 1000, 200, 50
respectively.

threshold, such that any point of the derivative with value below this threshold belongs to
the transition layer, dy/dw < —C. If y = eM@=@1) then the layer boundaries are provided
by:

y o C N
T+y?  p(va =)
vy + (v —1)y+v =0, (7.3)

where v = C/(u(va — )). The solutions of equation (7.3) are:

1-2v++v1—4v
Y= .

. (7.4)

In general v < 1 as 74 — 7 ~ 1 and C < p. The last inequality holds as the threshold is
chosen to be a small portion of the p parameter, thus v/1 — 4v ~ 1 — 2v — 202 if terms up
to second order are kept. Then the solutions are:

y & v, positive root, (7.5)
1-2
Y~ V, negative root (7.6)
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If equations (7.5) & (7.6) are combined with the definitions of y and v:

1 C

wy ~w+ —In <> , positive root, (7.7)
wo \p(Ya =)
1

w_ N w — — [ln <C> - 20] , negative root . (7.8)
I 1(Ya = ) 1(Ya = V)

The negative root takes this form as In(1 — 2v) ~ —2v. From equations (7.7) and (7.8)

the width of the transition layer can be calculated as ’Aw’ = }w+ — w_‘. The relation is
given by:
2 C
Aw:<ln0+> . (7.9)
1 #(Va = )

Equation (7.9) indicates that as y — oo = Aw — 0, thus when the Lorentz factor
profile tends to become a step function then the width becomes zero. Also, when yu — 0
there is no transition and Aw — oo. Throughout this chapter the value of C equals
to 1% of the minimum value of the derivative, C = 0.01‘(dfy/dw)maz — (dfy/dw)mm‘ ~
0.0ll(dy/dw)mm‘.

The configurations used for the linear stability analysis are the same as those used in
chapter 5. There are two configurations, the first one is a cold jet with both poloidal and
toroidal components for the magnetic field and the second one , the thermal jet, has B, =0
and a thermal pressure component included. As was discussed above the main task is to
study and observe if and in what degree the results are affected when the discontinuity in
the velocity profile is not located on the boundary of the jet but at some radius w; < w;.
Also, it is tested whether the profile of the transition, or equivalently the value of u, affects
the instability profile. Finally, the profile of the jet’s density is also altered. A sigmoid
function is also adopted:

— _POa — POL

po(@) = pop + T+ ern(@—=0) (7.10)
where po.q, pop are the density values on the axis and boundary of the jet and p, is the
parameter controlling the rate of transition for the density profile.

The parametric study that follows assumes a fiducial configuration with g = 1000,
w1 = 0.7, 74 = 2, v, = 1 and constant density po = 1. The rest of the parameters are
identical to the configuration of the jet in chapter 5. Essentially, the jet configuration is
identical to the respective configuration in section 5.1, apart from the Lorentz factor profile.
As a reminder; both a hydrodynamic and a magnetized environment are considered and
the ratio of the environment’s density value over the jet’s density value is n = 10. In the
case of varying density profile p. = 1pg .
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7.1 Cold jet

The first configuration to be examined is the cold outflow, which was studied in 5.2.1. The
results presented from this point on wards are numerical, as the WKBJ approximation
requires the Lorentz factor to be constant. In figure 7.2 dispersion plots of the Kelvin-
Helmholtz mode are shown for various values of the p parameter. The solid and dashed
lines represent the real and the imaginary part of w respectively. For the fiducial setup (red
solution) the Im(w) showcases linear relation with k for both k¥ < 1 and k > 1 regimes
respectively. For the high &k values the Kelvin-Helmholtz behavior observed in chapter 5
is also present here. The solution does not terminate via cut-off at £ ~ 1 but continues
towards smaller wavenumbers.

As p decreases the solution loses the linear dependence of Im(w) on k. For the high k
range the Im(w) line becomes concave, thus there is the emergence of a maximum Im(w) at
some specific k and then the quantity decreases as the wavenumber further increases. The
linear dependence for k < 1 still exists, while a local minimum in the vicinity of k£ =~ 0.45
is enhanced as p decreases. For p = 100, 50 the instability exists for 0.5 < k& < 20, the
small wavenumbers have been stabilized. This is also observed for the high values of k,
for which there is an upper valued cut-off. The Kelvin-Helmholtz mode is stabilized for a
wide range of the wavevector values as the transition layer widens. It should be noted that
for p = 10% = Aw = 0.014 and for y = 50 = Aw = 0.21. This means that for u = 103
the transition is effectively behaving as a step function due to the fact that Aw/w; ~ 1%.
The Im(w) is 2 1 when k 2 10 — 15 for the same p value. For p = 50 the maximum
Im(w) is &= 1 for k£ ~ 9, thus the instability still has growth timescales compared to the
jet’s radius light crossing time.

In figure 7.3 the transition is transferred towards a smaller radius, w; = 0.3. This way
the effect of the transition’s position inside the outflow is examined. The general behavior
of the KH mode regarding the value of p is similar to figure 7.2. For high p values the
solutions span over the whole k range, the linearity holds for £ > 10 and & < 1. When p
decreases the instability for the high wavenumber values alter and the Im(w) line becomes
concave, i.e. for yu = 50 there is a cutoff at k ~ 20. At k ~ 0.6 there is a local minimum
which is enhanced as p decreases, meaning that the solutions probably are stabilized for
k < 0.6 for even smaller p values. In order to verify this, an extra value for u is added.
With brown color the solution represents the configuration with y = 35. For this parameter
value the solution has also a cutoff at k ~ 1.

The Im(w) observed in Figures 7.2 and 7.3 are comparable. For high p and k£ 2 10
the Im(w) 2 1. As p decreases the respective maximum values also decrease, thus for
p = 50 the mode has been stabilized for k£ 2 20 and the maximum Im(w) =~ 0.66 at k& ~ 10.
Obviously, for g = 50 the maximum Im(w) is smaller for the configuration with w; = 0.3
than the value corresponding to the fiducial counterpart.

In Figure 7.4 the dependence of the Kelvin-Helmholtz mode on the different n values
is assessed. The blue line corresponds to the fiducial case. First of all, the dispersion
relations for n = 0.1, 1 almost coincide. Both modes are stabilized through a cut-off at
k = 0.6, while the Im(w) o k when k 2 3. The blue colored mode extends over the whole
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Figure 7.2: Dispersion relation plot for configurations with different p values. Solid and
dashed lines represent real and imaginary part of w respectively.
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Figure 7.3: Dispersion relation plot for configurations with different u values and w; = 0.3.
Solid and dashed lines represent real and imaginary part of w respectively.

156



101 J

102 1071 100 10!
k

Figure 7.4: Dispersion relation plot for different environment density values. Blue line cor-
respond to the fiducial case, while red and green line correspond to n = 0.1, 1 respectively.

k range, and converges with the other two solutions for k£ 2> 3. This indicates that the
Kelvin-Helmholtz mode is not affected by the value of the n parameter for large enough
wavenumbers, this conclusion does not hold as k decreases.

Next, the profile of the jet’s density is taken into consideration in Fig. 7.5. The
fiducial configuration is still used, the only alteration is introduced to the density profile
by adopting equation (7.10). The parameters are chosen to be equal to pgq =1, pop = 10
and p, € {50,100, 200,400, 800,1000}. The density ratio parameter still remains 7 = 10,
thus pe/po,q = 100. Both the Lorentz factor and the density profile change in the vicinity
of w1.

The solutions, in general, are stabilized via a cutoff at £ ~ 1. The linear profile
for Im(w) holds for p, = 103, as the parameter value decreases the dashed lines become
concave, thus the instability is resolved. Nonetheless, the modes with small p, do not
present a cutoff at high %k values, at least for k& < 30. The change in p, value does not
affect the instability behavior with the same severity as the change in the Lorentz factor
profile does. The different solutions of Fig. 7.5 behave similarly despite the broad range of
the u, parameter.

It is worth mentioning that the most unstable mode is provided for the constant
density profile. In figure 7.6 the Im(w) versus the wavenumber is plotted for two different
density profiles. The constant profile with ¢ = 103 is drawn with black dashed lines and the
varying profile is plotted in red dashed lines, the latter mode has p = 103, My = 103. The
constant profile provides the most unstable mode, even though the two solutions become
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Figure 7.5: Dispersion relation plot for different values of 1, density profiles. Solid lines
represent Re(w) while dashed lines represent Im(w).

similar for k£ 2 3. This observed convergence for the modes loosens as ji, decreases as it
is observed in figure 7.5, hence the modes with varying density and wider transition layers
regarding the density profile are farther distanced from the black solution.

In figure 7.7 the two extreme cases in terms of the p and p, parameters are compared.
The first configuration has in both the Lorentz factor and the density profile a steep
transition with g = 103, Mo = 103. The second one has pu = 50, tp = 50, hence this
configuration has the widest possible transition layers. The red colored solution clearly is
a more unstable mode compared to the green colored counterpart. The first solution exists
for £ 2 0.8 and the other for 1.5 < k < 13, therefore the span of the red colored mode
is much wider than the green colored counterpart. Also, the Im(w) of the red solution is
greater compared to the corresponding values of the green mode for the wavelengths that
both solutions co-exist.

In figure 7.8 the effect of the pressure providing mechanism of the environment on
the stability profile is probed. The red colored mode represents a jet with a hydrodynamic
environment, while the green colored counterpart represents a jet with a magnetized envi-
ronment. The two solutions are comparable they essentially differ for 0.2 < k < 2. For the
rest of the wavenumber range these modes coincide and their Im(w) is linearly dependent
on k. The nature of the environment’s pressure providing mechanism does not affect the
behavior of the instability.

Figure 7.9 showcases dispersion relation plots for multiple values of parameter wg. The
red colored solution corresponds to the fiducial configuration with u = 10% and wg = 0.1.

158



1
10 == =1000, u,=1000 -
== u=1000 /;ﬁ"
P2
S
2%”
7z
0 | .
10 o7
7
77
/77
/ 7/
O ///I
=~ 1 ,’ /
E 10 3 / II
/
3 /I II
§ / !
2 -7 !
—< 4 - 1
10 //’ I
-’ I
-7 I
Pig I
/’/ !
1
10-3] _.°7
-,
1072 107! 100 10!
k

Figure 7.6: Im(w) versus the wavenumber k for outflow configuration with constant density
profile plotted in black dashed line and non constant profile in red dashed lines.

As wy increases the k > 1 part of the solution is not heavily affected. The Im(w) for
these wavenumbers slightly decreases, while the linear dependence of Im(w) on k is not
substantially modified. Most importantly, the mode is affected when k < 1. The solutions
for wy > 0.2 are stabilized for k£ < 1 through the formation of a cutoff. The exact
wavenumber for which the stabilization occurs depends on the wg value, in general this

threshold is of the order of k ~ 1.

Similarly to figure 7.9, figure 7.10 showcases dispersion relation plots of the cold
configuration for varying value of parameter wy when p = 100. The red colored solution
corresponds to p = 100 and g = 0.1 case. The variation in the value of wy affects the
wavenumber at which the cutoff is observed. An increase in wq also increases the threshold
value. In particular, for wg = 0.1 — k = 0.5 while for wg = 0.5 — k ~ 4. Moreover,
the respective cutoff at large k shifts towards smaller wavenumbers. This leads to a single
unstable region for wy = 0.5 which is limited to 3.5 < k < 25.
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Figure 7.7: Dispersion relation plot for the two extreme cases with (u,p,) =
(103,10%), (50,50). The first set of parameters impose steep change on the profiles for
the Lorentz factor and the density and is represented by the red colored dispersion line.
The second one has the widest transition layers considered for both quantities and is rep-
resented by the green colored counterpart.
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Figure 7.8: Dispersion relation plot for the fiducial case for a hydrodynamic and a mag-
netized environment. Hydrodynamic environment is denoted by the red colored solution
while the magnetized counterpart is green colored.
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Figure 7.9: Dispersion relation plots for the cold configuration versus multiple wqg values.
Solid lines represent Re(w) and dashed lines represent Im(w). Red colored solution repre-
sents the u = 10% and @y = 0.1 fiducial case.
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Figure 7.10: Dispersion relation plots for the cold configuration versus multiple wq values
for ;1 = 100. Solid lines represent Re(w) and dashed lines represent Im(w). Red colored

solution is represents the p = 100 and wg = 0.1 case.

7.2 Thermal jet

The second configuration is a jet where a thermal pressure component is introduced assum-
ing P = B?/2 and then setting B, = 0, similarly to section 5.2.2. The aim is to investigate
if the results of section 7.1 are modified by the existence of a thermal pressure component
in the outflow. The fiducial configuration assumes a steep transition at w; = 0.7 with
p = 103, constant density profile pg = 1 and n = 10, similarly to the fiducial case of the
cold jet. The configuration of this section is referred to as "thermal" for the rest of this

section.

Figure 7.11 shows dispersion relation for various values of the pu parameter, similarly
to figure 7.2 for the cold jet. The solid and dashed lines represent Re(w) and Im(w)
respectively. For & < 0.3 the Im(w) showcases a linear dependence on k. This trait
also exists for k& > 10 only for the configurations with p = 103,800. As p decreases the
Im(w) lines become concave and the instability is resolved and the maximum of Im(w)
shifts towards smaller wavenumbers. For small enough g values the mode is stabilized
via a cutoff for the large k, as indicated by the yellow and purple colored modes, i.e. for
p = 100, 50 respectively. The maximum Im(w) for the p = 50 case is ~ 1, thus the mode’s
growth time remain comparable to the jet’s radius light crossing time.

Figure 7.12 shows the dispersion relation when w; = 0.3. The differences between
this figure and figure 7.11 are small. The linearity for £ > 1 does not hold as p decreases.
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Figure 7.11: Dispersion relation plot for configurations with different p values for thermal
jet. Solid and dashed lines represent real and imaginary part of w respectively.

The dashed lines become concave for bigger Aw and the maximum Im(w) shifts towards
smaller k as p lessens. The values of the Im(w) for each p value between figures 7.11 &
7.12 are comparable. Essentially, for the thermal jet the value of w; does not seem to
affect the Kelvin-Helmholtz mode.

In order to emphasize on this conclusion in figure 7.13 the Im(w) versus the wavenum-
ber are displayed. Red and blue solutions depict jets with p = 103, 50 respectively. The
dashed lines represent modes linked to w; = 0.3 configurations and dash-dotted lines to
w1 = 0.7 counterparts. The proximity of the Im(w) lines for each p case is obvious. The
lines converge even more as the wavenumber increases. This plot clearly displays that in
the case of the thermal jet the wwy value affects weakly the mode’s behavior.

Figure 7.14 displays the dispersion relation for multiple 7 values. This figure indicates
that neither the density ratio affects the behavior of the Kelvin-Helmholtz instability. The
change in n mostly differentiates the solution in the range of & ~ 1. For k < 0.2 and
k 2 2 the solutions coincide and they are linearly dependent on the wavenumber. Thus,
the mode is weakly associated to the value of n.

Next, the density profile is modified, an increase is introduced at w; = 0.7. The
density function is given by equation (7.10). The parameters are set to pg, = 1, pop = 10,
while p, € {50,100, 200,400, 800,1000}. The rest of the configuration is the same as the
fiducial setup. Figure 7.15 shows the dispersion relation for multiple p, values. Most
interestingly, the whole set of solutions are nearly identical. Slight differentiation among
the modes is noticed for k¥ < 1 and k > 1. Nonetheless, the effect is minimal and the
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Figure 7.12: Dispersion relation plot for configurations with different y values and w; = 0.3
for a thermal jet. Solid and dashed lines represent real and imaginary part of w respectively.
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Figure 7.13: Imaginary part of w versus the wavenumber. Red lines represent modes for
configurations with = 10% and blue lines represent the counterparts with p = 50. Dashed
and dash-dotted lines display configurations with wy = 0.3, 0.7 respectively.
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Figure 7.14: Dispersion relation plot for different environment density values for a thermal
jet. Blue line correspond to the fiducial case, while red and green line correspond to
n = 0.1, 1 respectively.

variation of p, is insignificant to the Kelvin-Helmholtz mode.

Figure 7.16 depicts the Im(w) versus the wavenumber for two solutions. The first one
has constant density profile and it is plotted with black dashed line while the configuration
with varied density profile with red dashed line. The result is similar to the corresponding
result of figure 7.6. The jet with constant density profile is more unstable than the non-
constant counterpart. Even though the two solutions converge for k 2 0.2, the constant
density model for the whole k range has greater Im(w) values.

Figure 7.17, similar to figure 7.7, depicts the two extreme cases with (u,p,) =
(103,103) (red colored mode) and (u,u,) = (50,50) (green colored mode). The green
colored mode is terminated via a cutoff at £ =~ 10 while the red colored counterpart ex-
hibits the linear relation Im(w) o< k. Both solutions are comparable for 0.04 < k < 1 and
they are moderately differentiated for & < 0.04. The maximum value of the imaginary
part for the w is =~ 0.66 at k ~ 7.8. The solution still has Im(w) ~ 1, thus the mode grows
rapidly with the resulting timescale to be analogous to the jet’s radius light crossing time.
If the plots from figures 7.11 and 7.15 are also considered, then the difference in the value
of p is the main contributor for the change in the mode’s behavior, rather than the change
in g,

Next, the effect of the pressure providing mechanism of the environment on the Kelvin-
Helmholtz mode is explored. Figure 7.18 shows the fiducial configuration for a hydrody-
namic and a megnetized environment colored in red and green respectively. The two solu-
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Figure 7.15: Dispersion relation plot for different values of y, for a thermal jet. Solid lines
represent Re(w) while dashed lines represent Im(w).
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Figure 7.16: Im(w) versus the wavenumber & for thermal outflow configuration with con-
stant density profile plotted in black dashed line and non constant profile in red dashed

lines.
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Figure 7.17: Similar to figure 7.7, dispersion relation plot for the two extreme cases with
(11y pp) = (103,10%), (50,50) are drawn. The first set of parameters impose steep change
on the profiles for the Lorentz factor and the density and is represented by the red colored
dispersion line. The second one has the widest transition layers considered for both quan-
tities and is represented by the green colored counterpart.
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Figure 7.18: Dispersion relation plot for the fiducial case regarding a hydrodynamic and
a magnetized environment for the thermal jet. Hydrodynamic environment is denoted by
the red colored solution while the magnetized counterpart is green colored.

tions coincide perfectly across the whole k range. The last result indicates that the thermal
jet’s Kelvin-Helmholtz instability totally disregards if the environment is hydrodynamic or
magnetized.

Figures 7.19 and 7.20 display dispersion relations regarding the change in the value of
wo for the thermal jet. The fiducial case in Figure 7.19 is depicted with red colored lines and
has p = 103. Most noticeably, all the solutions converge and behave almost identically for
k = 4, showcasing linear dependence between Im(w) and k. As g increases (wy = 0.2, 0.3)
the Im(w) decreases, especially for & < 4. Further increase in wg (wp = 0.4, 0.5) creates
a cutoff at £ ~ 1072 for both solutions. Nonetheless, the value of wq affects the small
wavenumbers. It should be noticed that the separation of the Im(w) among the different
modes becomes significant for k& < 1.

Similar traits can also be observed for the solutions depicted in figure 7.20. The
configuration is similar to the fiducial case apart from the value of u, g = 100. The
solutions behave similarly for k£ > 4 and the modes are resolved as it is expected from
the value assigned to p. The modes behave differently for the small wavenumber regime
as the value of w increases. For k < 4 the solutions become less unstable, as the Im(w)
value decreases. The modes corresponding to wy = 0.2, 0.3 cover the whole wavenumber
range of the plot. The two modes with @y = 0.4, 0.5 are stabilized through a cutoff at
k = 0.04, 0.06 respectively.
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Figure 7.19: Dispersion relation plots for the cold configuration versus multiple wq values
for a thermal jet. Solid lines represent Re(w) and dashed lines represent Im(w). The red
colored solution has p = 10% and wg = 0.1.
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Figure 7.20: Dispersion relation plots for the cold configuration versus multiple wq values
for p = 100 and for a thermal jet. Solid lines represent Re(w) and dashed lines represent
Im(w). The red colored solution has p = 100 and wg = 0.1.
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7.3 Discussion and Summary

This chapter focuses on the generalization of the Kelvin-Helmholtz mode. The task is to
study the stability behavior of the mode when the velocity discontinuity is not located on
the boundary of the jet, but it is repositioned at its interior at some specific radius wi.
The new Lorentz factor profile is provided by a logistic equation (7.1), which smoothly
transitions from the value of the Lorentz factor on the axis of the jet to the value the
quantity has on the boundary. The width of the transition layer is controlled by the
parameter p in equation (7.1), thus by controlling u it can be tested whether the rate of
the transition affects the behavior of the Kelvin-Helmholtz instability.

The width of the transition layer is possibly the most important parameter as it is
indicated from figures 7.2 and 7.11. The u = 103 is almost a discontinuous transition,
as u — oo is needed to formally achieve a true discontinuity. For this g value the mode
resembles the corresponding solutions observed in chapter 5, the imaginary part of w is
noted to be analogous to the wavenumber. This means that the Kelvin-Helmholtz mode
does not necessarily emanates on the boundary of the outflows. The main prerequisite is
for the outflow to present a velocity shear at some distance across its radius.

When the width of the layer increases the instability becomes resolved, i.e. the Im(w)
ceases to be proportional to k. This means that the Im(w) values do not diverge as k — oo
and the instability affects the outflow for a specific wavenumber range. The two config-
urations respond differently to the decrease of u. For the cold jet the instability initially
becomes resolved for k£ > 1, while as p further decreases the mode also stabilizes for the
small values of the wavenumber. The mode survives for a definite range of k. In the case of
the thermal jet the instability is also resolved for £ > 1. Contrary to the cold counterpart,
the mode is not stabilized for the small k. Thus, the existence of the B, affects the wave-
lengths that are stabilized when the width of the velocity’s shear layer changes. Berlok
&Pfrommer (2019a) have also observed for both a 2D Cartesian configuration and a 3D
cylindrical counterpart in the non-relativistic regime that the Kelvin-Helmholtz instability
is resolved when k£ > 1 if the velocity fields of the two media are connected via a smooth
transition of finite width. In their work this result is noted for a hydrodynamic outflow or
a magnetized counterpart for which B || V.

The radius w; for which the transition layer is centered around affects mainly the
cold configuration. The stabilized wavenumbers are mainly k < 1 as p decreases noted
for both figures 7.2, 7.3. The value of u required to stabilize these wavenumbers is ~ 100
when w; = 0.7. For the configuration with w; = 0.3 the respective value is u ~ 35. The
change in w; does not essentially affect the results regarding the thermal jet. This result is
clearly depicted in figure 7.13, where the Im(w) versus k is plotted. Dispersion relations for
both configurations indicate that the value of w; does not modify the instability behavior
radically.

The value of 7 is vital for the cold configuration’s stability properties, as it was
analyzed in section 7.1. The wavenumbers k& < 0.6 of the fiducial case are stabilized when
n = 0.1, 1. All three solutions converge for every n value when k > 1. This result is also
observed in figure 7.14, where all three solutions have converged and coincide perfectly.

170



The solutions of the thermal jet also coincide for k < 1, contrary to the results of the cold
counterpart.

The profile of the density is examined in figures 7.5, 7.15 assuming that pg is defined
by equation 7.10. For both configurations the value of the p1, parameter does not affect the
behavior of the mode. It could be stated that among the two outflow setups the thermal jet
is the least affected. Also, for both configurations the jets with constant density profile are
more unstable than their varying density counterparts. This result is also noticed for the
non-relativistic configurations in Berlok &Pfrommer (2019a) where the constant density
profiles are more unstable than the non-constant counterparts.

If both the velocity and the density profiles are allowed to vary, then two cases are
compared. The first one incorporates step-like discontinuities with p = 102, Mo = 103,
while the second one smooth transitions for both quantities with 1 = 50, u, = 50. Once
more, the cold configuration is mostly affected, where as the corresponding Aw increases
for both quantities the mode becomes less unstable. High and small wavenumbers are
stabilized and Im(w) values decrease. B, seems to be the decisive factor for the differences
in the results of the two configurations.

The pressure providing mechanism for both jet models is not an important elements
for the instability’s properties. The interchange between hydrodynamic or magnetized
environment does not differentiate the dispersion relations as it can be noted in figures 7.8
and 7.18. This result indicates that the existence of the magnetic field in the environment
is relevant to the Kelvin-Helmholtz mode only when the transition in the velocity profile
or ideally the discontinuity is situated on the jet boundary. This is evident by comparing
these results with the respective results in section 5.2.

Finally, the dependence of the Kelvin-Helmholtz mode on the value of wg is examined.
For this task two values for p are used, u = 50, 103. When p = 103 the k£ > 1 part of
the solution is not greatly affected by the change in the value of wg. For the thermal jet
the solutions retain their linear relation with k& and tend to the same asymptotic Im(w)
value regardless of the wq value. For the cold counterpart the different wg solutions tend
to similar values of Im(w) ~ 5. The k£ < 1 part of the solutions becomes more stable as
wo increases for both configurations. This result is more evident for the cold jet, as for
k < 1 the solutions are stabilized when wp > 0.2. The thermal counterpart becomes less
unstable but not fully stabilized regarding k < 1.

When g = 100 the change in wg value modifies both the k < 1 and k£ > 1 portions
of the solution regarding the cold configuration. Due to the value of p the Im(w) x k
property is invalid, the resolved part of the solution is affected by the value of the wq
parameter. The thermal counterpart is not being affected at the same rate, the £k > 1
cutoff stays unaffected by the value of wg. The k < 1 part of the solutions is affected by
the alteration in the value of wg, nonetheless the thermal jet is not substantially dependent
on wy. Once again, the importance of B, for the Kelvin-Helmholtz instability’s properties
when the velocity transition is located inside the jet is shown.

In general, the results indicate that the important parameters are u, wy and the
existence of the B, component. The cold jet, which includes B,, is affected by changes
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in the values of these parameters. wy controls the value of B,/ ‘B(WO‘ and eventually the

value of (IfB\CO) As it was discussed in section 5.3 this angle value is crucial for the
properties of Kelvin-Helmholtz mode. This is also verified from figures 7.9 and 7.10. As
wy increases the magnetic field becomes aligned with k, the tension of the magnetic field
increases in the direction of the mode’s propagation and the instability is weakened. Also,
this could partially explain the smaller Im(w) values when w; = 0.3 in comparison with
the results from the fiducial setup. As w decreases the B,/ ‘B(MO‘ ratio increases, thus
the tension is also increased in the direction of k. The weak dependence of the thermal
jet’s mode on the w( value further validates the importance of B,, and subsequently the
(I{B\CO) respective value. When B, = 0 — B L k, thus the Kelvin-Helmholtz mode is not
affected by the magnetic tension in the direction of k. The change in wy value is linked
to the plasma [ (see equation 5.6) and it seems to mainly affect the & < 1 part of the
solutions.
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Chapter 8

Thesis Summary

This thesis examines the stability properties of relativistic astrophysical jets. These jets
are assumed to be cylindrical and they carry magnetic fields which have both a poloidal
and a toroidal component in general. The dynamics of the jets are described by the RMHD
system of equations. The stability properties of the outflows are examined by utilizing the
linear stability analysis methodology throughout the thesis, which requires to insert small
perturbative terms for every physical quantity of the RMHD set of equations, linearize with
respect to these perturbative terms and solve the emerged linear system. Only unstable
solutions are important for this kind of study, as these can disrupt and destabilize the initial
outflow. Apart from the linear stability analysis, numerical simulations of cylindrical jets
can be used to verify the results of the linear counterpart and also examine the non-linear
evolution of the system.

The first model that was analyzed is a two component jet, consisting of a fast and
low density spine, surrounded by a slower and denser sheath. The jet stability is examined
for a variety of values for the magnetization of the outflow. It is shown that for o < 1 the
instabilities that prevail are of kinetic nature, while for more magnetized configurations
the instabilities are enhanced (higher values for the growth rate) and are affected by the
strengthened magnetic field. For every considered value for the magnetization these modes
mainly manifest at the inner boundary surface between the spine and the sheath or the
boundary surface of the entire jet.

In the context of m = 1 solutions for the most unstable modes, numerical simulations
have been conducted for varying magnetization values. Both methodologies demonstrate
strong consistency, as growth rates from stability analysis align with simulation results.
Additionally, the linear stability analysis accurately predicts the primary destabilized re-
gions of the jet across all considered cases, further validating its reliability.

The next model that was examined is a jet whose physical quantities are shaped by
the acceleration and collimation processes occurring at the base of the outflow. Among
the solutions that emerged during the stability analysis, there is one solution that ex-
hibits growth timescales proportional to the radius light crossing time and a linear relation
is observed between Im(w) and the wavenumber k. Also, this mode is found for both
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axisymmetric and non-axisymmetric solutions.

To study this specific mode, it is opted to use a simplified model of the previous
case. The instability is also verified for this configuration and shows the Im(w) > 1 and
Im(w) o k traits. Further analysis indicates that the most unstable solutions are the
axisymmetric, m = 0, thus the parametric study of the model focuses on configurations
with m = 0.

The stability analysis examines the behavior of the solution with respect to the value of
the jet’s velocity, magnetization, the ratio of the density values of the jet over the environ-
ment and the ratio of the poloidal magnetic field component over the toroidal counterpart.
All these quantities are measured on the boundary of the jet. Furthermore, the pressure-
providing mechanism from the environment towards the jet is examined, interchanging
between a purely hydrodynamic or magnetized medium.

The parametric analysis reveals two crucial factors controlling the mode’s behavior.
Firstly, the fast magneto-sonic Mach number: for super-fast outflows, the instability is
suppressed. Additionally, when the flow velocity approaches non-relativistic values, the
solution stabilizes. Secondly, the magnetic field’s tension, parallel to the k direction, plays
a role. As the projection of k onto the magnetic field increases, so does the tension and
the instability weakens. Finally, when the environment is magnetized the instability is
weakened with regards to the corresponding cases with hydrodynamic environments.

The parametric study results indicate that the analyzed solution represents the Kelvin-
Helmholtz instability in cylindrical, magnetized, and relativistic outflows. Furthermore, the
eigenfunctions of the system imply that the instability is confined near the jet’s boundary.
This characteristic is also confirmed by employing the WKBJ approach at an appropriate
radius (w ~ w;j), where the method’s results align well with those from the fully numerical
counterpart.

The agreement of the results between the local and global solutions led to the compar-
ison of the cylindrical Kelvin-Helmholtz instability with its Cartesian counterpart. It was
shown that the Cartesian Kelvin-Helmholtz can reproduce the results of the cylindrical
case as long as specific wavelengths of the system are much larger than the radius of the
jet. The equivalence of the two geometries further validates the observed locality of the
Kelvin-Helmholtz instability.

Simulations were used to validate the results of the linear stability analysis and exam-
ine the evolution of the instability in the non-linear regime. Initially, the growth timescales
predicted by the linear analysis are also confirmed by the simulations. The part of the jet
in which the instability mainly evolves is near the boundary of the jet, which is also pre-
dicted by the linear analysis of the mode. More noticeably, the Kelvin-Helmholtz mode
does not entirely disrupt the outflow but reshapes it into a modified state that seems to
be stable until the end of the simulation runs.

An important observation is the creation of vortices on the boundary of the jet during
the initial evolution phase of the instability. These vortices initiate the mixing of the
two media in contact and results to energy export from the jet towards its surroundings.
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Ultimately, the environment near the separating surface is accelerated to non-relativistic
velocities.

The simulated jets typically decelerate and expand radially, preserving their large
scale magnetic field structure. In cases with an initially helicoid magnetic field, the final
structure maintains a similar topology. Notably, shearing layers develop for velocity and
density profiles near the jet’s radius, resembling sheaths around the inner components.
This leads to a spine-sheath structure for the jet.

The expansion of the jet’s boundary indicates a change in the width of the outflow and
subsequently to its profile. The rate of this change can be associated with the existence
of an active vortex on the boundary of the jet. Energy-wise the Poynting flux of the
is transformed into mass energy flux. It should be emphasized that as k increases, the
evolution of the instability may be contained in a narrow layer near the boundary of the
jet. The enhanced locality of the mode due to the higher value of k£ can also affect the
non-linear evolution of the outflow.

Finally, the discontinuity in the velocity profile was moved from the boundary of the
jet to some specific distance inside the outflow. Moreover, it was examined which is the
effect on the stability profile if shear is introduced in the velocity and density profiles. Due
to the shearing of the velocity profile the Kelvin-Helmholtz mode was resolved, leading to
a modified Im(w) « k and a fading instability for large k. The density shear had a less
prominent stabilizing impact. The key factor controlling the solution’s behavior remains
the angle between k and B, and the setup of the environment does not essentially affect
the instability’s properties.
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Appendix A

Details on the linearized equations

In chapter 2, equation 2.17 provides the linearized differential system of equations. The
following derivation has been published in Vlahakis (2023), an open access article dis-
tributed under the terms and conditions of the Creative Commons Attribution (CC BY)
license (https://creativecommons.org/licenses/by/4.0/). The unknowns are y; and
yo respectively, the total pressure perturbation which is involved in the equation of 3y and
the perturbation of the electric field are given by:

II,=By-B1—Ey-FE{1+ P, (Al)
E,=— (Vl x By + Vg x Bl) (A2)

The linearized system results from properly perturbing equations 2.1-2.8 alongside the
equation providing the relation for the specific enthalpy (e.g. equation 2.10 or 2.12). The
linearized system is provided by equation A.4, where the perturbation of the Lorentz factor
is given by:

n=1%Vo-Vi. (A.3)

The differential system A.4 can be transformed into the system 2.17 if the quantities
[v1, po1, Biz, Big, iBiw, &1, Viz, Vig, d(iwVig)/dw, dIl /dw]| are expressed as functions
of Vig, II1, and w. The first eight equations give 71, po1, Biz, Big, Biw, 15 Viz, Vig- The
remaining two consist of the 2.17 system.
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In equation 2.17 the coefficients F are provided by:

(

1 dw
Fu = Cll'+“‘*;i‘9
o atw
1
Fi2 = —Ci2,
0
d
Fo1 = woCa1 — -
w
1 dII
Faz=Cop+ ———
w dw

1 dIl,
—— | D
wdw)

The C;; and D symbols represent determinants which are provided by:

Cii =

Ci2 =

D7
Dg;

D11

Dgo

Dyo
D12

D33

Dyy

Dr4
Dgy
Dy,
Dyo4

0 0
0 0
D35 0
Dys 0
Dss 0
0 Des
D75 Drg
Dgs5  Dsg
0 Dyg
D1os  Dios
0 0
0 0
D35 0
Dys 0
D55 0
0 Dgg
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0 Dyg
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The final determinant D can also be written:

184

Doy
D31y
Dy1y
D51y
Dg11
D71y
Ds11

Dio11

o O O O o o o o

o

D1o10




2 Cz (ko - UA)2

308 (kco'UA)2
D:—M (1—|—Ui) (cgﬂ—Ui)wgo [w2 - W& cngUi

w o 1+ U3

(A.9)
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