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1 Introduction

The aim of this dissertation is to study the representation theory of finite Coxeter groups, in the light
of their associated Hecke algebras, as well as to highlight the relationship, that exists between their
representations of them. A guiding example throughout our study will be the groups GLn(q) (the
general linear group over a finite field of order q, where q is a prime power) and the symmetric group
Sn.

The outline of Thesis:
In the 2nd chapter we introduce some basic concepts from the classical representation theory and their
correlation with the theory of modules, emphasizing the usage of group algebra of a finite group, as a
means of describing the representations of finite groups (i.e in the language of modules).

In the 3rd chapter we refer to the Coxeter groups focusing on their connection to the reflection
groups and later on their classification. In particular, we start by introducing all the basic facts in
order to define the groups generated by reflections and study their structure, through the concept of
roots and fundamental roots. Afterwards, we move to a more combinatorial approach, through the
concept of length function of an element, which leads us to very basic theorems such as (cancellation
law, exchange condition, Matsumoto Theorem). Also, we introduce a presentation that defines the
Coxeter groups through the Coxeter systems, and we state the 1-1 correspondence with the reflection
groups. Finally, we introduce the concept of Coxeter graphs, which lead us to the final classification
of Coxeter systems.

In 4th chapter we study the concept and the properties of finite groups with BN-pairs, concluding
with the fundamental theorem of their connection with Coxeter groups. We also prove that the group
GLn(q) is a group with a BN-pair and associated Weyl group be the symmetric group Sn.

In the 5th chapter we introduce the central concept of Hecke algebras Η as endomorphism algebras
of induced presentations 1GB for groups with BN-pair. Through the study of it’s structure we will
see an isomorphic interpretation of it, which will lead us to find a basis Tw for H, indexed by the
elements of the associated Coxeter group W, which in turn determines for us the proper generators
and relations, in order to get a presentation of H. Finally, we are arriving at the central result of
this chapter: The 1-1 correspondence between the irreducible representations of Hecke algebras and of
irreducible CG-modules appearing as components of an appropriate vector space V.

In the 6th chapter we present a construction of the generic Hecke algebra H, as a special case of the
more general concept of generic algebras over an arbitrary commutative ring, by proper choice of the
base ring. Through the multiplication rules of the basis elements Tw of the H, we show that they are
invertible, while being described through the definition of R-polynomials. Furthermore, we define a
specific involution θ on H, which combined with the T-basis and the introduction of Kazhdan-Lusztig
polynomials, leads us to the construction of a new basis (C-basis) for H, which has more convenient
properties. By further studying of the multiplication formulas between the T-basis and the C-basis,
allow us to present an act of the T-basis on C-basis, which lead us to obtain representations for the
Hecke algebras.

In the 7th chapter we define the Cells in Coxeter groups, which lead us to the construction of
lower-dimension representations of finite Coxeter groups and the associated Hecke algebras, using the
theory developed by D.Kazhdan and G.Lusztig. The cells of a particular type, partition the group in
a way compatible with the theory that developed in the previous chapters. It turns out that each cell
affords a representation of the Hecke algebra, where the dimension of the representation is equal to
the number of elements in the cell. By specialising the parameter q in the generic Hecke algebra to
1, it can be shown that we obtain a representation of the Coxeter group. The examples given will be
from the symmetric groups for S3 and S4, in this case, we obtain all irreducible representations over
C using these methods.

In the 8th chapter we give a description of the Tits Deformation Theorem, focusing more on it’s
application to the Hecke algebra associated with a finite group with a BN-pair, and a Weyl group W
form a Coxeter system (W,S). In particular, it gives us an isomorphism of Hecke algebras with the
group algebra of W over C. As corollary, we get a decomposition of the characters for the induced
trivial representation 1GB in terms of the irreducible characters of the Coxeter group W.
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2 Representation Theory

2.1 The basics of Representations

Definition 2.1.1. Let G be a group and V be K-vector space, where K is a field. Let ρ : G −→ GL(V )
be a homomorphism, where GL(V ) be the general linear group on V, such that

ρ(g1g2) = ρ(g1)ρ(g2), ∀g1, g2 ∈ G

The map ρ is called a representation of G and the vector space V is the representation space.
If further the vector space V is of finite dimension, such as n = dimKV , we can choose a basis of V,

and then in the above group homomorphism we can identify the GL(V) with GLn(K), the group of n×n
invertible matrices over the field K, and the dimension of V is called the degree or dimension of the
representation. Also in this situation, the representation ρ is called matrix (or linear) representation.

In this thesis, all the representations that we will see it will be finite representations.

Remark 2.1.1. We can also think of a representation ρ of G with representation space V, as a pair
of V and a map G×V −→ V, g · v := ρ(g)(v). Then, G×V −→ V the axioms that should satisfy are:

1. it is a group action (the action is associative and e · v = v, for all v ∈ V )

2. the map V −→ V , v 7→ g · v is linear for all g ∈ G.

So a representation is nothing but a linear action of G on V .

Definition 2.1.2. A homomorphism of representations T : (V, ρ) −→ (V
′
, ρ

′
) is a linear map T :

V −→ V
′
such that

Toρ(g) = ρ
′
(g)oT

for all g ∈ G. T is an isomorphism if T is invertible. Two representations are isomorphic if there
exists an isomorphism between them.

Definition 2.1.3. A subrepresentation of a representation V of a group is a subspace W ≤ V which
is invariant under all the operators ρg, for g ∈ G, i.e ρ(g)(W ) ⊆ W, for all g ∈ G. We will called
such a subspace W of V as a G-invariant subspace.

Definition 2.1.4. A representation (V, ρ) is irreducible if it is nonzero and there does not exist any
proper nonzero subrepresentation of V. So a representation (V, ρ) of G is irreducible if there dose not
exists any proper G-invariant subspace W of V.

2.2 Group Algebra

Let G be a group and R a ring. We will construct an R-module that having the elements of G as a
basis, and then by the use of the operations of both the group G and the ring R, we define a ring
structure on it. We will donate that construction by RG.

So in this direction, we let RG to be the set of all formal linear combinations of the form∑
g∈G

λgg

where λg ∈ R and λg = 0 almost everywhere, i.e only finite number of coefficients are from 0 in each
of these sums.

Notice that it follows from our definition that given two elements, a =
∑

g∈G agg and b =∑
g∈G bgg ∈ RG, we have that a = b if and only if ag = bg, for every g ∈ G.
Now we define the sum of two elements in RG pointwise, i,e :

(
∑
g

agg) + (
∑
g

agg) =
∑
g

(ag + bg)g

Also, given two elements a =
∑

g agg and b =
∑

g bgg ∈ RG we define their product by

ab =
∑

g,h∈G

agbhgh

7



Notice that, the way we have define their product is just defining the product of two elements in the
basis by means of their product in G.

Reordering the terms in the formula above, we can write the product ab as

ab =
∑
u∈G

cuu

where cu =
∑

gh=u agbh It is easy to verify that, with the operations above RG becoming a ring, which
has unity the element 1 :=

∑
g ugg, where the coefficients corresponding to the unit element of the

group is equal to 1 and ug = 0 for every other element g ∈ G.
We now can also define and an scalar multiplication of elements in RG by elements λ ∈ R as

λ(
∑
g

agg) =
∑
g

(λag)g

And again we can verify that RG with the above scalar multiplication rule becoming an R-module.
Furthermore, if R is commutative it follows that RG is an algebra over R.

Definition 2.2.1. The set RG, with the operations defined above, is called the group ring of G over
R, and in the case where R is commutative, RG is called group algebra of G over R.

In the following chapters we will focusing more in the case where R = C, and so to the group
algebra of a finite group G over the complex numbers, notated by CG.

Remark 2.2.1. An alternative way of define the the group ring RG is as the set of all functions
f : G −→ R such that f(g) ̸= 0 only for finite numbers of elements in G. In this situation, we
could realize the formulas of the sum and scalar multiplication, as the usual definitions of sum of two
functions and of product of a function by a scalar. Also, the definition of the product, is this case,
corresponds to the convolution product of two functions.

Moreover, we can define an embedding map i : G −→ RG by assigning to each element x ∈ G the
element i(x) =

∑
g agg, where ax = 1 and ag = 0 if g ̸= x. So we could see the group G as a subset of

RG, and hence with this identification we can say that G is a basis of RG over R. As an immediate
consequence we see that, if R is commutative, the dimension of a free module over R is well defined,
and thus if G is finite we get that dimRRG = |G|

Fοr the rest of thesis, as already stated, we will refer to the group algebra CG, except something
else said.

2.3 The representation theory in the point view of modules

Proposition 2.3.1. The representations of a group G over a C−vector space V are into 1-1 corre-
spondence with the CG-modules.

Definition 2.3.1. An R-module is called simple (or irreducible) if is non-zero and has no proper,
nontrivial submodules.

So by combined the above definition with interpretation of the representations as CG-modules, we
have the proposition.

Proposition 2.3.2. A representation it will be irreducible if and only if the corresponds CG-module
is irreducible.

Now we present some important facts about the group algebra CG and the association of it, to the
representation theory of finite groups.

Theorem 2.3.1. • (Maschke’s Theorem): If G is finite then KG is semisimple if and only if K
is semisimple and |G| ∈ U(K), where K is a field. So for our purposes where K = C the above
holds.

• CG is semisimple.

8



• Form Wedderburn-Artin Theorem we obtain that

CG =

r∏
i=1

Mni(C)

where

– r is the number of non-isomorphic simple CG-modules, i.e equivalent r is presenting the
number of the irreducible representations of G over C, which it can been showed that is
equal to the number of the different conjugacy classes of G.

– ni = dimCGVi, with Vi be simple CG-modules, i.e equivalent ni is the degree of the repre-
sentations that corresponds to the Vi C−vector spaces.

– |G| =
∑r

i=1 ni
2

2.4 Character Theory

Another important concept that appears in the representation theory for finite representations is the
character theory.

Definition 2.4.1. The character of a matrix representation ρ : G −→ GLn(V ), where V is a finite
dimensional C−vector space, is the function χρ : G −→ C such that

χρ(g) = traceρ(g)

Its common in notation to write χV for the character of the representation (V, ρ).

Proposition 2.4.1. Isomorphic representations have the same character. For the converse, if G is
finite is also true.i.e

(V, ρ) ∼= (W,σ)⇔ χV = χW

In the case that G is finite by Maschke’s theorem, we have that every finite representation is com-
pletely reducible, i.e every finite representation of a finite group G is the direct sum of irreducible
subrepresentations, where with direct sum of representations we mean that given two representa-
tions (V1, ρ1) and (V2, ρ2) is the representation (V1 ⊕ V2, ρ := ρ1 ⊕ ρ2), where ρ1 ⊕ ρ2(g)(v1, v2) =
(ρ1(g)(v1), ρ2(g)(v2)).

Now we introduce the idea of a character table:

Definition 2.4.2. The character table of G is the table whose the (i,j)-entry is χVi
(gj).

Where {(V1, ρ1), · · · , (Vm, ρm)} be a complete set of irreducible representations of a finite group G and
the number m equals to the number of conjugacy classes of G. Also label C1, · · · , Cm these conjugacy
classes and let gi ∈ Ci be a representative of conjugacy class Ci.

Note that the definition does not depend on the choice of Vi up to isomorphism nor on the choice
of representatives gj .

2.5 Representations of Algebras

Similar definitions we could write for the representations of algebras. So

Definition 2.5.1. A representation of an algebra A (also called a left A-module) is a vector space V
together with a homomorphism of algebras ρ : A −→ End(V )

Definition 2.5.2. A subrepresentation of a representation (V, ρ) of an algebra A is a subspace W ≤ V
such that ρ(a)(W ) ⊆W , for all a ∈ A.

Definition 2.5.3. A representation (V, ρ) of an algebra A is irreducible is non zero and does not exists
non proper, non trivial subrepresentations.

9



3 Coxeter Groups

3.1 Finite Reflection Groups

Definition 3.1.1 (Euclidean space). Let V be a finite R−vector space, with dim V = n < ∞ and
assume that V is equipped with a symmetric, positive define bilinear form ( , ) : V × V −→ R such
that (x, y) ∈ R, for x, y ∈ V . We call (V, ( , )) Euclidean space and we refer to the bilinear form ( , )
as an inner product on V. Obviously, the form is non-degenerate.

Definition 3.1.2 (The group of Orthogonal transformations). The group of orthogonal transforma-
tions on is defined by

O(V ) = {s ∈ EndRV : (sx, sy) = (x, y), for all x, y ∈ V }

Definition 3.1.3 (Orthogonal Complement). For a subspace U of V, we call orthogonal complement
of U the set

U⊥ = {y ∈ V : (y, x) = 0, for all x ∈ U}

Remark 3.1.1.

Let a ∈ V, with a ̸= 0, then the space V decompose it as V =< a > ⊕< a >⊥, where < a > is the vector
space generated by a and the orthogonal complement of the space < a > denoted by Ha := < a >⊥.
The Ha is called the orthogonal hyperplane to the vector a, and dim Ha = n− 1

Definition 3.1.4 (Reflection). A reflection is a linear map s : V −→ V such that s ∈ O(V ), s ̸= 1,
and s fixes every vector in some hyperplane in V. In particular, for every a ∈ V , with a ̸= 0, we
define as a reflection in the direction of the vector a, with respect to the hyperplane Ha, the linear map
sa : V −→ V , such that

sa(a) = −a,
sa(x) = x, ∀x ∈ Ha

Proposition 3.1.1 (Properties of Reflections). Let a ∈ V , with a ̸= 0, and Ha be the orthogonal
hyperplane to the vector a, as previous. Then we have that:

(i) There exists a unique reflection s ∈ O(V ) that leaves fixed the elements of Ha. Then s2 = 1 and
s can be calculated by the formula

sa(v) = v − 2(a, v)

(a, a)
for all v ∈ V

(ii) a = kb, where k ∈ R if and only if sa = sb. In particular, sa = s−a

(iii) a = kb, where k ∈ R if and only if Ha = Hb

(iv) The minimal polynomial ma(x) of the reflection sa is ma(x) = (x − 1)(x + 1). Also sa is
diagonizable in R, with 1,−1 be the eigenvalues of sa and the eigenspaces be Vsa(−1) =< a >
and Vsa(1) = Ha. The space V =< a > ⊕Ha has a basis as to which one the matrix of the
reflection sa is the diagonal matrix diag(−1, 1, · · · , 1)

(v) From (i) we have that sa ∈ O(V ) and for every g ∈ O(V ) we get

g o sa o g
−1 = sg(a)

In particular, let x, y ∈ V and g ∈ O(V ). If y = g(x) then sy = sg(x) = gsxg
−1

(vi) The reflections sa maintain the inner product as a orthogonal transformations,
i.e

(sa(x), sa(y)) = (x, y) ∀x, y ∈ V

(vii) sasb = sbsa ⇐⇒ (a, b) = 0, for a, b ̸= 0 and a, b are linearly independent.

Definition 3.1.5 (Reflection Group). A subgroup G of the orthogonal group O(V ), that generated by
reflections, will be called the group generated by reflections.
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3.2 Roots Systems

Definition 3.2.1 (Root System). A set of vectors, ∆, it we be called a root system if ∆ ⊆ V , where
V is Euclidean space, and satisfying the following conditions:

(i) ∆ consists of non-zero elements, and the vectors in ∆ are spanned the space V.

(ii) (Reduced Condition) If a ∈ ∆, then −a ∈ ∆. Furthermore, if a ∈ ∆ and k ∈ R such that ka ∈ ∆,
then k = ±1.

(iii) For each a ∈ ∆, we have that sa(∆) = ∆, where sa is the reflection fixing the hyperplane Ha.
A crystallographic root system is a root system ∆ satisfying the additional condition:

(iv) (Crystallographic Condition) For all pairs of roots a, b ∈ ∆, we have that 2 (a,b)
(b,b) ∈ Z.

Remark 3.2.1. The group W = W (∆) that is generated by reflections sa, such that a ∈ ∆ is called
the group generated by reflections associated with the root system ∆. Thus

W =W (∆) =< sa : a ∈ ∆ >

Moreover, the only reflections that are in the group W (∆), are the reflections that they come from the
root system ∆.

Proposition 3.2.1. For every group generated by reflections associated with some root system ∆, i.e
W = W (∆), we have that W is isomorphic to a subgroup of the permutation group of ∆. Thus there
exist a subgroup H ≤ S∆ such that

W =W (∆) ∼= H ≤ S∆

Corollary 3.2.1. If the root system, ∆ is finite, then the group generated by reflection associated to
this root system, W (∆), is also finite group.

From now on the root systems that we will be concentrated it will be finite, so and the reflection
group associated to the root system it will be finite, from the previous corollary.

Proposition 3.2.2. If ∆,∆
′
are two different root systems that are associated with the same reflection

group W, i.e
W =< sa : a ∈ ∆ >=< sb : b ∈ ∆

′
>

then we have that:

• For each b ∈ ∆
′
there exist k ∈ R: b = ka, for some a ∈ ∆.

• For each a ∈ ∆
′
there exist λ ∈ R: a = λb, for some b ∈ ∆.

Furthermore, if let V∆, V∆′ be the subspaces of that are generated by the roots of ∆,∆
′
, respectively.

Proposition 3.2.3. Let W be a finite reflection group, i.e W =< sa1
, · · · , saℓ

>, where sai
are

reflections. Then by letting ∆ be the set of unit vectors orthogonal to the hyperplanes fixed by reflections
in W.
i.e

∆ = {x ∈ V : sx be a reflection in W and ||x|| = 1}

Then ∆ is a root system, where the reflection group W is associated with it. Thus

W =W (∆) =< sa : a ∈ ∆ >

Proposition 3.2.4. For every subgroup G of the orthogonal group O(V ) there exist a group G
′
such

that
G ∼= G

′
and also Vo(G

′
) = {0}

where Vo(G) = FixV (G) =
⋂

g∈G Vg =
⋂

g∈G{x ∈ V : gx = x}

11



Definition 3.2.2 (Effective group). A group G that is satisfying the relation Vo(G) = {0} it will be
called effective group.

Corollary 3.2.2. Since every reflection group W = W (∆) is a subgroup of the O(V ) we have that
there exist a group W

′
such that:

W ∼=W
′
with Vo(W

′
) = 0

In particular, by letting V∆ be the space that generated by the root system ∆ which is associated with
the reflection group W, i.e V∆ =< ∆ >, then

Vo(W ) = V∆
⊥ and Vo(W )

⊥
= V∆

Proposition 3.2.5. Let W = W (∆) =< sr1 , · · · , srn : ri ∈ ∆ >, ∆ be a root system and V∆ =<
r1, · · · , rn >. Then

W is effective ⇐⇒ Vo(W ) = {0}
⇐⇒ V∆

⊥ = {0}
⇐⇒ V∆ = V

⇐⇒ the root system ∆ include a basis of the space V

Remark 3.2.2. In general a reflection group associated with a root system, i.e W = W (∆), is not
an effective group. But if we restrict ourselves to the space that is generated by the roots of ∆, hence
W |V∆

, the action of W leaves invariant the root system ∆, and thus the same is true for V∆. So by the
above proposition we get a isomorphic group W

′
to W, that is effective. So w.l.o.g we can let V = V∆.

3.3 Positive and Fundamental Roots

Now let ∆ be a root system associated with the reflection group W = W (∆), where the group W
generated by the set {sa : a ∈ ∆}. As we seen already we can let V = V∆.

For every a ∈ ∆ we recall that we can define the hyperplanes Ha, as

Ha = {x ∈ V : (a, x) = 0}

Then we can define the semi-spaces

Ha
+ = {x ∈ V : (a, x) > 0} and Ha

− = {x ∈ V : (a, x) < 0}

Theorem 3.3.1. V \
⋃

a∈∆Ha ̸= Ø.

The proof of the above Theorem is based to the following Lemma:

Lemma 3.3.1. Let V be a vector space over a infinity field E. Then V it can’t be written as finite
union of proper subspaces of it. Thus if V = X1∪· · ·xn with xi ≨ V , then at least one of the subspaces
Xi is the whole space V. i.e for some i0 we have that V = Xi0

From the above Theorem we get that there exist a vector u such that (a, u) ̸= 0, for all a ∈ ∆.
So for every x ∈ V \

⋃
a∈∆Ha and for every a ∈ ∆ we have that either (x, a) > 0 or (x, a) < 0.

Equivalently, x ∈ Ha
+ or Ha

−.
Now we can define a equivalence relation on the set V \

⋃
a∈∆Ha, which will lead us to the definition

of the Weyl chambers, which in their turn, will be help us define the positive and negative roots.

Definition 3.3.1 (Weyl Chambers). We define a equivalence relation on V \
⋃

a∈∆Ha, ∼, by :

If x, x
′ ∈ V \

⋃
a∈∆Ha, then

x ∼ x
′
⇐⇒ ∀ a ∈ ∆, (x, a), (x

′
, a) have the same sign.

i.e x ∼ x′
if and only if for every a ∈ ∆ they ’re exist in the same semi-space Ha

+ or Ha
−.

The equivalence class of an element xV \
⋃

a∈∆Ha it will be called the Weyl Chamber and it will be
the set

[x] = {y ∈ V : (x, a), (y, a) have the same sign ∀a ∈ ∆}
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Proposition 3.3.1. Every Weyl chamber give us a partition of the root system ∆. In particular, if
let C be a Weyl chamber then we can define the sets

∆+ = {a ∈ ∆ : (a, x) > 0, ∀x ∈ C}
∆− = {a ∈ ∆ : (a, x) < 0, ∀x ∈ C}

Notice that, the partition ∆ into ∆+ and ∆− depends in our choice of the Weyl chamber C.

Definition 3.3.2 (Positive Roots). We define the positive roots to be the elements of ∆+ and similarly
the negative roots to be the elements of ∆−. So we have a partition of ∆ into positive roots ∆+ and
negative roots ∆−.

Let ∆+ be such a positive root system, that occurs from a Weyl Chamber C. We have the following
definition.

Definition 3.3.3 (Fundamental Root System). A fundamental (or simple) root system Σ we will call
a subset of ∆+, such that satisfying the following properties:

(i) Every positive root in ∆ can be expressed as linear combination of elements of Σ, with non-
negative real coefficients. i.e ∀a ∈ ∆+ exist λt ∈ R : λt ≥ 0 such that a =

∑
λt≥0 λtat, where

at ∈ Σ.

(ii) The elements of Σ are linear independently.

i.e the Σ constitutes a basis of the space V∆ so because we have restrict to the V∆ we obtain that Σ is
a basis of V.

Theorem 3.3.2. Every positive root system ∆+ contains a unique fundamental root system Σ.

Now a natural question that is created from this construction is: If we give us a fundamental root
system, can we found a Weyl chamber from whom they come the positive roots.

Proposition 3.3.2. Let Σ = {a1, · · · , an} be a fundamental root system. We define the set C0 = {v ∈
V : (v, ai) > 0, ∀i = 1, · · · , n} then:
(i) C0 ̸= Ø.

(ii) C0 is a Weyl chamber and will be called the fundamental Weyl chamber.

(iii) C0 determines the specific fundamental root system Σ.

Theorem 3.3.3. There exist a 1-1 correspondence from the set of all the Weyl chamber to the set of
all the fundamentals root systems.

{Weyl Chambers} ←→ {fundamentals root systems}
Thus we obtain that:

(i) For each Weyl chamber C we get a unique fundamental root system.

(ii) For each fundamental root system we construct the fundamental Weyl chamber C0.

Let ∆ be a finite root system which is associated with the group of reflections W = W (∆). We
fixed a fundamental root system Σ that is comes from fundamental Weyl chamber C0. Then, from
there, we determined a partition to the root system ∆ into ∆ = ∆+ ⊔∆−. The ∆+ is a positive root
system with Σ = {a1, · · · , an}
Definition 3.3.4. The roots ai ∈ Σ are called fundamental roots (or simple roots). The reflections
{sai : ai ∈ Σ} are called fundamental reflections and we denoted by sai := si, for each i.

Proposition 3.3.3. Let Σ be a fundamental root system and ∆+ the positive root system containing
Σ. Then every fundamental reflection change the sign only of two roots, in particular of the roots ai
and −ai.

Thus each fundamental reflection si permutes every positive roots expect the root ai.
i.e

si(∆
+\{ai}) = ∆+\{ai}

Theorem 3.3.4. Let Σ = {a1, · · · , an} be a fundamental system in ∆. Then the reflection group
associated with the root system ∆, i.e W = W (∆), is generated by the fundamental reflections si.
Moreover, every root r is in the W-orbit of some fundamental root. i.e for every r ∈ ∆+ exist w ∈W
s.t w = sai · · · san , where sai are fundamental reflections, such that w(r) ∈ Σ.

13



3.4 The length function

Now from the above theorem we get that, for every w ∈ W can be written as w = sai1
· · · saik

, where
it is possible to have a repetition of some roots aiρ in the expression of w. The fundamentals roots sai

of an expression of some w ∈W called words.

Definition 3.4.1 (The length). Let ∆ be a root system, with a given set ∆+ of positive roots and a
fundamental system Σ. We define, for every w ∈ W , it’s length ℓ(w) to be the minimal number of
factors needed to express the element w ∈ W , as a product of fundamental reflections. An expression
w = sia1

· · · siak
is called reduced if the number of the fundamental reflections appears in the expression

is the minimal possible, and thus ℓ(w) = k.

Remark 3.4.1. • Let w ∈ W we called that this element has a length ℓ(w) = r, if we could
expressed as w = s1 · · · sr, but it can’t be written as a product of smaller number of fundamental
reflections. Also we made the admission that ℓ(1) = 0.

• If si ∈ S then ℓ(si) = 1, where S = {s1, · · · , sn} the set of all fundamental reflections.

Proposition 3.4.1 (Properties of the length). (i) ℓ(ww
′
) ≤ ℓ(w) + ℓ(w

′
) and |ℓ(w) − ℓ(w

′
)| ≤

ℓ(ww
′
), for each w,w

′ ∈W .

(ii) ℓ(w) = ℓ(w−1), for each w ∈W .

(iii) If w = s1 · · · sq be a reduced expression of w with ℓ(w) = q, then every subexpression of w is also
reduced.

Theorem 3.4.1. Let Σ = {a1, · · · , an} ⊆ ∆+ be a fundamental root system and S = {s1, · · · sn} the
set of all the fundamental reflections. Then for each w ∈W and s ∈ S we have that ℓ(sw) = ℓ(w) + 1
or ℓ(sw) = ℓ(w)− 1. Similarly, ℓ(ws) = ℓ(w) + 1 or ℓ(ws) = ℓ(w)− 1.

Corollary 3.4.1. • If ℓ(sw) = ℓ(w)+1 then there not exist a reduced expression of w that it begins
with s.

• If ℓ(sw) = ℓ(w)− 1 then there exist a reduced expression of w that it begins with s.

• If ℓ(ws) = ℓ(w) + 1 then there not exist a reduced expression of w that it ends with s.

• If ℓ(ws) = ℓ(w)− 1 then there exist a reduced expression of w that it ends with s.

3.4.1 A Geometric Interpretation of length function

Definition 3.4.2. For each w ∈W , we define the subset of ∆ to be the set

N(w) = ∆+ ∩ w−1(∆−)

i.e
N(w) = {θ ∈ ∆+ : θ = w−1(a), where a ∈ ∆−} = {θ ∈ ∆+ : w(θ) ∈ ∆−}

Finally we define
n(w) := |N(w)|

Proposition 3.4.2. If si ∈ S, i.e si be a fundamental reflection occurs from a fundamental root
ai ∈ Σ. Then for every w ∈W we have that:

• n(wsi) =

{
n(w) + 1 , if w(ai) > 0

n(w)− 1 , if w(ai) < 0

• n(siw) =

{
n(w) + 1 , if w−1(ai) > 0

n(w)− 1 , if w−1(ai) < 0

It’s clear that its also true and the converse statements of the above.

Proposition 3.4.3. n(w) = n(w−1) for every w ∈W .
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3.5 The Cancellation law and the Exchange Condition

Theorem 3.5.1 (Cancellation Law). Let w = s1 · · · sk, where si ∈ S, not necessarily reduced. If
n(w) < k then there exist integers i, j, with 1 ≤ i < j ≤ j, such that w = s1s2 · · · ŝi · · · ŝj · · · sk.

Corollary 3.5.1. For each w ∈W we have that n(w) = ℓ(w).

Proposition 3.5.1. (i) If w ∈W is such that w(∆+) = ∆+, then w = 1.

(ii) There exists a unique element wo ∈W of maximal length. This element has the properties:

• ℓ(wo) ≥ ℓ(w), ∀ w ∈W
• ℓ(wo) = |∆+|
• wo(∆

+) = ∆−

• wo
2 = 1

Theorem 3.5.2 (Exchange Condition). 1. If w = s1 · · · sk, not necessarily reduced and s ∈ S, with
ℓ(ws) < ℓ(w). Then there exists a unique integer i, with 1 ≤ i ≤ k such that ws = s1 · · · ŝi · · · sk

2. Similarly we can formulate the exchange condition for the case that ℓ(sw) < ℓ(w). Then there
exists a unique integer i, with 1 ≤ i ≤ k such that sw = s1 · · · ŝi · · · sk

We can also make the following alternative forms of the exchange condition according to Matsumoto.

Proposition 3.5.2. 1. Suppose that w = s1 · · · sm be a reduced expression of w, i.e ℓ(w) = m, and
also ℓ(s1s2 · · · sm+1) < m+ 1 where each si ∈ S. Then there exist an integer j, with 1 ≤ j ≤ m,
such that

s1s2 · · · sj = s2s3 · · · sj+1

2. We can go even further, and obtain two integers i,j, with 1 ≤ i < j ≤ m such that

si+1si+2 · · · sj−1sj = sisi+1 · · · sj−1

Theorem 3.5.3 (Strong Exchange Condition). 1. If w = s1 · · · sk, not necessarily reduced and sa
a reflection with a ∈ ∆+, with ℓ(wsa) < ℓ(w). Then there exists a unique integer i, with 1 ≤ i ≤ k
such that wsa = s1 · · · ŝi · · · sk

2. Similarly we can formulate the exchange condition for the case that ℓ(sw) < ℓ(w). Then there
exists a unique integer i, with 1 ≤ i ≤ k such that saw = s1 · · · ŝi · · · sk

3.6 Coxeter Systems and Coxeter groups

Definition 3.6.1 (Coxeter System). Let W be a finite group and S = {s1, · · · , sn} be a set of involutory
generators of W. Then if the group W has a presentation

W =< s1, · · · , sn : (sisj)
mij = 1 for all i, j >

where the mij are positive integers such that

mii = 1, mij > 1 if i ̸= j, and mij = mji for all i, j

the pair (W,S) called it a finite Coxeter system.

Definition 3.6.2 (Coxeter Group). A group W it will be called Coxeter group if there exists a proper
Coxeter system, thus a pair (W,S) such that the group W has a presentation as described in the previous
definition. The cardinality of the set S called the rank of the Coxeter system, i.e rank(W,S) = |S| and
the defining relations in the presentation called Coxeter relations.

Remark 3.6.1. 1. The same group W could admits different Coxeter systems, so it might have
different Coxeter presentations.

2. Additionally to the (1) we could have even that the same group W not only admits different
Coxeter system, but also of different ranks.
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Theorem 3.6.1 (Matsumoto). Let W = W (∆) be a finite reflection group associated to a S =
{s1, · · · , sn} be the induced set of fundamental reflections, and (M, ·) be a monoid with identity e. Let
f : S −→M be a well-defined map such that

f(s)f(t)f(s)f(t) · · · = f(t)f(s)f(t)f(s) · · · if stst · · · = tsts · · ·

Then there exist a unique extension of f, f̃ : W −→ M such that for each w = s1 · · · sq arbitrary
reduced expression of w, the following holds:

f̃(w) = f(s1) · · · f(sq)

Theorem 3.6.2. Let W =W (∆) be a finite reflection group associated with a root system ∆, and let
Σ = {a1, · · · , an} be fundamental root system, with Σ ⊆ ∆. Αlso let S = {s1, · · · , sn} be the induced
set of fundamental reflections of the set Σ. Let the order of the elements sisj be mij = o(sisj). i.e

(sisj)
mij = 1, for all i, j and mij ≥ 2, ∀i ̸= j, mii = 1

Then (W,S) is a Coxeter system and hence the group W =W (∆) has a presentation

W =W (∆) =< si ∈ S : si
2 = 1, (sisj)

mij = 1 >

So W is a Coxeter group that occurs from the Coxeter system (W,S) and the above presentation for
the group W is unique in terms of isomorphism, i.e is independent of the choice of the fundamental
root system.

In other words, if we choose another fundamental root system Σ
′
, with Σ ̸= Σ

′
, and S, S

′
be the set

of the fundamental reflections, respectively from the fundamental root systems Σ,Σ
′
. Then from these

two fundamental root systems arise the isomorphic presentations for the group W.

Our goal now is to prove the converse of the above theorem, i.e we would like to claim that every
finite Coxeter group can be identified with a reflection group that acting on a proper Euclidean space.
In particular, let W be a Coxeter group, with associated Coxeter system (W,S), we shall show that
there exist (up to isomorphism) a finite reflection group, that is also effective, such that W is isomorphic
to this reflection group and define a action of W on proper Euclidean space V.

Theorem 3.6.3. Let (W,S) be a finite Coxeter system, with generators S = {s1, · · · , sn}. Let V be
a finite dimensional R−vector space, with dimRV = n, and let {asi : i = 1, · · · , n} be a basis of V.
Define a bilinear form B : V × V −→ R by

B(asi , asj ) = −cos
π

mij
, 1 ≤ i, j ≤ n,

where mij is the order of the element sisj in W. For each si ∈ S, we define a linear transformation
ρsi : V −→ V by ρsi(asj ) = asj − 2B(asj , asi)ei, 1 ≤ j ≤ n. Then we have the following statements,
that lead us to the claim we mentioned earlier :

1. First for the linear transformation ρsi , for each si ∈ S we have that:

(a) ρsi
2 = 1V , where si ∈ S.

(b) ρsi(asi) = −as and ρsi(v) = v, for every v ∈ V such that (v, asi) = 0, where si ∈ S and asi
be the corresponding basis element of V.

(c) We can decompose the space V into V =< asi , asj > ⊕(Hasi
∩Hasj

) and the maps ρsi , ρsj
leaves the space < asi , asj > invariant

(d) The order of the ρsiρsj is mij.

(e) B(ρs(v), ρs(u)) = B(u, v), for every u, v ∈ V .

(f) For each si ∈ S we have ρsi ∈ GL(V ).

2. From the linear transformation we can define a map ρ : S −→ End(V ), that can be extended to
a faithful representation ρ : W −→ GL(V ). Moreover, the representation ρ define an action of
the group W to V.
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3. The bilinear form B is symmetric, positive defined, and as an extension to (c), is invariant with
respect to ρw, for all w ∈ W . Hence the space (V,B) is an Euclidean space, with inner product
the bilinear form B.

4. The group ρ(W ) is a finite reflection group and the set {ρs1 , · · · , ρsn} can be identified with a
set of fundamental reflections in ρ(W ). In particular, we can call, for each si ∈ S, the map ρsi
a reflection of V according to the direction of the element asi into the hyperplane Hasi

:= {v ∈
V : B(v, asi) = 0}.

Corollary 3.6.1. Following the notation from the above theorem we get that the groups W and ρ(W )
is isomorphic, and since the ρ(W ) is a reflection group we conclude that every Coxeter group is corre-
sponding (up to isomorphism) to a reflection group.

Corollary 3.6.2. Now by the above two theorems we can established a 1-1 correspondence such that :{
Isomorphic classes of
finite reflection groups

}
1-1←−→
onto

{
Isomorphic classes of
finite Coxeter groups

}

3.7 Classification of Coxeter Systems

Definition 3.7.1 (Coxeter Graph). Let (W,S) be a finite Coxeter system. We define as a Coxeter
graph associated to the (W,S), the graph that consists of vertices, edges, and positive integers as labels
to the edges, that satisfying the following properties:

• For the set of the vertices : We identify as vertices the elements of the set S.

• For the set of edges: We join two vertices s, s
′
by an edge if and only if the elements s, s

′
of S

doesn’t commute, i.e iff the order mss′ ̸= 2. In this case we label the edge by the positive integer

mss′ , where mss′ be the order of the ss
′
, with mss′ ≥ 3. Note that it is common to omit the label

in the case where the order mss′ = 3. Also, recall that s, s
′
commutes if and only if mss′ = 2, so

in this case the elements s, s
′
doesn’t joined by an edge.

Theorem 3.7.1. There is 1-1 and onto correspondence from the class of finite Coxeter system to the
Coxeter graphs, i.e :

{finite Coxeter systems} 1−1←−→
onto

{Coxeter graphs}

Definition 3.7.2 (Reducible Coxeter system). A Coxeter system (W,S) is called reducible if we can
written the set S as a disjoint union of subsets of W, S1, S2 ⊆W , such that (W1, S1) and (W2, S2) be
Coxeter systems and W =W1×W2. Differently, we say that the Coxeter system (W,S) is irreducible.

Proposition 3.7.1. The Coxeter system is irreducible if and only if the corresponding Coxeter graph
is connected.

Definition 3.7.3. Let (W,S) is a Coxeter system the irreducible representation ρ, as defined in the
Theorem 3.0.11 is called reflection representation of W.

Proposition 3.7.2. If (W,S) is an irreducible Coxeter system then the reflection representation is
irreducible.

Theorem 3.7.2. Let (W,S) be a finite Coxeter system that is reducible, and let Γ be the induced
Coxeter graph from this system. Also, let S1, · · · , Sk be the subsets of S associated with the connected
components Γi of the Coxeter graph Γ = Γ1 ⊔ · · · ⊔ Γk. Then for every i ∈ {1, · · · , k} (Wi, Si) is a
finite Coxeter system where Wi =< Si > and the Coxeter group W decomposed into the direct product

W =W1 × · · · ×Wk

So is clear that in order to classification the finite Coxeter systems it’s enough to classified the
induced Coxeter graphs that come from them, and moreover by combining the theorems the problem
of classification comes down to classification of the connected Coxeter graphs.

A list of the Coxeter graphs of systems associated with the irreducible:
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(i) Type An :

A1 A2 A3 An

(ii) Type I2(m), m ≥ 4, m ̸= 6.

m

(iii) Type Bl :

4
B2

4
B3

4
Bl

(iv) Type Dl :

D3 D4 D5 Dl

(v) 3 τύπου En :

E6 E7

E8

(vi) 1 Type Fn :

F4
4

(vii) 2 Type Hn :

H3
5

H4
5
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4 Groups with BN-pair

4.1 Definition and Consequences

Definition 4.1.1 (Groups with BN-pair). Let G be a finite group and B,N ≤ G. We say these
subgroups form a BN-pair of the group G or that the group G is a group with BN-pair, if the following
axioms satisfied:

1. G =< B,N > (i.e the group G is generated by the elements of B, N)

2. Let H := B ∩N and H ◁N . So we can form the quotient group

N

B ∩N
:=W

Let π : N −→W be the natural homomorphism.

3. W = N/H generated by a subset S = {s1, ..., sn} of involution’s, i.e si2 = 1 ∀si ∈ S.

W = < si | si2 = 1 >

4. For each w ∈W choose a coset representative ẇH ∈ N/H then :

(i) ṡiBẇ ⊆ BẇB ∪BṡiwB
(ii) ṡiBṡi ̸= B

Remark 4.1.1. • The group W = N/H will be called the Weyl group associated with the BN-pair.

• The generators S of W will be called distinguished generators of W, and the cardinality |S| is
called the rank of the BN-pair. (Both S and the rank are uniquely determined.)

• The subgroup B ≤ G is called Borel subgroup of G.

Remark 4.1.2. 1. The relations (4i),(4ii) in the definition, are equivalent to the relations via the
natural homomorphism π : N −→W ,

(a) niBn ⊆ BnB ∪BninB

(b) niBni ̸= B

where ni, n ∈ N s.t π(ni) = si and π(n) = w. (i.e ni, n are representatives of the elements si, w
respectively)

2. The relation (b) can be written in the equivalent forms

niBni
−1 ̸= B or ni

−1Bni ̸= B

where ni ∈ N s.t π(ni) = si, for si ∈ S.

Proof. Indeed, si
2 = 1 in W, ∀i = 1, ..., n, thus π(ni

2) = π(ni)
2
= si

2 = 1. So π(ni
2) = 1 in W.

Hence, ni
2 ∈ H ⇐⇒ ni

2H = H ⇐⇒ niH = ni
−1H, so exists h ∈ H : ni = ni

−1h. Therefore,

niBni ̸= B ⇐⇒ niBni
−1h ̸= B

But, since H ◁N , ni
−1h = h

′
ni

−1, for some h
′ ∈ H. Thus

niBni
−1h ̸= B ⇐⇒ niBh

′
ni

−1 ̸= B

From H = B ∩N , follow that Bh
′
= B. So

niBh
′
ni

−1 ̸= B ⇐⇒ niBni
−1 ̸= B
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Finally, from all the above
niBni ̸= B ⇐⇒ niBni

−1 ̸= B

In the same way, we can show the equivalent

niBni ̸= B ⇐⇒ ni
−1Bni ̸= B

3. Another equivalent form for the relation (b) is

niBni ̸= B ⇐⇒ niBni ⊈ B

Proof. Indeed, (⇐=) is obvious.

(=⇒) Let niBni ̸= B and let niBni ⊆ B. Then niBni
−1 ⊆ B which is equivalent to B ⊆

ni
−1Bni = niBni. Thus, B = niBni, which is false due to assumption niBni ̸= B

4. The relation (a) has the equivalent form :

niBn ⊆ BninB ∪BnB ⇐⇒ BninB ·BnB ⊆ BninB ∪BnB ⇐⇒ BnB ·BniB ⊆ BnniB ∪BnB

Proof. Let C(w) := BwB the double cosets BwB.

(a) C(1) = B · 1 ·B = B

(b) C(ww
′
) ⊆ C(w) · C(w′

), for all w,w
′ ∈W (i.e Bww

′
B ⊆ BwB ·Bw′

B.)

Indeed, if x ∈ C(ww′
) =⇒ ∃ b, b′ ∈ B : x = bww

′
b
′
. Thus,

x = bwb−1bw
′
b
′
∈ BwB ·Bw

′
B = C(w)C(w

′
)

(c) C(w−1) = C(w)−1. (i.e Bw−1B = (BwB)−1)

Indeed, if x ∈ Bw−1B =⇒ x = b1w
−1b2 = (b2

−1wb1
−1)−1 ∈ (BwB)−1.

Conversely, if x ∈ (BwB)−1 =⇒ x = (b1wb2)
−1 = b2

−1w−1b1
−1 ∈ Bw−1B. Thus,

C(w−1) = C(w)
−1

.

Now, by multiplying left and right with B the relation

niBn ⊆ BninB ∪BnB

we have equivalent that

BniBnB ⊆ B(BninB∪BnB)B ⊆ B(BninB)B∪B(BnB)B = BninB∪BnB = C(nin)∪C(n)

So,
C(ni) · C(n) = BniB ·BnB = BniBnB ⊆ C(nin) ∪ C(n)

Now, by taking inverses in the same relation as previous we have :

(niBn)
−1 ⊆ (BninB ∪BnB)−1 ⇐⇒ n−1Bni

−1 ⊆ Bn−1ni
−1B ∪Bn−1B

but ni
2 ∈ H = B ∩N =⇒ ni

2 ∈ B =⇒ Bni
−1 = Bni and niB = ni

−1B.

Therefore,
n−1Bni ⊆ Bn−1niB ∪Bn−1B

The last relation is true for every n ∈ N , so by replacing n ∈ N by n−1 we obtain :

nBni ⊆ BnniB ∪BnB

Now, again by multiplying left and right the above relation with B we have :

BnB ·BniB ⊆ (BnniB) ∪ (BnB)

Finally, we have the equivalent forms for the relation niBn ⊆ BninB ∪BnB
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i. BniB ·BnB ⊆ BninB ∪BnB
ii. nBni ⊆ BnniB ∪BnB
iii. BnB ·BniB ⊆ BnniB ∪BnB

5. For every si ∈ S applies that si ̸= 1

Proof. If si = 1, for some si ∈ S then ∃ ni ∈ N : π(ni) = si = 1 =⇒ ni ∈ H = B ∩N . Thus,
niBni = B which is a contradiction due to niBni ̸= B.

6. Lastly, also since W has a set of involutory generators S, we can define the length ℓ(w) of elements
w ∈W , as well as the concept of reduced expression for elements of W.

4.2 Bruhat Decomposition

Theorem 4.2.1 (Bruhat Decomposition). Let G be a finite group with a BN-pair. Then

G = BNB =
⊔
n∈N

BnB

In particular, the map w 7→ BwB gives a bijection W ←→ B\G/B

Proof. Since G is a group with BN-pair we have that G = < B,N >. So G is the minimum group
that containing both the subgroups B and N. Furthermore, B,N ⊆ BNB. Thus we just have to show
that BNB is subgroup of G, i.e we show that BNB is closed under multiplication and inversion.

• (BNB)−1 = B−1N−1B−1 = BNB, i.e is closed under inversions.

• BNB · BNB = BNBNB (since B ≤ G). We have to show that, BNB · BNB ⊆ BNB or
equivalent that BNBNB ⊆ BNB.

Indeed, let nBn
′ ⊆ NBN , with n, n

′ ∈ N . Now, consider the reduced expression si1 ...sik =
w = π(n), with sia ∈ S. (needn’t consider powers since sia

2 = 1). Choose ni1 ...nik ∈ N with
π(nia) = sia s.t ni1 ...nik = n. Notice that nikBn

′ ⊆ Bnikn
′
B ∪ Bn′

B ⊆ BNB (from axiom
(4i)). So,

nikBn
′
⊆ BNB

Then, again from axiom (4i) we have that

nik−1
nikBn

′
⊆ nik−1

BNB ⊆ BNB ·B = BNB

Now, continuing inductively, we take that

ni1 ...nikBn
′
⊆ BNB

So
nBn

′
⊆ BNB

and therefore NBN ⊆ BNB.

Thus,
BNB ·BNB ⊆ BNBNB ⊆ B ·BNB ·B ⊆ BNB

(i.e we have show that BNB is closed under multiplication.)

Therefore, from all the above, we take that BNB is subgroup of G and that completes the
proof.
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Corollary 4.2.1. Every double coset of B in G contains an element of N. Hence any double coset can
be written as BnB for n ∈ N .

Proof. For every g ∈ G by the Bruhat Decomposition Theorem we have that

BgB = Bbnb
′
B = BnB

for some b, b
′ ∈ B and n ∈ N .

Theorem 4.2.2. Let n, n
′ ∈ N . Then,

BnB = Bn
′
B ⇐⇒ π(n) = π(n

′
)

Proof. If π(n) = π(n
′
) =⇒ nH = n

′
H =⇒ n

′ ∈ nH. So, n
′
= nh, for some h ∈ H.Then

Bn
′
B = BnhB = BnB (since h ∈ H = B ∩N ⊆ B).

Conversely, suppose BnB = Bn
′
B. Let π(n) = w and π(n

′
) = w

′
. We want to show that w = w

′
.

Now, every element of W is a product of elements of S. Let ℓ(w) be the shortest length of any such
expression. W.l.o.g suppose that ℓ(w) ≤ ℓ(w′

) and we apply induction on length ℓ(w):

• Suppose ℓ(w) = 0. Then w = 1. So n ∈ H = B ∩ N and thus BnB = B. Moreover, from
hypothesis Bn

′
B = BnB. Hence, Bn

′
B = B =⇒ n

′ ∈ B ∩N = H =⇒ π(n
′
) = 1. i.e w

′
= 1.

• Suppose now that ℓ(w) > 0. Then w = siw
′′
where ℓ(w

′′
) = ℓ(w) − 1. Choose, ni ∈ N and

n
′′ ∈ N s.t π(ni) = si and π(n

′′
) = w

′′
. Then,

π(nin
′′
) = siw

′′
= w = π(n)

from the 1st part of thm
=================⇒ Bnin

′′
B = BnB

So Bn
′
B = BnB = Bnin

′′
B, and thus

nin
′′
B ⊆ Bn

′
B ⇒ n

′′
B ⊆ ni−1Bn

′
B

But ni
2 ∈ B ⇒ ni

−1B = niB, since π(ni) = si and si
2 = 1, so

n
′′
B ⊆ niBn

′
B

but by axiom (4i) niBn
′ ⊆ Bnin

′
B ∪Bn′

B, so

n
′′
B ⊆ (Bnin

′
B ∪Bn

′
B)B = Bnin

′
B ∪Bn

′
B

Hence,
Bn

′′
B = Bnin

′
B or Bn

′
B

But by the property of double cosets it must be equal to one or the other or its intersection will
be = ∅
Recall ℓ(w

′′
) = ℓ(w)− 1 so we can apply induction and thus we have that

π(n
′′
) = π(nin

′
) or π(n

′
)

⇐⇒ w
′′
= siw

′
or w

′

But, ℓ(w
′′
) < ℓ(w) ≤ ℓ(w′

), so w
′′ ̸= w

′
.

So we must have
w

′′
= siw

′

Then,
w = siw

′′
= si

2w
′
= w

′

since si
2 = 1

Thus, π(n) = π(n
′
).
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Corollary 4.2.2. The number of double cosets of B in G is equal to |W |. In particular, when G =
GLn(k), B = triangular subgroup , the number of double cosets is n!.

Proposition 4.2.1. Let w ∈W, si ∈ S and π(ni) = si, π(n) = w, where ni, n ∈ N . Then

1. If ℓ(siw) ≥ ℓ(w) then niBn ⊆ BninB

2. If ℓ(siw) ≤ ℓ(w) then niBn ∩BnB ̸= ∅

Remark 4.2.1. Note that they must always intersect since nin ∈ niBn ∩BninB.

Proof. For (1):

We apply induction on ℓ(w)

• If ℓ(w) = 0 : then w = 1 and so n ∈ B ∩ N . Hence, niBn = niB and BninB = BniB, but
niB ⊆ BniB so niBn ⊆ BninB.

• Now suppose ℓ(w) > 0. Then, exists w
′ ∈ W such that w = w

′
sj , with sj ∈ S and ℓ(w

′
) =

ℓ(w)− 1.

Suppose the result is false for contradiction, i.e niBn ⊈ BninB. Then, by the axiom (4i)
niBn ⊆ BninB ∪BnB, we take that

niBn ∩BnB ̸= ∅ (⋆)

Choose n
′ ∈ N with π(n

′
) = w

′
and nj ∈ N : π(nj) = sj . Then, n = n

′
nj , so

niBn
′
nj ∩BnB ̸= ∅

from (⋆)

but, π(n
′
nj) = w = π(n)

theorem
======⇒ Bn

′
njB = BnB.

So,
niBn

′
nj ∩BnB ̸= ∅⇒ niBn

′
∩BnBnj

−1 ̸= ∅

Now, since nj
2 ∈ B we have that

niBn
′
∩BnBnj ̸= ∅

We have ℓ(siw
′
) ≥ ℓ(w

′
) (because otherwise we would have ℓ(siw

′
) < ℓ(w

′
) = ℓ(w) − 1, but

from siw = siw
′
sj ⇒ ℓ(siw) ≤ ℓ(siw

′
) + 1 < ℓ(w)− 1 + 1 = ℓ(w), which is contradiction due to

hypothesis ℓ(siw) ≥ ℓ(w).)

So, ℓ(siw
′
) ≥ ℓ(w′

) and from the inductive hypothesis we have that

niBn
′
⊆ Bnin

′
B

Now, since niBn
′ ∩BnBnj ̸= ∅ we obtain that

Bnin
′
B ∩BnBnj ̸= ∅ (1)

But from axiom (4i) nBnj ⊆ BnnjB ∪BnB ⇒ we get

BnBnj ⊆ BnnjB ∪BnB (2)

From the previous relations,(1) and (2), we have that there exists a common element in both
Bnin

′
B, BnnjB ∪BnB, so as double coset we take that

Bnin
′
B = BnnjB or BnB
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Hence, by Theorem ⇒ siw
′
= wsj or w.

If siw
′
= wsj ⇒ siw

′
sj = w ⇒ siw = w ⇒ si = 1, contradicting the construction of S.

So, siw
′
= w ⇒ w

′
= siw, since si

2 = 1. Thus, from ℓ(w
′
) < ℓ(w) we obtain that

ℓ(siw) < ℓ(w)

contradicting our hypothesis.

So, we conclude that if
ℓ(siw) ≥ ℓ(w)⇒ niBn ⊆ BninB

For (2) :

We have that, niBni ⊆ Bni
2B ∪BniB by axiom (4i) for n = ni.

Also, since ni
2 ∈ B we have that Bni

2B ∪BniB = B ∪BniB.
On the other side by axiom (4ii) niBni = niBni

−1 ̸= B.

So, from all the above, we obtain that

niBni ∩BniB ̸= ∅

⇒ niB ∩BniBni
−1 ̸= ∅

⇒ niB ∩BniBni ̸= ∅

⇒ niBn ∩BniBnin ̸= ∅

Now, ℓ(sisiw) = ℓ(w) ≥ ℓ(siw) so siw satisfies the conditions of (1), of this proposition, and hence

niBnin ⊆ Bni
2nB = BnB

So,
BniBnin ⊆ BnB

Thus,
niBn ∩BnB ̸= ∅

i.e we have shown that if
ℓ(siw) ≤ ℓ(w) =⇒ niBn ∩BnB ̸= ∅

Corollary 4.2.3. ℓ(siw) ̸= ℓ(w). Specifically, ℓ(siw) = ℓ(w)± 1.

Proposition 4.2.2. Suppose w ∈W, si, sj ∈ S satisfy

• ℓ(siw) = ℓ(w) + 1,

• ℓ(wsj) = ℓ(w) + 1,

• ℓ(siwsj) = ℓ(w).

Then
siw = wsj and so siwsj = w

Proof. Let w
′
= wsj and n, n

′
, ni, nj ∈ N with π(n

′
) = w

′
, π(n) = w, π(ni) = si, π(nj) = sj .

Since

ℓ(siw) = ℓ(w) + 1
prop 4.2.1
======⇒ niBn ⊆ BninB (3)

and from
ℓ(siw

′
) = ℓ(w

′
)− 1

prop 4.2.1
======⇒ niBn

′
∩Bn

′
B ̸= ∅
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So
niBn

′
nj ∩Bn

′
Bnj ̸= ∅

and hence we get

niBn ∩Bn
′
Bnj ̸= ∅ (4)

From (3), (4) we obtain that

BninB ∩Bn
′
Bnj ̸= ∅

Now, from axiom (4i)

n
′
Bnj ⊆ Bn

′
njB ∩Bn

′
B

So by the property of double cosets,

BninB = Bn
′
njB or Bn

′
B

since it intersects and their union is non-trivially and they’re all double cosets.

So from Theorem above,
siw = w

′
sj or w

′

But if siw = w
′
sj ⇒ siw = wsjsj = wsj

2 = w then si = 1, which is contradiction by the construction
of S.

So siw = w
′ ⇒ siw = wsj ⇐⇒ siwsj = w

4.3 The Fundamental Theorem

Theorem 4.3.1. For every finite group G with BN-pair, with Weyl group W = N
B∩N and the S be

the set of distinguished generators of W, we have that W is a Coxeter group and S is a set of Coxeter
generators. In particular (W,S) is Coxeter System.

Proof. Let si, sj ∈ S with si ̸= sj . Let mij be the order of sisj if this is finite.
We have (sisj)

mij = 1. We need to show that it’s a set of defining relations.

So we must prove that, ifG⋆ is any group generated by elements gi in 1-1 correspondence with elements
si ∈ S s.t gi

2 = 1, (gigj)
mij = 1, then there exist a homomorphism θ :W −→ G⋆ s.t θ(si) = gi.

This will show that W is the universal group with these generators and relations.

• STEP 1 : We first show that if w ∈W has two reduced expressions

w = si1 ...sik = sj1 ...sjk

then
gi1 ...gik = gj1 ...gjk

We use induction on ℓ(w).

– If ℓ(w) = 0 then w = 1 so we are ok.

– Suppose this is true for every w with ℓ(w) < k, but that exist w ∈ W with ℓ(w) = k for
which it fails. Then

w = sj1 ...sjk = sj2k ...sjk+1

but
gj1 ...gjk ̸= gj2k ...gjk+1

Note that sj2 ...sjk is reduced since sj1 ...sjk is reduced.

25



Claim 1. We shall show that sj2 ...sjksjk+1
is also reduced.

Proof. Indeed, suppose that isn’t. Then sj2 ...sjksjk+1
= sa1

...sak−2
reduced. So, sj2 ...sjk =

sa1
...sak−2

sjk+1
since sjk+1

2 = 1

Both of these expressions are reduced of length k − 1 (since sj2 ...sjk is reduced, they’re
the same length and they’re equal)

So by our choice of k (minimality) we must have that

gj2 ...gjk = ga1 ...gak−2
gjk+1

(⋆)

Also
sj2k ...sjk+2

= sj1 ...sjksjk+1
= sj1sa1

...sak−2

from the fact that sj2 ...sjk = sa1
...sak−2

sjk+1
and sjk+1

2 = 1

Both sides are reduced of length k − 1, so again by minimality of k

gj2k ...gjk+2
= gj1ga1

...gak−2
(⋆⋆)

So eliminating the ga
′
s from the relations (⋆), (⋆⋆) we get

gj2 ...gjkgjk+1
= gj1gj2k ...gjk+2

⇐⇒ gj1 ...gjk = gj2k ...gjk+1

which is contradiction.

So, we have shown that sj2 ...sjksjk+1
is reduced.

Claim 2. We shall show that sj1 ...sjk = sj2 ...sjk+1
but gj1 ...gjk ̸= gj2 ...gjk+1

.

Proof. Now, we have that

sj2 ...sjk is reduced of length k-1

sj1sj2 ...sjk is reduced of length k

sj2 ...sjksjk+1
is reduced of length k

sj1sj2 ...sjksjk+1
is not reduced ℓ(sj1 ...sjk+1

) = k − 1

(since sj1 ...sjk = sj2k ...sjk+1
⇒ sj1 ...sjk+1

= sj2k ...sjk+2
)

So by previous proposition we get

sj1 ...sjk = sj2 ...sjk+1
(⋆ ⋆ ⋆)

We shall show that
gj1 ...gjk ̸= gj2 ...gjk+1

Suppose that is possible gj1 ...gjk = gj2 ...gjk+1
.

Now, sj2k ...sjk+2
= sj1 ...sjksjk+1

= sj2 ...sjk by (⋆ ⋆ ⋆) and sjk+1
2 = 1

Hence, gj2k ...gjk+2
= gj2 ...gjk by induction.

So
gj1 ...gjk = gj2 ...gjk+1

= gj2k ...gjk+2
gjk+1

which is contradiction, by assumption and above.

Thus
gj1 ...gjk = gj2k ...gjk+1
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So
sj1 ...sjk = sj2 ...sjk+1

but gj1 ...gjk ̸= gj2 ...gjk+1

Hence, having started with

sj1 ...sjk = sj2k ...sjk+1
but gj1 ...gjk ̸= gj2k ...gjk+1

we have derived that

sj1 ...sjk = sj2 ...sjk+1
but gj1 ...gjk ̸= gj2 ...gjk+1

We repeat this process, considering

sj2 ...sjk+1
= sj1 ...sjk

to get
sj2 ...sjk+1

= sj3 ...sjk+1
sjk but gj2 ...gjk+1

̸= gj3 ...gjk+1
gjk

Repeat again, also swapping l.h.s and r.h.s again, gives

sj3 ...sjk+1
sjk = sj4 ...sjk+1

sjksjk+1
but gj3 ...gjk+1

gjk ̸= gj4 ...gjk+1
gjkgjk+1

By continuing in this way we end up with

sjksjk+1
sjksjk+1

... = sjk+1
sjksjk+1

sjk

but
gjkgjk+1

gjkgjk+1
... ̸= gjk+1

gjkgjk+1
gjk ...

Hence, since the sa
′
s have order 2 this says that

(sjksjk+1
)k = 1 and (gjkgjk+1

)k ̸= 1

So k is a multiple of the order of sjksjk+1
, i.e of mjkjk+1

.

Thus, (gjkgjk+1
)k = 1, which is contradiction by our construction of G⋆.

So, we have shown that any two reduced expressions for w ∈ W give equal expressions
in G⋆.

• STEP 2 : Know we define the map θ :W −→ G⋆ in the following way:

Take a reduced expression for w ∈ W . Define θ(w) to be the corresponding product in G⋆.
Then, from the Step 1 we obtain that the map θ is well-defined.

Now, we have to show that θ is a homomorphism.

Claim 3. In this direction, it’s sufficient to show that

θ(siw) = θ(si)θ(w)

∀si ∈ S, w ∈W , since all the elements of W are products of elements of S.
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Proof. If ℓ(siw) = ℓ(w) + 1 then the result is obvious.

Now suppose that ℓ(siw) = ℓ(w)− 1. Then put w
′
= siw and so we get

w = siw
′

with ℓ(siw
′
) = ℓ(w) + 1, since si

2 = 1

So
θ(siw

′
) = θ(si)θ(w

′
)

⇒ θ(w) = θ(si)θ(w
′
)

But θ(si) = gi and has order 2 so θ(si)θ(w) = θ(w
′
)

i.e
θ(siw) = θ(si)θ(w)

in this case also.

So we have shown that the map θ as defined above is homomorphism.

It’s also clear from the definitions of the homomorphism θ that is 1-1 and onto, is isomor-
phism.

This shows that W is isomorphic to the abstract group with generators and relations as given.

So W is a Coxeter group.
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4.4 An Example of a BN-pair Group

Let K be any field and G = GLn(K) be the group of all invertible n× n matrices with entries over K.
(Note that for an arbitrary field K the group G may be infinite)

Let:

B = group of upper triangular matrices = {(aij) ∈ G : aij = 0, if i < j}
N = group of monomial matrices in G = {(aij) : exactly one non-zero element for every row and column}
H = B ∩N = group of diagonal matrices in G

Theorem 4.4.1. The subgroups B and N defined above form a BN-pair in G = GLn(K) of rank n,
whose Weyl group W is isomorphic to the symmetric group Sn.

Proof.

Claim 4. H = B ∩N = group of diagonal matrices in G

Proof. Let h ∈ H. Then h = (hij)n×n is an n × n matrix such that is upper triangular and simulta-
neously every row and every column has exactly one non-zero element. Thus,

hii ̸= 0 and hij = 0 ∀i < j

Now
hij = 0 ∀i > j

since if exists i > j s.t hij ̸= 0 then either the j−column or the i−row would have a second non-zero
element beside the element hii, which is contradiction due to the definition of matrices in the subgroup
N and h ∈ N .

So
H = B ∩N = group of diagonal matrices in G

• Let Sn be the symmetric group of degree n. We will construct a epimomorphism π : N −→ Sn

1. First we defined the homomorphism π : N −→ Sn in the following way:

Let A ∈ N a monomial matrix

e.g A will be of the form 
⋆ 0 0 · · · 0
0 0 ⋆ · · · 0
0 0 0 · · · ⋆
...

...
...

. . .

0 ⋆ 0 · · · 0


i.e a n× n matrix with exactly one non-zero element for every row and column.

Now suppose the non-zero entry in i−row appear in ji−column. i.e(
0 · · · ⋆ 0

↑
ji − column

)

Then we construct the permutation σA in the following way :
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We map the index of every row to the corresponding index of the column that has the
non-zero element.

Thus we have:

σA =


1 7→ j1
2 7→ j2

...
n 7→ jn


i.e : we have the permutation

σA =

(
1 2 · · · n
j1 j2 · · · jn

)
Claim 5. Indeed, σA ∈ Sn

Proof. – σ A is 1-1:

If i ̸= i
′
(i.e we have choose two different rows from the matrix A) then we obtain

that in the ji and ji′−column we have a non-zero element of the matrix. Thus by the
property of the monomial matrices we have that it isn’t possible to have two non-zero
elements in the same column. So ji ̸= ji′ . Hence σA is 1-1.

– σ is onto:

Let k ∈ [n]. We will show that exists i ∈ [n] : σA(i) = k

From the definition of the matrix A ∈ N we obtain that exits a row s.t in the k−column
has a non-zero element. Let ki−row be the row with the non-zero element. Then from
the definition of the σA we have that:

σA(ki) = k

Thus σA is onto.

So σA ∈ Sn

Now, we are ready to define the map π : N −→ Sn:

We map the matrix A to the permutation σA by

(
0 · · · ⋆ 0

↑
ji − column

)
7−→ σA =

(
1 2 · · · n
j1 j2 · · · jn

)
∈ Sn

2. The map π : N −→ Sn is well defined :

Suppose A = A
′ ∈ N . From the way they have been defined, the same non-zero elements

must correspond to the same rows for the same columns. So

σA = σA′

since for every i ∈ [n] we will have that the same column ji will correspond to the i−row
and then

σA(i) = ji = σA′ (i)
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Let the unity monomial matrix IN ∈ N = diag(1, · · · , 1). Then

non-zero element of 1st-row ⇝ non-zero element of 1st-column
...

non-zero element of nth-row ⇝ non-zero element of nth-column

So

π(IN ) = σN =

(
1 2 · · · n
1 2 · · · n

)
= idN

i.e the map π is sending the unity matrix of the subgroup N to the identity permutation of
the Sn.

3. The map π is indeed homomorphism and moreover epimorphism :

In this direction, we will present an equivalent way of defining the above map π:

Notice that the subgroup N permutes the lines Kei, i.e the subspaces < ei >, where
{e1, · · · en} be the canonical basis of the vector space Kn, and so we obtain an act of
N on < ei >. Therefore, from this action it defined an epimorphism ρ : N −→ Sn such
that maps every i-row of a matrix A ∈ N into the permutation σA, where the σA is such
that i 7→ ji, with ji-column be the column of matrix A with the non-zero element. Now
it’s obvious from the way the maps π and ρ have been defined, that are the same map, and
hence we get that the map π is an epimorphism.

4. Kerπ = H

Let A ∈ Kerπ.

Then
π(A) = idSn

i.e idSn
(i) = i but on the other hand

π(A) = σA =

(
1 2 · · · n
j1 j2 · · · jn

)
where ji−column is the column of the matrix A that has the non-zero element for i−row.

So
ji = σA(i) = idSn

(i) = i

i.e the matrix A is diagonal.

Obviously, vice versa if A is a diagonal matrix then

π(A) = σA = idSn

Hence we obtain that
Kerπ = H = diagonal matrices of G

5. Now from the 1st Isomorphism Theorem for groups we obtain that

N

Kerπ
∼= imπ = Sn

Since Kerπ = H by (4) we have that H ◁N and we conclude that

N/H =W ∼= Sn

So
W ∼= Sn
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• Now we will show that the group G satisfies the axioms in the definition of the group with BN-
pair.

1. For Axiom 1:

Consider left multiplication by elements of B(
a c
0 b

)(
x y
z t

)
=

(
ax+ cz ay + ct
bz bt

)
So left multiplication by an element of B transforms any row into a multiple of itself and a
linear combination of later rows.

On the other hand consider right multiplication by elements of B(
x y
z t

)(
a c
0 b

)
=

(
ax cx+ by
az cz + bt

)
So right multiplication by an element of B transforms each column into a multiple of itself
and a linear combination of earlier columns.

Hence the left and right multiplication by elements of B is corresponding to row and column
transformations.

Thus any element of G can be transformed by left multiplication by b ∈ B into a ma-
trix s.t the first non-zero positions in the rows 1, .., n are in different columns. So any
matrix of the G after left multiplication by an element of B it will be of the form :



⋆ · · ·
...
0 ⋆ · · ·
...
0 · · · 0 ⋆ · · ·
...
0 · · · ⋆ · · ·



Now by right multiplication by b
′ ∈ B we can make the above matrix monomial. So fi-

nally it will be of the form :


0 0 0 · · ·
0 0 ⋆ · · ·
...

...
...

⋆ 0 0 · · ·
0 ⋆ 0 · · ·


Thus for every g ∈ G and appropriate choose of elements in B, we obtain that exists
b, b

′ ∈ B s.t bgb
′ ∈ N , i.e bgb

′
= n, for some n ∈ N . So

g = b−1n(b
′
)−1 ∈ BNB (Bruhat Decomposition)

So
G =< B,N >
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i.e we have show that the group G satisfy the axiom 1.

2. For Axiom 3 :

W ∼= Sn we have that
W =< si : si

2 = 1 >

where si = (i i+ 1), for i ∈ [n].

So there exists a set of generators S = {s1, · · · , sn−1} for W with si
2 = 1 (si is trans-

portation’s)

Thus S clearly satisfy the axiom 3.

3. For Axiom (4i) and (4ii):

Let ni ∈ N , where ni be a monomial matrix that has unit in the diagonal except the
(i,i) and (i+1,i+1) positions where we have zero’s, and zero anywhere else except the posi-
tions (i,i+1) and (i+1,i) where we have unity. Also let π(ni) = si

Let U be the subgroup of upper-triangular matrices with unit in the diagonal i.e

U = {(aij) : aij = 0 if i > j, aii = 1}

and Ui ≤ U be the subgroup of the upper-triangular matrices with unit in the diagonal and
0 in the i+ 1−position above the diagonal i.e

Ui = {(aij) ∈ U : ai i+1 = 0}

Let eij be the elementary matrix which has in every position zero except the (i, j)-position
that has unit. For i ̸= j define Xij = {I + λeij : ∀λ ∈ k} so Xij it will be consists of
matrices that have

– zero under the diagonal

– unit in the diagonal

– λ in the (i, j)−position
We will write Xi = Xi i+1 , X−i = Xi+1 i these are subgroups of G.

Now, we have that U ◁ B and so if b ∈ B, u ∈ U =⇒ b−1ub ∈ B. It’s obvious from
the way multiplication works between matrices that B = UH = HU since

1 ⋆ · · · ⋆
0 1 · · · ⋆
...

. . .
. . .

...
0 · · · 0 1

 diag(⋆, · · · , ⋆) =


⋆ ⋆ · · · ⋆
0 ⋆ · · · ⋆
...

. . .
. . .

...
0 · · · 0 ⋆

 ∈ B
Similarly if we multiple by an element of H an element of U we obtain a matrix in B. Also
obviously a upper-triangular matrix in B can decomposed it, as a product of a matrix in U
and a matrix in H or vice versa.

Furthermore U ∩ H = {I} since a matrix in U ∩ H is simultaneously a diagonal matrix
(because is in H) with unit in the diagonal (because is in U).

Also clearly U = XiUi = UiXi and Ui ∩Xi = {I}

Now by simple calculations we obtain that niXini
−1 = X−i, e.g in the case of 2× 2:
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(
0 1
1 0

)(
1 λ
0 1

)(
0 1
1 0

)
=

(
1 0
λ 1

)
Also niUini

−1 = Ui

Thus if niBni
−1 = B we would have that

X−i = niXini
−1 ⊆ niBni

−1 ⊆ B

which is contradiction sinceX−i is lower-triangular and B is the subgroup of upper-triangular
matrices of G, hence must X−i ⊈ B.

So
niBni

−1 ̸= B

thus the axiom (4ii) holds.

Now for axiom (4i):

niBn
B=HU
=== niHUn = niHni

−1niUn
H◁N
==== HniUn

U=UiXi==== HniUini
−1niXin

niUini
−1=Ui========

HUiniXin
HUi⊆B

⊆ BniXin

Consider π(n) = σ and π(ni) = σi = (i i+ 1) ∈ Sn

Then
n−1Xijn = Xσ(i)σ(j)

so
niXin = ninn

−1Xin = ninXσ(i)σ(i+1)

We have two cases to consider:

(a) If σ(i) < σ(i+ 1) :

Then Xσ(i)σ(i+1) ⊆ B since Xσ(i)σ(i+1) is upper-triangular. So

niXin = ninXσ(i)σ(i+1) ⊆ ninB

and hence
niBn ⊆ BniXin ⊆ BninB

so the axiom 4ii) holds for this case.

(b) If σ(i) > σ(i+ 1) :

Let n
′
= nin and π(n

′
)σ

′
. So σ

′
= π(n

′
) = π(ni)π(n) = siσ since π(ni) = si.

Thus σ
′
(i) < σ

′
(i+ 1) since si = (i i+ 1)

Then
niXin = niXini

−1nin = X−in
′
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for short, where a occurs in the (i,i) position.

We notice that multiplication of the large matrices of this form corresponds to multi-
plying the ones as if they were normal 2× 2 matrices and vice versa.

If λ ̸= 0 then

(
1 0
λ 1

)
=

(
1 λ−1

0 1

)(
−λ−1 0
0 λ

)(
0 1
1 0

)(
1 λ−1

0 1

)
So [

1 0
λ 1

]
∈ UHniU ⊆ BniB

Now when λ = 0 we get the unit matrix In ∈ B

Thus in general we obtain that

X−i ⊆ B ∪BniB ⇒ X−in
′
⊆ Bn

′
∪BniBn

′

because σ
′
(i) < σ

′
(i+ 1) so by the previous case we have that

niBn
′
⊆ Bnin

′
B

and hence
X−in

′
⊆ Bn

′
∪B ·Bnin

′
B = Bn

′
∪Bnin

′
B

Also niXin = X−in
′
from above so we get that

niXin ⊆ Bn
′
∪Bnin

′
B = Bnin ∪BnininB

Now ni
2 ∈ B so

niXin ⊆ Bnin ∪BnB

So
niBn ⊆ BniXin ⊆ B(Bnin ∪BnB) ⊆ BninB ∪BnB

Hence
niBn ⊆ BninB ∪BnB

and so the axiom (4ii) holds.
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5 The Hecke Algebra

5.1 Double Cosets

Definition 5.1.1. Let G be a group, and let H and K be subgroups. We define on group G the equiv-
alence relation :

For x, y ∈ G :

x ∼ y ⇐⇒ if ∃ h ∈ H, k ∈ K : y = hxk

For each x ∈ G the equivalence classes of x under this equivalence relation is called the (H,K)− double
coset of x and is the set

HxK = {hxk : h ∈ H, k ∈ K}

The set of all (H,K)-double cosets is denoted H\G/K.

If K = H the (H,H)−double coset of G due to subgroup H, is the sets of the equivalence classes
HxH, for each x ∈ G and the x is called representative os the double coset.

The set of all (H,H)−double cosets is denoted by H\G/H.

[Double Cosets]

Remark 5.1.1. Equivalently the (H, K)-double cosets of G may be described as orbits for the product
group H ×K acting on G by

(h, k) · x = hxh−1, for h ∈ H, k ∈ K,x ∈ G

Proposition 5.1.1. Some Properties of Double Cosets :

1. Two double cosets HxK and HyK are either disjoint or identical.

2. G is the disjoint union of its double cosets. i.e G =
⊔

x∈GHxK

3. There is a 1− 1 correspondence between the two double coset spaces H\G/K and K\G/H given
by identifying HxK with Kx−1H.

4. A double coset HxK is a union of right cosets of H and left cosets of K.

Proposition 5.1.2. Let HxH a double coset for x ∈ G.

Then the HxH double coset is written as a disjoint union of right cosets. Specifically,

HxH =
⊔
si

Hxsi

where {si} is a complete system of right representatives of the subgroup K := H ∩ x−1Hx in H, (i.e
H = Ks1 ⊔Ks2 ⊔ · · · )

Proposition 5.1.3. It follows that the number of right cosets of H contained in HxK is the index
[K : K ∩ x−1Hx] and the number of left cosets of K contained in HxK is the index [H : H ∩ xKx−1].
Therefore

|HxK| = [H : H ∩ xKx−1]|K| = |H|[K : K ∩ x−1Hx]

If |G| <∞ then

|HxK| = |H||K|
|H ∩ xKx−1|

=
|H||K|

|K ∩ x−1Hx|
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Particularly, if H = K and G is finite then

|HxH| = |H| · [H : H ∩ x−1Hx] = |H|2 · |H ∩ x−1Hx|

5.2 The Structure of Hecke Algebra

We now assume that G is a finite group, with BN-pair (e.g G = GLn(Fq), Fq is a field with q elements,
where q = pe, with p be a prime)

Let CG be the group algebra of G. Thus CG is the set of elements of the form
∑

g λgg, where
λi ∈ C, gi ∈ G. We recall also that, sometimes is convenient to identify the group algebra CG with
the set of C−functions on G. The element

∑
g λgg ∈ CG corresponding to the function f : G −→ C

defined by f(g) = λg, g ∈ G, λg ∈ C.

Now the group algebra CG is a vector space over C and also CG is a ring, because the elements of
G admit multiplication gigj ∈ G, extended linearly.

A C−algebra is a vector space over C which is also a ring.

We can regard CG as a left G-module since for every g ∈ G, v ∈ CG we get gv ∈ CG and
(gg

′
)v = g(g

′
v), for g, g

′ ∈ G, v ∈ CG.

Let e = 1
|B|

∑
b∈B b ∈ CB is a idempotent in CB, since e2 = e (e2 = 1

|B|2
∑

b,b′∈B bb
′
=

1
|B|2 |B|

∑
b∈B b = e). Also note that for every b ∈ B is true that be = e. Thus the space Ce is a

CB−module, and in particular is a 1-dimensional left CB-module, that giving the trivial representa-
tion of B (since Ce is B-invariant). i.e defined the representation 1B : B −→ GL1(C), with b 7→ 1.

Now we could make the following definition:
Let V = CGe ≤ CG be the left CG-module generated by e. We will call V the induced module of Ce.
So Ce gives the trivial representation 1B of B and V = CGe gives the induced representation 1GB of
G.

5.2.1 The Definition of Hecke algebra H

Proposition 5.2.1. dim V = [G : B]

Proof. Let g1, ..., gr be a set of left coset representatives of B in G. So

G = g1B ⊔ g2B ⊔ ... ⊔ grB

We notice that,

re =
∑
g∈G

λgge =
∑
g∈G

λg(ge)

for r =
∑

g∈G λgg ∈ CG

So the elements ge, with g ∈ G will spanned the CG-module V.i.e

V =< ge | g ∈ G >

as a C-vector space.

Now, since g is in some left coset of B in G we have that g = gib where b ∈ B for some i ∈ [r].
Then

ge = gibe = gie
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and so the elements gie spanned V. Thus

V =< g1e, · · · , gre >

We will show that the elements gie are linearly independent.

Suppose ∑
i

λigie = 0⇒ 1

|B|
∑
i

λi(
∑
b∈B

gib) = 0

But
∑

b∈B gib is the sum of all the elements of cosets giB and two such different sums are disjoint
between them i.e the addends are in different cosets. Hence, as i ∈ [r] we get the linear combination of
all the elements of the group G, which are linear independent since they are form a basis for the CG
as C-vector space. So λi = 0 and thus the set {g1e, ..., gre} are linearly independent. Furthermore, the
set {gie : i ∈ [r]} form a basis for the C-vector space V. Thus

dimCV = [G : B]

Remark 5.2.1. The basis {g1e, ..., gre} we construct in previous proposition, for the C-vector space
V, is independent of the choice οf the representatives of the left cosets.

Now a C-linear map θ : V −→ V is called a CG−endomorphism if

θ(gv) = g(θv), ∀g ∈ G and v ∈ V

Let θ1, θ2 be CG-endomorphisms, then so are θ1 + θ2, θ1θ2(defined by (θ1θ2)v = θ1(θ2v)), and λθ1,
for λ ∈ C. Thus the CG-endomorphisms form the structure of an C−algebra. i.e The space EndCGV
is an C−algebra.

We are ready to define the Hecke algebra of a finite group G with BN-pair.

Definition 5.2.1 (Hecke Algebra). Let G be a finite group with BN-pair and e = 1
|B|

∑
b∈B B be

a idempotent element of CB such that the left ideal CGe affords the induced representation 1GB, We
define as Hecke algebra the space of the CG-endomorphisms of the CG-module V generated by e, where
V = CGe. i.e the Hecke algebra of G with respect to B is the space EndCGV and we will denote by
H = H(G,B, 1B).

Now let A = eCGe = {ere : r ∈ CG} ≤ CG. A is a subalgebra of CG since it’s closed under
addition, multiplication (e(r1e · er2)e ∈ eCGe) and scalar multiplication.

Proposition 5.2.2. dimA = |B\G/B|

Proof. Let x1, x2, ..., xs be a set of double coset representatives of B in G.

G =
⊔
i

BxiB

Now eCGe is spanned by the elements ege, with g ∈ G. But g = bxib
′
, for b, b

′ ∈ B. So

ege = ebxib
′
e = exie

since eb = b
′
e = e.

So A = eCGe is spanned by the elements exie, i.e

eCGe =< exie | i ∈ [s] >

We show that these elements are linearly independent. Suppose∑
i

λiexie = 0⇒ 1

|B|2
∑
b∈B

∑
b′∈B

∑
i

λibxib
′
= 0
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Now
bxib

′
= b̄xib̄

′
⇐⇒ xi

−1b̄−1bxi = b̄
′
b
′−1
⇒ b̄

′
∈ (B ∩ xi−1Bxi)b

′

Conversely for each b̄
′ ∈ (B ∩ xi−1Bxi)b

′
there’s a unique b̄ s.t

xi
−1b̄−1bxi = b̄

′
b
′−1

So g = bxib
′
occurs |B ∩xi−1Bxi|−times in the sum. The coefficients of this element in the given sum

is
1

|B|2
|B ∩ xi−1Bxi|λi

which are equal to zero by the same argument as in the previous proposition. So λi = 0 and thus the
{ex1e, ..., exse} are a basis for A. Hence

dimA = |B\G/B|

Remark 5.2.2. The basis we construct in previous proposition, for the subalegra A of CG, is inde-
pendent of the choice οf the representatives of the double cosets.

5.2.2 An Isomorphic expression for the Hecke algebra

Proposition 5.2.3. 1. If v ∈ V , a ∈ A then va ∈ V

2. The map ρa : V −→ V s.t v 7→ va lies in H = EndCGV

3. The map (a 7−→ ρa) is a bijective map A −→ H

4. The bijection a 7−→ ρa is an anti-isomorphism. (i.e ρab = ρbρa)

Proof. 1. V = CGe, A = eCGe so V A = CGe · eCGe = (CGeeCGe) ⊆ CGe = V

2. ρa is clearly linear. Now if g ∈ G then ρa(gv) = (gv)a = g(va) = gρa(v)

(acting by g on left and a on right. Hence actions commuting.)

3. Suppose ρa(v) = ρb(v) for every v ∈ V . So

ρa(e) = ρb(e)⇒ ea = eb

but ea = a, eb = b since a, b ∈ eCGe.

So a = b.

Thus the map a 7−→ ρa is injective.

Now suppose θ ∈ H, θ : V −→ V . Let θ(e) = a ∈ CGe

We have that
a ∈ eCGe

since eθ(e) = θ(e · e) = θ(e)⇒ ea = a. So a = ea ∈ eCGe

We show that θ = ρa. Let v ∈ CGe, so ve = v. Thus

θ(v) = θ(ve) = vθ(e) = va

Hence θ = ρa.

4. ρab(v) = v(ab) = (va)b = ρb(va) = ρbρa(v). So ρab = ρbρa.
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Corollary 5.2.1. dimH = |B\G/B| = |W |

Proof. Consider the map i : G −→ G with i(g) = g−1 then

i(g1g2) = (g1g2)
−1

= g2
−1g1

−1 = i(g2)i(g1)

So i is an anti-automorphism of G.

Extend linear this map to CG to get a map i : CG −→ CG with i(
∑
λigi) =

∑
λigi

−1.

Then i is an anti-automorphism of CG.

Let x ∈ CG then i(exe) = i(e)i(x)i(e). Now since e = 1
|B|

∑
b∈B b we get that

i(e) =
1

|B|
∑
b∈B

b−1 = e

So
i(exe) = ei(x)e ∈ eCGe

So i gives an anti-automorphism of eCGe, i : A −→ A.

Combining the above map i, with an anti-isomorphism A −→ H, such as in the previous proposi-
tion, we obtain an isomorphism A −→ H. So the Hecke algebra H = H(G,B, 1B) is isomorphic to the
subalgebra eCGe of CG,

5.2.3 A basis for the Hecke algebra H

Proposition 5.2.4. Let w ∈W, si ∈ S with ℓ(siw) = ℓ(w)+1. Let ni, n ∈ N have π(n) = w, π(ni) =
si. Then

enie · ene = enine

Proof.

enie · ene = eniene =
1

|B|
∑
b∈B

enibne

But niBn ⊆ BninB

So
nibn ∈ BninB ⇒ nibn = b1ninb2

for some b1, b2 ∈ B.

Now
enibne = eb1ninb2e = enine

since be = e = eb for each b ∈ B.

So

enie · ene =
1

|B|
∑
b∈B

enine =
1

|B|
|B|enine = enine

Proposition 5.2.5. Let qi = [B : niBni
−1 ∩B]. Then

enie · enie =
1

qi
e+

qi − 1

qi
enie
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Proof. By axiom 4 in the definition of the BN-group we have that niBni ⊆ B ∪BniB. So

|niBni| = |niBni|+ |niBni ∩BniB|

Now niBni = niBni
−1 and |niBni

−1| = |B|

|niBni
−1 ∩B| = 1

qi
· |B|

by the definition of qi.

So

|niBni
−1 ∩BniB| = |niBni

−1| − 1

qi
|B| = |B| − 1

qi
|B| = (1− 1

qi
)|B|

Thus

enie · enie = enienie =
1

|B|
∑
b∈B

e(nibni)e

Then

1

|B|
∑
b∈B

e(nibni)e =
1

|B|
[(# times) nibni ∈ B) · e+ (# times nibni ∈ BniB) · enie]

=
1

|B|
(
1

qi
|B| · e+ qi − 1

qi
|B| · enie)

=
1

qi
e+

qi − 1

qi
enie

(5)

Example 5.2.1. Let G = GLn(q) where q = pa for some prime p.

Recall B = UH = XiUiH and niHni
−1 = H, niUini

−1 = Ui, niXini
−1 = X−i. So

niBni
−1 = niXiUiHni

−1 = X−iUiH

Also
B ∩ niBni

−1 = XiUiH ∩X−iUiH = (Xi ∩X−i)UiH = UiH

since Xi ∩X−i = In.

So

|B ∩ niBni
−1| = |Ui||H| =

1

q
|U ||H|

since in U the entry (i, i+ 1) could be chosen in q different ways.

Then

|B ∩ niBni
−1| = 1

q
|B|

and so
[B : B ∩ niBni

−1] = q

So in GLn(q) we obtain that all qi = q.

We shall consider only the case when all qi = q. So

enie · enie =
1

q
e+

q − 1

q
enie

Let us choose, for each w ∈ W , an n ∈ N with π(n) = w. Now we have that ebne = ene, since
b ∈ B∩N because π(bn) = w and hence ene is independent of the choice of n. So take such an element
ene for each w ∈ W . These elements are linearly independent in CG, from the fact that the double
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cosets of G with respect to B are precisely those of the form BnB as n ranges over a set containing
one preimage under π of each element of W. Also, from the corollary 5.2.1 we have that the number
of such elements is |W | = dim eCGe. So from the above we obtain that these elements form a basis
for the A = eCGe.

So now we choose an isomorphism ϕ : eCGe −→ H, with qℓ(w)ene 7→ ϕ(qℓ(w)ene) := Tw, where
π(n) = w. Thus, through the isomorphism ϕ we get a basis Tw, w ∈W for the Hecke algebra H.

We now want to find out how these basis elements multiply together. The following Theorem gives
the results we want.

Theorem 5.2.1. 1. Suppose ℓ(siw) = ℓ(w) + 1. Then TsiTw = Tsiw

2. Suppose ℓ(siw) = ℓ(w)− 1. Then TsiTw = qTsiw + (q − 1)Tw

Proof. 1. The element TsiTw corresponds to

qenie · qℓ(w)ene = qℓ(w)+1enie · ene = qℓ(w)+1enine

So
TsiTw = Tsiw

by the previous corresponds.

2. Let w = siw
′
. Then ℓ(siw

′
) = ℓ(w

′
) + 1. Now TsiTsi corresponds to

q · enie · q · enie = q2(
1

q
e+

q − 1

q
· enie)

= qe+ (q − 1) · qenie
(6)

Thus
TsiTsi = qT1 + (q − 1)Tsi

but Tw = TsiTw′ by (1) of the theorem.

So

TsiTsiTw′ = qT1Tw′ + (q − 1)TsiTw′

TsiTw = qTw′ + (q − 1)Tw

TsiTw = qTsiw + (q − 1)Tw

(7)

These are known as the Iwahori relations.

These results suffice to define the multiplication between any two basis elements (since the Tsi
generate H as an algebra), and thus the entire algebra structure is determined in terms of this basis.

Remark 5.2.3. Also notice that, if w = si1 ...sik reduced then Tw = Tsi1 ...Tsik . So to calculate TwTw′

we express w
′
as a reduced word in sj’s and then we apply the theorem repeatedly.

Corollary 5.2.2. If ℓ(ww
′
) = ℓ(w) + ℓ(w

′
) then Tww′ = TwTw′ .

So the product of any pair TwTw′ can be deduced from the Iwahori relations.

The Hecke algebra H is determined up to isomorphism by the Weyl group W and the parameter
q.
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5.2.4 A presentation for Hecke algebra

Corollary 5.2.3. The Hecke algebra H is generated by elements {T1, · · · , Tsn}, where S = {s1, · · · , sn}.
These generators satisfy the quadratic relations

Tsi
2 = qT1 + (q + 1)Tsi , 1 ≤ i ≤ n

and the homogeneous relations

(TsiTsj )
mij = (TsjTsi)

mij if mij = even

(TsiTsj )
mijTsi = (TsjTsi)

mijTsj if mij = odd

where mij is the order of the elements sisj in W.

Theorem 5.2.2. The generators and relations given in the above corollary, define a presentation of
the Hecke algebra H.

Since the proof of the above Theorem is similarly to the corresponding proof for the presentation
of the Generic Hecke algebra, which we will introduce it in the next chapter, we will skip it for now.
Notice that, in particular the quadratic relation Tsi

2 = qT1 + (q − 1Tsi), 1 ≤ i ≤ n can also be
expressed in the form

(Tsi − qT1)(Tsi + T1) = 0, 1 ≤ i ≤ n

since
Tsi

2 = qT1 + (q1)Tsi =⇒ Tsi
2 − (q − 1)Tsi − qT1 = 0 =⇒ (Tsi − qT1)(Tsi + T1) = 0

Remark 5.2.4. By the above observation we can see that in order to construct representations of the
Hecke algebra H, it’s enough to define a homomorphism such that for each generator Tsi of H, we
mapped it to a matrix Ai, with the following properties:

• The matrix Ai has eigenvalues either q or −1

• Also every such matrix Ai satisfy the homogeneous relations.

Now, let demonstrate some simple examples of constructions of representations for the Hecke alge-
bra H.

Example 5.2.2. The simplest construction of representations for the Hecke algebra H, are the 1-
dimensional representations of H. So

(i) We define the homomorphism ind : H −→ C, where indTsi 7→ q, 1 ≤ i ≤ n. The representation
that occur from this homomorphism we will call it the index representation.

(ii) Another 1-dimensional representation is the sign representation, that is defined by the homomor-
phism sgn : H −→ C, such that sgn Tsi = −1, 1 ≤ i ≤ n. Also, notice that, it can been shown
that the sign representation corresponds to Steinberg representation.

5.3 The Semisimplicity of the Hecke Algebra

Now will show that the Hecke algebra H is semisimple algebra.

Lemma 5.3.1. Let R be a semisimple C−algebra with unit. Then any irreducible left R-module M is
isomorphic to a left ideal L of R.
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Proof. Let m ∈M , with m ̸= 0.

Consider the map θ : R −→M s.t r 7−→ rm, for each r ∈ R.

θ is a homomorphism of left R-modules. Also θ ̸= 0, θ(1) = m ̸= 0.

So θ(R) is a non-zero submodule of M. Now since M is irreducible we get that θ(R) =M .

Let K = kerθ, K is a left R-submodule of R.

Since R is semisimple we have that R = K ⊕ L, for some left R-submodule L. Thus

M = θ(R) ∼=
R

K
∼= L

Proposition 5.3.1. If R is a semisimple C−algebra with 1 and e ∈ R is idempotent, then eRe is also
a semisimple C−algebra.

Proof. Let N be submodule of eRe, i.e eReN ⊆ N . We must find a complement N
′ ⊆ eRe s.t

eReN
′ ⊆ N ′

and eRe = N ⊕N ′
.

Let
M = RN =< rn | n ∈ N, r ∈ R >

Now since Ne = N = eN we have that

M = RN = RNe ⊆ Re

By the fact that R is semisimple there is an R-module M
′
s.t Re =M ⊕M ′

.

Claim 6. N = eM

Proof. Indeed,
eM = eRN = eReN ⊆ N

Conversely,
N = eN ⊆ eRN = eM

Let N
′
= eM

′
. Then eRe = eM + eM

′
= N +N

′
.

Now N ⊆M,N
′ ⊆M ′ ⇒ N ∩N ′ ⊆M ∩M ′

= 0

So eRe = N ⊕N ′
. Furthermore,

eReN
′
= eReeM

′
⊆ eM

′
= N

′

i.e N
′
is a complimentary left ideal.

Corollary 5.3.1. Take R = CG, e = 1
|B|

∑
b∈B b and eRe = H. So H is semisimple.

Lemma 5.3.2. Let R be a semisimple C−algebra with 1. Then any left ideal of R has the form Re
for some idempotent e.
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Proof. Let L be a non-zero left ideal of R, and let L
′
be a complimentary ideal, thus

R = L⊕ L
′

So we have
1 = e+ e

′

where e ∈ L, e′ ∈ L′
Then

1 = e+ e
′
⇒ e = e2 + ee

′
⇒ e = e2, ee

′
= 0

by the uniqueness of direct sum decomposition.

Now e ∈ L so Re ⊆ L
ℓ ∈ L⇒ ℓ = ℓe+ ℓe

′

where ℓe ∈ L, ℓe′ ∈ L′
. Now

ℓ− ℓe = ℓe
′
∈ L ∩ L

′
= 0

So
ℓe = ℓ, ℓe

′
= 0⇒ L = Le ⊆ Re ⊆ L⇒ L = Re

Definition 5.3.1 (Primitive element). An idempotent e ∈ R is called primitive if e cannot be expressed
as e = e1 + e2, where e1, e2 ̸= 0, e1

2 = e1, e2
2 = e2, e1e2 = 0 = e2e1

Lemma 5.3.3. Re is irreducible ⇐⇒ e is primitive.

Proof. (⇐) Suppose Re is not irreducible. Then

Re =M1 ⊕M2

where M1,M2 ̸= 0 left R-submodules.

So e = e1 + e2 for ei ∈Mi also ei ∈ Re, thus eie = ei

Now
e1 = e1e = e1

2 + e1e2 ⇒ e1
2 = e1, e1e2 = 0

and
e2 = e2e = e2e1 + e2

2 ⇒ e2
2 = e2, e2e1 = 0

Finally, e1 ̸= 0, otherwise e = e2, Re ⊆M2, M1 = 0

Similarly e2 ̸= 0. But e is primitive and so we have a contradiction.

(⇒) Suppose e isn’t primitive. Then
e = e1 + e2

with ei
2 = ei, eiej = 0 (i ̸= j), ei ̸= 0.

So
Re = Re1 +Re2

We need to show that Re1 ∩Re2 = 0 :

Indeed, we take x ∈ Re1 ∩Re2 ⇒ x = xe1 = xe2 = xe1e2 = 0

So
Re = Re1 ⊕Re2

but Re is irreducible and thus we obtain a contradiction.
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5.4 The Correspondence Theorem

Theorem 5.4.1. Let e ∈ CG be idempotent and V = CGe. Then there is a 1-1 correspondence
between irreducible CG−modules occurring as components of V (up to isomorphism) and irreducible
modules for eCGe (up to isomorphism). The dimension of an irreducible module for eCGe is equal to
the multiplicity of the corresponding CG−module as a component of V.

Proof. • STEP 1:

Let M be an irreducible CG-module.

Claim 7. M appears as a component of V = CGe⇐⇒ HomCG(CGe,M) ̸= 0

Proof. First, suppose that M is a component of V. Then V =M ⊕M ′
, thus v = m+m

′
.

The projection pM : V −→M where v 7→ m is a non-zero CG− homomorphism.

Conversely, if θ ∈ HomCG(CGe,M) with θ ̸= 0. Then

V = K ⊕ L

where K = kerθ. So

L ∼=
V

K
∼= imθ =M

since θ ̸= 0 and M is irreducible.

Hence we get that V is a component of M.

• STEP 2 :

Claim 8. There is a bijection HomCG(CGe,M)←→ eM

Proof. Indeed, we show that

Φ : HomCG(CGe,M) −→ eM

θ 7−→ θ(e)

is an isomomorphism.

First, by taking an element θ ∈ HomCG(CGe,M), then θ(e) = θ(ee) = eθ(e) ∈ eM . So the
map Φ is well-defined.

Now, suppose that θ, θ
′ ∈ HomCG(CGe,M) s.t θ(e) = θ

′
(e). Then

θ(re) = rθ(e) = rθ
′
(e) = θ

′
(re)

for every r ∈ CG.

So θ = θ
′
and hence Φ is 1-1.

Now, let m ∈M . We define θ(r) := rm, for r ∈ CGe. Then

θ ∈ HomCG(CGe,M) and θ(e) = em = m

So Φ(θ) = m

Thus we have proved that the map θ 7→ θ(e) is bijective.
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Now, from the two previous claims we obtain that M appears as a component of V = CGe if and
only if eM ̸= 0

• STEP 3 :

Consider the map M −→ eM , where M is irreducible CG−module.
Now eM is an eCGe−module since e(CGee)M ⊆ eM .

We will show that eM is in fact irreducible:

Take m ∈ eM , m ̸= 0. Then
eCGem = eCGm = eM

since M is irreducible and we get that CGm =M

So eM is an irreducible eCGe−module.

• STEP 4 :

Hence we could obtain that there exists a correspondence

{irreducible CG−modules as components of the V } ←→ {irreducible eCGe−modules}

M ←→ eM

Note that this correspondence could be written also in the language of the representations:

Particularly, there is 1-1 correspondence:

{irreducible representations of G appearing in V←→ {irreducible representations of eCGe}

We already know that if M appears in V then eM ̸= 0 and eM is an irreducible eCGe−module.
So it remains to show that this map is bijective.

– First, we show that the map M 7−→ eM is surjective.

Let N be an irreducible eCGe−module. Then by previous lemma and proposition we have
that

N ∼= eCGe · n

where n ∈ eCGe and n2 = n.

Now since n ∈ eCGe and en = n we obtain that

N ∼= eCGn

So it remains to show that CGn is an irreducible CG−module.
Suppose not. Then by previous proposition n isn’t primitive. So

n = n1 + n2
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where n1, n2 ̸= 0, n1
2 = n1, n2

2 = n2, n1n2 = 0 = n2n1.

Then
n1 = nn1 = nn1n = enn1ne ∈ eCGe

Similarly n2 ∈ eCGe

So
n1, n2 ∈ eCGe

So n isn’t primitive in eCGe, which is contradiction due to

N is irreducible eCGe−module⇒ (eCGe)n irreducible eCGe−module

⇒ n is primitive
(8)

So CGn is irreducible and eCGn ∼= N . So the map is surjective.

– Now will show that the map is also injective.

Suppose M
′
is an irreducible CG−module with eM

′ ∼= N as left eCGe−modules.

We will show that M
′ ∼= CGn.

Let n ∈ N so n ∈ nN and thus nN ̸= 0. Hence using the isomorphism eM
′ ∼= N we

get that neM
′ ̸= 0. But ne = n so nM

′ ̸= 0. Thus there exist m
′ ∈M ′

with nm
′ ̸= 0.

Consider the map
CGn −→M

′

x 7−→ xm
′

This is a homomorphism of left CG−modules (clear from the definition). Also it’s non-zero
by our choice of m

′
. Both sides are irreducible. So we must have CGn ∼=M

′
.

So the map is bijective.

• STEP 5 :

Consider dim eM = dim HomCG(CGe,M) and V = CGe.

By Maschke’s theorem V = V1 ⊕ V2 ⊕ · · · ⊕ Vk where Vi are irreducible CG−modules.

Let θ ∈ HomCG(V,M). Then θ induces, by restriction, θi ∈ Hom(Vi,M).

If Vi ≇M then θi = 0.
If Vi ∼=M then Hom(Vi,M) ∼= C by Schur’s Lemma.

So
dim HomCG(CGe,M) = # of V ′

i s isomorphic to M

i.e the multiplicity with which M appears as a component of V.

Corollary 5.4.1. Take e = 1
|B|

∑
b∈B b, eCGe ∼= H.

Then exists 1-1 correspondence that :

{irreducible H-modules} ←→ {irreducible CG−modules appearing as components of V = CGe}
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So in the language of the representation theory we get that:

{irreducible representations of G appearing in V←→ {irreducible representations of H}

and
the dimension of irreps of H ↔ multiplicity of irreps of G appearing in V

where with terminology irreps we mean the irreducible representations.
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5.5 The Examples of GL2(q) and GL3(q)

1. Let G = GL2(q) and B be the subgroup of triangular matrices. Then W ∼= S2, |W | = 2, and
dim H = 2.
By a combinatorial argument, in particular, for any matrix in G, we can take any vector, except
the zero element, as the first row, and the second row can’t be a multiple of the first. Hence

|G| = (q2 − 1)(q2 − q) = q(q − 1)(q2 − 1) = q(q − 1)
2
(q + 1)

By similarly argument, for any element in the subgroup B, we get that

|B| = (q − 1)(q2 − q) = q(q − 1)
2

since this time our choices for the first vector is further restricted, due to any element in B has

the form

(
⋆ ⋆
0 ⋆

)
.

So dim V = [G : B] = q + 1, where V = CGe, as defined above. Then V = V1 ⊕ V2, where V1
gives rise to an irreducible representation of order 1, and V2 to one of order q called the Steinberg
representation.
H has dimension 2 so is generated by T1, Ts, where

Ts
2 = qT1 + (q − 1)Ts

since s2 = 1, i.e ℓ(s2) < ℓ(s).
So H has two irreducible representations by the above Correspondence Theorem, both of degree
1. Under these representations

T1 7→ 1, Ts 7→ b

, where b2 = q + (q − 1)b −→ b2 − (q − 1)b− q = 0 =⇒ (b− q)(b+ 1) = 0.
So the two irreducible representations of H are

ρ : T1 7→ 1, Ts 7→ −1, and σ : T1 7→ 1, Ts 7→ q

2. Let G = GL3(q). Similarly to above we have

|G| = (q3 − 1)(q3 − q)(q3 − q2) = q3(q − 1)(q2 − 1)(q3 − 1)

and
|B| = (q − 1)(q2 − q)(q3 − q2) = q3(q − 1)

3

So dim V = [G : B] = (q + 1)(q2 + q + 1) = q3 + 2q2 + 2q + 1
Also W ∼= S3, and so dim H = 6
In fact H has irreducible representations of degrees 1,1,2 and V = V1 ⊕ V2 ⊕ V3 ⊕ V4, where Vi
irreps and V2 ∼= V3, giving representations of dimension 1, (q2+ q), (q2+ q), q3 respectively. The
q3 representation called the Steinberg representation.

5.6 The Reflection representation of the Hecke algebra H(G,B, 1B)

Let G be a finite group with BN-pair, W be theWeyl group of G, and S = {s1, · · · , sn} the distinguished
generators of W. Then let H = H(G,B, 1B) be the associated Hecke algebra of G with respect to
the subgroup B. As we have already seen, the Hecke algebra H has a presentation with generators
{Ts1 , · · · , Tsn} and satisfying the homogeneous and quadratic relations. i.e

Tsi
2 = qiT1 + (qi − 1)Tsi , 1 ≤ i ≤ n

and
(TsiTsj )

mij = (TsjTsi)
mij if mij = even

(TsiTsj )
mijTsi = (TsjTsi)

mijTsj if mij = odd

where mij is the order of the elements sisj in W.
We have seen that the reflection representation of the Coxeter group W is irreducible if and only

if the Coxeter system (W,S) is irreducible. So we can make the assumption that (W,S) is irreducible,
and thus the Coxeter graph of (W,S) is tree.

Let V =
⊕

1≤i≤n Cvi be an n-dimensional C−vector space, where |S| = n. Also, let {cij}1≤i,j≤n ∈
C such that:
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• cii = qi + 1

• cij = cji = 0 if mij = 2

• cijcji = qi + qj + 2
√
qiqjcos

2π
mij

if mij > 2

Theorem 5.6.1. Let (W,S) be an irreducible Coxeter system associated with a finite group G with
BN-pair, and let be the corresponding Hecke algebra H = H(G,B, 1B). There exists a representation
ρ : H −→ EndCV such that

ρ(Tsi)v = qiv −
(qi + 1)B(vi, v)

B(vi, vi)
vi, for all v ∈ V, si ∈ S

The representation ρ is irreducible, and the bilinear form B is nondegenerate on V.

For the proof we will need the following lemmas.

Lemma 5.6.1. For each 1 ≤ i, j ≤ n and the above complex numbers cij, there exists a symmetric
bilinear form B on V, such that B(vi, vi) ̸= 0 for i = 1, · · · , n and it’s satisfying the following property:

−cij =
(qi + 1)B(vi, vj)

B(vi, vi)
, for 1 ≤ i, j ≤ n

Lemma 5.6.2. For i ̸= j, we take the subspace of V generated by a elements vi and vj, i.e the subspace
< vi, vj >, then the restriction B|<vi,vj> is nondegenerate.

Proof of the Theorem . First we have to show that the map ρ, as defined in the above theorem, pre-
serves the defining relations of the Hecke algebra H, i.e that on the generators Tsi the map ρ preserves
the quadratic and homogeneous relations, for each i ∈ {1, · · · , n}

-So for the quadratic relation:

For each i, with 1 ≤ i ≤ n since B(vi, vi) ̸= 0 we obtain V =< vi > ⊕< vi >
⊥, where < vi >

⊥ =
{v ∈ V : B(v, vi) = 0}. Then by simple calculations of the act of the map ρ on the subspaces
< vi >,< vi >

⊥, we get that ρ acts as scalar multiplication by qi on < vi >
⊥ and by -1 on < vi >. So

it follows that
ρ(Tsi)

2
= qiT1 + (qi − 1)ρ(Tsi)

and thus the quadratic relations hold.

-For the homogeneous relation:

By the above lemma we have that the restriction B|<vi,vj>, with i ̸= j, is nondegenerate. So we
can decompose the space V as

V =< vi, vj > ⊕< vi, vj >
⊥

Now as in the previous case of the quadratic relation, by simple calculations we get that, the ρ(Tsi)
and ρ(Tsj ) act as scalar multiplications by qi and qj on the subspace < vi, vj >

⊥, respectively. So it
occurs that the homogeneous relations for ρ(Tsi) and ρ(Tsj ) hold on < vi, vj >

⊥. Now on < vi, vj >
the ρ(Tsi) and ρ(Tsj ) acts by the matrices

Rsi =

(
−1 cij
0 qi

)
and Rsj =

(
qj 0
cji −1

)
respectively, by the lemma 5.6.1. Thus the homogeneous relations also hold on < vi, vj >, since by
multiplying from both sides the above matrices Rsi .Rsj , we obtain that the products RsiRsj and
RsjRsi have the same characteristic polynomial of degree 2, and hence we can diagonaziable them. So
the map ρ can be extended to a representation of H, by the presentation of the Hecke algebra.

Now we have to show that ρ is irreducible representation and B is nondegenerated bilinear form.
We apply induction on n. So we assume that the result holds for irreducible Coxeter systems of rank
less than n. Now, choose a subset J ⊆ S, such that |J | = n − 1 and let VJ =< vj : sj ∈ J >. By
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the induction hypothesis we have that BVJ
is nondegenerate, and so we can decompose the space V

into V = VJ ⊕ VJ
⊥ and dimCVJ

⊥ = 1. Also let HJ be the subalgebra of H generated by the set
{Tsj : sj ∈ J}. By induction, we get that the restriction of the representation ρ to the HJ , ρ|HJ

, is

irreducible on VJ , while the subspace VJ
⊥ affords the index representation, since from the first part of

the proof, we have seen that the map ρ acts on VJ
⊥ as a scalar multiplication by qj , where sj ∈ J . So

VJ , VJ
⊥ as HJ−modules are simple and also are non-isomorphic, for every n > 1, since for n > 3 they

have different dimensions, and for n = 2 the VJ affords the sign representation, again by first part of
the proof.

Now in order to finally get that ρ is irreducible, we assume the opposite for contradiction, i.e by
consider the V as H-module, we assume that V is not simple. So since H is semisimple there exists
non-trivial H-submodules V1, V2, such that V = V1 ⊕ V2. Then both V1, V2 are also HJ−modules and
so they coincide with VJ , VJ

⊥, by the above. But by the definition of J and the representation ρ, we
get that the VJ is not a H-submodule of V, and we have a contradiction. Thus the representation ρ is
irreducible.

Furthermore, we conclude that B is non-degenerate on V. Since if we assume that this is not true,
so V ⊥ ̸= 0, we get that ρ acts on V ⊥ as a scalar multiplication by qi, for each 1 ≤ i ≤ n, and thus the
subspace < v >, for v ̸= 0 with v ∈ V ⊥, is a proper H-submodule of V. The last statement contradict
the fact that ρ is irreducible. So the bilinear form B is non-degenerate on V.
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6 The Generic Hecke Algebra

The Hecke algebra introduced so far is a C−algebra with basis Tw, w ∈ W , and with multiplication
defined by the rules :

TsTw =

{
Tsw , if ℓ(sw) = ℓ(w) + 1

qTsw + (q − 1)Tw , if ℓ(sw) = ℓ(w)− 1

where s ∈ S, w ∈W , and q is a prime power, e.g pe.

In order to obtain the generic Hecke algebra, we will begin with a general construction of associa-
tive algebra over a commutative ring A, with 1. In particular, we will see that such an algebra will
be a free A-module, with the elements of the basis be parameterized by the elements of W, and with
multiplication law which in a sense reflects the multiplication in W. Also the construction which we
will illustrate below it will depend on some parameters as, bs ∈ A, for s ∈ S, with the property as = at
and bs = bt whenever s and t are conjugate in W. The starting point of this construction it will be a
free A-module E on W, such that the basis elements be the Tw, with w ∈W .

6.1 The Construction of Generic Algebras

Theorem 6.1.1. Let A be a commutative ring with 1 and elements as, bs ∈ A, s ∈ S, such that as = at
and bs = bt whenever s and t are conjugate in W, where (W,S) is a Coxeter system. Then there exists
a unique structure of associative A-algebra on the free A-module E, with T1 acting as the identity, such
that the following conditions hold for all s ∈ S, w ∈W :

TsTw =

{
Tsw , if ℓ(sw) > ℓ(w)

asTw + bsTsw , if ℓ(sw) < ℓ(w)

Proof. • Existence: The idea behind the proof of the existence of an algebra structure as de-
scribed in the theorem it is not to introduced directly into the A-module E , but instead we
exploit the existing ring structure in End E , the algebra of all A-module endomorphisms of E .
Now if E has an algebra structure, the left multiplication operators corresponding to the ele-
ments of E will generate an isomorphic copy of this algebra inside End E . Then by finding the
appropriate subalgebra of End E and via an isomorphism we will transfer the algebra structure
of the subalgebra to E .
Now we define the endomorphisms (left and right multiplication operators) λs = λ(Ts) and
ρs = ρ(Ts) of A, ∀s ∈ S, by

λ(Ts)Tw =

{
Tsw , if ℓ(sw) > ℓ(w)

asTw + bsTsw , if ℓ(sw) < ℓ(w)

and

ρ(Ts)Tw =

{
Tws , if ℓ(ws) > ℓ(w)

asTw + bsTws , if ℓ(ws) < ℓ(w)

in order to conform with the multiplication rule of the elements Ts, Tw, as described above.

Also let L be the algebra of endomorphisms of A generated by λ(Ts), for all s ∈ S and R be the
algebra of endomorphisms of A generated by ρ(Ts), for all s ∈ S.

Lemma 6.1.1. Every operator λs commutes with every operator ρt, ∀s, t ∈ S

To prove the above lemma, we will need first the below lemma from the theory of Coxeter groups.

Lemma 6.1.2. Let w ∈W and s, t ∈ S. If ℓ(swt) = ℓ(w) and ℓ(sw) = ℓ(wt), then sw = wt (or
equivalently, swt = w).
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Proof. Let w = s1...sr be a reduced expression of w, so ℓ(w) = r. Then we have two cases :

1. ℓ(sw) > ℓ(w) : Then ℓ(sw) = r + 1 and thus the expression s0s1 · · · sr, where s0 = s, is
a reduced expression for the element sw. Now, also, ℓ(w) = ℓ((sw)t) < ℓ(sw), so we can
apply the Exchange condition to the pair sw, t and so we have that there exists 0 ≤ i ≤ r
such that

swt = s0 · · · ŝi · · · sr
But we cannot have 1 ≤ i ≤ r, because then

wt = ss0s1 · · · ŝi · · · sr = s1 · · · ŝi · · · sr

which contradicts the fact that ℓ(wt) = ℓ(sw) = ℓ(w) + 1. So i = 0. Then

swt = s1 · · · sr = w ⇐⇒ sw = wt

2. ℓ(sw) < ℓ(w) : Then ℓ(sw) < ℓ(w) = ℓ(s(sw)). Now, by observe that the hypothesis of the
lemma is satisfied by the element sw in place of w, we could apply the result of the case (1)
to sw. So, we obtain that, s(sw)t = sw, i.e wt = sw.

Proof. Now we will prove the lemma 6.1.1 :

Let w ∈ W and compare the action of the operators λsρt and ρtλs on Tw. This is equiva-
lent an associativity condition, i.e (TsTw)Tt = Ts(TwTt). We know that multiplication by s or
t changes the length by 1, so there are six possibilities for the relative lengths of sw,wt, swt, w,
since for example, it is impossible for all of these to have distinct lengths. We distinguish the
following cases:

1. ℓ(w) < ℓ(wt) = ℓ(sw) < ℓ(swt) :

Then by the description of the operators above we have that λsρt(Tw) = Tswt = ρtλs(Tw)

2. ℓ(swt) < ℓ(wt) = ℓ(sw) < ℓ(w) :

By direct calculation λsρt(Tw) = λs(atTw + btTwt) = atλs(Tw) + btλs(Twt) = at(asTw +
bsTsw)+bt(asTwt+bsTswt) = atasTw+atbsTsw+btasTwt+btbsTswt. By similar calculations
of ρtλs(Tw) yields the same result.

3. ℓ(wt) = ℓ(sw) < ℓ(swt) = ℓ(w) :

In this case the hypotheses of the above lemma are satisfied, so we get sw = wt, which
says that s, t conjugate in W and thus as = at and bs = bt. Now by direct calculation
λsρt(Tw) = atasTw+atbsTsw+btTswt and ρtλs(Tw) = asatTw+asbtTwt+bsTswt. From the
fact that as = at and bs = bt we get equality between the above relations of the operators.

4. ℓ(wt) < ℓ(w) = ℓ(swt) < ℓ(sw) :

Here it’s obvious since, λsρt(Tw) = atTsw + btTswt = ρtλs(Tw)

5. ℓ(sw) < ℓ(w) = ℓ(swt) < ℓ(wt) :

Similarly as in the previous case, we get λsρt(Tw) = asTwt + bsTswt = ρtλs(Tw)

6. ℓ(w) = ℓ(swt) < ℓ(wt) = ℓ(sw) :

Just as in the previous case we have λsρt(Tw) = asTwt + bsTswt. But ρtλs(Tw) = atTsw +
btTswt. Again the above lemma satisfied and so we get sw = wt, which says that as = at
and bs = bt.

So we have proved that in every case the equality holds, and thus λsρt = ρtλs, for every
s, t ∈ S.
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Now we prove that there exists a isomorphism of A-modules, between the algebras L and E .
Indeed, we define a map ϕ : L −→ E by λ 7→ λ1 = λ(T1), thus sending 1 to T1 and λs to Ts, for
all s ∈ S. It is obvious that ϕ is an A-module map. Moreover, is surjective and injective.

– ϕ is surjective: Let a basis element Tw of the free A-module E and let w = s1 · · · sr reduced
expression of w. Then Tw = Ts1 · · ·Tsr . We have ϕ(λs1 · · ·λsr ) = (λs1 · · ·λsr )(T1) =
Ts1 · · ·Tsr = Tw

– ϕ is injective: Suppose ϕ(λ) = 0, i.e λ(T1) = 0. Let a ∈ E we will show that λ(a) = 0. First
we define the surjective A-module map ψ : R −→ E with ψ(ρ) = ρ(T1), thus sending 1 to T1
and ρt to Tt for all t ∈ S. So since ψ is surjective a = ψ(ρ) = ρ(T1), for some ρ ∈ R.Thus,
λ(a) = λ(ρ(T1)) = ρ(λ(T1)) = ρ(0) = 0. So ϕ is injective.

So ϕ is bijective.

Now since ϕ is an isomorphism of A-modules, it follows that L has a free A-basis consisting
of all λw := λs1 · · ·λsr , where w = s1 · · · sr is reduced and the endomorphism λw is independent
of the choice of reduced expression. (Here λ1 is the identity element on E .) Furthermore, the
algebra structure on L can be transferred to E and make it into an algebra via the map ϕ.

It remains only to show that this structure satisfies the relations

TsTw =

{
Tsw , if ℓ(sw) > ℓ(w)

asTw + bsTsw , if ℓ(sw) < ℓ(w)

In this direction we have the following remark.

Remark 6.1.1. The relations

TsTw =

{
Tsw , if ℓ(sw) > ℓ(w)

asTw + bsTsw , if ℓ(sw) < ℓ(w)

are equivalent to the relations

TsTw = Tsw if ℓ(sw) > ℓ(w) (9)

Ts
2 = asTs + bsT1 (10)

Indeed, since s2 = 1 we have that ℓ(s2) = 0 = ℓ(s)− 1 so Ts
2 = TsTs = asTs + bsT1. Conversely,

if we have shown that the algebra E satisfying the relations (9) and (10) we will show that in case
ℓ(sw) < ℓ(w) we get the relation TsTw = asTw+ bsTsw. Note that, when ℓ(w) = 1, we must have
w = s, so we have that TsTs = asTs + bsTss = asTs + bsT1 = Ts

2. Thus in that case we have the
result. In general, we have ℓ(s(sw)) > ℓ(sw) so by the relation (9) we get TsTsw = Tssw = Tw.
Then by the relation (10) we obtain that TsTw = Ts

2Tsw = (asTs+bsT1)Tsw = asTsTsw+bsTsw =
asTw + bsTsw, as required.

So by the above remark we just have to show that the algebra structure we have construct
on E satisfies the relations (9) and (10). Indeed, first let ℓ(sw) > ℓ(w). We have to verify that
λsλw = λsw. So by taking a reduced expression s1 · · · sr for the element w, we get a reduced
expression ss1 · · · sr for the element sw. Now λsλw = λsλs1 · · ·λsr agrees with the definition of
λsw. Now it remains to show that λs

2 = asλs + bsλ1 in order to show that the algebra satisfies
the relation (10). Moreover it is enough to check sides at a basis element Tw of E . In case
ℓ(sw) > ℓ(w), we have :

λs
2(Tw) = λs(Tsw) = asTsw + bsTw = (asλs + bsλ1)(Tw)

In case ℓ(sw) < ℓ(w) we get :

λs
2(Tw) = λs(asTw + bsTsw) = asλs(Tw) + bsTsTsw = (asλs + bsλ1)(Tw)
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Thus, from all the above we have prove that there exists an algebra structure on the free A-module
E given by multiplication

TsTw =

{
Tsw , if ℓ(sw) > ℓ(w)

asTw + bsTsw , if ℓ(sw) < ℓ(w)

• Uniqueness: Let w = s1 · · · sr be a reduced expression of the element w, by iteration of the
multiplication rule on E we obtain that Tw = Ts1 · · ·Tsr . So E is in fact generated as an algebra by
the Ts, with s ∈ S, together with 1 = T1. Now by consecutive applications of the multiplications
rules we can write down the full multiplication table for the basis elements Tw of E . So we get
the requested uniqueness.

The algebra constructed in the above theorem, we will be denoted by EA(as, bs), and will be called
a generic algebra.

Remark 6.1.2. The set of generators {Ts : s ∈ S} together with the defining relations R :

Ts
2 = asTs + bsT1 (quadratic relations)

and the homogeneous relations:

(TsTt)
q
= (TtTs)

q
if m(s, t) = 2q <∞ (i.e (st)

2q
= 1)

(TsTt)
q
Ts = (TtTs)

q
Tt if m(s, t) = 2q + 1 <∞ (i.e (st)

2q+1
= 1)

where s, t ∈ S and m(s, t) is the order of st in W, form a presentation for the algebra E.

Proof. Let F be a A-algebra with generators the set {T s : s ∈ S} and defining relations R (as in R,
but replacing Ts by T s). Then there exists a canonical epimorphism π : F −→ E given by π(T s) = Ts,
s ∈ S. Now by Matsumoto’s Theorem, there exists a map f : W −→ F such that f(s) = T s, for
s ∈ S and f(s1 · · · sr) = Ts1 · · ·Tsr for every reduced expression of an element of W. Since the elements
{Ts}s∈S form a basis for E , there exists a linear map g : E −→ F such that g(Tw) = T s1 · · ·T sr , for
every reduced expression s1 · · · sr for w ∈W and g|S = f .
Moreover g is a homomorphism, i.e we will show that g(TwTw′) = g(Tw)g(Tw′). Although, by the
definition of the map g it is sufficient to prove that

g(TsTw) = g(Ts)g(Tw)

for all s ∈ S and w ∈W . In this direction we consider the following cases:

1. If ℓ(sw) > ℓ(w), then TsTw = Tsw, by the multiplication rules in the algebra E and the expression
ss1 · · · sr is reduced for the element sw. Thus g(TsTw) = g(Tsw) = T sT s1 · · ·T sr = f(Ts)g(Tw) =
g(Ts)g(Tw).

2. If ℓ(sw) < ℓ(w). Put w′ = sw =⇒ w = sw′. Then ℓ(sw′) > ℓ(w′), and by the previous case of
the proof, we have that

g(TsTw′) = g(Ts)g(Tw′)⇐⇒ g(TsTsw) = g(Ts)g(Tsw)

but TsTsw = Tw, so
g(Tw) = g(Ts)g(Tsw) = f(Ts)g(Tw)

and thus
f(Ts)g(Tw) = g(Ts)g(Tw) = [g(Ts)]

2g(Tsw)

Now by assumption, the elements g(Ts) also satisfy the quadratic relations and hence

f(Ts)g(Tw) = [g(Ts)]
2g(Tsw)

= (asg(Ts) + bsg(T1))g(Tsw)

= asg(Ts)g(Tsw) + bsg(Tsw)

= asg(Tw) + bsg(Tsw)
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But TsTw = asTw + bsTsw, so by applying g to the last relation we get that

g(TsTw) = asg(Tw) + bsg(Tsw)

By comparing the last formula with the previous we get g(Ts)g(Tw) = g(TsTw). So g is homo-
morphism.
Now g is surjective. Indeed, since the Img is a subalgebra of F (because g is a homomorphism)
we have that Img is closed under multiplication. Also note that Img contains all the generators.
So F ⊆ Img, and thus Img = F ,i.e g is surjective.
Moreover, π o g = 1E and so g is 1-1.
Thus, g is an isomorphism. So E ∼= F . This completes the proof.

6.2 The Generic Hecke Algebra H
We are ready now to define the generic Hecke algebra H of W. But first let’s make the following
observation. As we already have stated in the beginning of this chapter the Hecke algebra H =
H(G,B, 1B) is a C-algebra with basis Tw, w ∈W , and with multiplication rules defined by

TsTw =

{
Tsw , if ℓ(sw) = ℓ(w) + 1

qTsw + (q − 1)Tw , if ℓ(sw) = ℓ(w)− 1

Since s2 = 1 we get that Ts
2 = qT1 +(q− 1)Ts (the quadratic relation) then by simple calculations we

have

Ts
2 − (q − 1)Ts − qT1 − 0 =⇒ (Ts − qT1)(Ts + T1) = 0 =⇒ (q−

1
2Ts − q

1
2T1)(q

− 1
2Ts + q−

1
2T1) = 0

So it’s obvious from the above that in order to be things nice we would like the elements q−
1
2 , q

1
2 to

be in the base ring.
Now, by combining the existing construction of generic algebras EA(as, bs) over a commutative ring

A, with the above observation we understand that by an appropriate choice for the algebra A and for
the parameters as, bs ∈ A, we will obtain the generic Hecke algebra. Specifically, we choose the ring
A = Z[u 1

2 , u−
1
2 ] be the ring of Laurent polynomials over Z in the indeterminate q = u. Also with

the further convention that as = u and bs = u − 1, for all s ∈ S, we get the generic Hecke algebra of
W, denoted by H = H

Z[u
1
2 ,u− 1

2 ]
(u). The relations (9) and (10) from the previous construction now

become:

TsTw = Tsw if ℓ(sw) > ℓ(w)

Ts
2 = (u− 1)Ts + uT1

As we will see in a later chapter Tit’s proved that if we specialize u 7→ q, where q is a prime power,
and W finite, then HC(q) ∼= CW , where CW is the group algebra, which we can also think of it as
an example of a generic algebra with a particularly choice of the parameters as, bs to be as = 0 and
bs = 1.

Iawhori conjectured that HQ(q) ∼= QW , but this turned out to be false. Although, Lusztig finally

proved that H
Q[q

1
2 ]
(q) ∼= Q[q

1
2 ]W .

6.3 Bruhat ordering

In this section we introduce the very important concept of the Bruhat ordering on a Coxeter group W,
which will play a key role in our future study of some special properties that have the generic Hecke
algebra.

So let W be a Coxeter group, with fundamental reflections S = {s1, · · · , sn}. We define the set of
reflections of W to be T =

⋃
w∈W wSs−1. By using this, we write u ≤ v if we can build the element

v from u through a series of multiplications by reflections, with length increasing by one each time.
More formally, we have the following definition of the Bruhat order.
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Definition 6.3.1. We say that u ≤ v if there exists t1, · · · , tr ∈ T such that

v = ut1 · · · tr

and for each 1 ≤ i ≤ r − 1 we have ℓ(ut1 · · · ti) < ℓ(ut1 · · · ti+1). The resulting relation is a partial
ordering of W, and we will call it Bruhat ordering.

Remark 6.3.1. (i) It is convenient sometimes to have the alternative characterized of the Bruhat
order by the use of the subexpressions. More precisely, if w = s1 · · · sr is a reduced expression for
w, then x ≤ w if and only if x = si1 · · · siq where 1 ≤ i1 < i2 < · · · < iq ≤ r. In other words
x ≤ w if and only if we have a reduced expression for x which is a subexpression of w.

(ii) Also we can make the following definitions that lead us to the Bruhat graph. In particular, we write
u→ v if ut = v, for some t ∈ T , with ℓ(v) > ℓ(u). Then we can make the alternative definition
of the Bruhat ordering by saying u ≤ v if there exists a sequence u = w0 → w1 → · · · → wm = v.
Now the Bruhat graph is a directed graph related to the Bruhat order, by the vertices it will be
the set of elements of the Coxeter group and the edges consists of directed edges (u,v) whenever
u→ v.

Example 6.3.1. Let S3 be the symmetric group with generators s1, s2. Then T = {s1, s2, s1s2s1}
Then by further calculations we can get the following Bruhat graph:

s1s2s1

s2s1 s1s2

s1 s2

1

6.4 Inverses and θ-map of Hecke algebra

Now turning back our point of interest to the generic Hecke algebra, where H = HA(u) with A =

Z[u 1
2 , u

1
2 ]. Then the elements of A have the form

∑
i∈Z aiu

1
2 i, ai ∈ Z and ai = 0 for all but finitely

many i.

We define a map from A to A, by a 7→ a, i.e such that
∑
aiu

1
2 i 7→

∑
aiu

1
2 i =

∑
aiu

− 1
2 i

This is an automorphism of the ring A of order 2. Then we can define, as we will see in the next
proposition, an involution θ : H −→ H by

θ(
∑
w∈W

awTw) =
∑
w∈W

aw(Tw−1)
−1

But before these let examine some special features that emerge from the way we have constructed
the generic Hecke algebra. In particular as the following Lemma shows for the algebra H, is the
existence of inverses for the basis elements Tw, due to the presence of the indeterminate u−1 in the
base ring.

Lemma 6.4.1. The basis elements Tw is invertible in H

Proof. Let w = s1 · · · sr be a reduced expression of w. Then we know that Tw = Ts1 · · ·Tsr . So it’s
sufficient to show that each Ts is invertible. Indeed, by the quadratic relation we have :

Ts
2 = uT1 + (u− 1)Ts

u−1Ts
2 = T1 + (1− u−1)Ts

Ts(u
−1Ts + (u−1 − 1)T1) = T1
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where T1 is the identity element of H. So

Ts
−1 = u−1Ts + (u−1 − 1)T1

Proposition 6.4.1. For every h, h1, h2 ∈ H and a ∈ A

1. θ(ah) = aθ(h), i.e θ is semilinear

2. θ(h1 + h2) = θ(h1) + θ(h2)

3. θ(h1h2) = θ(h1)θ(h2)

4. θ2 = 1, i.e θ is an involution.

Proof. 1. Obvious from the definition of θ

2. Obvious from the definition of θ

3. STEP 1: First show θ(TsTw) = θ(Ts)θ(Tw).
Suppose first ℓ(sw) = ℓ(w) + 1. Then TsTw = Tsw so

θ(TsTw) = θ(Tsw) = Tsw−1
−1 = Tw−1s

−1 = (Tw−1Ts)
−1

= Ts
−1Tw−1

−1 = θ(Ts)θ(Tw)

Now suppose ℓ(sw) = ℓ(w)− 1. Let w′ = sw =⇒ w = sw′ and ℓ(sw′) = ℓ(w) + 1.

θ(TsTw) = θ(TsTsTw′)

= θ((uT1 + (u− 1)Ts)Tw′)

= θ(uTw′ + (u− 1)TsTw′)

= u−1θ(Tw′ + (u−1 − 1)θ(TsTw′), by (1) and (2) of this proposition

= (u−1T1 + (u−1 − 1)θ(Ts))θ(Tw′)

= (u−1T1 + (u−1 − 1)Ts
−1)θ(Tw′)

Now by calculate θ(Ts)θ(Tw) we get:

θ(Ts)θ(Tw) = θ(Ts)θ(TsTw′)

= θ(Ts)θ(Ts)θ(Tw′), by first case

= Ts
−2θ(Tw′)

= (u−1T1 + (u−1 − 1)Ts
−1)θ(Tw′)

Since Ts
−1 = u−1Ts + (u−1 − 1)T1 so multiplying by Ts

−1 gives

Ts
−2 = u−1T1 + (u−1 − 1)Ts

−1

So
θ(TsTw) = θ(Ts)θ(Tw)

STEP 2: We will show that θ(Tsh) = θ(Ts)θ(h), for every h ∈ H. Write h =
∑
awTw so

θ(Tsh) = θ(
∑

awTsTw)

=
∑

awθ(TsTw), by (1) and (2)

=
∑

awθ(Ts)θ(Tw), by STEP 1

= θ(Ts)
∑

awθ(Tw)

= θ(Ts)θ(h)
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STEP 3 : Now show that θ(Twh) = θ(Tw)θ(h), ∀h ∈ H.
For, let w = s1 · · · sr be reduced. Then Tw = Ts1 · · ·Tsr so

θ(Twh) = θ(Ts1 · · ·Tsrh)
= θ(Ts1)θ(Ts2 · · ·Tsrh)
= · · · = θ(Ts1) · · · θ(Tsr )θ(h)
= θ(Tw)θ(h)

STEP 4 : Finally show θ(h′h) = θ(h′)θ(h), for every h′, h ∈ H.
Let h′ =

∑
awTw so

θ(h′h) = θ(
∑

awTwh) =
∑

awθ(Twh), by (1) and (2)

=
∑

awθ(Tw)θ(h) = θ(h′)θ(h)

4. θ2(ah) = θ(aθ(h)) = aθ2(h) = aθ2(h), since a = a.
So θ is linear. We must show it fixes all Tw, for all Tw. By calculations we get:

θ2(Tw) = θ(θ(Tw)) = θ(Tw−1
−1)

Now Tw−1Tw−1
−1 = T1 so θ(Tw−1)θ(Tw−1

−1) = T1. So θ(Tw−1
−1) = θ(Tw−1)

−1

θ2(Tw) = θ(Tw−1
−1) = θ(Tw−1)

−1
= (Tw

−1)
−1

= Tw

So since θ2 is linear and it fixes all Tw it must be the identity.

6.5 The R-polynomials

Now let examine a little deeper the inverses Tw
−1 for the basis elements {Tw}w∈W . Suppose that

w ∈ W , and that w = s1 · · · sr is a reduced word. Then from the defining relations of the Hecke
algebra, we have that

Tw = Ts1 · · ·Tsr
So in order to calculate the inverse Tw

−1 we could make it by

Tw
−1 = Ts1

−1 · · ·Tsr
−1

But it’s clear that as the length ℓ(w) is increases it will become unmanageable and progressively more
complicated to compute the inverses from this formula. In this direction, by using the Bruhat ordering,
we will see that the inverses can be written as a linear combination of Tx, for which x ≤ w, in the
sense of the Bruhat ordering, where the coefficients can be non zero only if x ≤ w and in fact these
coefficients are polynomials in u, which we will called R-polynomials. More precisely, we would like to
shown the following main Theorem:

Theorem 6.5.1. For all x,w ∈ W we have that the basis elements Tw of the Hecke algebra H is
invertible and for the inverse of a typical Tw−1 we have:

T−1
w−1 =

∑
x≤w

ux
−1Rx,wTx

where Rx,w = ϵxϵwuxuw
−1Rx,w, with ux = uℓ(x),Rx,w ∈ Z[u] is a polynomial in u of degree ℓ(w)− ℓ(x)

(Note Rx,w = 0 whenever x ≰ w ) and Rw,w = 1
Also

∑
x≤y≤w ϵxϵyRx,yRy,w = δx,w

Now, we will quote the following propositions, from which we will obtain an algorithm for computing
the R-polynomials, and also lead us to the proof of the above Theorem.
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Proposition 6.5.1. Suppose ℓ(sy) = ℓ(y)− 1, s ∈ S, y ∈W . Then

Rx,y =

{
Rsx,sy if ℓ(sx) = ℓ(x)− 1

uRsx,sy + (u− 1)Rx,sy if ℓ(sx) = ℓ(x) + 1

Proof. ℓ(sy) = ℓ(y)− 1, y′ = sy, so y = sy′ and y−1 = y′
−1
s. Also Ty−1 = Ty′−1Ts

Ty−1
−1 = Ts

−1Ty′−1
−1

= (u−1Ts + (u−1 − 1)T1)(
∑
x

Rx,y′u−ℓ(x)Tx)

=
∑
x

Rx,y′u−(ℓ(x)+1)TsTx +
∑
x

Rx,y′(u−1 − 1)u−ℓ(x)Tx

=
∑

x,sx>x

Rx,y′u−(ℓ(x)+1)Tsx +
∑

x,sx<x

Rx,y′u−(ℓ(x)+1)(uTsx + (u− 1)Tx)

+
∑
x

Rx,y′(u−1 − 1)u−ℓ(x)Tx

So

Ty−1
−1 =

∑
x,sx>x

(Rx,y′u−ℓ(x)(u−1 − 1) +Rsx,y′u−(ℓ(sx)+1)u)Tx

+
∑

x,sx<x

(Rx,y′u−ℓ(x)(u−1 − 1) +Rsx,y′u−(ℓ(sx)+1) +Rx,y′u−(ℓ(sx)+1)(u− 1))Tx

Also
Ty−1

−1 =
∑
x

Rx,yu
−ℓ(x)Tx

Now comparing the coefficients of Tx from the above relations gives :

Rx,y =

{
Rsx,sy if sx < x

Rx,sy(u
−1 − 1) +Rsx,syu

−1 if sx > x

Applying the involution once more gives us what we want.

Proposition 6.5.2. If ℓ(ys) = ℓ(y)− 1, s ∈ S, y ∈W . Then

Rx,y =

{
Rxs,xy if xs < x

uRxs,ys + (u− 1)Rx,ys if xs > x

Proof. Using the previous proposition and inverses we get the result we want.

Proposition 6.5.3.
Rx,y ̸= 0 then x ≤ y

Proof. By induction on ℓ(y):
If ℓ(y) = 0 then y = 1 and so we have the result from the above working.
So suppose ℓ(y) > 0. Choose s ∈ S with sy < y.
Suppose first that sx < x. Then by the previous proposition Rx,y = Rsx,sy. Suppose Rx,y ̸= 0. Then
Rsx,sy ̸= 0 and so sx ≤ sy by the induction, but x = s(sx), y = s(sy) with the length increasing in
both cases. So x ≤ y.
Now suppose instead that sx > x, Rx,y ̸= 0. Then

Rx,y = uRsx,sy + (u− 1)Rx,sy

by previous proposition.
So we have Rsx,sy ̸= 0 or Rx,sy ̸= 0 or both.
If Rsx,sy ̸= 0 we get sx ≤ sy, i.e x < sx ≤ sy < and so x < y.
If Rx,sy ̸= 0 we have x ≤ sy by induction, but x ≤ sy < y. So x < y
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Proposition 6.5.4. If x ≤ y then Rx,y is a polynomial in u of degree ℓ(y)− ℓ(x).

Proof. By induction on ℓ(y):
If ℓ(y) = 0, then y = 1 so R1,1 = 1, Rx,1 = 0 for x ̸= 1. So we are ok.
Suppose ℓ(y) > 0. Choose s ∈ S with sy < y.

Case 1: Suppose sx < x. Put x′ = sx. Also Rx,y = Rsx,sy. Now we have that x′ ≤ y, sx′ > x′,
sy < y so by a lemma in bruhat ordering we get x′ ≤ sy. Moreover sx ≤ sy. By induction Rsx,sy is a
polynomial in u of degree ℓ(sy)− ℓ(sx) = ℓ(y)− ℓ(x) since both increasing by 1.
Case 2: Suppose this time sx > x. Then

Rx,y = uRsx,sy + (u− 1)Rx,sy

and we have x ≤ y, sx > x, sy < y so again by the same lemma as previous we get that x ≤ sy. So
by induction Rx,sy is a polynomial in u of degree ℓ(sy)− ℓ(x) = ℓ(y)− ℓ(x)− 1. So when we multiply
it by (u− 1) the degree goes up by 1, i.e to ℓ(y)− ℓ(x).
Also by induction Rsx,sy is either 0 if sx ≰ sy or a polynomial in u of degree ℓ(sy) − ℓ(sx) =
ℓ(y) − ℓ(x) − 2. So even when we multiply by u we just get degree ℓ(y) − ℓ(x) − 1 (so doesn’t affect
the overall degree of it).
Thus Rx,y is a polynomial in u of degree ℓ(y)− ℓ(x).

Proposition 6.5.5. Suppose x ≤ y and ℓ(y)− ℓ(x) ≤ 2. Then

Rx,y = (u− 1)
ℓ(y)−ℓ(x)

Proof. 1. Suppose ℓ(y)− ℓ(x) = 0. Since x ≤ y this means x = y. Now let x = s1 · · · sr be reduced.
Then Rx,x = Rs1···sr,s1···sr .
So taking s = s1, we get that sx < x, and thus by a previous proposition

Rx,x = Rs1···sr,s1···sr = Rs2···sr,s2···sr

By repeatedly applying the proposition, varying s over s1, · · · , sr, gives

Rx,x = Rs1···sr,s1···sr = · · · = R1,1 = 1 = (u− 1)0

2. Suppose ℓ(y)− ℓ(x) = 1
Then exists reduced expression y = s1 · · · sr with x = s1 · · · ŝi · · · sr. So

Rx,y = Rs1···ŝi···sr,s1···sr since both expressions are reduced

= Rs2···ŝi···sr,s2···sr by applying the proposition as in the previous case

...

= Rsi+1···sr,si···sr

= Rsi+1···sr−1,si···sr−1
by applying the analogous proposition as previous for the right handed version

...

= R1,si

= uRsi,1 + (u− 1)R1,1 since length increasing

= u · 0 + (u− 1) · 1 since si ≰ 1 and R1,1 = 1

= u− 1 = (u− 1)1

3. Finally suppose ℓ(y) = ℓ(x) + 2 and x ≤ y. Then exists reduced expression y = s1 · · · sr s.t
x = s1 · · · ŝi · · · sr. So

Rx,y = Rs1···ŝi···ŝj ···sr,s1···sr

= Rsi+1···ŝj ···sr,si···sr by repeatedly use of the proposition as previous

= Rsi+1···sj−1,si···sj by repeatedly use of the right handed version of the proposition

62



So
Rx,y = uRsisi+1···sj−1,si+1···sj + (u− 1)Rsi+1···sj−1,si+1···sj

Now the elements si · · · sj−1 and si+1 · · · sj have the same length, so if si · · · sj−1 ≤ si+1 · · · sj we
must have equality. But if si · · · sj−1 = si+1 · · · sj then s1 · · · sr = s1 · · · ŝi · · · ŝj · · · sr contradict-
ing the fact that s1 · · · sr is reduced.
So s1 · · · sj−1 ≰ si+1 · · · sj and thus Rsi···sj−1,si+1···sj = 0
So

Rx,y = (u− 1)Rsi+1···sj−1,si+1···sj

= (u− 1)(u− 1) by the part (2) of the proof

= (u− 1)2

Example 6.5.1. Let W =W (A2) ∼= S3.

W =< s1, s2|s12 = 1 = s2
2, (s1s2)

3
= 1 >= {1, s1, s2, s1s2, s2s1, wo}

where wo = s1s2s1 = s2s1s2. The table for Rx,y looks like :

y
x

1 s1 s2 s1s2 s2s1 wo

1 1 u-1 u-1 (u− 1)
2

(u− 1)
2

(u− 1)(u2 − u+ 1)

s1 0 1 0 u-1 u-1 (u− 1)
2

s2 0 0 1 u-1 u-1 (u− 1)
2

s1s2 0 0 0 1 0 u-1
s2s1 0 0 0 0 1 u-1
wo 0 0 0 0 0 1

Because from the previous propositions we have that:

• For every y ≤ x we have that Rx,y = 0, so all the elements under the main diagonal of the above
table have to be 0.

• If x = y, then Rx,x = R1,1 = 1, so in the main diagonal we will have only 1.

• For every elements of W such that ℓ(y) − ℓ(x) = 1, we will have that Rx,y = u − 1, by the case
(2) of the proposition 6.5.5

• Similarly by the case (3) of the proposition 6.5.5, if ℓ(y)− ℓ(x) = 2 we have that Rx,y = (u− 1)
2
.

• So the only R-polynomial we have to compute is the R1,wo .

R1,wo = R1,s1s2s1 = uRs1,s2s1 + (u− 1)R1,s2s1 = u(u− 1) + (u− 1)(u− 1)
2

from the above statements. Finally R1,wo = (u− 1)(u2 − u+ 1)

Definition 6.5.1. Let ϵw = (−1)ℓ(w)
and uw = uℓ(w)

Proposition 6.5.6.
Rx,y = ϵxϵyuxuy

−1Rx,y

Proof. By induction on ℓ(y) :
If ℓ(y) = 0. Then y = 1 and Rx,1 = 0, for x ̸= 1, R1,1 = 1. So in this case we have the result.
Assume ℓ(y) > 0. Choose s ∈ S with sy < y.

Case 1: Suppose sx < x. Then Rx,y = Rsx,sy.
By induction

Rsx,sy = ϵsxϵsyusxusy
−1Rsx,sy

63



So
Rx,y = ϵxϵyuxuy

−1Rx,y

Case 2: Suppose sx > x. Then Rx,y = uRsx,sy + (u− 1)Rx,sy So

Rx,y = u−1Rsx,sy + (u−1 − 1)Rx,sy

= ϵsxϵsyusxusy
−1Rsx,sy + (u−1 − 1)ϵxϵyuxuy

−1Rx,sy by induction

= ϵxϵyuxuy
−1(uRsx,sy − (u−1 − 1)uRx,sy)

= ϵxϵyuxuy
−1(uRsx,sy + (u− 1)Rx,sy)

= ϵxϵyuxuy
−1Rx,y

Proposition 6.5.7. If W is finite, then Rx,w = Rwow,wox for all x ≤ w. Where wo is the longest
element of W.

Remark 6.5.1. Recall that it satisfies ℓ(wow) = ℓ(wo) − ℓ(w) for all w ∈ W and that x < w if and
only if wow < wox.

Proof. By induction on ℓ(w):
If ℓ(w) = 1 then w = 1 and so R1,1 = Rwo,wo

= 1.
Assume ℓ(w) > 0, choose s ∈ S such that ws < w. There are two cases to consider:
Case 1: If xs < x then also wox < woxs. So we can apply the right handed version of proposition to
each of these situations and then by induction we get :

Rx,w = Rxs,sw = Rwows,woxs = Rwow,wox

Case 2: If x < xs then again by the proposition we have

Rx,w = uRxs,ws + (u− 1)Rx,ws

Now by induction we get that

uRxs,ws + (u− 1)Rx,ws = uRwows,woxs + (u− 1)Rwows,wox

So
Rx,w = uRwows,woxs + (u− 1)Rwows,wox = uRwows,woxs + (u− 1)Rwow,woxs

where the second term replaced by (u − 1)Rwow,woxs due to the proposition. By applying again the
same proposition we obtain that

Rx,w = uRwows,woxs + (u− 1)Rwow,woxs = Rwow,wox

, as required.

Theorem 6.5.2. For all x,w ∈ W we have that the basis elements Tw of the Hecke algebra H is
invertible and for the inverse of a typical Tw−1 we have:

T−1
w−1 =

∑
x≤w

ux
−1Rx,wTx

where Rx,w = ϵxϵwuxuw
−1Rx,w, Rx,w ∈ Z[u] is a polynomial in u of degree ℓ(w)−ℓ(x) (Note Rx,w = 0

whenever x ≰ w ) and Rw,w = 1
Also

∑
x≤y≤w ϵxϵyRx,yRy,w = δx,w
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6.6 The Kazhdan-Lusztig basis of Hecke algebra H
Our goal now is to find a new basis {Cw} for the generic Hecke algebra H, such that indexed again by
the elements of W, but consisting of elements fixed by the involution θ, i.e we will construct a basis
for H such that consisting of θ−invariant elements. Recall that the involution θ : H −→ H is defined
by ∑

awTw 7−→
∑

aw(Tw−1)
−1

Note also that, as in the case of the calculation of the inverse elements of the basis Tw of H, we
had to introduce the concept of P-polynomials, similarly in order to construct the new basis Cw of H,
we will simultaneously obtain a new family of polynomials, which we will call them Kazhdan-Lusztig
polynomials, denoted by Px,w, for x,w ∈ W , and which will be reminiscent of R-polynomials but
subtler, and therefore easier to calculate them.

Last but not least, this basis it will play a crucial role in the construction, that we will see in a later
chapter, of relatively low-dimensional representations of H arising from the structure of the underlying
Coxeter group W.

Now, we present the idea behind this construction. More precisely, by experimenting with the
relation:

Ts
−1 = u−1Ts − (1− u−1)T1

It is easy to see, by simple calculations of the act of the involution θ, that θ sends Ts − uT1 to
u−1(Ts − uT1). Now by multiplying the first expression by u−

1
2 and act again with the map θ, we can

see that this element is θ−invariant. So we could define

Cs := u−
1
2 (Ts − uT1)

Now we could continue to construct further θ−invariants elements of H, by multiplying various Cs,
for s ∈ S, in the spirit of the way the original basis elements Tw of H are built out of the Ts. For
example, if s ̸= t, by multiplying Cs with Ct, we get

CsCt = u−1(Tst − uTs − uTt + u2T1)

and we could define this element as Cst. At this step of the process, if we consider the only other
possible reduced expression of length 2, i.e the element ts, and we assume that st = ts, then if we
make the multiplication CtCs, we would have obtained again the same element, as we wanted, from
the previous multiplication of CsCt. But as the length of the elements is increasing, this approach
won’t work out because the following problems arise: For example, let an element w ∈ W , such that
ℓ(w) = 3, e.g the element sts, then by calculations we get

CsCtCs = u−
3
2 (Tsts − uTst − uTts + u2(1 + u−1)Ts + u2Tt − u3(1 + u−1)T1)

If we label this element by Csts we have that

• 1st Problem: In the case that sts = tst, by calculations we get that Csts ̸= Ctst, which lead to
obvious ambiguity, that is occurs from the way we have until now construct the new basis.

• 2nd Problem: The polynomials that are appearing as coefficients of Ts and T1 in the above
expressions for the elements Csts, etc are way more complicated than we would like to be, in
order to be easy to compute them.

But, in order to avoid such situations, we will see below that the expressions such as CsCtCs −Cs

are θ−invariants and also a linear combination of Tx, where x ≤ sts (by the Bruhat order), with the
coefficients being quite simpler to calculate. So we conclude to the following very important Theorem.

Theorem 6.6.1. There is a unique element Cw ∈ H such that θ(Cw) = Cw (i.e Cw is θ−invariant)
and

Cw = ϵwuw
1
2

∑
x∈W :x≤w

ϵxux
−1Px,wTx

where Pw,w = 1, Px,w ∈ Z[u] has degree ≤ 1
2 (ℓ(w)− ℓ(x)− 1) if x < w.

The Px,w(u) is called a Kazhdan-Lusztig polynomial.
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Proof. • Uniqueness:

Let w ∈W we write

Cw =
∑
y≤w

α(y, w)Py,wTy, where α(y, w) = ϵyϵwuw
1
2uy

−1

and assuming that Cw has the properties we have state in the theorem.

θ(Cw) =
∑

y: y≤w

u−
1
2 ℓ(w)+ℓ(y)Py,wTy−1

−1

=
∑

y: y≤w

ϵyϵwu
− 1

2 ℓ(w)+ℓ(y)Py,w

∑
x: x≤y

Rx,yu
−ℓ(x)Tx

=
∑

x: x≤w

(
∑

y: x<y≤w

ϵyϵwu
− 1

2 ℓ(w)+ℓ(y)−ℓ(x)Rx,yPy,w)Tx

For θ(Cw) = Cw need

ϵxϵwu
1
2 ℓ(w)−ℓ(x)Px,w =

∑
y: x<y≤w

ϵyϵwu
− 1

2 ℓ(w)+ℓ(y)−ℓ(x)Rx,yPy,w

u
1
2 ℓ(w)−ℓ(x)Px,w =

∑
y: x<y≤w

ϵxϵyu
− 1

2 ℓ(w)+ℓ(y)−ℓ(x)Rx,yPy,w

Know we will show that the Py,w ’s are uniquely determined by induction on ℓ(w)− ℓ(y)
If n = 0 then Pw,w = 1 having been settled by hypothesis.
We then assume Py,w are all uniquely determined where x ≤ y ≤ w, and we will show that this
forces the choice of Px,w to be uniquely determined.

By multiplying both sides of the above equation with u
1
2 ℓ(x) and move the term for y = x

from the r.h.s to the left (using the fact that Rx,x = 1) yields :

u
1
2 ℓ(w)− 1

2 ℓ(x)Px,w − u−
1
2 ℓ(w)+ 1

2 ℓ(x) =
∑

y: x<y≤w

ϵxϵyu
− 1

2 ℓ(w)+ℓ(y)− 1
2 ℓ(x)Rx,yPy,w (11)

Now by induction all Py,w are already uniquely determined for x < y ≤ w, so everything on
the r.h.s of the equation is known and is unique, so we have to argue that Px,w is also uniquely
determined.

Since x < w, the degree assumption of Px,w, from the theorem, implies that the first term

of l.h.s of the equation is a polynomial in u
1
2 with no constant term (otherwise Px,w would have

to contain u
1
2 , which is contradiction due to Px,w ∈ Z[u]). Similarly, the term u−

1
2 ℓ(w)+ 1

2 ℓ(x)Px,w

is a polynomial in u−
1
2 with no constant term. So no cancellation occurs, and there is at most

one choice for Px,w satisfying the equation (6). So Px,w is uniquely determined.

• Existence:

If w = 1 then C1 = T1 Q.E.D
Now we use induction on ℓ(w). So assume w ̸= 1. Also assume ∀w′ ∈ W with ℓ(w′) < ℓ(w).
Let w = sv, where ℓ(v) = ℓ(w)− 1. So Cv exists by induction and thus Pz,v is defined for every
z ≤ v. Let µ(z, v) be the coefficient of the highest power of u in Pz,v. i.e is the coefficient of

u
1
2 (ℓ(v)−ℓ(z)−1) in Pz,v. We define:

Cw := CsCv −
∑

z: z≺v,sz<z

µ(z, v)Cz,
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where Cs = u−
1
2Ts − u

1
2T1 and by z ≺ v we mean that z < v and Pz,v is Kazhdan-Lusztig

polynomial of the maximum possible degree, so

Cw = (u−
1
2Ts − u

1
2T1)Cv −

∑
z: z≺v,sz<z

µ(z, v)Cz

Now we will show that Cw satisfies the required conditions:

First, Cw is θ−invariant :
Indeed,

θ(Cw) = (u
1
2Ts

−1 − u− 1
2T1)θ(Cv)−

∑
z: z<v,sz<z

µ(z, v)θ(Cz)

But θ(Cv) = Cv and θ(Cz) = Cz by induction. Also

u
1
2Ts

−1 − u− 1
2T1 = u

1
2 (u−1Ts + (u−1 − 1)T1)− u−

1
2T1 = u−

1
2Ts − u

1
2T1

So
θ(Cw) = (u−

1
2Ts − u

1
2T1)Cv −

∑
z: z<v,sz<z

µ(z, v)Cz = Cw

Now we calculate the coefficients of Cw:

Cw = (u−
1
2Ts−u

1
2T1)

∑
y: y≤v

ϵyϵvu
1
2 ℓ(v)−ℓ(y)Py,vTy−

∑
z: z<v,sz<z

µ(z, v)
∑

y: y≤z

ϵyϵzu
1
2 ℓ(z)−ℓ(y)Py,zTy

Then

Cw =
∑

y: y≤v

ϵyϵvu
1
2 ℓ(v)−ℓ(y)− 1

2Py,vTsTy

−
∑

y: y≤v

ϵyϵvu
1
2 ℓ(v)−ℓ(y)+ 1

2Py,vTy

−
∑

y: y<v

∑
z: y≤z<v,sz<z

µ(z, v)ϵyϵzu
1
2 ℓ(z)−ℓ(y)Py,zTy

Foe the 1st term in the above relation we have that:

1st term =
∑

y: y≤v,sy>y

ϵyϵvu
1
2 ℓ(v)−ℓ(y)− 1

2Py,vTsy

+
∑

y: y≤v,sy<y

ϵyϵvu
ℓ(v)−ℓ(y)− 1

2Py,v(uTsy + (u− 1)Ty)

=
∑

y: sy≤v,sy<y

−ϵyϵvu
1
2 ℓ(v)−ℓ(y)+ 1

2Psy,vTy +
∑

y: y≤v,sy<y

ϵyϵvu
1
2 ℓ(v)−ℓ(y)− 1

2 (u− 1)Py,vTy

+
∑

y: sy≤v,sy>y

−ϵyϵvu
1
2 ℓ(v)−ℓ(y)− 1

2Psy,vTy

So the coefficient of Ty in Cw is as follows:
All y appearing have y ≤ w, (since for the 1st term sy ≤ v, sy < y, then y = s(sy),
w = sv =⇒ y ≤ w, and similarly for the 2nd term y ≤ v < w).

Now suppose y ≤ w and sy < y. Then the coefficient is:

−ϵyϵvu
1
2 ℓ(v)−ℓ(y)+ 1

2Psy,v − ϵyϵvu
1
2 ℓ(v)−ℓ(y)− 1

2Py,v −
∑

z: y≤z<v,sz<z

µ(z, v)ϵyϵzu
1
2 ℓ(z)−ℓ(y)Py,z

In the other hand, suppose y ≤ w and sy > y. Then the coefficient of Ty in Cw is:

−ϵyϵvu
1
2 ℓ(v)−ℓ(y)− 1

2Psy,v − ϵyϵvu
1
2 ℓ(v)−ℓ(y)+ 1

2Py,v −
∑

z: y≤z<v,sz<z

µ(z, v)ϵyϵzu
1
2 ℓ(z)−ℓ(y)Py,z
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We would like to put both of these into one formula, so we define:

c =

{
1, if sy < y

0, if sy > y

Then the coefficient of Ty in Cw for y ≤ w is

−ϵyϵvu
1
2 ℓ(v)−ℓ(y)+ 1

2 ((u−1)
1−c

Psy,v + (u−1)
c
Py,v)−

∑
z: y≤z<v,sz<z

µ(z, v)ϵyϵzu
1
2 ℓ(z)−ℓ(y)Py,z

But this coefficient must be, by definition

ϵyϵwu
1
2 ℓ(w)−ℓ(y)Py,w

So
Py,w = (u−1)

1−c
Psy,v + (u−1)

c
Py,v −

∑
z: y≤z<v,sz<z

µ(z, v)ϵwϵzu
− 1

2 (ℓ(w)−ℓ(z))Py,z

Hence
Py,w = u1−cPsy,v + ucPy,v −

∑
z: y≤z<v,sz<z

µ(z, v)u
1
2 (ℓ(w)−ℓ(z))Py,z

So by induction on ℓ(w) the above formula determines the Py,w and all the P ’s in r.h.s lie in
Z[u]. Hence Py,w ∈ Z[u] (since µ(z, v) ̸= 0 =⇒ 1

2 (ℓ(v)− ℓ(z) + 1) ∈ Z). It remains to check the
degree hypothesis is satisfied by the above Py,w.
By induction we get:

Psy,v has degree ≤
1

2
(ℓ(v)− ℓ(sy)− 1) when sy < v

Py,v has degree ≤
1

2
(ℓ(v)− ℓ(y)− 1) when y < v

Py,z has degree ≤
1

2
(ℓ(z)− ℓ(y)− 1) when y < z

Now suppose first that sy > y. Then

Py,w = uPsy,v + Py,v −
∑

z: y≤z<v,sz<z

µ(z, v)u
1
2 (ℓ(v)−ℓ(z)+1)Py,z

y ̸= z since sy > y but sz < z so

Degree of Py,z ≤
1

2
(ℓ(z)− ℓ(y)− 1)

Degree of last term ≤ 1

2
(ℓ(v)− ℓ(y)) = 1

2
(ℓ(w)− ℓ(y)− 1)

v ̸= sy since sv > v(if v = sy =⇒ sv = y =⇒ w = y, but we assume sy > y, i.e sw > w, which is
contradiction since v = sw < w). Also ssy < sy (because y < sy) so

Degree of Psy,v ≤
1

2
(ℓ(v)− ℓ(sy)− 1) =

1

2
(ℓ(v)− ℓ(y)− 2)

Degree of uPsy,v ≤
1

2
(ℓ(v)− ℓ(y)) = 1

2
(ℓ(w)− ℓ(y)− 1)

Moreover, whether y = v or not

Degree of Py,v ≤
1

2
=

1

2
(ℓ(w)− ℓ(y)− 1)

So

degy ̸=wPy,w ≤
1

2
(ℓ(w)− ℓ(y)− 1)
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Now suppose sy < y and y < w. Then

Py,w = Psy,v + uPy,v −
∑

z: y≤z<v,sz<z

µ(z, v)u
1
2 (ℓ(v)−ℓ(z)+1)Py,z

sy ̸= v since y ̸= w. So if Psy,v ̸= 0, then

degPsy,v ≤
1

2
(ℓ(v)− ℓ(sy)− 1) =

1

2
(ℓ(w)− ℓ(y)− 1)

y ̸= v since sy < y, sv > v. So if Py,v ̸= 0

degPy,v ≤
1

2
(ℓ(v)− ℓ(y)− 1)

deguPy,v ≤
1

2
(ℓ(w)− ℓ(y))

If z ̸= y then by induction

degPy,z ≤
1

2
(ℓ(z)− ℓ(y)− 1)

deg(µ(z, v)u
1
2 (ℓ(v)−ℓ(z)+1)Py,z) ≤

1

2
(ℓ(v)− ℓ(y)) = 1

2
(ℓ(w)− ℓ(y)− 1)

If z = y then

deg(µ(z, v)u
1
2 (ℓ(v)−ℓ(z)+1)Py,z) =

1

2
(ℓ(v)− ℓ(z) + 1) =

1

2
(ℓ(w)− ℓ(y))

So Py,w has degree ≤ 1
2 (ℓ(w)− ℓ(y)), but we need to show that

degPy,w ≤
1

2
(ℓ(w)− ℓ(y)− 1)

. For that, consider the terms of degree 1
2 (ℓ(w) − ℓ(y)), and we will show they cancel. These

terms are:

leading term of uPy,v = µ(y, v)u
1
2 (ℓ(v)−ℓ(y)−1)+1

= µ(y, v)u
1
2 (ℓ(v)−ℓ(y)+1)

= µ(y, v)u
1
2 (ℓ(w)−ℓ(y))

and from z = y is the term −µ(y, v)u 1
2 (ℓ(w)−ℓ(y)). So the above terms cancel each other out.

Thus by induction

degPy,w ≤
1

2
(ℓ(w)− ℓ(y)− 1) if y ̸= w

Definition 6.6.1. The polynomial Py,w(u) are called the Kazhdan-Lusztig polynomials and the set
{Cw} is called Kazhdan-Lusztig basis.

Proposition 6.6.1. For s ∈ S, w ∈W

TsCw =

{
u

1
2Csw + uCw +

∑
z:z≺w,sz<z u

1
2µ(z, w)Cz if sw > w

−Cw if sw < w

Proposition 6.6.2. For s ∈ S, w ∈W

CsCw =

{
Csw +

∑
z:z≺w,sz<z µ(z, w)Cz if sw > w

−(u 1
2 + u−

1
2 )Cw if sw < w

Proposition 6.6.3. 1. Py,w has constant term 1
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2. Suppose y < w

• If ℓ(y) = ℓ(w)− 1 then Py,w = 1

• If ℓ(y) = ℓ(w)− 2 then Py,w = 1

Corollary 6.6.1. Let x < w. If sw < w but sx > x for some s ∈ S, then Px,y = Psx,y

Example 6.6.1. Let W =W (A2) ∼= S3

W = {1, s1, s2, s1s2, s2s1, wo}

where wo = s1s2s1 = s2s1s2. The following table compute the polynomials Py,w(u):

w
y

1 s1 s2 s1s2 s2s1 wo

1 1 1 1 1 1 1
s1 0 1 0 1 1 1
s2 0 0 1 1 1 1
s1s2 0 0 0 1 0 1
s2s1 0 0 0 0 1 1
wo 0 0 0 0 0 1

• By the proposition 6.6.3, if ℓ(y) = ℓ(w)− 1 or ℓ(y) = ℓ(w)− 2 we get that Py,w = 1.

• Also if y = w we have that Pw,w = 1.

• For every time that y ≰ w, i.e for the polynomials that occurs below the diagonal and on some
other places, we get that Py,w = 0.

• So the only case that remains to calculate again is the polynomial P1,wo
. By setting in the

corollary 6.6.1, s = s1, x = 1, and y = wo, we get that P1,wo = Ps1,wo = 1.
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7 Cells in Coxeter Groups

Now that we have defined the Kazhdan-Lusztig polynomials, and construct a new basis {Cw}, indexed
by the elements of W, for the generic Hecke algebra H, we will use them to finally define the cells
of a Coxeter group W, which as we will see, are separated into three kinds of cells (left,right, and
two-sided). Furthermore, it will turn out (by using the theory that we have until now developed in the
previous chapters) that for each type of cell, we can associate a representation of the generic Hecke
algebra H.

In particular, each kind of cell is an equivalence class of a corresponding equivalence relation on
the group, and the set of cells of a given type has a partial order imposed on it. This partial order is
compatible with the multiplication formulas involving the C-basis, as described in the last propositions
of the previous chapter, and we can exploit this to find relatively low-dimensional representations of the
Hecke algebra, which we will called it, later, (left, right, two-sides ) cells representations, respectively.

Also notice that, by specialising u
1
2 7→ 1, we obtain a representation of W. The dimension of the

representation will turn out to be the size of the cell, and hence will be small compared to |W |.
In this direction, first by looking at the action of the elements Ts of H on the Kazhdan-Lusztig basis

Cw we can see how H acts on itself in the left (regular) representation, relative to the C−basis. But H
is still very large module, so in order to construct representations of H, is natural to look for smaller
submodules of H (or better as we will see subquotients). At this point, the Kazhdan-Lusztig basis
play important role, since lead us to a constructions of representations associated with a particular
sets, as earlier we called them cells, which partition W.

7.1 The Left Cells of a Coxeter group W

Now, in order to construct the cells of a Coxeter group W, our first goal is to define the preorders
≤L, ≤R, and ≤LR on the group W and the left and right descent sets of an element w ∈W .

Definition 7.1.1. For any w ∈W , we define the left and right Descent set of w, respectively, as:

L(w) := {s ∈ S : sw < w} and R(w) := {s ∈ S : ws < w}

Definition 7.1.2. Given z, v ∈ W we write z ←→ v if either [z < v and µ(z, v) ̸= 0] or [z > v and
µ(v, z) ̸= 0]. i.e

z ←→ v ⇐⇒ z ≺ v or v ≺ z

Definition 7.1.3. Let v, y ∈ W . Write y ≤L v if there is a chain of elements v = x0, x1, · · · , xr = y
such that for each i xi ←→ xi+1 and L(xi+1) ⊈ L(xi). So xi+1 ≤L xi.

This isn’t quite a partial ordering since it doesn’t satisfy a ≤ b, b ≤ a =⇒ a = b

Definition 7.1.4. We define the relation v ∼L y to mean both y ≤L v and v ≤L y.The ∼ is an
equivalence relation on W. The equivalence classes are called left cells of W.

It’s worth saying that the preorder ≤L gives a partial order on set of left cells.

Example 7.1.1. Let W =W (A2) ∼= S3, i.e

W = {1, s1, s2, s1s2, s2s1, wo}

where wo = s1s2s1 = s2s1s2 the longest element of W. Now the Bruhat partial ordering gave a diagram
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wo

s1s2 s2s1

s1 s2

1

In this case v ←→ y ⇐⇒ [v < y and ℓ(v) = ℓ(y)− 1] or [y < v and ℓ(y) = ℓ(v)− 1]. So we get for
the sets L(w), for each w ∈W :

L(1) = Ø

L(s1) = {s1}
L(s2) = {s2}
L(s1s2) = {s1}
L(s2s1) = {s2}
L(wo) = {s1, s2}

Now note that wo ≤L s1s2, wo ≤L s2s1
s1s2 ≤L s2, s2s1 ≤L s1
s1 ≤L 1, s2 ≤L 1
s1s2 and s1 are joined but L(s1s2) = L(s1) so s1s2 ≰L s1
But we get s2 ≤L s1s2 and s1 ≤L s2s1
Thus the left cells of S3 are

(1), (s1, s2s1), (s2, s1s2), (wo)

and the ordering on these cells gives:

(1)

(s1, s2s1) (s2, s1s2)

(wo)

The partial order ≤L of the left cells.

Now, another useful way to store this information is by using the Kazhdan-Lusztig graph. So we
give the following definition:

7.1.1 Kazhdan-Lusztig graph

Definition 7.1.5. We define as Kazhdan-Lusztig graph, a biweighted directed multi-graph with:

• For each w ∈W we associate a vertex for the graph.
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• And we label with an arrow x → w, for an edge of the graph, if x ↔ w and L(x) ⊈ L(w). For
such a pair (x,w) we put one arrow for each s ∈ L(x) − L(w), and weight it with both s and
µ(x,w) if x ≺ w, or both s and µ(w, x) if w ≺ x. In addition, to these arrows, we also put
arrows x → x for each s ∈ S weighted with s and 1 if s /∈ L(x) and s and -1 if s ∈ L(x). Then
the left cells corresponds to the vertices in each connected component of our graph.

Example 7.1.2. By applying the above definition again when the Coxeter group W = W (A2) ∼= S3.
We obtain another way to construct the left cells for W, from the corresponding graph. Below we
present the Kazhdan-Lusztig graph for the Coxeter group W = W (A2) ∼= S3, which by taking the
connected components of it we lead us to the left cells of W.

wo

s2s1 s1s2

s1 s2

1

s2 s1

s1s2 s1s2

s1 s2

7.2 Left Cell Representations

Let Z be a left cell of W. Let IZ be the A-submodule of H spanned by the Cv for every v ∈ W such
that v ≤L w for some w ∈ Z. (i.e all elements in some cell and all smaller ones)

Let IZ be the A-submodule of H spanned by the Cv, ∀v ∈ W s.t v ≤L w for some w ∈ Z and
v /∈ Z. (i.e all elements in smaller cells but not in same one).

Lemma 7.2.1. 1. The A-module IZ is a left ideal of H.

2. The A-module IZ is a left ideal of H.

Proof. 1. Let w ∈ Z, so Cw ∈ IZ . Consider CsCw.
If sw < w this is just a multiple of Cw

If sw > w then CsCw = Csw +
∑

z: z<w,sz<z µ(z, w)Cz and so under these circumstances we
know sw ≤L w and z ≤L w when µ(z, w) ̸= 0. So CsCw ∈ IZ .
So we get that CsIZ ⊆ IZ (we need those in lower cells too but the above argument holds for
those too).
Thus,

HIZ ⊆ IZ
and so IZ is a left ideal of H.

2. Now suppose w /∈ Z but w ≤L w
′ where w′ ∈ Z. So Cw ∈ IZ .

Suppose sw > w, so sw ≤L w, z ≤L w when µ(z, w) ̸= 0. But sw /∈ Z, since if sw ∈ Z then
sw ≤L w

′ and w′ ≤L sw so sw ≤L w ≤L w
′ ≤L sw =⇒ w ∼L w

′ (which is a contradiction).
Also z /∈ Z if µ(z, w) ̸= 0, since if z ∈ Z then z ≤L w ≤L w ≤L w

′ ≤L z (which is a contradiction).
So

HIZ ⊆ IZ
and thus IZ is also a left ideal of H.

Proposition 7.2.1. It is clear that IZ ⊆ IZ , so we can form the quotient left H− module

MZ := IZ/IZ
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MZ has a basis Cw, w ∈ Z (where Cw = IZ + Cw)

CsCv =

{
Csv +

∑
z∈Z: z<v,sz<z µ(z, v)Cz if sv > v

−(u 1
2 + u−

1
2 )Cv if sv < v

TsCv =

{
u

1
2Csv + uCv + u

1
2

∑
z∈Z: z<v,sz<z µ(z, v)Cz if sv > v

−Cv if sv < v

where the term Csv in the above relations exists if sv ∈ Z, otherwise, if sv /∈ Z the term involving
Csv is omitted since then Csv ∈ IZ and it gets factored out.

Definition 7.2.1. A left cell representation of the Hecke algebra H, coming from the left cell Z, is the
representation afforded by the the H−moduleMZ .

Example 7.2.1. Let W =W (A2) ∼= S3, we have seen that the left cells of W are

(1), (s1, s2s1), (s2, s1s2), (wo)

Then the 1-dimension representation arising from the left cell (1) is given by:

Ts1C1 = uC1, Ts2C1 = uC1 (12)

The 1-dimension representation arising from the left cell (wo) is given by:

Ts1Cwo
= −Cwo

, Ts2Cwo
= −Cwo

(13)

The 2-dimension representation arising from the left cell (s1, s2s1) is given by:

Ts1Cs1 = −Cs1 , Ts1Cs2s1 = u
1
2Cs1 + uCs2s1

Ts2Cs1 = uCs1 + u
1
2Cs2s1 , Ts2Cs2s1 = −Cs2s1 (14)

The 2-dimension representation arising from the left cell (s2, s1s2) is given by:

Ts1Cs2 = uCs2 + u
1
2Cs1s2 , Ts1Cs1s2 = −Cs1s2

Ts2Cs2 = −Cs2 , Ts2Cs1s2 = u
1
2Cs2 + uCs1s2 (15)

Then the matrix representations we get from these modules are:
(12) Ts1 7→ (u), Ts2 7→ (u)
(13) Ts1 7→ (−1), Ts2 7→ (−1)

(14) Ts1 7→
(
−1 u

1
2

0 u

)
, Ts2 7→

(
u 0

u
1
2 −1

)
(15) Ts1 7→

(
u 0

u
1
2 −1

)
, Ts2 7→

(
−1 u

1
2

0 u

)
The two representations of degree two are equivalent, since(

0 1
1 0

)(
−1 u

1
2

0 u

)(
0 1
1 0

)
=

(
u 0

u
1
2 −1

)
But the two 1-dimension representations aren’t equivalent.

Note that if we replace u by q, where q is a prime power, we shall obtain representations of the
ordinary Hecke algebra, H(q), over Q(q

1
2 )

Also if we replace u by 1 we shall obtain representations of W over Q, since we get the group
algebra.
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7.3 The Right Cells of a Coxeter group W

Definition 7.3.1. Let v, y ∈ W we define y ≤R v if exists a chain of elements such that v =
x0, x1, · · · , xr = y where xi ←→ xi+1 and R(xi+1) ⊈ R(xi), ∀i

Definition 7.3.2. v ∼R y if v ≤R y and y ≤R v. The equivalence classes are the right cells.

Example 7.3.1. Let W =W (A2) ∼= S3 the Bruhat partial ordering on S3 is

wo

s1s2 s2s1

s1 s2

1

Now all Kazhdan-Lusztig polynomials are equal to 1, so only consecutive elements are joined.
So right cells are

(1), (wo), (s1, s1s2), (s2, s2s1)

and we get the ordering ≤R on W

(1)

(s1, s2s1) (s2, s1s2)

(wo)

7.4 The Two-sided Cells of a Coxeter group W

Definition 7.4.1. We write y ≤LR v if there exists a sequence v = x0, x1, · · · , xr = y where at each
stage either xi+1 ≤L xi or xi+1 ≤R xi (Note this isn’t the as saying either y ≤R or y ≤L v)

Definition 7.4.2. v ∼LR y if y ≤LR v and v ≤LR y.
The equivalence classes are called two-sided cells.

Proposition 7.4.1. 1. Suppose x ≤L y. Then R(y) ⊆ R(x).

2. Suppose x ∼L y. Then R(x) = R(y).

3. Suppose x ≤R y. Then L(y) ⊆ L(x).

4. Suppose x ∼R y. Then L(x) = L(y).

Example 7.4.1. The two-side cells of S3 are (1), (s1, s2, s1s2, s2s1), (wo)
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Example 7.4.2. Let W =W (A3) ∼= S4 with dynkin diagram

s1• s2• s3•

W =< s1, s2, s3 | si2 = 1, (s1s2)
3
= 1 = (s2s3)

3
, (s1s3)

2
= 1 >

and |W | = 24 In details the elements of W are:

1, s1, s2, s3, s1s2, s2s1, s1s3, s2s3, s3s2,
s1s2s1, s1s2s3, s1s3s2, s2s1s3, s2s3s2, s3s2s1,

s1s2s1s3, s1s2s3s2, s1s3s2s1, s2s1s3s2, s2s3s2s1,
s1s2s1s3s2, s1s2s3s2s1, s2s1s3s2s1,

s1s2s1s3s2s1

For the Bruhat ordering, bearing in mind that s1s3 = s3s1 and s1s2s1 = s2s1s2, s2s3s2 = s3s2s3

w L(w) R(w)
1 ø ø
s1 s1 s1
s2 s2 s2
s3 s3 s3
s1s2 s1 s2
s2s1 s2 s1
s1s3 s1, s3 s1, s3
s2s3 s2 s3
s3s2 s3 s2
s1s2s1 s1, s2 s1, s2
s1s2s3 s1 s3
s1s3s2 s1, s3 s2
s2s1s3 s2 s1, s3
s2s3s2 s2, s3 s2, s3
s3s2s1 s3 s1
s1s2s1s3 s1, s2 s1, s3
s1s2s3s2 s1, s3 s2, s3
s1s3s2s1 s1, s3 s1, s2
s2s1s3s2 s2 s2
s2s3s2s1 s2, s3 s1, s3
s1s2s1s3s2 s1, s2 s2, s3
s1s2s3s2s1 s1, s3 s1, s3
s2s1s3s2s1 s2, s3 s1, s2
s1s2s1s3s2s1 s1, s2, s3 s1, s2, s3
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Now for the left cells of W we have :

Recall from the previous proposition that if w ∼L w
′ then R(w) = R(w′).

So we make the following list for the sets R(w):

w (1) (s1, s2s1, s3s2s1) (s2, s1s2, s3s2, s1s3s2, s2s1s3s2) (s3, s2s3, s1s2s3)
R(w) ø s1 s2 s3

w (s1s2s1, s1s3s2s1, s2s1s3s2s1) (s1s3, s2s1s3, s1s2s1s3, s2s3s2s1, s1s2s3s2s1)
R(w) s1, s2 s1, s3

w (s2s3s2, s1s2s3s2, s1s2s1s3s2) (s1s2s1s3s2s1)
R(w) s2, s3 s1, s2, s3

These sets decompose into left cells.
Recall y < w ℓ(w) = ℓ(y) + 1 =⇒ y ←→ w. So for two elements to be in a left cell we must have
y ←→ w, L(y) ⊈ L(w) and L(w) ⊈ L(y). Thus by distinguish in the following cases we get:

(i) Let R(w) = s1:
- s1 < s1s2 so s1 ←→ s2. Also L(s1) = s1, L(s2s1) = s2 so s1 ∼L s2s1.
- s2s1 < s3s2s1, so s2s1 ←→ s3s2s1. Also L(s2s1) = s2, L(s3s2s1) = s3 so s2s1 ∼L s3s2s1.
So in case all the elements w ∈ W such that R(w) = s1, form one left cell. i.e the left cell
(s1, s2s1, s3s2s1).

(ii) Let R(w) = s2:
- s2 < s1s2, L(s2) = s2, L(s1s2) = s1 so s2 ∼L s1s2.
- s2 < s3s2, L(s2) = s2, L(s3s2) = s3 so s2 ∼L s3s2.
- s1s2 < s1s3s2, L(s1s2) = s1 ⊆ L(s1s3s2) = {s1, s3}.
- s3s2 < s1s3s2, L(s3s2) = s3 ⊆ L(s1s3s2) = {s1, s3}.
- s1s3s2 < s2s1s3s2, L(s1s2s3) = {s1, s3}, L(s2s1s3s2) = s2 so s1s3s2 ∼L s2s1s3s2.
So in this case (i.e for the elements such that R(w) = s2) decomposes into two left cells
(s2, s1s2, s3s2) and (s1s3s2, s2s1s3s2)

(iii) Let R(w) = s3:
- s3 < s2s3, L(s3) = s3, L(s2s3) = s2 so s3 ∼L s2s3.
- s2s3 < s1s2s3, L(s1s2s3) = s1 so s2s3 ∼L s1s2s3.
So in that case all elements are in one left cell, i.e form the left cell (s3, s2s3, s1s2s3).

(iv) Let R(w) = {s1, s2}:
- s1s2s1 < s1s3s2s1, L(s1s2s1) = {s1, s2}, L(s1s3s2s1) = {s1, s3}.
- s1s3s2s1 < s2s1s3s2s1, L(s2s1s3s2s1) = {s2, s3} so s1s2s1 ∼L s1s3s2s1 ∼L s2s1s3s2s1.
So in that case all elements are in one left cell, i.e form the left cell (s1s2s1, s1s3s2s1, s2s1s3s2s1).

(v) Let R(w) = {s1, s3}:
- s1s3 < s2s1s3, L(s1s3) = {s1, s3}, L(s2s1s3) = s2 so s1s3 ∼L s2s1s3.
- s2s1s3 < s1s2s1s3, L(s2s1s3) = s2 ⊆ L(s1s2s1s3) = {s1, s2}.
- s2s1s3 < s2s3s2s1. L(s2s3s2s1) = {s2, s3} ⊇ L(s2s1s3).
- s2s3s2s1 < s1s2s3s2s1, L(s1s2s3s2s1) = {s1, s3} so s2s3s2s1 ∼L s1s2s3s2s1.
- s1s2s1s3 < s1s2s3s2s1 so also s1s2s1s3 ∼L s1s2s3s2s1.
So in this case (i.e for the elements such that R(w) = {s1, s3}) decomposes into two left cells,
(s1s3, s2s1s3) and (s1s2s1s3, s2s3s2s1, s1s2s3s2s1).
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(vi) Let R(w) = {s2, s3}:
- s2s3s2 < s1s2s3s2, L(s2s3s2) = {s2, s3}, L(s1s2s3s2) = {s1, s3}.
- s1s2s3s2 < s1s2s1s3s2, L(s1s2s1s3s2) = {s1, s2} so s2s3s2 ∼L s1s2s3s2 ∼L s1s2s1s3s2.
So in that case all elements are in one left cell, i.e form the left cell (s2s3s2, s1s2s3s2, s1s2s1s3s2s1).

So the left cells are

(1)
(s1, s2s1, s3s2s1)
(s2, s1s2, s3s2)
(s3, s2s3, s1s2s3)
(s1s3s2, s2s1s3s2)
(s1s3, s2s1s3)

(s1s2s1, s1s3s2s1, s2s1s3s2s1)
(s1s2s1s3, s2s3s2s1, s1s2s3s2s1)
(s2s3s2, s1s2s3s2, s1s2s1s3s2)

(s1s2s1s3s2s1)

Note that y ∼L w ⇐⇒ y−1 ∼R w−1. So we also know the Right cells:

(1)
(s1, s1s2, s1s2s3)
(s2, s2s1, s2s3)
(s3, s3s2, s3s2s1)
(s2s1s3, s2s1s3s2)
(s1s3, s1s3s2)

(s1s2s1, s1s2s1s3, s1s2s1s3s2)
(s1s3s2s1, s1s2s3s2, s1s2s3s2s1)
(s2s3s2, s2s3s2s1, s2s1s3s2s1)

(s1s2s1s3s2s1)

Then the Two-sided cells are:

(1)

s1, s2s1, s3s2s1,
s2, s1s2, s3s2,
s3, s2s3, s1s2s3


(
s1s3s2, s2s1s3s2,
s1s3, s2s1s3

)
 s1s2s1, s1s3s2s1, s2s1s3s2s1,
s1s2s1s3, s2s3s2s1, s1s2s3s2s1,
s2s3s2, s1s2s3s1, s1s2s1s3s2


(s1s2s1s3s2s1)

Now we present some observations from the above :

(i) Consider those elements of order two, i.e w2 = 1. Because of what we know about s4 we know
there are 10 of them. So we jave 10 elements satisfying w2 = 1 in the left cells list.
Each left cell contains just one element with w2 = 1, and each right cell contains just one element
with w2 = 1.
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(ii) If L is a left cell and R is a right cell with L,R in the same two-sided cell then |L ∩ R| = 1. (i.e
consists only of {w} where w2 = 1).

(iii) The number of elements in each two-sided cell is a square.

(iv) The sum of the squares of the irreducible representations of W = |W |.

(v) Each of the two-sided cells gives rise to an irreducible representation.

All the above observations hold for symmetric groups in general, (but not for all Coxeter groups in
general).

7.5 The Relationship between Cell Representations and the Classic Rep-
resentation Theory of Sn

7.5.1 The Classical Representation Theory of Sn

For this section, we specialize to W =W (An−1) ∼= Sn and consider left cells, right cells and two-sided
cells in Sn.
We will demonstrate the connection between the cells and the Young tableau. In this direction we
quote the following definitions:

Definition 7.5.1 (Partition). Given a positive integer n, we define a partition λ of n to be a set of
positive integers λ = (λ1, λ2, · · · , λk) with λ1 ≥ λ2 ≥ · · · ≥ λr ≥ 0 and n = λ1 + · · · + λk. We write
for a partition λ of n, λ ⊢ n.

Definition 7.5.2 (Young Diagram). Each partition is associated with a Young diagram, a diagram of
left justified boxes with k rows and λi boxes in each row, with the 1-st row being the one on the top and
the k-th row being on the bottom.

For example, a partition of 8 can beλ = (λ1, λ2, λ3, λ4) = (4, 2, 1, 1) with the Young diagram

To any partition λ of n and its associated Young diagram, we say that a standard Young tableau
of λ is a bijection between the boxes of the Young diagram and the natural numbers {1, · · · , n} such
that each column of boxes increases from top to bottom and each row increases from left to right. So
we have the following definition:

Definition 7.5.3 (Young Tableau). A λ−tableau is a λ−diagram filling it with the numbers 1, · · · , n
in the squares, such that each number appears once.
A standard λ−tableau obtained by filling in the numbers in the increasing order along the rows and
down the columns.

A standard tableau of the partition considered before is

1 3 5 8

2 4

6

7

Definition 7.5.4. We let SY Tλ to be the set of standard tableaux T of the partition λ ⊢ n, also we
let SY T =

⋃
λ⊢n SY Tλ, and a given tableau T ∈ SY Tλ, we define the descent set D(T) to be the set

of si ∈ {s1, · · · , sn − 1} such that i+ 1 appears in a strictly lower ro of T.
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Now, given a symmetric group Sn, the classical theory gives us that the irreducible representations
can be indexed by the conjugacy classes of Sn. But these conjugacy classes can be indexed by partitions
λ ⊢ n: a conjugacy class is characterized by the size of its cycles. For example, the conjugacy class
containing the trivial element has cycle sizes (1,1,...,1), and can be identified with the partition of n by
(1, 1, · · · , 1). Therefore, by the representation theory of a finite group, the number of the inequivalent
irreducible representations, over C, is equal to the number of partitions of n. So from the above is
clear, that we have 1-1 correspondence between the irreducible representations and the partitions of
n, and hence there exists 1-1 correspondence of Young diagrams with irreducible representations.

Also notice that, the dimension of the irreducible representation ρλ of the symmetric group Sn

corresponding to the the partition λ of n, have dimension |SY Tλ|, i.e is equal to the number of
different standard Young tableaux that can be obtained from the diagram of the representation. This
number can be calculated by the hook length formula. More precisely, the hook length of a certain
box in Young diagram of shape λ, denoted by dλ is the number of boxes that are in the same row to
the right of it plus the boxes in the same column below it, plus one for the box itself. By the hook
length formula we obtain that the dimension of the irreducible representation are given by

dλ = dim ρλ =
n!

product of all hooks lengths of boxes in the Young diagram

One way to transmute the irreducible representations is of what we called Specht modules. In partic-
ular, we have the following Theorem, from the combinatorial point of view in representation theory of
Sn:

Theorem 7.5.1. The subspace Vλ := C[Sn]cλ of C[Sn] is an irreducible representation of Sn under
left multiplication. Every irreducible representation of Sn is isomorphic to Vλ for a unique λ. For the
definition of cλ. We can define two subgroups of Sn corresponding to SY Tλ:

1. The row subgroup Pλ: the subgroup which maps every element of 1,...,n into an element standing
in the same row in SY Tλ.

2. The column subgroup Qλ: the subgroup which maps every element of 1,...,n into an element
standing in the same column in SY Tλ.

Then we define the Young projectors

aλ :=
1

|Pλ|
∑
g∈Pλ

g

and

bλ :=
1

|Qλ|
∑
g∈Qλ

sgn(g)g

and finally we let cλ = aλbλ

7.5.2 The Robinson-Schensted Correspondence

We now state the Robinson-Schensted Correspondence, along with some miraculous facts about it.
Since the proofs of these theorems are largely combinatorial, we will leave them out due to space
considerations.

Earlier we represented each w ∈ Sn with reduced word expressions w = s1 · · · sr. Another way to
represent permutations, however, is by simply writing where each letter is sent. For example, we write
w = x1 · · ·xn, where w(i) = xi.

Now we associate to each w ∈ Sn a pair (A(w), B(w)) of tableaux, where both A(w) and B(w)
are tableaux of the same partition. To do this, let w = x1 · · ·xn, and let us construct (A(w), B(w))
recursively. Supposing that the (i-1)-th step has already been completed, the i-th step goes as follows:

1. Consider xi and the A that has been constructed so far.

2. Compare xi with the elements of the first row, from left to right.

3. If xi is greater than all the elements of the row, create a box at the end of the row, and put xi
into it.
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4. If not, then let the first box that xi is less than have p in it. Put xi in the box that p was in,
and start this process over again considering p and now going to the second row.

5. Continue this process until there are no rows left.

6. In B, place a new box with i in it in the location that a new box was created in A.

Let us do an example: let w = 43125 ∈ S5. The process goes as follows, with A on the left and B
on the right.

4 1

3

4

1

2

1

3

4

1

2

3

1 2

3

4

1 4

2

3

1 2 5

3

4

1 4 5

2

3

Example 7.5.1. W ∼= S3

w A(w) B(w)

1 =

(
1 2 3
1 2 3

)
1 2 3 1 2 3

s1 =

(
1 2 3
2 1 3

)
1 3
2

1 3
2

s2 =

(
1 2 3
1 3 2

)
1 2
3

1 2
3

s1s2 =

(
1 2 3
3 1 2

)
1 2
3

1 3
2

s2s1 =

(
1 2 3
2 3 1

)
1 3
2

1 2
3

wo =

(
1 2 3
3 2 1

) 1
2
3

1
2
3

All standard λ-tableaux appear. Some appear more than once.
Then we get, for a given A(w) the sets

(1), (s1, s2s1), (s2, s1s2), (wo)

and for given B(w) the sets
(1), (s1, s1s2), (s2, s2s1), (wo)

Also notice that B(w) = A(w−1) and that the sets for the same A(w) gives the left cells of S3 and
similarly for the same B(w) we get the right cells of S3. Furthermore, we have the following theorem.
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Theorem 7.5.2. For W =W (An−1) ∼= Sn

(i) w,w′ lie in the same left cell if and only if A(w) = A(w′).

(ii) w,w′ lie in the same right cell if and only if B(w) = B(w′).

(iii) w,w′ lie in the same two-sided cell if and only if A(w) and A(w′) have the same shape.

(iv) The maps A : Sn −→ SY T and B : Sn −→ STY are surjective.

(v) The map Sn −→
⊔

λ⊢n(SY Tλ × SY Tλ) defined by w 7→ (A(w), B(w)) is bijective. (Note A(w)
and B(w) always have the same shape).

(vi) There is a bijection between 2-sided cells of Sn and partitions of n. The 2-sided cell corresponding
to λ has dλ

2 elements, dλ = |SY Tλ|

(vii) There is a bijection between left cells of Sn and standard tableaux. The number of elements in
each left cell contained in the 2-sided cell corresponding to λ is dλ. Similarly for the right cells.

(viii) If L, R are a left cell and a right cell contained in the same 2-sided cell then |L ∩R| = 1

(ix) Each left cell contains just one element with w2 = 1
Each right cell contains just one element with w2 = 1

(x) Each left cell representation o Sn is irreducible.
Two left cell representations are equivalent if and only if the left cells lie in the same two-sided
cell.

7.6 The Example of the Left Cell representations of S4

Left cell representations of S4

As we already have seen, there are 5 2-sided cells :

(1)

s1, s2s1, s3s2s1,
s2, s1s2, s3s2,
s3, s2s3, s1s2s3


(
s1s3s2, s2s1s3s2,
s1s3, s2s1s3

)
 s1s2s1, s1s3s2s1, s2s1s3s2s1,
s1s2s1s3, s2s3s2s1, s1s2s3s2s1,
s2s3s2, s1s2s3s1, s1s2s1s3s2


(s1s2s1s3s2s1)

and the number of left cells in each 2-sided cell is respectively: (1,3,2,3,1)

Now take one left cell in 2-sided cell, e.g :

(1)
(s1, s2s1, s3s2s1)
(s1s3s2, s2s1s3s2)

(s1s2s1, s1s3s2s1, s2s1s3s2s1)
(wo)
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Each left cell from above gives an irreducible representation of H, and also with specialization by
u 7→ 1,we get representations of W.

So

• For the left cell (1):
Ts1 7→ (u), Ts2 7→ (u), Ts3 7→ (u)

This gives rise to the trivial representation of W by specialization u 7→ 1.

• For the left cell (s1, s2s1, s3s2s1):

Ts1 7→

−1 u
1
2 0

0 u 0
0 0 u

 , Ts2 7→

 u 0 0

u
1
2 −1 u

1
2

0 0 u

 , Ts3 7→

u 0 0
0 u 0

0 u
1
2 −1


• For the left cell (s1s3s2, s2s1s3s2):

Ts1 7→
(
−1 u

1
2

0 u

)
, Ts2 7→

(
u 0

u
1
2 1

)
, Ts3 7→

(
−1 u

1
2

0 u

)

• For the left cell (s1s2s1, s1s3s2s1, s2s1s3s2s1):

Ts1 7→

−1 0 0

0 −1 u
1
2

0 0 u

 , Ts2 7→

−1 u
1
2 0

0 u 0

0 u
1
2 −1

 , Ts3 7→

 u 0 0

u
1
2 −1 0
0 0 −1


• For the left cell (wo):

Ts1 7→ (−1), Ts2 7→ (−1), Ts3 7→ (−1)

This is a complete set of irreducible nonequivalent representations.

Now we will use the classical representation theory of S4 in order to construct the irreducible rep-
resentations by characters, but retain the association with partitions from the combinatorial approach
into the representations of S4. After that, by specialising u 7→ 1 we will get irreducible representations
of S4, but by using the methods of the left cells and the corresponding left representations that occurs.
Finally, from the Robinson-Schensted Correspondence we will see that the irreducible representations,
which have been constructed by the two different methods described above, are in reality the same.
So

• From the classical theory: We have that the symmetric group S4 has 5 conjugacy classes,
{1}, C(s1s3), C(s1), C(s1s2s3), C(s1s2).Thus there are five irreducible representations. Three of
these are common to every symmetric group : the trivial representation 1, the sign representation
sgn, both of dimension 1 and the standard representation std of dimension 3 (obtained by the
action of S4 on the 3-dimensional subspace of vectors whose sum of coordinates in the basis is
zero). Thus, as the sum of the dimensions squared must be the order of the group, we get the
other two representations, let ρ and σ, which will be of dimension 2 and 3, respectively. And
as the sum of all characters must be the character of the regular representation, we have the
following character table:
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{1} C(s1s3) C(s1) C(s1s2s3) C(s1s2)
trivial 1 1 1 1 1
sign 1 1 -1 -1 1
ρ 2 2 0 0 -1
standard 3 -1 1 -1 0
σ 3 -1 -1 1 0

Now, in previous section we have seen the connection between the irreducible representations to
the partitions and further to the Young diagrams. So we have that:

1↔ sgn↔ ρ↔ std↔ σ ↔

• Left Cell Representations: By specialising u 7→ 1 into the previous relations, we get the left
cell representations of S4. More precisely, we obtain the following maps:

– For the left cell (1):
Ts1 7→ (1), Ts2 7→ (1), Ts3 7→ (1)

This gives rise to the trivial representation of W.

– For the left cell (s1, s2s1, s3s2s1):

Ts1 7→

−1 1 0
0 1 0
0 0 1

 , Ts2 7→

1 0 0
1 −1 1
0 0 1

 , Ts3 7→

1 0 0
0 1 0
0 1 −1


By simple calculations of the action of T into the elements of every conjugacy class of S4,
we get that the character of this cell has

χ({1}) = 3, χ(C(s1s3)) = −1, χ(C(s1)) = 1, χ(C(s1s2s3)) = −1, χ(C(s1s2)) = 0

Show by the character table of the classical theory, we conclude that this representation
corresponds to standard representation.

– For the left cell (s1s3s2, s2s1s3s2):

Ts1 7→
(
−1 1
0 1

)
, Ts2 7→

(
1 0
1 1

)
, Ts3 7→

(
−1 1
0 1

)
Again by calculations we get the character of this cell to be:

χ({1}) = 2, χ(C(s1s3)) = 2, χ(C(s1)) = 0, χ(C(s1s2s3)) = 0, χ(C(s1s2)) = −1

Show by the character table of the classical theory, we conclude that this representation
corresponds to ρ.

– For the left cell (s1s2s1, s1s3s2s1, s2s1s3s2s1):

Ts1 7→

−1 0 0
0 −1 1
0 0 1

 , Ts2 7→

−1 1 0
0 1 0
0 1 −1

 , Ts3 7→

1 0 0
1 −1 0
0 0 −1


Similarly to the previous cases we get that the character of this cell has

χ({1}) = 3, χ(C(s1s3)) = −1, χ(C(s1)) = −1, χ(C(s1s2s3)) = 1, χ(C(s1s2)) = 0

Show by the character table of the classical theory, we conclude that this representation
corresponds to σ.
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– For the left cell (wo):
Ts1 7→ (−1), Ts2 7→ (−1), Ts3 7→ (−1)

This gives rise to the sign representation of W.

Now by taking a representative of each cell, we will find its tableau shape under the Robinson-
Schensted Correspondence. Recall the notation we have introduced previous, A(w) = A(x1 · · ·xn),
where w = x1 · · ·xn with w(i) = xi. So we get:

A(1) = A(1234)↔

A(s1) = A(2134)↔

A(s1s3s2) = A(2413)↔

A(s1s2s1) = A(3214)↔

A(s1s2s1s3s2s1) = A(4321)↔

so indeed we have the same associations of representations to Young diagrams, as desired.
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8 Tits Deformation Theorem

Theorem 8.0.1. The Hecke algebra over C is isomorphic to the group algebra over C of the Weyl
group. Specifically, let G be a finite group with BN-pair, and let (W,S) be the Weyl group of G. Let H
be the Hecke algebra H(G,B, 1B). Then there exists an isomorphism of C-algebras :

H ∼= CW

We consider homomorphisms : C[u] −→ C such that f(u) 7→ f(t) if u 7→ t. These homomorphisms
are called specializations.

Proposition 8.0.1. Let EC(u) be the generic algebra of a finite Coxeter System (W,S), over C[u].

(i) Assume that we have in the way that described above a specialization f : C[u] −→ C such that
u 7→ 1. Then the generic algebra specialized to group algebra over C, i.e

EC(1) ∼= CW

as C-algebras.

(ii) Assume that W is the Weyl group of a finite group G with BN-pair, with parameter q. We
consider the specialization f ′ : C[u] −→ C such that u 7→ q. Then the generic algebra EC(q)
specialized to the Hecke algebra H(G,B, 1B), i.e

EC(q) ∼= H(G,B, 1B)

as C-algebras.

Lemma 8.0.1. The EC(u) is semisimple when u specializes to q, and also when specializes to 1 and
for all but a finite number of values of u.

Proof. Let E be a finite dimensional algebra over a field and a ∈ E . Consider the map p(a) : E −→ E
such that x 7→ xa. We also consider the map T : E × E −→ field such that (a, b) 7→ T (a, b), where

T (a, b) = trace(p(a), p(b))

T called the trace form of the algebra E , it is a symmetric bilinear form and we say that

T is non-degenerate if and only if T (a, b) = 0, ∀b ∈ E , implies a = 0

The discriminant of the form with respect to a given basis is the determinant of the matrix of the form
with respect to this basis of E . So if e1, · · · , en is a basis of E then, discriminant = det(T (ei, ej)) It
can be shown that

T is non-degenerate if and only if the discriminant is different from zero

So when we specialize u 7→ 1, from the above the generic alg

Recall that a finite dimensional semisimple algebra over an algebraically closed field is a direct sum
of a complete matrix algebras of a certain degrees over the field.

Definition 8.0.1. • We call a finite dimensional associative algebra S separable, if it is semisim-
ple, when the based field is extended to it’s algebraic closure.

• The degrees of the resulting matrix algebras called numerical invariants of S.

Proposition 8.0.2. Let B be an associative finite dimensional simple algebra over an algebraically
closed field L. So B is the direct sum of complete matrix algebras of certain degrees over L, say
d1, · · · , dr. Let b1, · · · , bn be a basis for B over L and x1, · · · , xn independent indeterminates over
L. Consider BL(x1,··· ,xn) and let b ∈ BL(x1,··· ,xn) be the element

b =
∑
i

xibi
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where BL(x1,··· ,xn) =
⊕
L(x1, · · · , xn)bi. We call b a general element of B. Let also BL(x1,··· ,xn) −→

BL(x1,··· ,xn) be the transformation such that z 7→ bz and P (t) the characteristic polynomial of this
transformation with coefficients in L(x1, · · · , xn).
Let

P (t) =
∏

Pi(t)
pi

the factorization of P (t) into distinct monic irreducible polynomials over L(x1, · · · , xn). Then

(i) The multiplicities {pi} are the numerical invariants of B.

(ii) pi = degPi(t), for all i.

(iii) If P (t) =
∏
Qj(t)

qj be another factorization of P (t) over L(x1, · · · , xn) such that qj = degQj,
for all j. Then the polynomials Qj(t) are distinct and coincide with the polynomials Pi(t). So qj
are the numerical invariants of B.

Proof. First, the statements of the proposition are independent of the choice of the basis and the set of
indeterminates used to define a general element. So we let Ek

ij be the basis of elementary matrices for
B where k = 1, · · · , r, i, j = 1, 2, · · · , dk. By denoting the indeterminates {xij}, the general element
b ∈ B is represented by the matrix

b =
∑

i′,j′,k′

xk
′

i′j′E
k′

i′j′

. So when Ek
ij 7→ bEk

ij we have that

bEk
ij =

∑
i′,j′,k′

xk
′

i′j′E
k′

i′j′E
k
ij =

∑
i′

xki′iE
k
i′iE

k
ij =

∑
i′

xki′iE
k
i′j

Thus the characteristic polynomial with respect to this basis is

r∏
k=1

(det(tI − x(k)))
dk

where x(k) = [xkij ].

The two factorization of the P (t) are the same. For det(tI − x(k)) is irreducible, by specializing

x(k) 7→


0 1 · · · 0
...

...
. . .

...
0 0 · · · 1
c1 c2 · · · cdk


Then det(tI−x(k)) specializes to tdk − cdk

tdk−1−· · ·− c2t− c1. By proper choose of the c1, · · · , cdk
we

obtain a specialization for the characteristic polynomial, that is given by tdk − c1. But this polynomial
is irreducible by Einstein’s criterion, so it follows that the original polynomial is also irreducible.
Moreover if k ̸= k′ then det(tI − x(k)) ̸= det(tI − x(k

′)) because their coefficients involve different
indeterminates.

So the di’s coincide with the pi’s and dk =deg of det(tI − x(k)). So pi = degPi(t). Finally, let

P (t) =
∏

Pi(t)
pi =

∏
Qj(t)

qj

where the first factorization is as given above, and where qj = detQj(t), ∀j. If some Qj is equal to
some Qk, for k ̸= j, then for the Qj we would have a contradiction to (ii). Now, from the fact that
the polynomials Pi are distinct irreducible polynomials, since they involve different indeterminates, we
have that the factors Pi(t) shows up exactly pi times in the polynomial P (t). So if Qj(t) ̸= Pi(t), we
would have that the polynomial Pi(t) would occur more than pi times in P (t) which is a contradiction.
Hence the polynomials {Qj} are a permutation of the {Pi}.

Also later we will need the following property that is true for the separable algebras:
Two separable algebras over a field K are isomorphic if and only if in a extension K of the field, they
have the same numerical invariants.
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Lemma 8.0.2. Let R⋆ be the integral closure of R in F and x1, · · · , xn indeterminates over F . Then
R⋆[x1, · · · , xn] is the integral closure of R[x1, · · · , xn] in F [x1, · · · , xn].

Lemma 8.0.3. Let R⋆ as previous. Then (by using Zorn’s Lemma) any homomorphism f : R −→ K,
where K field, can be extended to a homomorphism f⋆ : R⋆ −→ K⋆, where K⋆ is an algebraic closure
of K.

Theorem 8.0.2 (Tits Deformation Theorem). Let R be an integral domain, F it’s field of fractions,
and f : R −→ K be a homomorphism of R into a field K. Let S be a finite dimensional associative
R-algebra, and let SF and SK be the resulting specialized algebras over F and K, respectively. If both
SF and SK are separable, then they have the same numerical invariants.

Sketch of the proof. Let {ai} be a basis for S over R, hence also for SF over F. Let {xi} be independent
indeterminates over F and also over K. The given homomorphism f : R −→ K by the above Lemma
can be extended to a homomorphism f⋆ : R⋆ −→ K and then naturally to a homomorphism, also
denoted by f⋆, from R⋆[x1, · · · , xn] into K[x1, · · · , xn]. Now if a =

∑
i xiai is a general element of the

algebra SF (x1,··· ,xn)
, we consider the map z 7→ az of SF (x1,··· ,xn)

into itself. Let P (t) =
∏
Pi(t)

pi be

the characteristic polynomial of the transformation above, where the Pi(t) are its irreducible factors
over F [x1, · · · , xn]. Then, by the fact that P (t) is monic, its roots are integral over R[x1, · · · , xn].
Then the coefficients of the factors Pi(t), lie in the field generated by the roots of Pi(t). In particular
each root of Pi(t) is also a root of P (t), and the roots of P (t) are integral over R[x1, · · · , xn]. Thus the
coefficients of each Pi(t) are integral over R[x1, · · · , xn] hence belong to R⋆[x1, · · · , xn] by the previous
Lemma. Now we can apply the homomorphism f⋆ to P (t). We specializes P (t) to the characteristic
polynomial of the map z 7→ f(a)z of SK(x1,··· ,xn)

into itself. Then we obtain

f⋆(P (t)) =
∏

f⋆(Pi(t))
pi

over K[x1, · · · , xn], i.e each polynomial f⋆(Pi(t)) are over K[x1, · · · , xn]. Now for each i, we have
that pi = degPi(t) so by (i) of the above proposition are the numerical invariants of SF and by (ii)
from the same proposition, we also have pi = degf⋆(Pi(t)), for every i. So finally, by the (iii) of
the proposition, we obtain that the multiplicities pi are also the numerical invariants of SK . So the
theorem is proved.

As an application of the above we have the main result that we stated in the beginning of this
paragraph. Particularly we have the below theorem:

Theorem 8.0.3. Let G be a finite group with BN-pair, and let (W,S) be the Weyl group of G. Let H
be the Hecke algebra H(G,B, 1B). Then there exists an C-algebras isomorphism:

H ∼= CW

Proof. Let R = C[u], so F = C[u]. We take S to be the generic algebra over C[u]. Then by the
specialization f : u 7→ q we take SC(q) ∼= H, and by the specialization f : u 7→ 1 we take SC[1] ∼= CW .
Both algebras H and CW are separable, so from the above theorem they have the same numerical
invariants. Now, since C is algebraically closed we get that H ∼= CW .

Corollary 8.0.1. Let G be a finite group with BN-pair and with |B : niBni
−1 ∩ B| = q for every

i. Then there is a 1-1 correspondence between irreducible components of 1GB(over C) and irreducible
characters Φ of W. The multiplicity of a component in 1GB is the degree Φ(1) of Φ.

Example 8.0.1. Let G = GLn(q) and W = Sn. The irreducible characters of Sn correspond to
partitions λ ⊢ n. Let Φλ be an irreducible character of Sn. Then

Φλ(1) = Number of standard Young tableaux of λ

By the discussion we have already done in the section of the classical approach into the representation
theory of Sn we get that

Φλ(1) = dimρλ =
n!

Product of all hooks lengths of boxes in Young diagram

e.g for the symmetric group on 3 letters, i.e for S3, we have the following correspondence between the
SY Tλ with hook length entries and the degrees of irreducible representations :

88



(i) the SY Tλ with hook length entries 3 2 1 gives rise to irreducible representation of degree

1.

(ii) the SY Tλ with hook length entries
3 1

1
gives rise to irreducible representation of degree 2.

(iii) the SY Tλ with hook length entries

3

2

1

gives rise to irreducible representation of degree 1.

Now back to GLn(q).
Let χλ be the component of 1GB corresponding to λ. χλ appears with multiplicity Φλ(1) = n!∏

hλ(i,j)
,

where hλ(i, j) be the hook length for each box (i,j). So we get that

χλ(1) = qλ2+2λ3+3λ4+··· · (q − 1)(q2 − 1) · · · (qn − 1)

(qh1 − 1)(qh2 − 1) · · · (qhn − 1)

As previous let see for example GL3(q). Then we have:

1. For λ−tableau we get χλ(1) = 1, since in this case χλ(1) = q0 · (q−1)(q2−1)(q3−1)
(q3−1)(q2−1)(q−1)

2. For λ−tableau we get χλ(1) = q(q+1), since in this case χλ(1) = q1 · (q−1)(q2−1)(q3−1)
(q3−1)(q2−1)(q−1)

3. For λ−tableau we get χλ(1) = q3, since in this case χλ(1) = q1+2 · (q−1)(q2−1)(q3−1)
(q3−1)(q2−1)(q−1)
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